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## Preface

The present volume has emerged from a twofold intention: (1) to collect and to present to the reader results in two important and active areas of formal language theory, regulated rewriting and grammar systems (both these areas have as one of their main goals to increase the generative power of grammars by adding certain features dealing with the control of the derivation process, the cooperation of parts, the distribution of tasks among parts, and other related ideas), and (2) to mark the 50th Birthday of Jürgen Dassow, an author who has made a significant contribution to the above mentioned areas (and who has been quite active in organizing meetings in formal language theory, as well as in theoretical computer science in general).

Most of the contributions are indeed devoted to regulated rewriting and grammar systems, but, because several of Jürgen's friends and collaborators are not working in these areas, we decided to enlarge the scope of the volume. Thus, the last two chapters were added.

The first chapter (Regulated rewriting) deals both with topics which can be considered classical in formal language theory (the LBA problem reformulated in terms of programmed grammars, the index of grammars and languages, the descriptional complexity in the form of the number of nonterminals used by a grammar) and with recent (controlling the work of a grammar/automaton by means of elements of a group, or by attributes associated to strings or to symbols), or emergent topics (fuzzy grammars, array grammars, restarting automata).

The next two chapters (Cooperating distributed grammar systems and Parallel communicating grammar systems) are devoted to the two main classes of grammar systems, the sequential ones (the components work in turn, one at each moment, on the same common sentential form) and the parallel ones (the components work synchronously, each on its own sentential form, and communicate on request or by command).

The papers included in these chapters prove the power and the fruitfulness - both from a theoretical and a practical point of view - of the distributed architectures specific to grammar systems. There are papers investigating basic generative capacity questions, computational complexity, variants (in general suggested by computer science aspects modelled in terms of grammar systems). Special mention should be made of the two papers about colonies, a particular case of cooperating distributed grammar systems, corresponding to multi-agent systems with very simple subsystems/agents, and the papers discussing the possible use(fulness) of parallel communicating grammar systems, of grammar systems in general, in modelling constructions and phenomena occurring in natural languages.

The fourth chapter (Splicing systems) deals with an exciting and hot area in computer science, which promises important developments also in automata and language theory: DNA computing. The basic ingredient here is the splicing operation modelling the DNA recombination. The first two papers investigate (parallel) grammar systems based on components using the splicing operation. (Thus, these papers can also be considered as continuations of the previous chapter.) The third paper of this
chapter extends the splicing operation to arrays, opening a rich area of investigation.
Chapter five (Infinite words) contains three papers whose object of study are the infinite sequences, whereas Chapter six (Algebraic approaches to languages) contains papers where the main point of view is not generative but algebraic. These areas constitute well-established branches of formal language theory, important counterparts of the "classical" branches dealing with finite strings in a purely grammatical manner.

Of course, the volume does not intend to provide an overview of formal language theory; the reader interested in such an overview can consult Handbook of Formal Languages (three volumes), published this spring by Springer-Verlag (G. Rozenberg, A. Salomaa, eds.).

The contributions have been refereed in the usual way. We are very much indebted to all the people involved in the production of this volume. Most importantly, we want to thank the authors for excellent and timely cooperation, and regret that some other prospective authors who wanted to contribute were unable to do so because of time and other constraints. After fifty, other multiples of ten follow.. . So, Happy Birthday Jürgen, and see you at many multiples of ten from now on !

Gh. Păun and A. Salomaa
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# Chapter 1. Regulated Rewriting 

# A Grammatical Approach to the LBA Problem 

Henning BORDIHN<br>Fakultät für Informatik<br>Otto-von-Guericke-Universität Magdeburg<br>Postfach 4120, D-39016 Magdeburg, Germany<br>Email: bordihn@irb.cs.uni-magdeburg.de


#### Abstract

In this paper, the degree of non-regulation for programmed grammars is introduced, as the largest number of elements in success or in failure fields. We show that this measure can be restricted to two without loss of generative capacity. Moreover, we present interrelations between the lba problem on the one hand and the relationship between the families of languages described by $\lambda$-free programmed grammars with degree of non-regulation one and two on the other hand. Especially, in case of accepting programmed grammars with monotone core rules and leftmost derivations this relationship exactly characterizes the lba problem.


## 1. Introduction

In [1], [2], it is proved that programmed grammars with $\lambda$-free context-free productions and with appearance checking features describe the family of context-sensitive languages if they are seen as accepting devices.

The idea of accepting grammars [7] is the following: Starting from a "terminal" word, the system tries to derive a given goal word (the axiom) where, following [1], [2], [3], the yield relation is defined by textually the same words as in generating case. Possible restrictions to production sets are turned "around", e.g., coming to productions of the form $v \rightarrow a$ in the context-free case, where $v$ is a (possibly empty) word and $a$ is a symbol.

In this paper, we present an approach to the family of languages recognized by deterministic linear-bounded automaton by restricting the number of possible choices of productions for continuing a derivation of programmed grammars in a certain situation, i.e. after a certain production has been applied leading a certain sentential form. For, we introduce a new measure of descriptional complexity for programmed grammars, the degree of non-regulation, which reflects this number of possible choices.

We assume that the reader is familiar with basic notions and basic knowledge of formal language and automata theory. Concerning our notations, we mostly follow [4]: $\subseteq$ denotes inclusion, $\subset$ denotes strict inclusion, $|M|$ is the number of elements in the set $M$. The empty word is denoted by $\lambda$. We consider two languages $L_{1}, L_{2}$ to be equal iff $L_{1} \backslash\{\lambda\}=L_{2} \backslash\{\lambda\}$, and we simply write $L_{1}=L_{2}$ in this case. We
term two devices describing languages equivalent if the two described languages are equal. Moreover, let $S u b(w)$ denote the set of subwords of $w$. The length of a word $x$ is denoted by $|x|$. If $x \in V^{*}$, where $V$ is some alphabet, and if $W \subseteq V$, then $|x|_{W}$ denotes the number of occurrences of letters from $W$ in $x$. If $W$ is a singleton set $\{a\}$, we simply write $|x|_{a}$ instead of $|x|_{\{a\}}$.

The families of regular, context-free, $\lambda$-free context-free, context-sensitive, monotone, and type- 0 Chomsky grammars are denoted by REG, CF, CF- $\lambda, \mathrm{CS}, \mathrm{MON}$, and RE, respectively. If $X$ is one of these families, $\mathcal{L}^{g e n}(X)\left(\mathcal{L}^{a c c}(X)\right)$ denotes the family of languages generated (accepted) by some device from the family $X$. Whenever we use bracket notations like $\mathcal{L}^{g e n}(\mathrm{CF}[-\lambda])=\mathcal{L}^{a c c}(\mathrm{CF}[-\lambda])$ we mean that the statement is true both in case of neglecting the bracket contents and in case of ignoring the brackets themselves. If several parts of a formula (which can uniquelly be associated to each other) are enclosed in brackets then we can leave out none, one, or more of those associated parts.

## 2. Programmed Grammars and the Degree of Non-Regulation

First, we formally define the notion of programmed grammars in a way appropriate for generating and accepting case [1], [2].

A programmed grammar is a construct $G=\left(V_{N}, V_{T}, P, S\right)$, where $V_{N}$ and $V_{T}$ are two disjoint alphabets, the set of nonterminal symbols and the set of terminal symbols, $S \in V_{N}$ is the axiom, and $P$ is a finite set of productions of the form $(r: \alpha \rightarrow \beta, \sigma(r), \phi(r)$ ), where $r: \alpha \rightarrow \beta$ is a rewriting rule labelled by $r$ and $\sigma(r)$ and $\phi(r)$ are two sets of labels of such core rules in $P$. By Lab $(P)$, we denote the set of all labels of the productions appearing in $P$.

A sequence of words over $V_{G}^{*}, y_{0}, y_{1}, \ldots, y_{n}$, is referred to as a derivation in $G$ iff, for $1 \leq i \leq n$, there are productions $\left(r_{i}: \alpha_{i} \rightarrow \beta_{i}, \sigma\left(r_{i}\right), \phi\left(r_{i}\right)\right) \in P$ such that

$$
y_{i-1}=z_{i-1} \alpha_{i} z_{i-1}^{\prime}, y_{i}=z_{i-1} \beta_{i} z_{i-1}^{\prime}, \text { and, if } 1 \leq i<n, r_{i+1} \in \sigma\left(r_{i}\right)
$$

or

$$
\alpha_{i} \notin S u b\left(y_{i-1}\right), y_{i-1}=y_{i}, \text { and, if } 1 \leq i<n, r_{i+1} \in \phi\left(r_{i}\right) .
$$

Note that, in the latter case, the derivation step is done in the appearance checking mode. The set $\sigma\left(r_{i}\right)$ is called the success field and the set $\phi\left(r_{i}\right)$ the failure field of $r_{i}$. We also write the derivation as

$$
y_{0} \Longrightarrow_{r_{1}} y_{1} \Longrightarrow_{r_{2}} \cdots \Longrightarrow_{r_{n}} y_{n}
$$

or simply as $y_{0} \Longrightarrow y_{1} \Longrightarrow \cdots \Longrightarrow y_{n}$.
The language generated by $G$ is defined as

$$
L^{g e n}(G)=\left\{w \in V_{T}^{*} \mid \text { there is a derivation } S=y_{0}, y_{1}, \ldots, y_{n}=w\right\}
$$

if $G$ is a generating programmed grammar and

$$
L^{a c c}(G)=\left\{w \in V_{T}^{*} \mid \text { there is a derivation } w=y_{0}, y_{1}, \ldots, y_{n}=S\right\}
$$

if $G$ is an accepting one.

A derivation according to $G$ is said to be leftmost if each rule is either applied in a way such that it replaces the leftmost occurrence of its left-hand side or it is applied in appearance checking mode. ${ }^{1}$ By $L^{\text {gen }}\left(G\right.$-left) ( $L^{a c c}(G$-left)) we denote the language generated (accepted) by $G$ in this leftmost manner.

Let $X \in\{$ REG, CF, CF- $\lambda, \mathrm{CS}, \mathrm{MON}, \mathrm{RE}\}$. The family of languages generated (accepted) by programmed grammars of the form $G=\left(V_{N}, V_{T}, P, S\right)$ containing only core rules of type $X$ is denoted by $\mathcal{L}^{g e n}(\mathrm{P}, X, \mathrm{ac})\left(\mathcal{L}^{a c c}(\mathrm{P}, X, \mathrm{ac})\right)$. When no appearance checking features are involved, i.e. $\phi(r)=\emptyset$ for each rule in $P$, we are led to the families $\mathcal{L}^{g e n}(\mathrm{P}, X)\left(\mathcal{L}^{a c c}(\mathrm{P}, X)\right)$. In order to denote the corresponding families of languages obtained by leftmost derivations we add left to the first component of that notation, e.g., leading to $\mathcal{L}^{g e n}$ (P-left, $\mathrm{CF}, \mathrm{ac}$ ).

Let us recall some results for the generating case [4] and extend them to further cases. ${ }^{2}$

Lemma 2.1. For $X \in\{C F, C F-\lambda\}$, we have
(i) $\mathcal{L}^{g e n}(\mathrm{P}, X) \subseteq \mathcal{L}^{g e n}(\mathrm{P}-\mathrm{left}, X)$, and
(ii) $\mathcal{L}^{g e n}(\mathrm{P}, X, \mathrm{ac}) \subseteq \mathcal{L}^{g e n}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac})$.

For $X \in\{\mathrm{CS}, \mathrm{MON}, \mathrm{RE}\}$,
(iii) $\mathcal{L}^{g e n}(\mathrm{P}, X)=\mathcal{L}^{g e n}(\mathrm{P}-\mathrm{left}, X)=\mathcal{L}^{g e n}(\mathrm{P}, X, \mathrm{ac})=\mathcal{L}^{g e n}(X)$ and
(iv) $\mathcal{L}^{g e n}(\mathrm{P}, X, \mathrm{ac}) \subseteq \mathcal{L}^{\text {gen }}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac})$.

Proof. For (i), (ii), and (iii), see [4]. In order to show (iv), we slightly modify the idea of the proof given for the context-free case (ii).

We consider the programmed grammar $G=\left(V_{N}, V_{T}, P, S\right)$ with productions of type CS, MON, or RE, and with each rule $(r: \alpha \rightarrow \beta, \sigma(r), \phi(r)) \in P$, we associate the productions

$$
\begin{aligned}
& \left(r: \alpha \rightarrow \alpha,\left\{r^{\prime}, r^{\prime \prime}\right\}, \phi(r)\right), \\
& \left(r^{\prime}: A \rightarrow A^{\prime},\left\{r^{\prime}, r^{\prime \prime}\right\}, \emptyset\right) \quad \text { if } \alpha=u A \gamma \text { with } u \in V_{T}^{*}, A \in V_{N}, \gamma \in\left(V_{N} \cup V_{T}\right)^{*}, \\
& \left(r^{\prime \prime}: \alpha \rightarrow \beta,\left\{r^{\prime \prime \prime}\right\}, \emptyset\right), \\
& \left(r^{\prime \prime \prime}: A^{\prime} \rightarrow A,\left\{r^{\prime \prime \prime}\right\}, \sigma(r)\right) .
\end{aligned}
$$

The remaining part of the construction is analogous to that one given for the contextfree case in [4].

Now, we turn to the accepting case.

## Lemma 2.2.

(i) For $X \in\{\mathrm{CF}-\lambda, \mathrm{CS}, \mathrm{MON}\}, \mathcal{L}^{a c c}(\mathrm{P}, X[, \mathrm{ac}]) \subseteq \mathcal{L}^{a c c}(\mathrm{P}-\mathrm{left}, X[, \mathrm{ac}])$,
(ii) $\mathcal{L}^{a c c}(\mathrm{P}, \mathrm{RE}[, \mathrm{ac}])=\mathcal{L}^{a c c}(\mathrm{P}-\mathrm{left}, \mathrm{RE}[, \mathrm{ac}])=\mathcal{L}^{g e n}(\mathrm{RE})$, and
(iii) $\mathcal{L}^{a c c}(\mathrm{P}, \mathrm{CF}) \subseteq \mathcal{L}^{a c c}(\mathrm{P}-\mathrm{left}, \mathrm{CF})$ hold.

[^0]Proof. (i) The case with appearance checking can be proved similarly to the proof for generating grammars. We just have to rename the teminal symbols first in order to avoid terminals on the right-hand sides of rules. More precisely, for a given accepting programmed grammar $G=\left(V_{N}, V_{T}, P, S\right)$, we construct an equivalent accepting programmed grammar with leftmost derivations $G^{\prime}=\left(V_{N}^{\prime}, V_{T}^{\prime}, P^{\prime}, S^{\prime}\right)$ as follows. Set $V_{N}^{\prime}=V_{N} \cup\left\{A^{\prime} \mid A \in V_{N}\right\} \cup\left\{\bar{a} \mid a \in V_{T}\right\}$ and $V_{T}^{\prime}=V_{T}$. Now, let ${ }^{\wedge}:\left(V_{N} \cup V_{T}\right)^{*} \longrightarrow\left(V_{N}^{\prime}\right)^{*}$ be the morphism defined by $\hat{A}=A$ for $A \in V_{N}$ and $\hat{\alpha}=\bar{a}$ for $a \in V_{T}$. Furthermore, let $P^{\prime}$ contain the following productions:

$$
\left((0, a): a \rightarrow \bar{a},\left\{(0, b) \mid b \in V_{T}\right\},\left\{r, r^{\prime}, r^{\mathrm{ac}} \mid r \in \operatorname{Lab}(P)\right\}\right), \quad \text { for all } a \in V_{T}
$$

and with each $(r: \alpha \rightarrow \beta, \sigma(r), \phi(r)) \in P$, we associate the productions

$$
\begin{aligned}
& \left(r^{\prime}: \hat{x} \rightarrow x^{\prime},\left\{r, r^{\prime}\right\}, \emptyset\right), \quad \text { if } \alpha=x \gamma, x \in V_{N} \cup V_{T}, \gamma \in\left(V_{N} \cup V_{T}\right)^{*} \\
& \left(r: \hat{\alpha} \rightarrow \hat{\beta},\left\{r^{\prime \prime}\right\}, \emptyset\right), \\
& \left(r^{\prime \prime}: x^{\prime} \rightarrow \hat{x},\left\{p^{\prime \prime}\right\},\left\{p, p^{\prime}, p^{\mathrm{ac}} \mid p \in \sigma(r)\right\}\right), \\
& \left(r^{\mathrm{ac}}: \hat{\alpha} \rightarrow \hat{\beta}, \emptyset,\left\{p, p^{\prime}, p^{\mathrm{ac}} \mid p \in \phi(r)\right\}\right),
\end{aligned}
$$

Clearly, $L^{\text {acc }}\left(G^{\prime}\right)=L^{a c c}(G)$. Note, that we have only productions of type $X$ if every (given) rule $\alpha \rightarrow \beta$ is of type $X$.

If appearance checking features are not involved then we omit the productions $r^{\text {ac }}$ and have productions

$$
\left.\left((0, a): a \rightarrow \bar{a},\left\{(0, b) \mid b \in V_{T}\right\} \cup\left\{r, r^{\prime}\right\} \mid r \in \operatorname{Lab}(P)\right\}, \emptyset\right), \quad \text { for all } a \in V_{T}
$$

and, for each $(r: \alpha \rightarrow \beta, \sigma(r), \phi(r)) \in P$,

$$
\begin{aligned}
& \left(r^{\prime}: \hat{x} \rightarrow x^{\prime},\left\{r, r^{\prime}\right\}, \emptyset\right), \quad \text { if } \alpha=x \gamma, x \in V_{N} \cup V_{T}, \gamma \in\left(V_{N} \cup V_{T}\right)^{*} \\
& \left(r: \hat{\alpha} \rightarrow \hat{\beta},\left\{r^{\prime \prime}\right\}, \emptyset\right), \\
& \left(r^{\prime \prime}: x^{\prime} \rightarrow \hat{x},\left\{p^{\prime \prime}\right\} \cup\left\{p, p^{\prime} \mid p \in \sigma(r)\right\}, \emptyset\right) .
\end{aligned}
$$

Obviously, any derivation of $G$ can be simulated by $G^{\prime}$, further possible derivations are either blocking or simulating derivations of the given grammar, as well. Hence, we find $L^{a c c}\left(G^{\prime}\right)=L^{a c c}(G)$ and the failure fields are empty for all rules in $P^{\prime}$.
(ii) is a direct conclusion of Lemma 2.1 together with

$$
\begin{aligned}
& \mathcal{L}^{g e n}(\mathrm{P}, X, \mathrm{ac})=\mathcal{L}^{g e n}(\mathrm{RE}) \quad \text { and } \\
& \mathcal{L}^{g e n}(\mathrm{P}[\text {-left }], X[, \mathrm{ac}])=\mathcal{L}^{a c c}(\mathrm{P}[\text { left }], X[, \mathrm{ac}])
\end{aligned}
$$

for $X \in\{\mathrm{CF}, \mathrm{RE}\}, \mathrm{cf} .[4]$ and [1], [3], respectively. Let us remark that the idea of the proof for (i) cannot be used if $\lambda$-rules, i.e. rules of the form $\lambda \rightarrow \beta$ are allowed.

Let $G=\left(V_{N}, V_{T}, P, S\right)$ be a programmed grammar (with appearance checking) with productions of type $X, X \in\{$ REG, CF, CF- $\lambda, \mathrm{CS}, \mathrm{MON}, \mathrm{RE}\}$ in generating or in accepting mode. The degree of non-regulation $\operatorname{Rg}(G)$ of $G$ is defined in the following way: For any production $(r: \alpha \rightarrow \beta, \sigma(r), \phi(r))$ in $P$, we set

$$
R g(r)=\max \{|\sigma(r)|,|\phi(r)|\}
$$

and

$$
\operatorname{Rg}(G)=\max \{R g(r) \mid r \in \operatorname{Lab}(P)\}
$$

For a language $L \in \mathcal{L}^{g e n}(\mathrm{P}[-\mathrm{left}], X,[\mathrm{ac}])$, we define the degree of non-regulation as

$$
R g(L)=\min \left\{R g(G) \mid L^{g e n}(G)=L\right\}
$$

The degree of non-regulation of a language $L \in \mathcal{L}^{a c c}(\mathrm{P}[-\mathrm{left}], X,[\mathrm{ac}])$ is defined analogously. Furthermore, we set

$$
\begin{aligned}
& \left.\left.\mathcal{L}_{n}^{g e n}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}])\right)=\left\{L \in \mathcal{L}^{g e n}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}])\right) \mid R g(L) \leq n\right\} \\
& \left.\left.\mathcal{L}_{n}^{a c c}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}])\right)=\left\{L \in \mathcal{L}^{a c c}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}])\right) \mid R g(L) \leq n\right\}
\end{aligned}
$$

The inclusions

$$
\begin{aligned}
& \mathcal{L}_{n}^{g e n}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}]) \subseteq \mathcal{L}_{n+1}^{g e n}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}]) \subseteq \mathcal{L}^{g e n}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}]) \quad \text { and } \\
& \mathcal{L}_{n}^{\text {acc }}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}]) \subseteq \mathcal{L}_{n+1}^{\text {acc }}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}]) \subseteq \mathcal{L}_{n}^{a c c}(\mathrm{P}[-\mathrm{left}], X[, \mathrm{ac}])
\end{aligned}
$$

trivially hold for $n \geq 1$. Obviously, the degree of non-regulation of a programmed grammar is a measure for the maximum number of possibilities to continue a derivation of the form $z \Longrightarrow^{*} z^{\prime} \Longrightarrow{ }_{p}^{*} w$ according to $G$, for some sentential forms $z, z^{\prime}, w$ and a label $p \in \operatorname{Lab}(P)$.

Lemma 2.3. Let $X \in\{$ REG, $\mathrm{CF}, \mathrm{CF}-\lambda, \mathrm{CS}, \mathrm{MON}, \mathrm{RE}\}$.
(i) $\mathcal{L}_{2}^{g e n}(\mathrm{P}, X[, \mathrm{ac}])=\mathcal{L}^{g e n}(\mathrm{P}, X[, \mathrm{ac}])$,
(ii) $\mathcal{L}_{2}^{a c c}(\mathrm{P}, X[, \mathrm{ac}])=\mathcal{L}^{a c c}(\mathrm{P}, X[, \mathrm{ac}])$.

Proof. First, we consider a generating programmed grammar $G=\left(V_{N}, V_{T}, P, S\right)$. With each production

$$
\left(r: \alpha \rightarrow \beta,\left\{s_{1}, s_{2}, \ldots, s_{l}\right\},\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}\right) \in P, \quad n>2
$$

we associate the following groups of productions:

$$
\begin{aligned}
& \left(r: \alpha \rightarrow \alpha,\left\{r_{1}^{\prime}, r_{2}\right\},\left\{t_{1}, r_{2}\right\}\right) \\
& \left(r_{1}^{\prime}: \alpha \rightarrow \beta,\left\{s_{1}\right\}, \emptyset\right)
\end{aligned}
$$

if $l \neq k$, for $1 \leq i \leq \min \{l, k\}$,

$$
\begin{aligned}
& \left(r_{i}: \alpha \rightarrow \alpha,\left\{r_{i}^{\prime}, r_{i+1}\right\},\left\{t_{i}, r_{i+1}\right\}\right), \\
& \left(r_{i}^{\prime}: \alpha \rightarrow \beta,\left\{s_{i}\right\}, \emptyset\right),
\end{aligned}
$$

and, if $l<k$, for $l<j<k$,

$$
\begin{aligned}
& \left(r_{j}: \alpha \rightarrow \alpha, \emptyset,\left\{t_{j}, r_{j+1}\right\}\right), \quad \text { and } \\
& \left(r_{k}: \alpha \rightarrow \alpha, \emptyset,\left\{t_{k}\right\}\right),
\end{aligned}
$$

if $k<l$, for $k<j<l$,

$$
\begin{aligned}
& \left(r_{j}: \alpha \rightarrow \alpha,\left\{r_{j}^{\prime}, r_{j+1}\right\}, \emptyset\right), \quad \text { and } \\
& \left(r_{j}^{\prime}: \alpha \rightarrow \beta,\left\{s_{j}\right\}, \emptyset\right) \\
& \left(r_{l}: \alpha \rightarrow \beta,\left\{s_{l}\right\}, \emptyset\right) .
\end{aligned}
$$

In case of $l=k$, simply set $\sigma\left(r_{k}\right)=\left\{s_{k}\right\}$ and $\phi\left(r_{k}\right)=\left\{t_{k}\right\}$. If $\phi(r)=\emptyset$ we let the failure fields be empty in all these productions. Then we construct the programmed grammar $G^{\prime}=\left(V_{N}, V_{T}, P^{\prime}, S\right)$ by replacing each rule $r \in P$ with $R g(r)>2$ by the corresponding group of productions as listed above in order to obtain $P^{\prime}$. Clearly, $G^{\prime}$ is of the same type as $G$ and $L^{g e n}\left(G^{\prime}\right)=L^{g e n}(G)$ holds.

In accepting case, replace any occurrence of $\alpha \rightarrow \alpha$ by $\alpha \rightarrow \beta$ and any occurrence of $\alpha \rightarrow \beta$ by $\beta \rightarrow \beta$ in the above groups of productions associated to rule $r$ in order to obtain only accepting rules of the same type. Then we have $L^{a c c}\left(G^{\prime}\right)=$ $L^{a c c}(G)$.

Let us mention that a similar construction is possible for the special case of programmed grammars with unconditional transfer [4]. Moreover, the construction given in the proof of Lemma 2.3 is also working for the case of leftmost derivations, i.e., $L^{g e n}\left(G^{\prime}\right.$-left $)=L^{g e n}(G$-left $)\left(L^{a c c}\left(G^{\prime}\right.\right.$-left $)=L^{a c c}(G$-left $)$, respectively $)$.

Corollary 2.4. For $X \in\{R E G, C F, C F-\lambda, C S, M O N, R E\}$, we have
(i) $\mathcal{L}_{2}^{g e n}($ P-left,$X[, a c])=\mathcal{L}^{g e n}($ P-left,$X[, a c])$,
(ii)
$\mathcal{L}_{2}^{a c c}($ P-left,$X[, \mathrm{ac}])=\mathcal{L}^{a c c}(\mathrm{P}-\mathrm{left}, X[, \mathrm{ac}])$.
It is an open problem if the inclusions $\mathcal{L}_{1}^{a c c}(\mathrm{P}-\mathrm{left}, X[, \mathrm{ac}]) \subseteq \mathcal{L}_{2}^{a c c}(\mathrm{P}-\mathrm{left}, X[, \mathrm{ac}])$ are proper.

## 3. On Context-Sensitive and Deterministic Context-Sensitive Languages

In [1], [2], [3] it is proved that the familiy of accepting programmed grammars with $\lambda$-free context-free rules (with appearance checking) describes exactly the family $\mathcal{L}^{g e n}(\mathrm{CS})$, i.e., the family of languages which are recognizable by linear-bounded automaton. If we take into consideration the results of the previous section, we can give some further characterizations of this language family.

Corollary 3.1. For $X \in\{C F-\lambda, C S, M O N\}$, we have

$$
\mathcal{L}^{a c c}(\mathrm{P}, X, \mathrm{ac})=\mathcal{L}^{a c c}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac})=\mathcal{L}_{2}^{a c c}(\mathrm{P}, X, \mathrm{ac})=\mathcal{L}_{2}^{a c c}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac})=\mathcal{L}^{g e n}(\mathrm{CS})
$$

Proof. $\quad \mathcal{L}^{g e n}(\mathrm{CS}) \subseteq \mathcal{L}^{a c c}(\mathrm{P}, \mathrm{CF}-\lambda, \mathrm{ac})$ is proved, e.g., in [2]. $\quad \mathcal{L}^{a c c}(\mathrm{P}, \mathrm{CF}-\lambda, \mathrm{ac}) \subseteq$ $\mathcal{L}^{a c c}(\mathrm{P}, X, \mathrm{ac})$, for $X \in\{\mathrm{CF}-\lambda, \mathrm{CS}, \mathrm{MON}\}$, holds by definition. The inclusions $\mathcal{L}_{2}^{a c c}(\mathrm{P}[-\mathrm{left}], X, \mathrm{ac}) \subseteq \mathcal{L}^{g e n}(\mathrm{CS})$ can be shown by appropriate lba constructions. Thus, together with Lemma 2.2, Lemma 2.3, and Corollary 2.4, our statement is proved.

Since the restriction of the degree of non-regulation of programmed grammars to one means the elimination of some nondeterministic aspect, it is natural to investigate the interrelations between the families $\mathcal{L}(\mathrm{DCS})$ and, e.g., $\mathcal{L}_{1}^{\text {acc }}(\mathrm{P}[-$ left $], \mathrm{CF}-\lambda, \mathrm{ac})$, where $\mathcal{L}(D C S)$ denotes the family of languages recognizable by deterministic linear-bounded automata which we call deterministic context-sensitive languages.

A linear-bounded automaton is a nondeterministic Turing machine in which the number of cells that can be used during a computation on an input word $w$ is $O(|w|)$. A linear-bounded automaton is said to be deterministic iff the underlying Turing machine is deterministic. Concerning the notion of a Turing machine
$\mathcal{M}=\left(Q, \Sigma, \Gamma, \delta, q_{0}, B, F\right)$ (where $Q$ is the set of states, $\Gamma$ is the alphabet of tape symbols, $B \in \Gamma$ is the blank symbol, $\Sigma \subseteq \Gamma \backslash\{B\}$ is the alphabet of input symbols, $\delta$ is the transition function, $q_{0} \in Q$ is the initial state, and $F \subseteq Q$ is the set of final states) and the notion of the accepted language we follow [6].

Lemma 3.2. For $X \in\{C F-\lambda, C S, M O N\}$, we have $\mathcal{L}_{1}^{a c c}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac}) \subseteq \mathcal{L}(\mathrm{DCS})$.
Idea of the proof. Let $G=\left(V_{N}, V_{T}, P, S\right)$ be an accepting progammed grammar with productions of type $X$ (working in leftmost mode) and let $k=\left|P_{T}\right|$, where $P_{T}=\left\{\alpha \rightarrow \beta \in P \mid \alpha \in T^{+}\right\}$. Let $\left\{p_{i_{1}}, \ldots, p_{i_{k}}\right\}$ be the set of labels of the rules in $P_{T}$. Construct a deterministic linear-bounded automaton $\mathcal{M}=$ $\left(Q, V_{T}, V_{N} \cup V_{T} \cup\{\#, \$, B\}, \delta, q_{0}, B, F\right)$, where the states are tuples with the first $k$ components memorizing labels $r_{i_{1}}, \ldots, r_{i_{k}}$ from $\operatorname{Lab}(P)$ initialized by $r_{i_{j}}=p_{i_{j}}$, $1 \leq j \leq k$, such that $\mathcal{M}$ performs the following steps.

Step 1. Copy $k-1$ times the input word $w \in V_{T}^{*}$ such that we obtain the string

$$
\underbrace{\# w \# w \# w \cdots w \# \#}_{k-\text { times } w} .
$$

Step 2. Perform stepwise simulations of leftmost derivation steps according to $G$ in the following way. For $j=1$ to $k$ :
2.1 Search for the leftmost occurrence of the left-hand side $\alpha_{i_{j}}$ of rule $r_{i_{j}}$ in the $j$-th subword between markers \# on the tape from the left to the right (in the $j$-th occurrence of $w$, in the beginning).
2.2 If such substring is found, replace it by the right-hand side $\beta_{i_{j}}$ of rule $r_{i_{j}}$, if $\left|\beta_{i_{j}}\right|=$ $\left|\alpha_{i_{j}}\right|$, and replace it by $\beta_{i_{j}} \$^{m}$ if $\left|\alpha_{i_{j}}\right|-\left|\beta_{i_{j}}\right|=m$; change the $j$-th component of the current state to $\sigma\left(r_{i_{j}}\right)$ if $\left|\sigma\left(r_{i_{j}}\right)\right|=1$ and do not accept if $\left|\sigma\left(r_{i_{j}}\right)\right|=0$. If \# is reached and no subword $\alpha_{i j}$ has been found in the current subword, then change the $j$-th component of the state to $\phi\left(r_{i_{j}}\right)$ if possible and do not accept otherwise.
2.3 If $j<k$, move the read-write head over the first cell of the $(j+1)$-st subword and proceed with 2.1 for the next $j$. If $j=k$ then remove all occurrences of $\$$ and shift the remaining parts such that we obtain a "compact" word over $V_{N} \cup V_{T} \cup\{\#\}$. Then move the read-write head over the first cell of the first subword.

Step 3. Check whether a subword \#S \# occurs in the current contents of the tape. If yes accept, otherwise repeat step 2 according to the currently memorized rules in the state.

Clearly, indeed $\mathcal{M}$ is deterministic and linear-bounded and accepts exactly the words in $L^{a c c}(G$-left).

Together with Lemma 2.3 we obtain the following statement.
Corollary 3.3. For $X \in\{C F-\lambda, C S, M O N\}$, we have

$$
\mathcal{L}_{1}^{a c c}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac}) \subseteq \mathcal{L}(\mathrm{DCS}) \subseteq \mathcal{L}^{g e n}(\mathrm{CS})=\mathcal{L}_{2}^{a c c}(\mathrm{P}-\mathrm{left}, X, \mathrm{ac})
$$

If we take Lemma 2.1 into consideration, together with the fact that $\mathcal{L}_{2}^{g e n}(\mathrm{P}[-\mathrm{left}], Y)=\mathcal{L}_{2}^{\text {acc }}(\mathrm{P}[$-left $], Y)$, for $Y \in\{\mathrm{CS}, \mathrm{MON}\}$, we also find analogous characterizations without appearance checking features both in generating and in accepting mode.

Corollary 3.4. For $Y \in\{\mathrm{CS}, \mathrm{MON}\}$,
(i) $\mathcal{L}_{1}^{\text {gen }}(\mathrm{P}-\mathrm{left}, Y) \subseteq \mathcal{L}(\mathrm{DCS}) \subseteq \mathcal{L}^{g e n}(\mathrm{CS})=\mathcal{L}_{2}^{g e n}(\mathrm{P}[-\mathrm{left}], Y)$,
(ii) $\mathcal{L}_{1}^{a c c}(\mathrm{P}-\mathrm{left}, Y) \subseteq \mathcal{L}(\mathrm{DCS}) \subseteq \mathcal{L}^{g e n}(\mathrm{CS})=\mathcal{L}_{2}^{a c c}([\mathrm{P}-\mathrm{left}], Y)$

Proof. The statement is proved with the remark that the idea of the proof of Lemma 3.2 obviously applies also for languages in $\mathcal{L}_{1}^{\text {gen }}(\mathrm{P}-\mathrm{left}, Y)$.

Lemma 3.5. $\mathcal{L}(\mathrm{DCS}) \subseteq \mathcal{L}_{1}^{a c c}(\mathrm{P}[$-left $], \mathrm{MON}, \mathrm{ac})$
Proof. Given a deterministic linear-bounded automaton $\mathcal{M}=\left(Q, \Sigma, \Gamma, \delta, q_{0}, B, F\right)$, where $\Sigma=\left\{a_{1}, \ldots, a_{k}\right\}$. Construct an accepting programmed grammar $G=$ $\left(V_{N}, \Sigma, P, S\right)$ with $V_{N}=\Gamma \cup\{\bar{x} \mid x \in \Gamma\} \cup Z \times \Gamma \cup Z \times\{\bar{x} \mid x \in \Gamma\} \cup\{S\}$ (the unions being disjoint) and where $P$ contains the following productions.

$$
\begin{array}{ll}
\left([0, i]: a_{i} \rightarrow\left(q_{0}, \bar{a}_{i}\right),\left\{\left[q_{0}, \bar{a}_{j}\right]\right\}, \emptyset\right), & 1 \leq i \leq k, \\
\left(\left[q, \hat{x}_{i_{j}}\right]:\left(q, \hat{x}_{i_{j}}\right) x_{i_{j+1}} \rightarrow \hat{x}_{i_{j}}^{\prime}\left(q^{\prime}, x_{i_{j+1}}\right),\left\{\left[q^{\prime}, x_{i_{j+1}}\right]\right\}, \emptyset\right) & \text { if } \delta\left(q, x_{i_{j}}\right)=\left(q^{\prime}, x_{i_{j}}^{\prime}, R\right), \\
\left(\left[q, \hat{x}_{i_{j}}\right]: \hat{x}_{i_{j-1}}\left(q, x_{i_{j}}\right) \rightarrow\left(q^{\prime}, \hat{x}_{i_{j-1}}\right) x_{i_{j}^{\prime}}^{\prime},\left\{\left[q^{\prime}, \hat{x}_{i_{j-1}}\right]\right\}, \emptyset\right) & \text { if } \delta\left(q, x_{i_{j}}\right)=\left(q^{\prime}, x_{i_{j}^{\prime}}^{\prime}, L\right), \\
\left(\left[q, \bar{x}_{i_{j}}\right]: B\left(q, \bar{x}_{i_{j}}\right) \rightarrow\left(q^{\prime}, \bar{B}\right) x_{i_{j}}^{\prime},\left\{\left[q^{\prime}, \bar{B}\right]\right\}, \emptyset\right) & \text { if } \delta\left(q, x_{i_{j}}\right)=\left(q^{\prime}, x_{i_{j}}^{\prime}, L\right),
\end{array}
$$

where $\hat{x} \in\{x, \bar{x}\}$ for any $x \in \Gamma$.
Moreover, for $\Gamma=\left\{x_{1}, \ldots, x_{\nu}\right\}$, add the productions

$$
\begin{array}{ll}
([f, \hat{x}]:(f, \hat{x}) \rightarrow \hat{x},\{1\}, \emptyset), & \text { for all } x \in V_{N}, \\
\left(i: \bar{x}_{i} \rightarrow \bar{x}_{i},\{<i, 1>\},\{i+1\}\right) & 1 \leq i<\nu-1, \\
\left(\nu-1: \bar{x}_{\nu-1} \rightarrow \bar{x}_{\nu-1},\{<\nu-1,1>\},\{<\nu, 1>\}\right) & \\
\left(<i, j>: \bar{x}_{i} x_{j} \rightarrow \bar{x}_{j},\{<j, 1>\},\{<i, j+1>\}\right), & 1 \leq i \leq \nu, 1 \leq j<\nu \\
\left(<i, \nu>: \bar{x}_{i} x_{\nu} \rightarrow \bar{x}_{\nu},\{<\nu, 1>\},\{<i, S>\}\right), & 1 \leq i \leq \nu \\
\left(<i, S>: \bar{x}_{i} \rightarrow S, \emptyset, \emptyset\right), & 1 \leq i \leq \nu .
\end{array}
$$

Given a word $w \in \Sigma^{*}$, the only applicable rules are those with label $[0, i]$. If the "correct" $i$ has been guessed then the leftmost symbol is overlined and it carries the initial state as an additional component. Now, the transitions of $\mathcal{M}$ can be simulated, where the barred symbol keeps on the leftmost position of the sentential form, until a sentential form is arrived which contains a symbol from $Q \times \Gamma \cup Q \times\{\bar{x} \mid x \in \Gamma\}$. Then the productions of the second group allow to derive $S$, but only if indeed the leftmost symbol has been overlined in the first step and $w$ can be recognized by $\mathcal{M}$. If a symbol different from the leftmost symbol of $w$ has been barred in the first step then it is impossible to derive the axiom since letters to the left of the barred one cannot be replaced. In conclusion, $G$ accepts exactly the words recognized by $\mathcal{M}$. Note that this is true also in case of leftmost derivations.

In conclusion, we have $\mathcal{L}_{1}^{a c c}($ P-left, MON, ac$)=\mathcal{L}(\mathrm{DCS})$ and the question whether or not the degree of non-regulation of accepting programmed grammars with monotone productions and with leftmost derivations can be reduced to one without loss of descriptional capacity is equivalent to the lba problem.

Corollary 3.6. $\quad \mathcal{L}_{1}^{a c c}(\mathrm{P}-\mathrm{left}, \mathrm{MON}, \mathrm{ac})=\mathcal{L}(\mathrm{DCS}) \subseteq \mathcal{L}^{g e n}(\mathrm{CS})=\mathcal{L}_{2}^{a c c}(\mathrm{P}-\mathrm{left}$, $M O N, a c)$.

## 4. Concluding Remarks

In this paper, we gave a grammatical characterization of the lba problem. Thus, a problem stemming from complexity theory can be expressed in terms of descriptional complexity of grammars. Unfortunately, for the precise characterization of the lba problem we needed monotone productions. It is an open problem whether the inclusion $\mathcal{L}_{1}^{a c c}(\mathrm{P}-\mathrm{left}, \mathrm{CF}-\lambda, \mathrm{ac}) \subseteq \mathcal{L}(\mathrm{DCS})$ is proper or $\mathcal{L}_{1}^{a c c}(\mathrm{P}-$ left, $\mathrm{CF}-\lambda, \mathrm{ac})=\mathcal{L}(\mathrm{DCS})$ holds. In general, it is interesting to do further investigations of the language families with degree of non-regulation equal to one.

Moreover, it is remarkable that, in the proof of Lemma 3.5 we need appearance checking features only for the last part, where, after arriving at a final state, the sentential form is rewritten to the axiom by productions with context-free core rules. It is left open whether or not one can give up appearance checking at all for proving Lemma 3.5.
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#### Abstract

We consider conditional context-free grammars that generate languages of finite index. Thereby, we solve an open problem stated in Dassow and Păun's monograph on regulated rewriting. Moreover, we show that conditional context-free languages with context-free conditions of finite index are more powerful than conditional context-free languages with regular conditions of finite index. Furthermore, we study the complexity of membership and non-emptiness for conditional and programmed languages respectively grammars (of finite index) with regular, linear, and context-free core rules and conditions.


## 1. Introduction

Regulated rewriting is one of the main and classic topics of formal language theory [8], [36], since there, basically context-free rewriting mechanisms are enriched by different kinds of regulations, hence generally enhancing the generative power of such devices compared to the context-free languages. Such, it is possible to describe more natural phenomena using context-independent derivation rules [8].

In this paper, we are interested in the relation between formal languages which are built up by rewriting mechanisms-we restrict ourselves to context-free core rulesthat generate languages of finite index. Loosely speaking, the index of a grammar is the maximal number of nonterminals simultaneously appearing in a sentential form during a terminating derivation (considering the most economical derivation for each string). Interestingly, such a notion has been introduced by several authors in the sixties on various motivations. Therefore, we start giving sort of historical overview over the topic.

Originally, the finite index restriction was investigated by Brainerd [5] motivated by combinatorial properties of context-free languages. He introduced this notion in order to generalize the statement:
"If $L$ is an infinite language generated by a context-free grammar, then $L$ contains a sequence, $\left\{w_{n}\right\}$, of strings such that the sequence of lengths $\left\{\left|w_{n}\right|\right\}$ is a (nontrivial) arithmetic progression,"
(which is a corollary of the existence of pumping lemmata for context-free languages) to a class of languages that meets, but perhaps does not contain, the context-free languages. Brainerd showed that an analogous statement is valid in case of matrix grammars of finite index.

A similar notion (called bounded grammars here; a grammar is bounded if the total number of nonterminal symbols in any string derivable from the start symbol does not exceed an upper bound) has been introduced by Altman and Banerji [1], [3] motivated by an information theoretic reasoning.
"... languages have been studied for their efficiency for communication purposes, though in these studies the media of communication are referred to as channels [37] rather than languages. These studies use the concept of channel capacity, which is a direct measure of the total number of valid sentences of a given length that a language has."

In [3] it is studied how to compute the channel capacity for a restricted form of unambiguous bounded context-free languages. The capacity of bounded context-free languages (also called ultralinear languages) has been examined by Ginsburg and Spanier in [13]. It is shown that the family of ultralinear languages coincides with the language class characterized by finite-turn push-down automata.

Ginsburg and Spanier introduced derivation-bounded languages [14]. There, all words which have a successful derivation (in a given grammar $G$ ) consisting of sentential forms each of which does not contain more than $k$ nonterminals are collected into the set $L_{k}(G)$. Even if $G$ is a type- 0 grammar, $L_{k}(G)$ is context-free.

Salomaa and Gruska investigated the index of a context-free grammar and language in [15], [35]. Later on, several authors have investigated finite index restrictions also to other rewriting mechanisms, as to, e.g., programmed, ordered, and random context with context-free core rules. In a sequence of papers of Rozenberg and Vermeir [28], [29], [30], [31], it is shown that the corresponding language families coincide. In fact, there are about fifteen different language description mechanisms which characterize the same language class when endowed with the finite index restriction. In these cases, also the slightly different notion of derivation-bounded grammars leads to the same language class.

Further relevant works are [4], [9], [10], [20], [21], [22], [24], [25], [26], [27], [32], [33], [38], [39]. More recently, the finite index restriction was studied in connection with grammar systems [6], [11], [12].

Most of the known results for these types of grammars (in general and in the finite index case) are contained in the first three chapters of the monograph of Dassow and Păun [8]. Results on conditional grammars can be found in [7], [23], [43], too.

In the present paper, we will contribute to the theory of conditional grammars in two ways: (a) we will study conditional grammars of finite index, hence solving a problem marked as open in the monograph [8], and (b) we will look at these models from a complexity theoretical viewpoint. The results of (a) are also contained in [12].

## 2. Definitions

We assume the reader to be familiar with the basic notions of formal language theory, as contained in Dassow and Păun [8] or Salomaa [36]. In addition, we use $\subseteq$ to denote inclusion, while $\subset$ denotes strict inclusion. The set of positive integers is denoted by $\mathbf{N}$, while $\mathbf{N}_{0}$ denotes the set of non-negative integers. The empty word is denoted by $\lambda$. We consider to languages $L_{1}$ and $L_{2}$ to be equal iff $L_{1} \backslash\{\lambda\}=L_{2} \backslash\{\lambda\}$.

The families of regular, linear, context-free, context-sensitive, and recursively enumerable languages are denoted by $\mathcal{L}(R E G), \mathcal{L}(L I N), \mathcal{L}(C F), \mathcal{L}(C S)$, and $\mathcal{L}(R E)$, respectively.

For the convenience of the reader, we repeat some definitions from the theory of regulated rewriting. A programmed grammar ( $P$ grammar) is a septuple $G=$ ( $\left.V_{N}, V_{T}, P, S, \Lambda, \sigma, \phi\right)$, where $V_{N}, V_{T}$, and $S \in V_{N}$ are the set of nonterminals, the set
of terminals, and the start symbol, respectively. In the following we use $V_{G}$ to denote the set $V_{N} \cup V_{T}$. $P$ is the finite set of rules $\alpha \rightarrow \beta$, and $\Lambda$ is a finite set of labels (for the rules in $P$ ), such that $\Lambda$ can be also interpreted as a function which outputs a rule when being given a label; $\sigma$ and $\phi$ are functions from $\Lambda$ into the set of subsets of $\Lambda$. For $\left(x, r_{1}\right),\left(y, r_{2}\right)$ in $V_{G}^{*} \times \Lambda$ and $\Lambda\left(r_{1}\right)=(\alpha \rightarrow \beta)$, we write $\left(x, r_{1}\right) \Longrightarrow\left(y, r_{2}\right)$ iff either

1. $x=x_{1} \alpha x_{2}, y=x_{1} \beta x_{2}$ and $r_{2} \in \sigma\left(r_{1}\right)$, or
2. $x=y$ and rule $\alpha \rightarrow \beta$ is not applicable to $x$, and $r_{2} \in \phi\left(r_{1}\right)$.

In the latter case, the derivation step is done in appearance checking mode. The set $\sigma\left(r_{1}\right)$ is called success field and the set $\phi\left(r_{1}\right)$ failure field of $r_{1}$. As usual, the reflexive transitive closure of $\Rightarrow$ is denoted by $\Longrightarrow{ }^{*} .^{2}$ The language generated by $G$ is defined as $L(G)=\left\{w \in V_{T}^{*} \mid\left(S, r_{1}\right) \Longrightarrow{ }^{*}\left(w, r_{2}\right)\right.$ for some $\left.r_{1}, r_{2} \in \Lambda\right\}$. The family of languages generated by programmed grammars containing only context-free core rules is denoted by $\mathcal{L}(P, C F, a c)$. When no appearance checking features are involved, i.e., $\phi(r)=\emptyset$ for each label $r \in \Lambda$, we are led to the family $\mathcal{L}(P, C F)$.

A conditional grammar ( $K$ grammar) is a system $G=\left(V_{N}, V_{T}, P, S\right.$ ) where $V_{N}, V_{T}, S$ are defined as above, and $P$ is a finite set of rules $(\alpha \rightarrow \beta, Q)$, where $Q$ is a regular language over $V_{G}$. The rule $(\alpha \rightarrow \beta, Q)$ is applicable to $x=x_{1} \alpha x_{2}$ yielding $y=x_{1} \beta x_{2}$ iff $x \in Q$. Then, we write $x \Longrightarrow y$ and define $\Longrightarrow *$ as the reflexive transitive closure of $\Longrightarrow$ and $L(G)=\left\{w \in V_{T}^{*} \mid S \Longrightarrow \Longrightarrow^{*} w\right\}$. The family of languages generated by conditional grammars containing only context-free rules $\alpha \rightarrow \beta$ is denoted by $\mathcal{L}(K, C F)$.

Up to now, we have only defined language families defined via grammars possibly containing $\lambda$-rules. If we want to exclude $\lambda$-rules, we add $-\lambda$ in our notations, e.g., the family of languages generated by conditional grammars containing only context-free $\lambda$-free rules is denoted by $\mathcal{L}(K, C F-\lambda)$.

We use bracket notations like $\mathcal{L}(P, C F[-\lambda]) \subset \mathcal{L}(P, C F[-\lambda], a c)$ in order to say that the equation holds both in case of forbidding $\lambda$-rules and in the case of admitting $\lambda$-rules (neglecting the bracket contents).

The length of a word $w \in V_{G}^{*}$, written as $|w|$ is the number of letters in $w$. For a subset $V$ of $V_{G}$, we denote the number of occurrences of letter of $V$ in $x \in V_{G}^{*}$ by $|w|_{V}$. If $V=\{a\}$, then we simply write $|w|_{a}$.

Let $G$ be an arbitrary grammar type (from those discussed above). For a derivation $D: S=w_{1} \Longrightarrow w_{2} \Rightarrow \cdots \Rightarrow w_{n}=w \in V_{T}^{*}$ according to $G$, we set $\operatorname{ind}(D, G)=\max \left\{\left|w_{i}\right|_{V_{N}} \mid 1 \leq i \leq n\right\}$, and, for $w \in V_{T}^{*}$, we define $\operatorname{ind}(w, G)=\min \{\operatorname{ind}(D, G) \mid D$ is a derivation for $w$ in $G\}$. The index of gram$\operatorname{mar} G$ is defined as $\operatorname{ind}(G)=\sup \{\operatorname{ind}(w, G) \mid w \in L(G)\}$. For a language $L$ in the family $\mathcal{L}(X)$ of languages generated by grammars of type $X$ we define $\operatorname{ind}_{X}(L)=\inf \{\operatorname{ind}(G) \mid L(G)=L$ and $G$ is of type $X\}$. For a family $\mathcal{L}(X)$, we set $\mathcal{L}_{k}(X)=\left\{L \mid L \in \mathcal{L}(X)\right.$ and ind $\left._{X}(L) \leq k\right\}$ for $k \in \mathbf{N}$, and $\mathcal{L}_{f i n}(X)=\bigcup_{k \geq 1} \mathcal{L}_{k}(X)$.

For our complexity considerations we need the following notations: we denote the class of languages accepted by deterministic (nondeterministic, respectively)

[^1]$O(s(n))$ space bounded Turing machines by $D S P A C E(s(n))(N S P A C E(s(n))$, respectively). In addition, we use PSPACE as a short-hand notation for the class $\bigcup_{k} N S P A C E\left(n^{k}\right)$. Moreover, the class of languages accepted by nondeterministic pushdown machines equipped with an auxiliary worktape of space $O(s(n))$ is called $N A u x P D A S P A C E(s(n))$. If in addition the running time is restricted to $O(t(n))$, the corresponding class is NAuxPDATIMESPACE $(t(n), s(n))$. Observe that NAuxPDATIMESPACE( $\left.n^{O(1)}, \log n\right)$ equals $L O G(C F)$, that is the class of languages deterministic logspace many-one reducible to context-free languages [41]. Furthermore, the class of languages accepted by deterministic (nondeterministic, respectively) polynomially time bounded Turing machines is denoted by $P$ ( $N P$, respectively).

To describe our algorithms, we make use of nondeterministic space bounded oracle Turing machines, where the oracle tape is written deterministically. This oracle mechanism is known as RST-relativization in literature [34]. If $L$ is a set, we denote the class of languages accepted by nondeterministic $O(s(n))$ space bounded RST oracle Turing machines with $L$ oracle by $\operatorname{NSPACE} E^{(L)}(s(n))$. If $A$ is a class of sets, then $N S P A C E^{\langle A\rangle}(s(n))$ is $\bigcup_{L \in A} N S P A C E^{\langle L\rangle}(s(n))$.

Further, all completeness results are meant with respect to deterministic logspace many-one reducibilities. In case grammars are part of the input, the straight-forward coding of these grammars is assumed; the languages being part of the specification of conditional rules are given by standard grammars. Basic notions of complexity theory are contained in [2].

## 3. Conditional Languages

In this section, we give a positive answer to an open question listed in [8], Open problem 3.1.2, namely we show that the conditional and programmed context-free language coincide under the finite index restriction.

Without the finite index restriction we have the chain

$$
\mathcal{L}(P, C F[-\lambda]) \subset \mathcal{L}(P, C F[-\lambda], a c) \subseteq \mathcal{L}(K, C F[-\lambda])
$$

where the latter inclusion is strict if and only if $\lambda$-rules are forbidden. Further, observe that conditional context-free grammars characterize the recursively enumerable languages in presence and the context-sensitive languages in absence of $\lambda$-rules.

Let us turn back to languages of finite index. We first show a normal form result for conditional grammars that generate languages of finite index.

Theorem 1. For every conditional context-free grammar $G=\left(V_{N}, V_{T}, P, S\right)$ whose generated language is of index $k \in \mathbf{N}$, there exists an equivalent grammar $G^{\prime}=\left(V_{N}^{\prime}, V_{T}, P^{\prime}, S^{\prime}\right)$ of same type whose generated language is also of index $k$ and which satisfies the following two properties:

1. There exists a special start rule, which is the only rule where the start symbol $S^{\prime}$ appears.
2. If $D: S^{\prime}=v_{0} \Longrightarrow v_{1} \Longrightarrow v_{2} \Longrightarrow \cdots \Longrightarrow v_{m}=w$ is a derivation in $G^{\prime}$, then, for every $v_{i}, 0 \leq i \leq m$, we have $\left|v_{i}\right| v_{N}^{\prime} \leq k$, and moreover, for every nonterminal $A$, we have $\left|v_{i}\right|_{A} \leq 1$.

Proof. We construct a grammar $G^{\prime}=\left(V_{N}^{\prime}, V_{T}, P^{\prime}, S^{\prime}\right)$ of index $k$ which is equivalent to $G=\left(V_{N}, V_{T}, P, S\right)$ and satisfies the two requirements.

Let $V_{N}^{\prime}=V_{N} \times\{1, \ldots, k\} \cup\left\{S^{\prime}\right\}$ and define the morphism $h$ from $V_{G^{\prime}} \backslash\left\{S^{\prime}\right\}$ to $V_{G}$ as follows: set $h(a)=a$ if $A \in V_{T}$, and $h((A, i))=A$ otherwise. The start rule is $\left(S^{\prime} \rightarrow(S, 1),\left\{S^{\prime}\right\}\right)$. Thus, the first property is ensured. Then, for every rule $(A \rightarrow w, Q)$ of the original grammar $G$, we construct for every $i, 1 \leq i \leq k$, and for every $v \in h^{-1}(w)$ a rule of the form $\left((A, i) \rightarrow v, h^{-1}(Q) \cap R \cap T\right)$, where $R$ and $T$ are the regular sets

$$
R=\bigcap_{A \in V_{N}^{\prime}}\left(V_{G^{\prime}} \backslash\{A\}\right)^{*} \cdot(\{\lambda\} \cup\{A\}) \cdot\left(V_{G^{\prime}} \backslash\{A\}\right)^{*}, \quad \text { and } \quad T=\bigcup_{0 \leq i \leq k}\left(V_{T}^{*} V_{N}^{\prime}\right)^{i} \cdot V_{T}^{*}
$$

Note that the second property is controlled by the regular sets $R$ and $T$, since $R$ is the set of words such that every nonterminal occurs at most once, and language $T$ ensures the additional property that only words that contain at most $k$ nonterminals are derivable.

Now, we are ready to prove that $\mathcal{L}_{k}(P, C F[-\lambda])$ and $\mathcal{L}_{k}(K, C F[-\lambda])$ coincide.
Theorem 2. For every $k \in \mathbf{N}, \mathcal{L}_{k}(P, C F[-\lambda])=\mathcal{L}_{k}(K, C F[-\lambda])$.
Proof. It suffices to prove the inclusion $\mathcal{L}_{k}(K, C F[-\lambda]) \subseteq \mathcal{L}_{k}(P, C F[-\lambda])$, since it is known from [28], Lemma 3, that $\mathcal{L}_{k}(P, C F[-\lambda])$ coincides with the family of random context context-free languages of index $k$, which is a trivial subset of $\mathcal{L}_{k}(K, C F[-\lambda])$ (see, [8], page 121).

Let $G=\left(V_{N}, V_{T}, P, S\right)$ be a conditional context-free grammar of the normal form described above that generates a language of finite index $k$. Assume that every rule of $P$ has a unique label $r, 1 \leq r \leq m=|P|$, and that the start rule is labeled by 1 .

In this way, we can refer to the regular language $Q_{r}$ of the $r$ th rule. Furthermore, we assume that $Q_{r}$ is represented by some deterministic finite automaton $M_{r}=\left(K_{r}, V_{G}, \delta_{r}, q_{0, r}, F_{\tau}\right)$, where $K_{r}$ is the finite set of states, $V_{G}$ the input alphabet, $\delta_{r}: K_{r} \times V_{G} \rightarrow K_{r}$ the transition function, $q_{0, r} \in K_{r}$ the start state, and $F_{r} \subseteq K_{r}$ the set of final states.

Define $D=K_{1}^{K_{1}} \times \cdots \times K_{m}^{K_{m}}$. Note that $D$ is finite. The elements $d$ of $D$ are tuples of state maps, such that the $r$ th projection $d[r]$ is a map from $K_{r}$ to itself. For each $v \in V_{G}^{*}$, one associates a map tuple $d_{v} \in D$ defined by: for every $1 \leq r \leq m$ and for every $p \in K_{r}, d_{v}[r](p)=\delta_{r}^{*}(p, v)$, where $\delta_{r}^{*}$ is the extension of the transition function $\delta_{r}$ to domain $K_{r} \times V_{G}^{*}$. For $d_{v}, d_{w} \in D$ let $d_{v} \circ d_{w}$ denote the componentwise extended composition of functions, i.e., for two functions $f, g$ let $f \circ g(x)$ mean $g(f(x))$. Having this, one readily verifies that $d_{v} \circ d_{w}$ equals $d_{v w}$.

Now, we briefly describe the construction of an equivalent programmed grammar $G=\left(V_{N}^{\prime}, V_{T}, P^{\prime}, S^{\prime}, \Lambda, \sigma, \phi\right)$ of index $k$. Set $V_{N}^{\prime}=V_{N}$ and let

$$
\Lambda \subseteq\left\{p_{0}\right\} \cup\{1, \ldots, m\} \times\left(\bigcup_{1 \leq i \leq k}\left(D \times V_{N}\right)^{i}\right) \times D
$$

The start rule is $S^{\prime} \rightarrow S$ has the unique label $p_{0}$ and we set $\sigma\left(p_{0}\right)=\left\{\left(1, d_{\lambda}, S, d_{\lambda}\right)\right\}$. Observe that $d_{\lambda}[r]$ is the identity on $K_{r}$.

We say that a label ( $r, d_{u_{1}}, A_{1}, d_{u_{2}}, A_{2}, \ldots, d_{u_{j}}, A_{j}, d_{u_{j+1}}$ ) is valid if and only if $1 \leq r \leq m, 1 \leq j \leq k$, and all $A_{i}$ 's, $1 \leq i \leq j$, are distinct, and it is $r$-valid if and
only if it is valid and satisfies

$$
\left(d_{u_{1}} \circ d_{A_{1}} \circ d_{u_{2}} \circ d_{A_{2}} \circ \cdots \circ d_{u_{j}} \circ d_{A_{j}} \circ d_{u_{j+1}}\right)[r]\left(q_{0, r}\right) \in F_{r},
$$

i.e., the word $u_{1} A_{1} u_{2} A_{2} \ldots u_{j} A_{j} u_{j+1}$ belongs to $Q_{r}$.

For each rule $r$ of the form $(A \rightarrow w, Q)$, we construct a bunch of labels with the corresponding $\sigma$ and $\phi$ fields. Let

$$
\left(r, d_{u_{1}}, A_{1}, d_{u_{2}}, A_{2}, \ldots, d_{u_{i}}, A_{i}, d_{u_{i_{i+1}}}, \ldots, d_{u_{j}}, A_{j}, d_{u_{j+1}}\right)
$$

be an $r$-valid label with $A_{i}=A$. We define

$$
\Lambda\left(\left(r, d_{u_{1}}, A_{1}, d_{u_{2}}, A_{2}, \ldots, d_{u_{j}}, A_{j}, d_{u_{j+1}}\right)\right)=A \rightarrow w .
$$

We have to distinguish two cases:

1. If $|w|_{v_{N}}>0$, i.e., $w=w_{1} B_{1} w_{2} B_{2} \ldots w_{s} B_{s} w_{s+1}$, for some $s \geq 1, B_{1}, \ldots, B_{s} \in V_{N}$, and $w_{1} \ldots w_{s+1} \in V_{T}^{*}$, then $\sigma\left(\left(r, d_{u_{1}}, A_{1}, d_{u_{2}}, A_{2}, \ldots, d_{u_{j}}, A_{j}, d_{u_{j+1}}\right)\right)$ consists of all $r^{\prime}$-valid labels

$$
\begin{aligned}
& \left(r^{\prime}, d_{u_{1}}, A_{1}, \ldots, d_{u_{i-1}}, A_{i-1}, d_{u_{i}} \circ d_{w_{1}}, B_{1}, d_{w_{2}}, \ldots\right. \\
& \left.\quad \ldots, d_{w_{s}}, B_{s}, d_{w_{s+1}} \circ d_{w_{i_{i+1}}}, A_{i+1}, \ldots, A_{j}, d_{u_{i_{j+1}}}\right) .
\end{aligned}
$$

Of course, we can assume $i+s \leq k$.
2. If $w \in V_{T}^{*}$, let $\sigma\left(\left(r, d_{u_{1}}, A_{1}, d_{u_{2}}, A_{2}, \ldots, d_{u_{j}}, A_{j}, d_{u_{j+1}}\right)\right)$ consist of all $r^{\prime}$-valid labels

$$
\left(r^{\prime}, d_{u_{1}}, A_{1}, \ldots, d_{u_{i-1}}, A_{i-1}, d_{u_{i}} \circ d_{w} \circ a_{u_{i+1}}, A_{i+1}, \ldots, A_{j}, d_{u_{j+1}}\right)
$$

This completes our construction. It is seen that the index of the language is preserved, and that the constructed programmed grammar $G^{\prime}$ is equivalent to the originally given one. More precisely, by induction we have

$$
S^{\prime} \Longrightarrow{ }_{p_{0}} S \Longrightarrow^{*} u \Longrightarrow_{\alpha} v
$$

where $\alpha=\left(r, d_{u_{1}}, A_{1}, d_{u_{2}}, \ldots, d_{u_{j}}, A_{k}, d_{u_{j+1}}\right)$, in $G^{\prime}$ if and only if $S \Longrightarrow * u \Longrightarrow v$ in $G$ such that $u=w_{1} A_{1} w_{2} \ldots w_{j} A_{j} w_{j+1}$, with $w_{i} \in V_{T}^{*}$ and $d_{u_{i}}=d_{w_{i}}$ for $1 \leq i \leq j+1$. Furthermore, $u \in Q_{r}$.

With our previous theorem, and the fact that erasing rules do not enlarge the family of programmed context-free languages of finite index [8], Lemma 3.1.2, we immediately obtain:

Corollary 1. The language families $\mathcal{L}_{f i n}(K, C F-\lambda)$ and $\mathcal{L}_{\text {fin }}(K, C F)$ coincide with the language family $\mathcal{L}_{\text {fin }}(P, C F)$. They strictly embrace the linear languages.

## 4. Beyond the Finite Index Barrier

As mentioned in the introduction, about fifteen different language description mechanism coincide under the finite index restriction. Thus, the question arises whether one can think about "natural" rewriting mechanisms (based on contextfree core rules), which generate languages of finite index which are not programmed context-free finite index languages.

Since in the non-finite index case, conditional context-free languages are a superset of programmed, random context, and ordered context-free languages, one way to break the programmed context-free finite index barrier might be to use conditional grammars with enlarged condition sets.

Conditional grammars with different Chomsky type-i languages for core rules and condition sets were already investigated in [23]. In all cases, characterizations of context-sensitive and recursively enumerable languages were obtained; the only exceptions are given below:

$$
\mathcal{L}(R E G)=\mathcal{L}(K, R E G) \subset \mathcal{L}(C F) \subset \mathcal{L}\left(K_{C F}, R E G\right) \subset \mathcal{L}(C S)
$$

Here $K_{X}$ denotes a conditional grammar with condition sets from $\mathcal{L}(X)$. Thus, e.g., $\mathcal{L}\left(K_{C F}, R E G\right)$ denotes the family of languages generated by conditional grammars with context-free condition sets and regular core rules. Observe that by definition, $\mathcal{L}\left(K_{X}, R E G\right)$ obviously contains only languages of finite index for any $X$.

We show that in the finite index case we can go beyond $\mathcal{L}_{f i n}(P, C F)$ if one uses, e.g., conditional grammars with context-free core rules and context-free condition sets.

Theorem 3. $\mathcal{L}_{f i n}(K, C F) \subset \mathcal{L}_{f i n}\left(K_{C F}, C F[-\lambda]\right)$.
Proof. The inclusion is obvious; it remains to proof the strictness. Since every oneletter language in $\mathcal{L}_{f i n}(K, C F)$ is regular by [8] (Corollary, page 159), it is sufficient to prove that a conditional grammar with context-free core rules and context-free condition sets can generate a non-context-free one-letter language.

The conditional grammar $G=(\{S, A, B\},\{a\}, P, S)$ with the rules
1: $\left(S \rightarrow A B, a^{*} S\right)$,
$1 a:\left(S \rightarrow a, a^{*} S\right)$,
2: $\left(B \rightarrow a B,\left\{a^{n} A a^{m} B \mid n, m \geq 0\right.\right.$ and $\left.\left.n>m\right\}\right)$,
3: $\left(A \rightarrow a,\left\{a^{n} A a^{m} B \mid n, m \geq 0\right.\right.$ and $\left.n=m\right\}$ ), and
4: $\left(B \rightarrow S, a^{*} B\right)$
generates the language $\left\{a^{2^{n}} \mid n \geq 0\right\}$. This is seen as follows: Note that the rules 1 , $3,4,1,2,3,4, \ldots, 1,2,3,4,1 a$ must be applied in this order and rule 2 can be repeated several times. Therefore, a successful derivation in $G$ has the structure

$$
\begin{aligned}
& S \Longrightarrow_{1} A B \Longrightarrow_{3} a B \Longrightarrow_{4} a S \\
& \Longrightarrow_{1} a A B \Longrightarrow_{2} a A a B \Longrightarrow_{3} \text { aa } a B \Longrightarrow_{4} \text { aaa } S \\
& \Longrightarrow_{1} a a a A B \Longrightarrow_{2} \cdots \Longrightarrow_{2} \text { aaaAaaa } B \Longrightarrow_{3} \text { aaaa } a a a B \Longrightarrow_{4} \text { aaaaaa } a S \\
& \cdots \\
& \Longrightarrow_{1} a^{2^{n}-1} A B \Longrightarrow_{2} \cdots \Longrightarrow_{2} a^{2^{n}-1} A a^{2^{n}-1} B \Longrightarrow_{3} a^{2^{n}} a^{2^{n}-1} B \Longrightarrow_{4} a^{2^{n}} a^{2^{n}-1} S \\
& \Longrightarrow_{1 a} \\
& a^{2^{n}} a^{2^{n}}=a^{2^{n+1}} .
\end{aligned}
$$

By induction, one proves that $L(G)$ equals the desired language. Obviously, language $L(G)$ has finite index 2 . This proves our claim.

The previous proof shows a little bit more than only the separation of $\mathcal{L}_{\text {fin }}(K, C F)$ and $\mathcal{L}_{\text {fin }}\left(K_{C F}, C F[-\lambda]\right)$. Since the condition sets of $G$ are even linear languages, we obtain on the one hand:

Corollary 2. If $\mathcal{L}(X)$ is a language family that contains the linear languages, then $\mathcal{L}_{\text {fin }}(K, C F) \subset \mathcal{L}_{f i n}\left(K_{X}, C F[-\lambda]\right)$.

On the other hand, the language of the previous proof even separates the classes $\mathcal{L}\left(K_{C F}, R E G\right)$ and $\mathcal{L}_{f i n}\left(K_{C F}, C F[-\lambda]\right)$, since every one-letter language in $\mathcal{L}\left(K_{C F}, R E G\right)$ is regular by [23], page 184, Lemma 2.

Corollary 3. $\mathcal{L}(C F) \subset \mathcal{L}\left(K_{C F}, R E G\right) \subset \mathcal{L}_{\text {fin }}\left(K_{C F}, C F[-\lambda]\right)$.
Finally, we find it quite surprising that conditional languages of finite index with context-free condition sets and context-free core rules (even admitting $\lambda$-rules) belong to $\mathcal{L}(C S)$. Here, the presence of $\lambda$-rules is not crucial, because by the finite index restriction in every sentential form there are at most a constant number of nonterminals that can derive the word $\lambda$. Therefore, by a direct simulation of a ( $\left.K_{C F}, C F\right)$ grammar of finite index $k$ using a Turing machine, only a linear number (in the length of the input word) of additional cells on the work-tape may be used. Thus, we have:

Theorem 4. $\mathcal{L}_{f i n}\left(K_{C F}, C F[-\lambda]\right) \subseteq \mathcal{L}(C S)$.
Unfortunately, we have to leave as open the question whether the inclusion of the last theorem is proper or not. Without the finite index restriction it is known from [23] that $\mathcal{L}(C S)=\mathcal{L}\left(K_{C F}, C F-\lambda\right)$ and $\mathcal{L}(R E)=\mathcal{L}\left(K_{C F}, C F\right)$. Employing a nonconstant number of nonterminals during the simulation of a Turing machine (with a linear space bound) seems to be inherent in both cases. A natural idea for separating $\mathcal{L}_{f i n}\left(K_{C F}, C F[-\lambda]\right) \subseteq \mathcal{L}(C S)$ might be to look at closure or decidability properties.

In the next section, we are going to investigate non-emptiness and word problems for conditional grammars. In the following, if we speak of a conditional grammar with say regular core rules and linear conditions, we also refer to these grammars as ( $K_{\text {LIN }}, R E G$ )-grammars, and we assume that the condition sets are given by some grammar of the required type. The following lemma starts these investigations, underlining the difference between regular and non-regular context-conditions, since for programmed grammars of finite index with context-free core rules (and hence for ( $K_{R E G}, C F$ )-grammars of finite index by Theorem 2, non-emptiness is known to be decidable, Theorem 3.2.4, [8].

Lemma 1. For $\left(K_{L I N}, R E G\right)$-grammars, the non-emptiness problem is undecidable.

Proof. The Post correspondence problem (PCP), that is given two morphisms $g, h: V^{*} \rightarrow\{a, b\}^{*}$, is there a word $v \in V^{+}$such that $g(v)=h(v)$, is well-known to be undecidable, if $V$ contains at least nine letters.

Consider the conditional grammar $G=(\{S, T\},\{a, b, \$\}, P, S)$ with rules
1: $\left(S \rightarrow a S,\{a, b, \$\}^{*}\{S\}\right),\left(S \rightarrow b S,\{a, b, \$\}^{*}\{S\}\right)$, and $\left(S \rightarrow \$ S,\{a, b, \$\}^{*}\{S\}\right)$,
2: $\left(S \rightarrow T,\left\{w \Phi w^{R} S \mid w \in\{a, b\}^{*}\right\}\right)$, and
3: $\left(T \rightarrow \lambda,\left\{g(v) \$ h\left(v^{R}\right) T \mid v \in V^{+}\right\}\right)$,
where $w^{R}$ denotes the reversal or mirror image of $w$. Clearly, the condition sets used for the latter two rules are linear. Obviously, $L(G) \neq \emptyset$ if and only if the PCP given by the morphisms $g$ and $h$ has a solution.

## 5. Complexity Considerations

Up to now, the complexity of conditional languages respectively grammars (of finite index) was not studied in literature. We close this gap, studying fixed (FM), general or variable membership (GM), and non-emptiness (NE) for conditional grammars with regular, linear, and context-free core rules and conditions.

Grammars with regular or linear core rules are trivially of index 1 . If we are interested in problems that deal with grammars of finite index having context-free core rules, we have two possibilities to vary each of the above-mentioned problems, because even for context-free grammars it is undecidable whether a given grammar is of finite index or not [8], Theorem 3.2.6. Hence, we can define the following fixed membership problems:

FM with fixed index (FMFI): Let $k \in \mathbf{N}$ and the grammar $G$, with context-free core rules, be fixed. For given word $w$, is $w \in L(G)$ and $\operatorname{ind}(w, G) \leq k$ ?

FM with general index (FMGI): Let the grammar $G$, with context-free core rules, be fixed. For given $1^{k}$ and word $w$, is $w \in L(G)$ and $\operatorname{ind}(w, G) \leq k$ ?

The corresponding general membership problems are denoted by GMFI and GMGI, and the non-emptiness problems by NEFI and NEGI. Obviously, FMFI reduces to GMFI which reduces to NEFI; FMGI reduces to GMGI which reduces to NEGI; finally FMFI reduces to FMGI, GMFI reduces to GMGI, and NEFI reduces to NEGI.

First let us summarize a few results that relates the classes of the Chomsky hierarchy with conditional language families [23]:

1. $\mathcal{L}(R E G)=\mathcal{L}\left(K_{R E G}, R E G\right)$,
2. $\mathcal{L}(L I N)=\mathcal{L}\left(K_{R E G}, L I N\right) \subseteq \mathcal{L}\left(K_{L I N}, R E G\right)$
3. $\mathcal{L}(C F) \subseteq \mathcal{L}\left(K_{C F}, R E G\right)$,
4. $\mathcal{L}(C S)=\mathcal{L}\left(K_{X}, C F-\lambda\right)$ for $X \in\{R E G, L I N, C F\}$, and
5. $\mathcal{L}(R E)=\mathcal{L}\left(K_{X}, C F\right)$ for $X \in\{R E G, L I N, C F\}$.

The inclusions in 2 and 3 are easily seen to be strict, e.g., $\left\{a^{n} b^{n} c^{n} \mid n \geq 0\right\} \in$ $\mathcal{L}\left(K_{\text {LIN }}, R E G\right)$ by a construction similar to Theorem 3.

Since the complexity of the classes on the left-hand sides of the equations are well-known $(L O G(R E G)=\operatorname{DSPACE}(\log n), L O G(L I N)=N S P A C E(\log n)$ [40], and $L O G(C S)=P S P A C E)$, we obtain either a few lower bound, completeness, or undecidability results. The two latter ones are stated below:

Theorem 5. Fixed membership, general membership, and non-emptiness for ( $\left.K_{X}, C F\right)$-grammars, with $X \in\{R E G, L I N, C F\}$, is undecidable. Even for $\lambda$-free context-free core rules, non-emptiness remains undecidable.

Theorem 6. Let $X \in\{R E G, L I N, C F\}$. Fixed membership for $\left(K_{X}, C F-\lambda\right)$ grammars is PSPACE-complete.

Theorem 7. The fixed membership problem for ( $\left.K_{R E G}, R E G\right)$-grammars is DSPACE $(\log n)$-complete.

In order to obtain upper bounds, let us show how to parse conditional languages nondeterministically in a top-down manner. So let $G=\left(V_{N}, V_{T}, P, S\right)$ be a conditional grammar and assume $w=a_{1} \ldots a_{n}$ to be the input of length $n$. For simplicity of the description of the algorithm we assume that the productions of $G$ are of the form $(A \rightarrow B C, Q)$ or $(A \rightarrow a, Q)$. It is easily seen that the algorithm generalizes to arbitrary context-free rules.

Define the triples $(A, i, j) \in V_{N} \times\{0, \ldots, n\} \times\{0, \ldots, n\}$. To each triple $(A, i, j)$, with $0 \leq i<j \leq n$, we associate the word $a_{1} a_{2} \ldots a_{i} A a_{j+1} \ldots a_{n}$. This meaning generalizes to lists $\left(A_{1}, i_{1}, j_{1}\right),\left(A_{2}, i_{2}, j_{2}\right), \ldots,\left(A_{k}, i_{k}, j_{k}\right)$ in an obvious way; additionally we require $0 \leq i_{1}<j_{1} \leq i_{2}<j_{2} \leq \cdots \leq i_{k}<j_{k} \leq n$.

Start the algorithm with the list $(S, 0, n)$. (1) Guess a rule $r=(A \rightarrow \alpha, Q)$ whose left-hand side appears in the list. We assume ( $A, i, k$ ) to be this triple. (2) Check whether the word associated to the list belongs to $Q$. If this is not the case then halt and reject. Otherwise, we continue the simulation of the derivation by replacing $(A, i, k)$ in the list by $(B, i, j)(C, j, k)$ for some guessed $j$ with $i<j<k$ if $r=(A \rightarrow B C, Q)$; erase $(A, i, k)$ if $r=(A \rightarrow a, Q), a=a_{i+1}$ and $i+1=k$. (4) If we have reached an empty sequence of triples, then we halt and accept, otherwise we continue the algorithm starting with (1). In passing, the algorithm can test the index restriction.

The interested reader may verify the correctness of the described algorithm. We implement the algorithm on an oracle Turing machine where the oracle tape is written deterministically [34], in order to simulate step (2). The oracle sets $T$ we use are of the form

$$
\langle r, w\rangle \in T \Longleftrightarrow w \in Q \text { if } r=(A \rightarrow \alpha, Q),
$$

and the space of the machine (as usual the oracle tape is not taken into consideration) is bounded by the maximal number of triples ever written on the work tape times the space needed to encode one triple $(A, i, j)$, which is $O(\log n)$.

Hence, if fixed membership with fixed index is checked for a conditional grammar with context-free core rules and linear conditions, we obtain $N S P A C E(\log n)$ as an upper bound, because the space of the oracle Turing machine is logarithmically bounded, the oracle set $T$ described above is contained in $N S P A C E(\log n)$, and

$$
N S P A C E^{\langle N S P A C E(\log n)\rangle}(\log n) \subseteq N S P A C E(\log n) \quad[17],[42]
$$

Analogously, we estimate the complexity of fixed membership with fixed index of conditional grammars with context-free core rules and context-free conditions with NAuxPDATIMESPACE $\left(n^{O(1)}, \log n\right)$. Combined with the lower bounds stated earlier, we obtain the following theorem:

## Theorem 8.

1. Let $X, Y \in\{R E G, L I N\}$. Fixed membership for $\left(K_{X}, Y\right)$-grammars, except for ( $K_{R E G}, R E G$ )-grammars, and fixed membership with fixed index for $\left(K_{X}, C F\right)$ grammars, is NSPACE $(\log n)$-complete.
2. Fixed membership for $\left(K_{C F}, Y\right)$-grammars, with $Y \in\{R E G, L I N\}$, and fixed membership with fixed index for ( $\left.K_{C F}, C F\right)$-grammars is $L O G(C F)$-complete.

For the remaining three fixed membership problems we find the following upper bounds because the index is part of the input:

## Theorem 9.

1. The fixed membership with general index for $\left(K_{X}, C F\right)$-grammars, with $X \in$ $\{R E G, L I N\}$, is contained in $N S P A C E(n \cdot \log n)$.
2. The fixed membership with general index for ( $\left.K_{C F}, C F\right)$-grammars is contained in $N A u x P D A S P A C E(n \cdot \log n)$.

Let us turn our attention to general membership.

## Theorem 10.

1. Let $X, Y \in\{R E G, L I N\}$. The general membership for $\left(K_{X}, Y\right)$-grammars is NSPACE $(\log n)$-complete.
2. The general membership for $\left(K_{C F}, Y\right)$-grammars, with $Y \in\{R E G, L I N\}$, and general membership with fixed index for $\left(K_{C F}, C F\right)$-grammars, is $P$-complete.
3. The general membership with general index for $\left(K_{X}, C F\right)$-grammars, with $X \in$ $\{R E G, L I N, C F\}$, is PSPACE-complete.
4. The general membership for $\left(K_{X}, C F-\lambda\right)$-grammars, with $X \in\{R E G, L I N$, $C F\}$, is PSPACE-complete.

Proof. First consider general membership. Since general membership for regular (context-free, respectively) grammars is $N S P A C E(\log n)$-complete ( $P$-complete [18], respectively), we obtain $N S P A C E(\log n)(P$, respectively) as a lower bound for general membership for conditional grammars with regular core rules and regular (context-free, respectively) conditions.

The upper bounds follow with the algorithm to check membership. Observe that the space bound for the oracle Turing machine is $O(\log n)$ and the oracle sets to be used are from NSPACE $(\log n)$ in case of linear conditions and from $P$ if context-free conditions are used. This is because the oracles have to check general membership for the condition sets. Note that $N S P A C E^{(P)}(\log n) \subseteq P$. This leads us to the desired completeness results for general membership with fixed index.

In case of general membership (with general index), the space bounds for the oracle Turing machine get worse and remain $O(n \cdot \log n)$. In combination with an oracle from $P$ to check general membership for a context-free conditions, we obtain $P S P A C E$ as an upper bound, because $N S P A C E^{\langle P\rangle}(n \cdot \log n) \subseteq P S P A C E$. The lower bound PSPACE, and hence the completeness results stated in 3 and 4 follow with the enclosed construction:

The intersection non-emptiness problem for deterministic finite automata, that is: given deterministic finite automata $M_{1}, \ldots, M_{n}$, i.e., a suitable coding $\left\langle M_{1}, \ldots, M_{n}\right\rangle$, is $\bigcap_{1 \leq i \leq n} L\left(M_{i}\right) \neq \emptyset$ ? This problem is PSPACE-complete [19].

Let $\left\langle M_{1}, \ldots, M_{n}\right\rangle$ be an instance of the non-emptiness intersection problem for deterministic finite automata. For technical reasons only, we assume that for the deterministic automata $M_{i}=\left(K_{i}, \Sigma, \delta_{i}, q_{0, i}, F_{i}\right), 1 \leq i \leq n$, with set of states $K_{i}$, input alphabet $\Sigma$, transition function $\delta_{i}: K_{i} \times \Sigma \rightarrow K_{i}$, start state $q_{0, i}$, and final set
of states $F_{i} \subseteq K_{i}$ the following is satisfied: (1) $\Sigma=\{a, b\}$, (2) $K_{i} \cap K_{j}=\emptyset$ if $i \neq j$, and $\lambda \notin L\left(M_{i}\right)$ for each $1 \leq i \leq n$.

We construct a conditional grammar $G=\left(V_{N},\{a\}, P, S\right)$ with context-free core rules and regular conditions. Set

$$
V_{N}=\{S, A, B, C, D\} \cup \bigcup_{1 \leq i \leq n} K_{i} \cup \bigcup_{1 \leq i \leq n} \bar{K}_{i},
$$

where $\bar{K}_{i}=\left\{\bar{q} \mid q \in K_{i}\right\}$ and all unions being disjoint. The rules are as follows:

1. $\left(S \rightarrow q_{0,1} q_{0,2} \ldots q_{0, n} A,\{S\}\right)$ and $\left(S \rightarrow q_{0,1} q_{0,2} \ldots q_{0, n} B,\{S\}\right)$.
2. For each $(X, x) \in\{(A, a),(B, b)\}$ define
(a) for every $q \in K_{1},\left(q \rightarrow p, K_{1} K_{2} \ldots K_{n}\{X\}\right)$ if $\delta_{1}(q, x)=p$,
(b) for $q \in K_{i}$ with $2 \leq i \leq n$, define $\left(q \rightarrow \bar{p}, \bar{K}_{1} \bar{K}_{2} \ldots \bar{K}_{i-1} K_{i} \ldots K_{n}\{X\}\right)$ if $\delta_{i}(q, x)=p$, and
(c) $\left(X \rightarrow C, \bar{K}_{1} \bar{K}_{2} \ldots \bar{K}_{n}\{X\}\right)$, and $\left(X \rightarrow D, \bar{K}_{1} \bar{K}_{2} \ldots \bar{K}_{n}\{X\}\right)$.
3. Case nonterminal $C$ :
(a) For every $q \in K_{1}$ define $\left(\bar{q} \rightarrow q, \bar{K}_{1} \bar{K}_{2} \ldots \bar{K}_{n}\{C\}\right.$ ),
(b) for every $q \in K_{i}$, with $2 \leq i \leq n$, define ( $\bar{q} \rightarrow q, K_{1} \ldots K_{i-1} \bar{K}_{i} \ldots \bar{K}_{n}\{C\}$ ), and
(c) $\left(C \rightarrow A, K_{1} K_{2} \ldots K_{n}\{C\}\right)$, and $\left(C \rightarrow B, K_{1} K_{2} \ldots K_{n}\{C\}\right)$.
4. Case nonterminal $D$ :
(a) For every $q \in K_{i}$, with $1 \leq i \leq n$, define $\left(\bar{q} \rightarrow a, a^{i-1} \bar{K}_{i} \ldots \bar{K}_{n}\{D\}\right)$ if $q \in F_{i}$, and
(b) ( $D \rightarrow a, a^{n}\{D\}$ ).

Finally, it is easy to verify that $\bigcap_{1 \leq i \leq n} L\left(M_{i}\right) \neq \emptyset$ if and only if $\left\langle 1^{n+1}, a^{n+1}, G\right\rangle$ is an instance of general membership with general index if and only if $\left\langle a^{n+1}, G\right\rangle$ is an instance of general membership. Obviously, the latter instances are logspace computable if $\left\langle M_{1}, \ldots, M_{n}\right\rangle$ is given. This completes our construction.

In the remainder of this section we deal with non-emptiness problems. In Theorem 5 we have already seen, that some non-emptiness problems are undecidable. But these were only a few of them. By Lemma 1 we additional obtain:

Corollary 4. Let $X \in\{L I N, C F\}$. Non-emptiness for ( $K_{X}, Y$ )-grammars, with $Y \in\{R E G, L I N\}$, and non-emptiness with fixed and general index for ( $\left.K_{X}, C F\right)$ grammars, is undecidable.

The remaining non-emptiness problems are shown to be PSPACE-complete.
Theorem 11. The following problems are PSPACE-complete: non-emptiness for $\left(K_{R E G}, Y\right)$-grammars, with $Y \in\{R E G, L I N\}$, and non-emptiness for both fixed and general index for ( $\left.K_{R E G}, C F\right)$-grammars.

Proof. For the lower bound on non-emptiness, we again use the non-emptiness intersection problem for deterministic finite automata. For given $\left\langle M_{1}, \ldots, M_{n}\right\rangle$ we construct an instance of non-emptiness as follows: define the grammar $G=$ $\left(\left\{S, T_{1}, \ldots, T_{n+1}\right\},\{a, b\}, P, S\right)$ with rules

1. $\left(S \rightarrow a S,\{a, b\}^{*} S\right),\left(S \rightarrow b S,\{a, b\}^{*} S\right),\left(S \rightarrow T_{1},\{a, b\}^{*} S\right)$,
2. $\left(T_{i} \rightarrow T_{i+1}, L\left(M_{i}\right) \cdot T_{i}\right)$, for $1 \leq i \leq n$, and $\left(T_{n+1} \rightarrow \lambda,\{a, b\}^{*} T_{n}\right)$.

It is easy to see that this construction is logspace computable and that $\bigcap_{1 \leq i \leq n} L\left(M_{i}\right) \neq$ if and only if $L(G) \neq \emptyset$. Hence, $P S P A C E$ is the desired lower bound.

Let $G$ be a conditional grammar with context-free core rules and regular conditions. The easiest way to check non-emptiness with general index would be to guess a terminating derivation of finite index and to simulate it step by step, writing down the whole sentential form, say $u_{1} A_{1} u_{2} \ldots u_{k} A_{k} u_{k+1}$, obtained so far. Unfortunately, this idea does not result in a $P S P A C E$ algorithm in general. But we can do better, if we write down $d_{u_{1}} A_{1} d_{u_{2}} \ldots d_{u_{k}} A_{k} d_{k+1}$, where the $d_{u_{i}}$ 's are defined as in the proof of Theorem 2. Simple calculations show that this approach results in a polynomial space algorithm.

## 6. Conclusions

We investigated conditional context-free grammars that generate languages of finite index. We proved a normal form theorem for these grammars, and showed that they coincide with programmed context-free languages of finite index, even when considering language families of finite index $k$, regardless whether erasing rules are allowed or not. In this way we solved an open problem stated in [8].

Furthermore, we classified various variants of fixed and general membership and non-emptiness for conditional languages (of finite index) according to their undecidability and complexity. Thereby, we closed a gap in the literature.

Let us remark that these results trivially carry over to programmed grammars of finite index, delivering easy upper bounds on the complexities. Regarding the lower bounds, we simply refer to the construction given in the proof of Theorem 10 , where the regular condition sets are only used to prescribe the sequence of rule applications. Let us point to the surprising fact that non-emptiness with fixed index for programmed grammars with context-free core rules is $N S P A C E(\log n)$-complete, while it is well-known to be $P$-complete for context-free grammars (without the finite index restriction).

So, we obtain the table given in Figure 1. If we write only the complexity class $\mathcal{C}$, we refer to a complete problem. If we write $\in \mathcal{C}$, we know only an upper bound. Finally, let us remark that it is known that fixed membership for ( $P, C F-\lambda, a c$ ) is $N P$-hard by a result of van Leeuwen [44].

We want to stimulate the readers to pursue complexity studies for problems given via regulated rewriting. Even if problems turn out to be undecidable, a further classification according to the criteria delivered by recursion theory would be of interest.

| grammars | fixed membership | general <br> membership | non-emptiness |
| :---: | :---: | :---: | :---: |
|  | $\overline{D S P A C E}(\log n)$ |  |  |
| $(P, L I N, a c)$ |  | $N S P A C E(\log n)$ |  |
| $(P, C F, a c)$ and FI |  | PSPACE |  |
| $(P, C F, a c)$ and GI | $\in N S P A C E(n \cdot \log n)$ |  | undecidable |
| $(P, C F-\lambda, a c)$ | $\in P S P A C E$ |  |  |
| $(P, C F, a c)$ |  |  |  |

Figure 1. Undecidability and complexity results for programmed languages

It is known that, e.g., programmed finite index languages have nice properties from the formal language theoretical point of view. Let's turn back to the original motivation of Brainerd [5] for introducing the notion of finite index. As already said in the introduction, he proved that the length set of each infinite context-free matrix language of finite index contains an infinite arithmetic progression. It is natural to ask whether this is a property special to languages of finite index in the regulated rewriting case with context-free core rules. There is a negative answer to this question in two senses:

1. The family $\mathcal{L}(P, C F)$ (without the finite index restriction) has the property that every infinite language in $\mathcal{L}(P, C F)$ contains an infinite arithmetic progression, because the class $\mathcal{L}(P, C F)$ is closed under homomorphisms, and every one-letter-language in $\mathcal{L}(P, C F)$ is semilinear, as proved in the paper of Hauschildt and Jantzen [16].
2. In Section 4, we have found a language class of finite index, namely $\mathcal{L}_{f i n}\left(K_{C F}, C F[-\lambda]\right)$, which contains the language $\left\{a^{2^{n}} \mid n \geq 0\right\}$ that does not have an infinite arithmetic progression.
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#### Abstract

The paper investigates the descriptional complexity of matrix grammars that always rewrites the leftmost possible occurrence of a nonterminal. Measuring this complexity by the number of nonterminals, this investigation proves that four-nonterminal matrix grammars working in this way characterize the family of recursively enumerable languages.


## 1. Introduction

A matrix grammar, $G$, is based upon sequences, referred to as matrices, that consist of context-free productions (see page 25 in [1]). According to its matrices, $G$ makes derivation steps. More precisely, $G$ makes a derivation step according to a matrix, $m$, so it applies $m$ 's productions one by one until all of them are used. This step is leftmost if $G$ applies each of these productions to the leftmost possible occurrence of a nonterminal in the given sentential form.

The present paper reduces the number of nonterminals in matrix grammars making leftmost derivations. More precisely, it demonstrates that four-nonterminal matrix grammars with leftmost derivations characterize the family of recursively ennumerable languages. Analogously four-nonterminal matrix grammars with rightmost derivations define this family as well.

## 2. Definitions

This paper assumes that the reader is familiar with the language theory (see Chapter 0 in [1]).

For an alphabet $V, V^{*}$ denotes the free monoid generated by $V$ under the operation of concatenation; $\lambda$ denotes the unit of $V^{*}$. Set $V^{+}=V^{*}-\{\lambda\}$. For a word $w \in V^{*}$, $|w|$ denotes the length of $w, \operatorname{alph}(w)$ is the set of symbols occurring in $w$, and $m i(w)$ is the mirror image of $w$. Set

$$
\operatorname{suf}(w)=\{x \mid x \text { is a suffix of } w\}
$$

For a symbol $a \in V$ a word $w \in V^{*},|w|_{a}$ denotes the number of occurrences of $a$ in $w$. The definitions of $a l p h(w)$ and $m i(w)$ are extended in the natural way to languages.

A matrix grammar is a quadruple $G=(V, T, M, S)$, where $V$ is an alphabet, $T \subseteq$ $V, S \in V-T$, and $M$ is a finite set of matrices of the form $\left(A_{1} \rightarrow x_{1}, \ldots, A_{n} \rightarrow x_{n}\right)$, where $n$ is a natural number, and for all $i=1,2, \ldots, n, A_{i} \in V-T, x_{i} \in V^{*}$.

Let $G=(V, T, M, S)$ be a matrix grammar. $G$ uses a matrix $\left(A_{1} \rightarrow x_{1}, \ldots, A_{n} \rightarrow\right.$ $x_{n}$ ) in $M$ by sequentially rewriting $A_{i}$ with $x_{i}$ in the order $i=1,2, \ldots, n$. Formally, if there exist $n+1$ words $w_{0}, w_{1}, \ldots, w_{n}$ such that for $i=1,2, \ldots, n, w_{i-1}=u_{i} A_{i} v_{i}$
and $w_{i}=u_{i} x_{i} v_{i}$, for some $u_{i}, v_{i} \in V^{*}$, then we write $w_{0} \Longrightarrow w_{n}[m]$. When the specification of $m$ is unimportant we write $w_{0} \Longrightarrow w_{n}$.

If $v_{0} \Longrightarrow v_{1} \Longrightarrow \ldots \Longrightarrow v_{n}$ such that $v_{i-1} \Longrightarrow v_{i}\left[m_{i}\right], 1 \leq i \leq n$, then we write $v_{0} \Longrightarrow^{*} v_{n}\left[m_{1} \ldots m_{n}\right]$. If $n=0$, then $v_{0}=v_{n}$ and $m_{1} \ldots m_{n}=\lambda$. When the specification of $m_{1} \ldots m_{n}$ is unimportant, we write $v_{0} \Longrightarrow^{n} v_{n}$ or simply $v_{0} \Longrightarrow{ }^{*} v_{n}$ (for $n \geq 1$ we write $v_{0} \Longrightarrow^{+} v_{n}$ ). If $S \Longrightarrow{ }^{*} w$ in $G$ with $w \in T^{*}$, then $S \Longrightarrow^{*} w$ is a successful derivation in $G$. The language of $G, L(G)$, is the set of words successfully derived in $G$; formally,

$$
L(G)=\left\{w \in T^{*} \mid S \Longrightarrow^{*} w\right\}
$$

Let $G=(V, T, M, S)$ be a matrix grammar and $m=\left(A_{1} \rightarrow x_{1}, \ldots, A_{n} \rightarrow x_{n}\right)$ be a matrix in $M$. In terms of this paper, $G$ uses this matrix in a leftmost manner if for all $i=1,2, \ldots, n, G$ substitutes $x_{i}$ for the lefmost occurrence of $A_{i}$ in the current sentential form ([1] classifies this manner as type-3 leftmost derivations). More formally, if there exist $n+1$ words $w_{0}, w_{1}, \ldots, w_{n}$ such that for $i=1,2, \ldots, n$ we have $w_{i-1}=u_{i} A_{i} v_{i}, w_{i}=u_{i} x_{i} v_{i}, A_{i} \notin \operatorname{alph}\left(u_{i}\right)$, for some $u_{i}, v_{i} \in V^{*}$, then we write $w_{0} \Longrightarrow_{l e f t} w_{n}[m]$. As for the usual derivation relation, also for the leftmost derivation relation we omit the specification of $m$ when $m$ is unimportant, and we write $u \Longrightarrow{ }_{l e f t}^{*}$ $w\left[m_{1} \ldots m_{n}\right]$ for denoting a sequence of leftmost derivation steps according to matrices $m_{1}, \ldots, m_{n}, n \geq 0$; when the specification of $m_{1}, \ldots, m_{n}$ is unimportant, we write simply $u \Longrightarrow{ }_{\text {left }}^{n} w$ or $u \Longrightarrow_{l e f t}^{*} w$.

If $S \Longrightarrow{ }_{\text {left }}^{*} w$ in $G$ and $w \in T^{*}$, then $S \Longrightarrow_{\text {left }}^{*} w$ is a successful leftmost derivation in $G$. $L_{\text {left }}(G)$ denotes the language consisting of words that $G$ generates by these derivations; formally,

$$
L_{l e f t}(G)=\left\{w \in T^{*} \mid S \Longrightarrow{ }_{l e f t}^{*} w\right\} .
$$

We also recall the notion of a queue grammar (see [3]).
A queue gramar is a sextuple $Q=(V, T, W, F, R, g)$, where $V, T, W, F$ are alphabets, $T \subseteq V, F \subseteq W, V \cap W=\emptyset, R \in(V-T)(W-F), g \subseteq(V \times(W-F)) \times\left(V^{*} \times W\right)$ is a finite relation of $Q$ such that for all $a \in V$ there is an element $(a, b, x, c) \in g . V$ is referred to as the alphabet of $Q, T$ is the terminal alphabet, $W$ is the state alphabet, $F$ is the final state alphabet, $R$ is the axiom, $g$ is the finite transition relation of $Q$.

If there are $a \in V, r, z \in V^{*}, b, c \in W$ such that $(a, b, z, c) \in g, u=a r b, v=r z c$, then $u \Longrightarrow v[(a, b, z, c)]$, or, simply, $u \Longrightarrow v$. The language of $Q, L(Q)$, is defined as

$$
L(Q)=\left\{w \in T^{*} \mid R=\Longrightarrow^{*} w f, \text { for some } f \in F\right\}
$$

where $\Longrightarrow *$ is the reflexive and transitive closure of $\Longrightarrow$.
Recall that for any recursively enumerable language $L$, there exists a queue grammar $Q$ such that $L=L(Q)$ (see Theorem 2.1 in [2]).

The following observation will be useful later: any successful derivation in $Q$, $R \Longrightarrow * z d$, with $z \in T^{*}$ and $d \in F$, can be expressed as

$$
\begin{array}{rll}
R & \Longrightarrow^{i} a_{1} u_{1} b_{1} \\
& \Longrightarrow & u_{1} x_{1} y_{1} c_{1} \quad\left[\left(a_{1}, b_{1}, x_{1} y_{1}, c_{1}\right)\right] \\
& \Longrightarrow^{i} & y_{1} z_{1} d,
\end{array}
$$

where $i, j \geq 0, z=y_{1} z_{1}, x_{1}, u_{1} \in V^{*}, y_{1}, z_{1} \in T^{*}, b_{1}, c_{1} \in W$, and $d \in F(i=0$ implies $a_{1} u_{1} b_{1}=u_{1} x_{1} y_{1} c_{1}$, and $j=0$ implies $\left.u_{1} x_{1} y_{1} c_{1}=y_{1} z_{1} d\right)$.

We denote by $R E$ the family of recursively enumerable languages and by $M A T_{l e f t}(i)$ the family of languages $L_{\text {left }}(G)$ generated by matrix grammars $G=$ $(V, T, M, S)$ with $\operatorname{card}(V-T) \leq i$.

## 3. Results

Theorem. $R E=M A T_{l e f t}(4)$.
Proof. Obviously, $M A T_{l e f t 4}(4) \subseteq R E$. We prove the converse inclusion.
Let $L$ be a recursively enumerable language. Take a queue grammar $Q=$ $(V, T, W, F, R, g)$ such that $L(Q)=L$. We construct the four-nonterminal matrix grammar

$$
G=(T \cup\{0,1,2,3\}, T, M, S)
$$

as follows.
Set

$$
n=2^{\operatorname{card}(V \cup W)}
$$

Consider a morphism $\beta$ from $V \cup W$ to $\{0,1\}$. Extend $\beta$ to $(V \cup W)^{*}$ in the standard manner. The set $M$ of matrices is defined as follows.

1. If $a \in V-T, v \in W-F, a b=R$, then we introduce the matrix

$$
\left(3 \rightarrow 0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23\right)
$$

where $b_{i}, a_{i} \in\{0,1\}$ for $1 \leq i \leq n, b_{1} \ldots b_{n}=\beta(b)$, and $a_{1} \ldots a_{n}=\beta(a)$.
2. If $(a, b, x, c) \in g$, then add

$$
\begin{aligned}
& \left(0 \rightarrow 0, b_{1} \rightarrow \lambda, \ldots, b_{n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{1} \rightarrow \lambda, \ldots, a_{n} \rightarrow \lambda,\right. \\
& 2 \rightarrow \beta(c) 22,3 \rightarrow \beta(x) 3)
\end{aligned}
$$

to $M$, where $a_{i}, b_{i} \in\{0,1\}$, for $1 \leq i \leq n, a_{1} \ldots a_{n}=\beta(a), b_{1} \ldots b_{n}=\beta(b)$.
3. If ( $a, b, x y, c) \in g$ with $x \in V^{*}$ and $y \in T^{*}$, then add

$$
\begin{aligned}
& \left(0 \rightarrow 1, b_{1} \rightarrow \lambda, \ldots, b_{n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{1} \rightarrow \lambda, \ldots, a_{n} \rightarrow \lambda,\right. \\
& 2 \rightarrow \beta(c) 22,3 \rightarrow \beta(x) y 3)
\end{aligned}
$$

to $M$, where $a_{i}, b_{i} \in\{0,1\}$, for $1 \leq i \leq n, a_{1} \ldots a_{n}=\beta(a), b_{1} \ldots b_{n}=\beta(a)$.
4. If $(a, b, y, c) \in g$ with $y \in T^{*}$ and $c \notin F$, then add

$$
\left(1 \rightarrow 1, b_{1} \rightarrow \lambda, \ldots, b_{n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{1} \rightarrow \lambda, \ldots, a_{n} \rightarrow \lambda, 2 \rightarrow \beta(c) 22,3 \rightarrow y 3\right)
$$

to $M$, where $a_{i}, b_{i} \in\{0,1\}$, for $1 \leq i \leq n, a_{1} \ldots a_{n}=\beta(a), b_{1} \ldots b_{n}=\beta(b)$.
5. If $(a, b, y, c) \in g$ with $c \in F$ and $y \in T^{*}$, then add

$$
\left(1 \rightarrow \lambda, b_{1} \rightarrow \lambda, \ldots, b_{n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{1} \rightarrow \lambda, \ldots, a_{n} \rightarrow \lambda, 2 \rightarrow \lambda, 3 \rightarrow y\right)
$$

to $M$, where $a_{i}, b_{i}, c_{i} \in\{0,1\}$ for $1 \leq i \leq n, a_{1} \ldots a_{n}=\beta(a), b_{1} \ldots b_{n}=\beta(b)$.
6. Add also

$$
(2 \rightarrow 2,2 \rightarrow \lambda, d \rightarrow d 2,3 \rightarrow 3)
$$

to $M$, for $d=0,1$.
Notice that $G$ has four nonterminals, $0,1,2,3$. The rest of this proof establishes several claims to demonstrate $L(Q)=L_{\text {left }}(G)$.

Claim 1. Let $3 \Longrightarrow{ }_{l e f t}^{*} z$ in $G$ with $z \in T^{*}$. Then, in greater detail, $3 \Longrightarrow \Longrightarrow_{\text {left }}^{*} z$ can be expressed as

$$
\begin{array}{rlll}
2 & \Longrightarrow_{l e f t} & x \quad[p] \\
& \Longrightarrow_{l e f t}^{*} & u \\
& \Longrightarrow_{l e f t} & z & {[q],}
\end{array}
$$

with $x, u \in(T \cup\{0,1,2,3\})^{*}, p$ is the matrix in group $1, p$ is a matrix in group 5 , and during $x \Longrightarrow{ }_{l e f t}^{*} u, G$ never uses a matrix in groups 1 or 5 .

Proof of Claim 1. Consider a successful derivation $3 \Longrightarrow_{\text {left }}^{*} z$ in $G$. Observe that $G$ surely uses the matrix in the first group, so express $3 \Longrightarrow_{l e f t}^{*} z$ as $3 \Longrightarrow_{l e f t}^{*} x \Longrightarrow_{l e f t}^{*} z$, where the first step uses a matrix $p$ introduced in the step 1 of the construction, that it $p$ equals $\left(3 \rightarrow d b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23\right)$, where $d \in\{0,1\}, b_{i}, a_{i} \in\{0,1\}$, for $1 \leq i \leq n$, $b_{1} \ldots b_{n}=\beta(b), a_{1} \ldots a_{n}=\beta(a), a b=R$.

Notice that for every $y$ such that $x \Longrightarrow_{l e f t}^{*} \Longrightarrow{ }_{l e f t}^{+} z,|y|_{3}=1$.
As $z \in T^{*}, G$ surely applies a matrix in group 5 in the last step of $3 \Longrightarrow{ }_{\text {left }}^{*} z$, and before this application $G$ never uses any matrix in group 5 . Express

$$
\begin{array}{rlll}
3 & \Longrightarrow_{l e f t} & x \quad[p] \\
& \Longrightarrow_{\text {left }}^{*} & z
\end{array}
$$

as

$$
\begin{array}{rlll}
3 & \Longrightarrow_{l e f t} & x & {[p]} \\
& \Longrightarrow_{l e f t}^{*} & u & \\
& \Longrightarrow_{l e f t} & z & {[q]}
\end{array}
$$

where $q$ is a matrix in group 5 and during $3 \Longrightarrow{ }_{l \text { left }}^{*} u, G$ never uses a matrix in group 5. Assume that during $3 \Longrightarrow{ }_{\text {left }}^{*} u, G$ applies $\left(3 \rightarrow d b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23\right) t$ times, where $t \geq 1$. Then, $|u|_{2}=2 t$ and $|u|_{3}=1 . G$ can remove 2 's only by using matrices in group 5 . However, during $3 \Longrightarrow{ }_{\text {left }}^{*} u, G$ never uses a matrix in group 5. Therefore, $3 \Longrightarrow{ }_{\text {left }}^{*} z$ can be expressed as in Claim 1.

Claim 2. Let $3 \Longrightarrow{ }_{\text {left }}^{+} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G$, where $x \in(\{0,1,2,3\} \cup T)^{*}$ and $z \in T^{*}$. Then

$$
x \in(\{0,1\} \cup T)^{*}\left(\{2\}(\{0,1\} \cup T)^{*}\right)^{2}(\{0,1\} \cup T)^{*}\{3\}
$$

Proof of Claim 2. Consider Claim 1. Then, examine M's matrices to see that Claim 2, whose rigorous proof is left to the reader, holds.

Let

$$
\begin{aligned}
3 & \Longrightarrow_{\text {left }}^{+} x \\
& \Longrightarrow_{\text {left }} y \\
& \Longrightarrow_{\text {left }} z
\end{aligned}
$$

be a successful leftmost derivation in $G$, where $p$ is a matrix in one of groups 2 -5 . The following claim demonstrate that at this point, $x=d b_{1} \ldots b_{n} 2 x^{\prime}$, where $d \in\{0,1\}, b_{i} \in\{0,1\}$, for $1 \leq i \leq n, x^{\prime} \in(\{0,1\} \cup T)^{*}\{2\}(\{0,1\} \cup T)^{*}\{3\}$.

Claim 3. Let $3 \Longrightarrow{ }_{\text {left }}^{i} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G$, where $i \geq 1, x \in(\{0,1,2,3\} \cup T)^{*}$, and $z \in T^{*}$. Then,

$$
x \in\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{*}\{2\}(\{0,1\} \cup T)^{*}\{3\} .
$$

Proof of Claim 3. This proof is made by induction on $i$, where $i \geq 1$.
Basis: Let $3 \Longrightarrow{ }_{\text {left }}^{i} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G$, where $i=1, x \in(\{0,1,2,3\} \cup T)^{*}$, and $z \in T^{*}$. By Claim $1, G$ makes $3 \Longrightarrow{ }_{l e f t} x$ by the matrix $p$ in group 1 , that is $p$ equals $\left(3 \rightarrow d b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23\right)$.

Express $3 \Longrightarrow{ }_{\text {left }}^{i} x \Longrightarrow{ }_{\text {left }}^{+} z$ as $3 \Longrightarrow{ }_{l e f t} 0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23 \Longrightarrow{ }_{\text {left }}^{+} z$. Observe that $d b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23$ has the required form.

Induction step: Assume that the claim holds for all $i=1,2, \ldots, j$, where $j$ is a natural number. Let $3 \Longrightarrow{ }_{\text {left }}^{j+1} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G, x \in(\{0,1,2\} \cup T)^{*}$, and $z \in T^{*}$. Express this derivation as

$$
\begin{aligned}
3 & \Longrightarrow_{\text {left }}^{j} \\
& y \\
& \Longrightarrow \\
& \Longrightarrow{ }_{l}^{\text {left }} \\
+l_{\text {left }} & x
\end{aligned} \quad[p]
$$

By the induction hypothesis, $y \in\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{*}\{2\}(\{0,1\} \cup T)^{*}\{3\}$. By Claim $1, p$ is a matrix in one of groups $2,3,4$, or 6 . Examine these matrices to see that $G$ makes $y \Longrightarrow_{l e f t} x[p]$ so that $x \in\{0,1\}\{0,1\}^{n+k}\{2\}\{0,1\}^{*}\{2\}(\{0,1\} \cup T)^{*}\{3\}$.

By contradiction, this proof next demonstrates that $k=0$. Assume that $k \geq 1$.
A. Suppose that $x \Longrightarrow_{l e f t}^{+} z$ is a one-step derivation. By Claim $1, G$ makes this step by using a matrix in group 5 , so $z \notin T^{*}$, which contradicts $z \in T^{*}$.
B. Assume that $x \Longrightarrow{ }_{\text {left }}^{+} z$ consists of two or more steps. Observe that for every $u$ such that $x \Longrightarrow{ }_{\text {left }}^{+} u \Longrightarrow{ }_{\text {left }}^{+} z$

$$
u \in\{0,1\}\{0,1\}^{n+k+j}\{2\}\{0,1\}^{*}\{2\}(\{0,1\} \cup T)^{*}\{3\}
$$

for some $j \geq 0$. Consequently, $z \notin T^{*}$, which contradicts $z \in T^{*}$.
Thus, $k=0$ and Claim 3 holds.
To continue the derivation after applying a matrix in one of groups $2,3,4, G$ has to shift the second appearance of 2 right in the current sentential form. $G$ makes this shift by using matrices in group 6 to generate a sentential form having precisely $n$ occurrences of $d$, where $d \in\{0,1\}$, between the first appearance of 2 and the second appearance of 2 . Indeed, the sentential form has to contain exactly $n$ appearances of $d$ between the first appearance of 2 and the second appearance of 2 ; otherwise, the successfulness of the derivation is contradicted by these two arguments:
A. If there exist fewer than $n$ occurrences of $d$ between the first appearance of 2 and the second appearance of 2 , no matrix in groups $1-4$ can be used, so the derivation ends. Because the last sentential form contains nonterminals, the derivation is not successful, a contradiction.
B. Assume that there exist more than $n$ occurrences of $d$ between the first appearance of 2 and the second appearance of 2 . Then, after the next application of a rule in groups $1-5$ at least $n+2$ occurrences of $d$, where $d \in\{0,1\}$, appear before the first appearance of 2 . Now, return to Claims $1-3$, which imply these three observations:
B.1. The matrix in group 1 is always used in the first step of a successful derivation.
B.2. If $3 \Longrightarrow{ }_{\text {left }}^{+} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G$ is a successful derivation, then $x \in$ $\{0,1\}^{n+1}\{2\}\{0,1\}^{*}\{2\}(\{0,1\} \cup T)^{*}\{3\}$.
B.3. A matrix in group 5 is always used only in the last derivation step of a successful derivation; furthermore, observe that this matrix erases precisely $n+1$ nonterminals preceding the first appearance of 2 .

By B. 1 through B.3, if a sentential form, $x$, contains more than $n$ occurrences of $d$ between the first appearance of 2 and the second appearance of 2 , then $x$ derives no sentence in $G$.

Thus, by A and B , the sentential form has to contain precisely $n$ appearances of $d$ between the first appearance of 2 and the second appearance of 2 . The next claim verifies these observations rigorously.

Claim 4. Let

$$
\begin{aligned}
3 & \Longrightarrow_{\text {left }}^{i} u \\
& \Longrightarrow_{\text {left }} \\
& x \\
& \Longrightarrow_{\text {left }}^{+} \\
& z
\end{aligned}
$$

in $G$, where $i \geq 1, u, x \in(\{0,1,2,3\} \cup T)^{*}, p$ is a matrix in one of groups $1-5$, and $z \in T^{*}$. Then,

$$
x \in\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{n}\{2\}(\{0,1\} \cup T)^{*}\{3\} .
$$

Proof of Claim 4. This proof is made by induction on $i$, where $i \geq 0$.
Basis: Let $i=0$; that is

$$
\begin{aligned}
& 3 \Longrightarrow{ }_{\text {left }} x \quad[p] \\
& \Longrightarrow{ }_{\text {left }}^{+} z
\end{aligned}
$$

in $G$, where $x \in(\{0,1,2,3\} \cup T)^{*}, p$ is a matrix in one of groups $1-5$, and $z \in T^{*}$. Claim 1 implies that $3 \Longrightarrow$ left $x$ uses the matrix ( $3 \rightarrow 1 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23$ ). As $1 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23$ has the required form, the basis holds.

Induction step: Assume that the claim holds for all $i=1,2, \ldots, j$, where $j$ is a natural number. Let

$$
\begin{aligned}
3 & \Longrightarrow l_{l e f t}^{i+} \quad u \\
& \Longrightarrow_{l e f t} \quad x \quad[p] \\
& \Longrightarrow_{l e f t}^{+}
\end{aligned}
$$

in $G$, where $i \geq 1, u, x \in(\{0,1,2,3\} \cup T)^{*}, p$ is a matrix in one of groups $1-4$, and $z \in T^{*}$. By the previous claim,

$$
x \in\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{m}\{2\}(\{0,1\} \cup T)^{*}\{3\} .
$$

Assume $m<n$. This assumption leads to a contradiction because $p$ is inapplicable at this point. Therefore, $m=n+k$, for some $k \geq 0$, so

$$
x \in\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{n+k}\{2\}(\{0,1\} \cup T)^{*}\{3\}
$$

By contradiction, this proof next demonstrates that $k=0$. Assume that $k \geq 1$.
A. Suppose that $x \Longrightarrow \underset{\text { left }}{+} z$ is a one-step derivation. By Claim 4, $G$ makes this step by using a matrix in group 5 , so $z \notin T^{*}$, which contradicts $z \in T^{*}$.
B. Suppose that $x \Longrightarrow \underset{\text { left }}{+} z$ consists of two or more steps. Observe that

$$
x \in\{0,1\}\{0,1\}^{n+k}\{2\}\{0,1\}^{n}\{2\}(\{0,1\} \cup T)^{*}\{3\}
$$

Consequently, $3 \Longrightarrow{ }_{\text {left }}^{+} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G$ with $z \in T^{*}$ and

$$
x \notin\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{n}\{2\}(\{0,1\} \cup T)^{*}\{3\},
$$

which contradicts Claim 3.
Thus, $k=0$ and Claim 4 holds.
Claim 5. Let $3 \Longrightarrow{ }_{\text {left }}^{i} x \Longrightarrow{ }_{\text {left }}^{+} z$ in $G$, where $i \geq 1, x \in(\{0,1,2,3\} \cup T)^{*}$, and $z \in T^{*}$. Then,

$$
x \in\{0,1\}\{0,1\}^{n}\{2\}\{0,1\}^{n}\{2\}\{0,1\}^{*} T^{*}\{3\} .
$$

Proof of Claim 5. Consider Claim 4 and examine $M$ 's matrices to see that this claim holds.

Claim 6. In $G$, every successful derivation $3 \Longrightarrow{ }_{\text {left }}^{+} v$ with $v \in T^{*}$, has the form

$$
\begin{array}{rlr}
3 & \Longrightarrow{ }_{\text {left }}^{+} 0 a_{1} \ldots a_{n} 2 b_{1} \ldots b_{n} 2 \beta\left(c_{1} \ldots c_{n} z\right) 3 \\
& \Longrightarrow l_{\text {eft }} & 1 b_{1} \ldots b_{n} 2 c_{1} \ldots c_{n} 2 \beta(z x) y 3 \\
& \Longrightarrow_{\text {left }}^{*} & 1 d_{1} \ldots d_{n} 2 e_{1} \ldots e_{n} 2 y u 3 \\
& \Longrightarrow \text { left } & y u
\end{array}
$$

where $a_{i}, b_{i}, c_{i}, d_{i}, e_{i} \in\{0,1\}$, for all $i=1, \ldots, n, z, x \in V^{*}, y, u \in T^{*}$, so $v=y u, p$ is a matrix in group 3 and $q$ is a matrix in group 5 .

Proof of Claim 6. Claim 5 and the construction of $M$ imply Claim 6, whose rigorous proof is left to the reader.

Claim 7. Any successful derivation in $G$ has the following form

$$
\begin{array}{rll}
3 & \Longrightarrow l_{\text {left }}^{+} & 0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23 \quad \\
& \left.\Longrightarrow p_{1}\right] \\
& \Longrightarrow \text { left } & u \\
& \Longrightarrow l_{\text {left }} & v \\
& \Longrightarrow l_{\text {left }}^{t} & w  \tag{5}\\
& \Longrightarrow \text { left } & w_{4} y_{4}
\end{array}
$$

where $i, k \geq 0$ and the following properties A through E hold:
A. $p_{1}$ is of the form ( $3 \rightarrow 0 b_{1} \ldots b_{n} 22 a_{1} \ldots a_{n} 3$ ) (see step 1 of the construction of $M)$.
B. In $v \Longrightarrow{ }_{\text {left }}^{k} w$, consider any leftmost step that is not made by a matrix in group 6. This step has the following form

$$
0 b_{11} \ldots b_{1 n} 2 a_{11} \ldots a_{1 n} 2 \beta\left(u_{1}\right) 3 \Longrightarrow \Longrightarrow_{l e f t} 0 c_{11} \ldots c_{1 n} 22 \beta\left(u_{1} x_{1}\right) 3 \quad\left[p_{2}\right]
$$

where $p_{2}$ is of the form

$$
\begin{aligned}
& \left(0 \rightarrow 0, b_{11} \rightarrow \lambda, \ldots, b_{1 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{11} \rightarrow \lambda, \ldots, a_{1 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{11} \ldots c_{1 n} 22,3 \rightarrow \beta\left(x_{1}\right) 3\right)
\end{aligned}
$$

so $0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23 \Longrightarrow{ }_{\text {left }}^{i} u$ can be expressed as

$$
\begin{aligned}
& 0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23 \\
& \ldots \ldots . . \\
& 0 b_{11} \ldots b_{1 n} 2 a_{11} \ldots a_{1 n} 2 \beta\left(u_{1}\right) 3 \Longrightarrow_{l e f t} 0 c_{11} \ldots c_{1 n} 22 \beta\left(u_{1} x_{1}\right) 3\left[p_{2}\right] \\
& \ldots \ldots \ldots \\
& 0 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) 3
\end{aligned}
$$

where $u=0 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) 3$.
C. Consider $u \Longrightarrow l_{\text {left }} v$. This step has the following form

$$
0 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) 3 \Longrightarrow \Longrightarrow_{l e f t} 1 c_{21} \ldots c_{2 n} 22 \beta\left(u_{2} x_{2}\right) y_{2} 3 \quad\left[p_{3}\right]
$$

where

$$
\begin{aligned}
& u=0 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) 3 \\
& v=1 c_{21} \ldots c_{2 n} 22 \beta\left(u_{2} x_{2}\right) y_{2} 3
\end{aligned}
$$

and $p_{3}$ is of the form

$$
\begin{aligned}
& \left(0 \rightarrow 1, b_{21} \rightarrow \lambda, \ldots, b_{2 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{21} \rightarrow \lambda, \ldots, a_{2 n} \rightarrow \lambda\right. \\
& \left.2 \rightarrow c_{21} \ldots c_{2 n} 22,3 \rightarrow \beta\left(x_{2}\right) y_{2} 3\right)
\end{aligned}
$$

D. In $v \Longrightarrow{ }_{l e f t}^{k} w$, consider any derivation step that is not made by a matrix in group 6. This step has the following form

$$
1 b_{31} \ldots b_{3 n} 2 a_{31} \ldots a_{3 n} 2 \beta\left(u_{3}\right) v_{3} 3 \Longrightarrow \Longrightarrow_{\text {left }} 1 c_{31} \ldots c_{3 n} 22 \beta\left(u_{3}\right) v_{3} y_{3} 3 \quad\left[p_{4}\right]
$$

where $p_{4}$ is of the form

$$
\begin{aligned}
& \left(1 \rightarrow 1, b_{31} \rightarrow \lambda, \ldots, b_{3 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{31} \rightarrow \lambda, \ldots, a_{3 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{31} \ldots c_{3 n} 22,3 \rightarrow y_{3} 3\right) .
\end{aligned}
$$

As a result, $v \Longrightarrow{ }_{\text {left }}^{k} w$ can be expressed as

$$
\begin{aligned}
& 1 c_{21} \ldots c_{2 n} \beta\left(u_{2} x_{2}\right) y_{2} 3 \\
& \ldots \ldots . \\
& 1 b_{31} \ldots b_{3 n} 2 a_{31} \ldots a_{3 n} 2 \beta\left(u_{3}\right) 3 \Longrightarrow_{l e f t} 1 c_{31} \ldots c_{3 n} 22 \beta\left(u_{3}\right) v_{3} y_{3} 3 \quad\left[p_{4}\right] \\
& \ldots \ldots \ldots \\
& 1 b_{41} \ldots b_{4 n} 2 a_{41} \ldots a_{4 n} 2 w_{4} 3
\end{aligned}
$$

where

$$
\begin{aligned}
& v=1 c_{21} \ldots c_{2 n} 22 \beta\left(u_{2} x_{2}\right) y_{2} 3 \\
& w=1 b_{41} \ldots b_{4 n} 2 a_{41} \ldots a_{4 n} 2 w_{4} 3 .
\end{aligned}
$$

E. $p_{5}$ is of the form

$$
\begin{aligned}
& \left(1 \rightarrow \lambda, b_{41} \rightarrow \lambda, \ldots, b_{4 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{41} \rightarrow \lambda, \ldots, a_{4 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow \lambda, 3 \rightarrow y_{4}\right)
\end{aligned}
$$

and $w$ can be expressed as

$$
w=1 b_{41} \ldots b_{4 n} 2 a_{41} \ldots a_{4 n} 2 w_{4} y_{4} 3
$$

Proof of Claim 7. A: The first step of any successful derivation is made according to $\left(3 \rightarrow 0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23\right)$, which thus produces $0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23$, with $b_{i}, a_{i} \in$ $\{0,1\}$, for $1 \leq i \leq n, b_{1} \ldots b_{n}=\beta(b), a_{1} \ldots a_{n}=\beta(a), a b=R$.

Therefore, the first derivation has the form $3 \Longrightarrow{ }_{l e f t} 0 b_{1} \ldots b_{n} 2 a_{1} \ldots a_{n} 23\left[p_{1}\right]$, with $d \in\{0,1\}$. After this step, only matrices of the form $p_{2}$ or $p_{3}$, whose use is described next, can be used because the left-hand side of the first production in these matrices starts with 0 .

B: Consider $p_{2}$, which is of the form

$$
\begin{aligned}
& \left(0 \rightarrow 0, b_{11} \rightarrow \lambda, \ldots, b_{1 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{11} \rightarrow \lambda, \ldots, a_{1 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{11} \ldots c_{1 n} 22,3 \rightarrow \beta\left(x_{1}\right) 3\right) .
\end{aligned}
$$

By using $p_{2}$, the $2 n+2$ leftmost symbols of the sentential form, $0 b_{11} \ldots b_{1 n} 2 a_{11} \ldots a_{1 n}$, are replaced with $0 c_{11} \ldots c_{1 n} 2$, and in addition 3 is replaced with $\beta\left(x_{1}\right) 3$. Therefore, this step is of the form

$$
0 b_{11} \ldots b_{1 n} 2 a_{11} \ldots a_{1 n} 2 \beta\left(u_{1}\right) 3 \Longrightarrow_{l e f t} 0 c_{11} \ldots c_{1 n} 22 \beta\left(u_{1} x_{1}\right) 3 \quad\left[p_{2}\right]
$$

To continue this derivation, the second appearance of 2 is shifted right by productions in group 4. By this shift, $G$ produces a sentential form that has between the first appearance of 2 and the second appearance of 2 exactly $n$ appearances of $d$, where $d \in\{0,1\}$; the concatenation of these $n$ occurrences of $d$ equals the $n$-symbol prefix of $\beta\left(u_{1} x_{1}\right)$. Then, $G$ can again use a matrix of the form $p_{i}$ with $i \in\{2,3\}$.

C: Consider $p_{3}$, which is of the form

$$
\begin{aligned}
& \left(0 \rightarrow 1, b_{21} \rightarrow \lambda, \ldots, b_{2 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{21} \rightarrow \lambda, \ldots, a_{2 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{21} \ldots c_{2 n} 22,3 \rightarrow \beta\left(x_{2}\right) y_{2} 3\right) .
\end{aligned}
$$

By using $p_{3}, G$ replaces the $2 n+2$ leftmost symbols of $0 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) 3$ with $1 c_{21} \ldots c_{2 n}$; in addition, it replaces 3 with $\beta\left(x_{2}\right) y_{2} 3$. Thus, this step has the following form

$$
0 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) 3 \Longrightarrow_{l e f t} 1 c_{21} \ldots c_{2 n} 22 \beta\left(u_{2} x_{2}\right) y_{2} 3 \quad\left[p_{3}\right]
$$

To continue, the second appearance of 2 is shifted by analogy with the case when $p_{2}$ is used (see B). Then, $G$ uses a matrix of the form $p_{i}$, where $i \in\{4,5\}$, because the sentential form starts with 1.

D: Consider $p_{4}$, which has the form

$$
\begin{aligned}
& \left(1 \rightarrow 1, b_{31} \rightarrow \lambda, \ldots, b_{3 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{31} \rightarrow \lambda, \ldots, a_{3 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{31} \ldots c_{3 n} 22,3 \rightarrow y_{3} 3\right) .
\end{aligned}
$$

By using $p_{4}$, the $2 n+2$ leftmost symbols of $1 b_{31} \ldots b_{3 n} 2 a_{31} \ldots a_{3 n} 2 \beta\left(u_{3}\right) v_{3} 3$ are replaced with $1 c_{31} \ldots c_{3 n} 2$, and 3 is replaced with $y_{3} 3$. As a result, this step has the following form

$$
1 b_{31} \ldots b_{3 n} 2 a_{31} \ldots a_{3 n} \beta\left(u_{3}\right) v_{3} 3 \Longrightarrow \Longrightarrow_{\text {left }} 1 c_{31} \ldots c_{3 n} 22 \beta\left(u_{3}\right) v_{3} y_{3} 3 \quad\left[p_{4}\right]
$$

To continue, the second 2 is shifted in the same way as described in the case when $p_{2}$ is used. Then, a matrix of the form $p_{i}$, where $i \in\{4,5\}$, because the sentential form starts with 1.

E: Consider $p_{5}$, which has the form

$$
\begin{aligned}
& \left(1 \rightarrow \lambda, b_{41} \rightarrow \lambda, \ldots, b_{4 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{41} \rightarrow \lambda, \ldots, a_{4 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow \lambda, 3 \rightarrow y_{4}\right) .
\end{aligned}
$$

This matrix is used in the last derivation step, $w \Longrightarrow_{l e f t} w_{4} y_{4}\left[p_{5}\right]$. Any successful derivation has thus the required form, so Claim 7 holds.

Claim 8. For every successful derivation in $Q, R \Longrightarrow^{*} z d$, with $z \in T^{*}$ and $d \in F$, there exists a successful derivation in $G$ of the form $3 \Longrightarrow{ }_{l e f t}^{*} z$.

Proof of Claim 8. Let $z \in L(Q)$. Recall that $Q$ satisfies the observation at the end of the previous section. As a result, $Q$ derives $z$ as

$$
\begin{array}{rll}
R & \Longrightarrow a_{1} u_{1} b_{1} \\
& \Longrightarrow & u_{1} x_{1} y_{1} c_{1} \\
& \Longrightarrow & y_{1} z_{1} c_{3} \in F
\end{array} \quad\left[\left(a_{1}, b_{1}, x_{1} y_{1}, c_{1}\right)\right]
$$

where $i, j \geq 1, z=y_{1} z_{1}, x_{1}, u_{1} \in V^{*}, y_{1}, z_{1} \in T^{*}, b_{1}, c_{1} \in W$, and $c_{3} \in F$. In more detail, $R \Longrightarrow{ }^{*} z c_{3}$ can be expressed as

$$
\begin{array}{rlr}
R & \Longrightarrow a_{0} u_{0} b_{0} & \\
& \Longrightarrow u_{0} x_{0} c_{0} & {\left[\left(a_{0}, b_{0}, x_{0}, c_{0}\right)\right]} \\
& \Longrightarrow a_{1} u_{1} b_{1} & \\
& \Longrightarrow u_{1} x_{1} y_{1} c_{1} & {\left[\left(a_{1}, b_{1}, x_{1} y_{1}, c_{1}\right)\right]} \\
& \Longrightarrow a_{2} u_{2} y_{1} v b_{2} & \\
& \Longrightarrow u_{2} y_{1} v y_{2} c_{2} & {\left[\left(a_{2}, b_{2}, y_{2}, c_{2}\right)\right]} \\
& \Longrightarrow a_{3} y_{1} v y_{2} w b_{3} & \\
\Longrightarrow y_{1} v y_{2} w y_{3} c_{3} & {\left[\left(a_{3}, b_{3}, y_{3}, c_{3}\right)\right]}
\end{array}
$$

where $x_{0}, x_{1}, u_{0}, u_{1}, u_{2} \in V^{*}, v, w, y_{1}, y_{2}, y_{3} \in T^{*}, c, c_{1}, c_{2} \in W, c_{3} \in F, z=y_{1} z_{1}=$ $y_{1} v y_{2} w y_{3} c_{3}, a_{2} u_{2} \in \operatorname{suf}\left(u_{1} x_{1}\right), a_{3} \in \operatorname{suf}\left(u_{2}\right)$ (note that $\left.z_{1}=v y_{2} w y_{3}\right)$. Next, this proof describes how $G$ simulates the four direct derivations

$$
\begin{array}{ll}
a_{0} u_{0} b_{0} \Longrightarrow u_{0} x_{0} c_{0} & {\left[\left(a_{0}, b_{0}, x_{0}, c_{0}\right)\right]} \\
a_{1} u_{1} b_{1} \Longrightarrow u_{1} x_{1} y_{1} c_{1} & {\left[\left(a_{1}, b_{1}, x_{1} y_{1}, c_{1}\right)\right]} \\
a_{2} u_{2} y_{1} v b_{2} \Longrightarrow u_{2} y_{1} v y_{2} c_{2} & {\left[\left(a_{2}, b_{2}, y_{2}, c_{2}\right)\right]} \\
a_{3} y_{1} v y_{2} w b_{3} \Longrightarrow y_{1} v y_{2} w y_{3} c_{3} & {\left[\left(a_{3}, b_{3}, y_{3}, c_{3}\right)\right]}
\end{array}
$$

1. Consider

$$
a_{0} u_{0} b_{0} \Longrightarrow u_{0} x_{0} c_{0} \quad\left[\left(a_{0}, b_{0}, x_{0}, c_{0}\right)\right]
$$

$G$ simulates this step as

$$
0 b_{01} \ldots b_{0 n} 2 a_{01} \ldots a_{0 n} 2 \beta(u) 3 \Longrightarrow_{\text {left }} 0 c_{01} \ldots c_{0 n} 22 \beta\left(u_{0} x_{0}\right) 3
$$

according to

$$
\begin{aligned}
& \left(0 \rightarrow 0, b_{01} \rightarrow \lambda, \ldots, b_{0 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{01} \rightarrow \lambda, \ldots, a_{0 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{01} \ldots c_{0 n} 22,3 \rightarrow \beta\left(x_{1}\right) 3\right)
\end{aligned}
$$

where $a_{0 i}, b_{0 i}, c_{0 i} \in\{0,1\}$, for $1 \leq i \leq n, a_{01} \ldots a_{0 n}=\beta\left(a_{0}\right), b_{01} \ldots b_{0 n}=$ $\beta\left(b_{0}\right), c_{01} \ldots c_{0 n}=\beta\left(c_{0}\right)$.
2. Consider

$$
a_{1} u_{1} b_{1} \Longrightarrow u_{1} x_{1} y_{1} c_{1} \quad\left[\left(a_{1}, b_{1}, x_{1} y_{1}, c_{1}\right)\right]
$$

in $Q$. $G$ simulates this step as

$$
0 b_{11} \ldots b_{1 n} 2 a_{11} \ldots a_{1 n} 2 \beta\left(u_{1}\right) 3 \Longrightarrow \Longrightarrow_{l e f t} 1 c_{11} \ldots c_{1 n} 22 \beta\left(u_{1} x_{1}\right) y_{1} 3
$$

according to

$$
\begin{aligned}
& \left(0 \rightarrow 1, b_{11} \rightarrow \lambda, \ldots, b_{1 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{11} \rightarrow \lambda, \ldots, a_{1 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{11} \ldots c_{1 n} 22,3 \rightarrow \beta\left(x_{1}\right) y_{1} 3\right)
\end{aligned}
$$

where $a_{1 i}, b_{1 i}, c_{1 i} \in\{0,1\}$, for $1 \leq i \leq n, a_{11} \ldots a_{1 n}=\beta\left(a_{1}\right), b_{11} \ldots b_{1 n}=\beta\left(b_{1}\right)$, $c_{11} \ldots c_{1 n}=\beta\left(c_{1}\right)$.
3. The derivation step

$$
a_{2} u_{2} y_{1} v b_{2} \Longrightarrow u_{2} y_{1} v y_{2} c_{2} \quad\left[\left(a_{2}, b_{2}, y_{2}, c_{2}\right)\right]
$$

in $Q$ is simulated in $G$ as

$$
1 b_{21} \ldots b_{2 n} 2 a_{21} \ldots a_{2 n} 2 \beta\left(u_{2}\right) y_{1} v 3 \Longrightarrow_{\text {left }} 1 c_{21} \ldots c_{2 n} 22 \beta\left(u_{2}\right) y_{1} v y_{2} 3
$$

according to

$$
\begin{aligned}
& \left(1 \rightarrow 1, b_{21} \rightarrow \lambda, \ldots, b_{2 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{21} \rightarrow \lambda, \ldots, a_{2 n} \rightarrow \lambda,\right. \\
& \left.2 \rightarrow c_{21} \ldots c_{2 n} 22,3 \rightarrow y_{2} 3\right),
\end{aligned}
$$

where $a_{2 i}, b_{2 i}, c_{2 i} \in\{0,1\}$, for $1 \leq i \leq n, a_{21} \ldots a_{2 n}=\beta\left(a_{2}\right), b_{21} \ldots b_{2 n}=\beta\left(b_{2}\right)$, $c_{21} \ldots c_{2 n}=\beta\left(c_{2}\right)$.
4. Consider

$$
a_{3} y_{1} v y_{2} w b_{3} \Longrightarrow y_{1} v y_{2} w y_{3} c_{3} \quad\left[\left(a_{3}, b_{3}, y_{3}, c_{3}\right)\right]
$$

$G$ simulates this step as

$$
1 b_{31} \ldots b_{3 n} 2 a_{31} \ldots a_{3 n} 2 y_{1} v y_{2} w 3 \Longrightarrow_{l e f t} y_{1} v y_{2} w y_{3} 3
$$

according to

$$
\begin{aligned}
& \left(1 \rightarrow \lambda, b_{31} \rightarrow \lambda, \ldots, b_{3 n} \rightarrow \lambda, 2 \rightarrow \lambda, a_{31} \rightarrow \lambda, \ldots, a_{3 n} \rightarrow \lambda\right. \\
& \left.2 \rightarrow \lambda, 3 \rightarrow y_{3} 3\right)
\end{aligned}
$$

where $a_{3 i}, b_{3 i}, c_{3 i} \in\{0,1\}$, for $1 \leq i \leq n, a_{31} \ldots a_{3 n}=\beta\left(a_{3}\right), b_{31} \ldots b_{3 n}=\beta\left(b_{3}\right)$, $c_{31} \ldots c_{3 n}=\beta\left(c_{3}\right)$.

Thus, $3 \Longrightarrow{ }_{\text {left }}^{*} z$ in $G$. Consequently, Claim 8 holds.
By Claim $8, L(Q) \subseteq L_{l e f t}(G)$.
Claim 9. For any successful leftmost derivation in $G, 3 \Longrightarrow{ }_{\text {ieft }}^{*} z$, with $z \in T^{*}$, there exists a successful derivation in $Q$ of the form $R \Longrightarrow{ }^{*} z d$ with $d \in F$.

Proof of Claim 9. This claim can be proved by analogy with the proof of Claim 8. A detalied version of this proof is left to the reader.

By Claim $9, L_{l e f t}(G) \subseteq L(Q)$. Thus, $L(Q)=L_{\text {left }}(G)$, which completes the proof of the Theorem.

## 4. Final Remarks

Symmetrically to the leftmost derivation, we can define a rightmost derivation in a matrix grammar: each rule replaces the rightmost occurrence of its left-hand
nonterminal in the current sentential form. The construction in the previous section can be carried out also for the rightmost derivation: for $L \in R E$ consider the language $m i(L)$, which is also in $R E$, construct a four-nonterminal matrix grammar $G$ as in the the previous section such that $L_{l e f t}(G)=m i(L)$, then "reverse" the matrices of $G$ by replacing $\left(A_{1} \rightarrow x_{1}, \ldots, A_{n} \rightarrow x_{n}\right)$ by $\left(A_{1} \rightarrow m i\left(x_{1}\right), \ldots, A_{n} \rightarrow m i\left(x_{n}\right)\right.$ ). We obtain a grammar $G^{\prime}$ which generates in the rightmost mode the language $L$. Thus, each recursively enumerable language can be generated by a matrix grammar with four nonterminals.

These characterizations of $R E$ are closely related to the characterization of $R E$ by six-nonterminal matrix grammars with appearance checking (see [3]). Can any of these characterizations be established for fewer nonterminals?
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#### Abstract

Some results from [2], [5], [6] are generalized for finite automata over arbitrary groups. The accepting power is smaller when abelian groups are considered, in comparison with the non-abelian groups. We prove that this is due to the commutativity. Each language accepted by a finite automaton over an abelian group is actually a unordered vector language. Finally, deterministic finite automata over groups are investigated.


## 1. Introduction

One of the oldest and most investigated machine in the automata theory is the finite automaton. Many fundamental properties have been established and many problems are still open.

Unfortunately, the finite automata without any external control have a very limited accepting power. Different directions of research have been considered for overcoming this limitation. The most known extension added to a finite automata is the pushdown memory. In this way, a considerable increasing of the accepting capacity has been achieved. The pushdown automata are able to recognize all context-free languages.

Another simple and natural extension, related somehow to the pushdown memory, was considered in a series of papers [2], [5], [6], [7], namely to associate to each configuration an element of a given group, but no information regarding the associated element is allowed. This value is stored in a counter. An input string is accepted if and only if the automaton reaches a designated final state with its counter containing the neutral element of the group.

Thus, new characterizations of unordered vector languages [6] or context-free languages [2] have been reported. These results are, in a certain sense, unexpected since in such an automaton the same choice is available regardless the content of its counter. More precisely, the next action is determined just by the input symbol currently scanned and the state of the machine.

In this paper, we shall consider only acceptors with a one-way input tape read from left to right and a counter able to store elements from a given group. The aforementioned papers deal with finite automata over very well defined groups e.g. the additive group of integers, the multiplicative group of non-null rational numbers

[^2]or the free group. The aim of this paper is to provide some general results regardless the associated group.

We shall prove that the addition of an abelian group to a finite automaton is less powerful than the addition of the multiplicative group of rational numbers. An interchange lemma points out the main reason of the power decrease of finite automata over abelian groups. Characterizations of the context-free and recursively enumerable languages classes are set up in the case of non-abelian groups.

As far as the deterministic variants of finite automata over groups are concerned we shall show their considerable lack of accepting power.

## 2. Preliminaries

We assume the reader familiar with the basic concepts in automata and formal language theory and in the group theory. For further details, we refer to [4] and [8], respectively.

For an alphabet $\Sigma$, we denote by $\Sigma^{*}$ the free monoid generated by $\Sigma$ under the operation of concatenation; the empty string is denoted by $\lambda$ and the semigroup $\Sigma^{*}-\{\lambda\}$ is denoted by $\Sigma^{+}$. The length of $x \in \Sigma^{*}$ is denoted by $|x|$.

Let $\mathbf{K}=(M, \circ, e)$ be a group under the operation denoted by o with the neutral element denoted by $e$. An extended finite automaton (EFA shortly) over the group $\mathbf{K}$ is a construct

$$
A=\left(Z, \Sigma, \mathbf{K}, q_{0}, F, \delta\right)
$$

where $Z, \Sigma, q_{0}, F$ have the same meaning as for a usual finite automaton [4], namely the set of states, the input alphabet, the initial state and the set of final states, respectively, and

$$
\delta: Z \times \Sigma \cup\{\lambda\} \longrightarrow \mathcal{P}_{f}(Z \times M)
$$

This sort of automaton can be viewed as a finite automaton having a counter in which any element of $M$ can be stored. The relation $(q, m) \in \delta(s, a), q, s \in Z, a \in$ $\Sigma \cup\{\lambda\}, m \in M$ means that the automaton $A$ changes its current state $s$ into $q$, by reading the symbol $a$ on the input tape, and writes in the register $x \circ m$, where $x$ is the old content of the register. The initial value registered is $e$.

We shall use the notation

$$
(q, a w, m) \models_{A}(s, w, m \circ r) \text { iff }(s, r) \in \delta(q, a)
$$

for all $s, q \in Z a \in \Sigma \cup\{\lambda\}, m, r \in M$. The reflexive and transitive closure of the relation $\models_{A}$ is denoted by $\models_{A}^{*}$. Sometimes, the subscript identifying the automaton will be omitted when it is self-understood.

The word $x \in \Sigma^{*}$ is accepted by the automaton $A$ if and only if there is a final state $q$ such that $\left(q_{0}, x, e\right) \models^{*}(q, \lambda, e)$. In other words, a string is accepted if the automaton completely reads it and reaches a final state when the content of the register is the neutral element of $M$.

The language accepted by an extended finite automaton over a group $A$ as above is

$$
L(A)=\left\{x \in \Sigma^{*} \mid\left(q_{0}, x, e\right) \models_{A}^{*}(q, \lambda, e), \text { for some } q \in F\right\}
$$

For two groups $\mathbf{K}_{1}=\left(M_{1}, o_{1}, e_{1}\right)$ and $\mathbf{K}_{2}=\left(M_{2}, o_{2}, e_{2}\right)$, we define the triple $\mathbf{K}_{1} \times \mathbf{K}_{2}=$ $\left(M_{1} \times M_{2}, \circ,\left(e_{1}, e_{2}\right)\right)$ with $\left(m_{1}, m_{2}\right) \circ\left(n_{1}, n_{2}\right)=\left(m_{1} \circ_{1} n_{1}, m_{2} \circ_{2} n_{2}\right)$. It is well-known that $\mathbf{K}_{\mathbf{1}} \times \mathbf{K}_{2}$ is also a group.

We are going to provide some results that will be useful in what follows. The notation $\mathcal{L}(R E G)$ identifies the class of regular languages.

Theorem 1. For any group $\mathbf{K}, \mathcal{L}(E F A(\mathbf{K}))=\mathcal{L}(R E G)$ iff all finitely generated subgroups of $\mathbf{K}$ are finite.

Proof. Let $\mathbf{K}$ be a group such that any finitely generated subgroup of $\mathbf{K}$ is finite. Let $A=\left(Z, \Sigma, \mathbf{K}, z_{0}, F, \delta\right)$ be an EFA over $\mathbf{K}=(M, o, e)$. We denote by $X$ the finite subset of $M$

$$
X=\left\{m \in M \mid\left(z^{\prime}, m\right) \in \delta(z, a) \text { for some } z, z^{\prime} \in Z, a \in \Sigma \cup\{\lambda\}\right\}
$$

Let $\mathbf{H}=(\langle X\rangle, \circ, e)$ be the subgroup generated by $X$.
We construct the finite automaton with $\lambda$-moves $B=\left(Z \times\langle X\rangle, \Sigma,\left(z_{0}, e\right), F \times\right.$ $\{e\}, \varphi)$ with $\varphi((z, m), a)=\left\{\left(z^{\prime}, m \circ n\right) \mid\left(z^{\prime}, n\right) \in \delta(z, a)\right.$, for all $z \in Z, m \in M$, $a \in \Sigma \cup\{\lambda\}$. One can easily prove that $\left(z_{0}, w, e\right) \models_{A}^{*}(z, \lambda, m)$ iff $\left(\left(z_{0}, e\right), w\right) \models_{B}^{*}$ $((z, m), \lambda)$, which implies $L(A)=L(B)$.

It remains to prove that for any infinite group $K$, finitely generated, exists an EFA over $\mathbf{K}$ accepting a non-regular language. Let $\mathbf{K}=(\langle X\rangle, 0, e)$ be such a group with the finite set of generators $X$. Consider the (deterministic) EFA $A=(\{z\}, Y, \mathbf{K}, z,\{z\}, \delta)$, with $Y=X \cup\left\{x^{-1} \mid x \in X\right\}$ and $\delta(z, a)=(z, a)$, for all $a \in Y$. The following facts about $L(A)$ are obvious:

1. For any $m \in\langle X\rangle$, exist a word $v \in Y^{*}$ such that $(z, v, e) \models_{A}^{*}(z, \lambda, m)$.
2. For any $v \in Y^{*}$, exists a word $w \in Y^{*}$ such that $v w \in L(A)$.

3 . For any $k \geq 0$, the set

$$
X_{k}=\left\{m \in\langle X\rangle\left|\exists v \in Y^{*},|v| \leq k:(z, v, e) \models_{A}^{*}(z, \lambda, m)\right\}\right.
$$

is finite.
As a consequence of these facts and of the infiniteness of $\langle X\rangle$, we obtain: For all $k \geq 0$, there is a word $v_{k}$ such that $v_{k} v \notin L(A)$, for all $v \in Y^{*},|v| \leq k$.

But, one can easily prove that for any regular language $L \subseteq Y^{*}$, exists $k \geq 0$ such that for all $v w \in L$, there is $w^{\prime} \in Y^{*},\left|w^{\prime}\right| \leq k$, with $v w^{\prime} \in L$. Hence, $L(A)$ cannot be regular.

A finitely generated abelian group is finite if all its elements are of finite order. Hence, for an abelian group $\mathbf{K}, \mathcal{L}(E F A(\mathbf{K}))=\mathcal{L}(R E G)$ iff all elements of $\mathbf{K}$ have finite order. This is not necessarily true for non-abelian groups. We can, however, prove a pumping lemma which is very similar to the pumping lemma for regular languages.

Lemma 1. Let $\mathbf{K}$ be some group without elements of infinite order. For any language $L \in \mathcal{L}(E F A(\mathbf{K})$ ), there is a constant $n \geq 1$ such that, for all $x \in L$, $|x| \geq n$, there exist a decomposition $x=u v w$ and a natural number $q \geq 1$ with $|u v| \leq n,|v| \geq 1, u v^{i q+1} w \in L$, for all $i \geq 0$.

Moreover, if $\mathbf{K}$ has the finite exponent $p$ then $q$ can uniformly be chosen as $q=p$.

Proof. Let $A=\left(Z, \Sigma, \mathbf{K}, z_{0}, F, \delta\right)$ be an EFA over $\mathbf{K}$. We choose $n=|Z|+1$. Now consider a word $x \in \Sigma^{*}$ with $|x| \geq n$. Similar to the proof of the pumping lemma for
regular languages, it can be shown that there is a decomposition $x=u v w,|u v| \leq n$, $|v| \geq 1$, such that

$$
\left(z_{0}, u v w, e\right) \vDash_{A}^{*}\left(z, v w, m_{1}\right) \models_{A}^{*}\left(z, w, m_{1} \circ m_{2}\right) \models_{A}^{*}(f, \lambda, e), z \in Z, f \in F .
$$

Now choose $q$ such that $m_{2}^{q}=e$. Obviously, any word $u v^{i q+1} w$ is accepted by $A$.
As a consequence of the above pumping lemma, we obtain:
Theorem 2. For any group $\mathbf{K}, \mathcal{L}(E F A(\mathbf{K}))$ contains the language $L=\left\{a^{n} b^{n} \mid\right.$ $n \geq 1\}$ iff at least one element of $\mathbf{K}$ has an infinite order.

Proof. Let $\mathbf{K}=(M, o, e)$. If $M$ contains an element $m$ of infinite order then the finitely generated subgroup ( $\langle m\rangle, \circ, e$ ) is isomorphic to $(\mathbf{Z},+, 0)$, hence $L$ is in $\mathcal{L}(E F A(\mathbf{K}))$.

If all elements of $M$ have finite order, a simple application of the above pumping lemma yields $L \notin \mathcal{L}(E F A(\mathbf{K}))$.

For a group $\mathbf{K}$, let $\mathcal{F}(\mathbf{K})$ denote the family of all finitely generated subgroups of K.

Theorem 3. For any group K,

$$
\mathcal{L}(E F A(\mathbf{K}))=\bigcup_{\mathbf{H} \in \mathcal{F}(\mathbf{K})} \mathcal{L}(E F A(\mathbf{H}))
$$

Proof. Let $\mathbf{K}=(M, \circ, e)$ be a group. The inclusion

$$
\mathcal{L}(E F A(\mathbf{K})) \supseteq \bigcup_{\mathbf{H} \in \mathcal{F}(\mathbf{K})} \mathcal{L}(E F A(\mathbf{H}))
$$

holds, since $\mathcal{L}(E F A(\mathbf{K})) \supseteq \mathcal{L}(E F A(\mathbf{H}))$, for any subgroup $\mathbf{H}$ of $\mathbf{K}$.
On the other hand, let $A=\left(Z, \Sigma, \mathbf{K}, z_{0}, F, \delta\right)$ be an EFA over $\mathbf{K}$. The group $\mathbf{H}=(\langle X\rangle, \circ, e)$, where $X=\{m \in M \mid(q, m) \in \delta(z, a)$ for some $q, z \in Z, a \in \Sigma \cup\{\lambda\}\}$ is a finitely generated subgroup of $\mathbf{K}$. Obviously, during any computation in the counter of $A$ appear only elements of $\langle X\rangle$. Therefore, the automaton $A$ can be viewed as an automaton over $\mathbf{H}$. More precisely, $A^{\prime}=\left(Z, \Sigma, \mathbf{H}, z_{0}, F, \delta\right)$ accepts the same language as $A$ does. This proves the second inclusion and thus the theorem.

## 3. EFA over Abelian Groups

Valence grammars and EFA have initially been introduced for the groups $\mathbf{Z}_{k}=$ $\left(\mathbf{Z}^{k},+, 0\right), k \geq 1$ and $\mathbf{Q}=(Q-\{0\}, \cdot, 1)$. In what follows we shall show that the accepting capacity of EFA does not increase if we consider arbitrary abelian groups instead of $\mathbf{Q}$. Thus, every language accepted by an EFA over an abelian group is a (unordered) vector language [1]. The deeper reason of this fact is the following fundamental result in the group theory.

Theorem 4. A finitely generated abelian group is the direct product of a finite number of cyclic groups.

As a consequence, a finitely generated abelian group is either finite or isomorphic to a group $\mathbf{Z}_{k} \times \mathbf{H}$, where $k$ is a positive integer and $\mathbf{H}$ is a finite abelian group.

Theorem 5. For a group $\mathbf{K}$ and a finite group $\mathbf{H}$,

$$
\mathcal{L}(E F A(\mathbf{K} \times \mathbf{H}))=\mathcal{L}(E F A(\mathbf{K}))
$$

Proof. Let $\mathbf{K}$ and $\mathbf{H}$ be given by $\mathbf{K}=\left(M_{1}, o_{1}, e_{1}\right)$ and $\mathbf{H}=\left(M_{2}, o_{2}, e_{2}\right)$, and let $A=\left(Z, \Sigma, \mathbf{K} \times \mathbf{H}, z_{0}, F, \delta\right)$ be an EFA over $\mathbf{K} \times \mathbf{H}$. We construct the EFA over $\mathbf{K}$, $A^{\prime}=\left(Z^{\prime}, \Sigma, \mathbf{K}, z_{0}^{\prime}, F^{\prime}, \delta^{\prime}\right)$ with $Z^{\prime}=Z^{\prime} \times M_{2}, z_{0}^{\prime}=\left(z_{0}, e_{2}\right), F^{\prime}=F \times\left\{e_{2}\right\}$ and

$$
\begin{aligned}
\delta^{\prime}\left(\left(z, n_{2}\right), a\right)= & \left\{\left(\left(z^{\prime}, n_{2} \circ_{2} m_{2}\right), m_{1}\right) \mid\left(z^{\prime},\left(m_{1}, m_{2}\right)\right) \in \delta(z, a)\right\}, \\
& z, z^{\prime} \in Z, a \in \Sigma \cup\{\lambda\}, m_{1} \in M_{1}, m_{2}, n_{2} \in M_{2} .
\end{aligned}
$$

By induction on the number of steps, one can show that $\left(\left(z_{0}, e_{2}\right), w, e_{1}\right) \models_{A^{\prime}}^{*}$ $\left(\left(z, m_{2}\right), w^{\prime}, m_{1}\right)$ iff $\left(z_{0}, w,\left(e_{1}, e_{2}\right)\right) \models_{A}^{*}\left(z, w^{\prime},\left(m_{1}, m_{2}\right)\right)$, hence $L(A)=L\left(A^{\prime}\right)$.

We are now ready to prove the main result of this section.
Theorem 6. For an abelian group $\mathbf{K}$, one of the following relations hold:

$$
\begin{aligned}
\mathcal{L}(E F A(\mathbf{K})) & =\mathcal{L}(R E G), \\
\mathcal{L}(E F A(\mathbf{K})) & =\mathcal{L}\left(E F A\left(\mathbf{Z}_{k}\right)\right), \text { for some } k, \\
\mathcal{L}(E F A(\mathbf{K})) & =\mathcal{L}(E F A(\mathbf{Q}))
\end{aligned}
$$

Proof. As it was shown in Theorem 3, $\mathcal{L}(E F A(\mathbf{K}))=\bigcup_{\mathbf{H} \in \mathcal{F}(\mathbf{K})} \mathcal{L}(E F A(\mathbf{H}))$. Every $\mathbf{H} \in \mathcal{F}(\mathbf{K})$ is either finite or isomorphic to a group $\mathbf{Z}_{k} \times \mathbf{H}^{\prime}$ where $k \geq 1$ and $\mathbf{H}^{\prime}$ is a finite group. Hence for all $\mathbf{H} \in \mathcal{F}(\mathbf{K})$, either $\mathcal{L}(E F A(\mathbf{H}))=\mathcal{L}(R E G)$, or $\mathcal{L}(E F A(\mathbf{H}))=\mathcal{L}\left(E F A\left(\mathbf{Z}_{k} \times \mathbf{H}^{\prime}\right)\right)=\mathcal{L}\left(E F A\left(\mathbf{Z}_{k}\right)\right)$, for some $k \geq 1$.

If all finitely generated subgroups of $\mathbf{K}$ are finite, then $\mathcal{L}(E F A(\mathbf{K}))=\mathcal{L}(R E G)$ holds, due to Theorem 1.

Otherwise, let $N(\mathbf{K})$ be the set of all $k$ such that $\mathcal{L}(E F A(\mathbf{H}))=\mathcal{L}\left(E F A\left(\mathbf{Z}_{k}\right)\right)$, for some $\mathbf{H} \in \mathcal{F}(\mathbf{K})$. If $N(\mathbf{K})$ is finite then $\mathcal{L}(E F A(\mathbf{K}))=\mathcal{L}\left(E F A\left(\mathbf{Z}_{k}\right)\right)$, where $k=\max (N(\mathbf{K}))$. If $N(\mathbf{K})$ is infinite then $\mathcal{L}(E F A(\mathbf{K}))=\mathcal{L}(E F A(\mathbf{Q}))$.

It is known that languages as $L_{1}=\left\{a^{n} b^{n} \mid n \geq 1\right\}^{*}$ or $L_{2}=\left\{w c w^{R} \mid w \in\{a, b\}^{+}\right\}$ are not in $\mathcal{L}(E F A(\mathbf{Q}))$. Therefore, $L_{1}, L_{2} \notin \mathcal{L}(E F A(\mathbf{K}))$, for any abelian group K. In [2] it was conjectured that the commutativity of the multiplication of rational numbers is responsible for this fact. We shall formally prove this conjecture by help of the following "interchange lemma".

Lemma 2. Let $\mathbf{K}=(M, 0, e)$ be some abelian group, and let $L$ be a language in $\mathcal{L}(E F A(\mathbf{K}))$. There is a constant $k$ such that, for any $x \in L,|x| \geq k$, and any decomposition $x=v_{1} w_{1} v_{2} w_{2} \ldots v_{k} w_{k} v_{k+1},\left|w_{i}\right| \geq 1$, exist two integers $1 \leq r<s \leq k$ such that the word $x^{\prime}=v_{1} w_{1}^{\prime} v_{2} w_{2}^{\prime} \ldots v_{k} w_{k}^{\prime} v_{k+1}$ with $w_{r}^{\prime}=w_{s}, w_{s}^{\prime}=w_{r}, w_{i}^{\prime}=w_{i}$, for $i \notin\{r, s\}$, is in $L$.

Proof. Let $A=\left(Z, \Sigma, \mathbf{K}, z_{0}, F, \delta\right)$ be an EFA over $\mathbf{K}=(M, \circ, e)$. We choose $k=|Z|^{2}+1$. For a word $x \in L(A),|x| \geq k$, let be given a decomposition $x=$ $v_{1} w_{1} v_{2} w_{2} \ldots v_{k} w_{k} v_{k+1},\left|w_{i}\right| \geq 1$. There are the states $y_{i}, z_{i} \in Z, 1 \leq i \leq k, q \in F$, with

$$
\begin{aligned}
\left(z_{i-1}, v_{i}, e\right) & \models^{*} \quad\left(y_{i}, \lambda, m_{i}\right), 1 \leq i \leq k, \\
\left(y_{i}, w_{i}, e\right) & \models^{*}\left(z_{i}, \lambda, n_{i}\right), 1 \leq i \leq k, \\
\left(z_{k}, v_{k+1}, e\right) & \models^{*}\left(q, \lambda, m_{k+1}\right),
\end{aligned}
$$

and $m_{1} \circ n_{1} \circ m_{2} \circ n_{2} \circ \ldots \circ m_{k} \circ n_{k} \circ m_{k+1}=e$.
By the pigeon-hole principle, there are two numbers $1 \leq r<s \leq k$ with $\left(y_{r}, z_{\tau}\right)=$ $\left(y_{s}, z_{s}\right)$.

Now consider $x^{\prime}=v_{1} w_{1}^{\prime} v_{2} w_{2}^{\prime} \ldots v_{k} w_{k}^{\prime} v_{k+1}$ with $w_{r}^{\prime}=w_{s}, w_{s}^{\prime}=w_{r}, w_{i}^{\prime}=w_{i}$, for $i \notin\{r, s\}$. For the words $v_{i}, 1 \leq i \leq k+1$, and $w_{i}^{\prime}, 1 \leq i \leq k+1$ the relations

$$
\begin{aligned}
\left(z_{i-1}, v_{i}, e\right) & \models^{*}\left(y_{i}, \lambda, m_{i}\right), 1 \leq i \leq k, \\
\left(y_{i}, w_{i}^{\prime}, e\right) & \models^{*}\left(z_{i}, \lambda, n_{i}^{\prime}\right), 1 \leq i \leq k, \\
\left(z_{k}, v_{k+1}, e\right) & \models^{*}\left(q, \lambda, m_{k+1}\right),
\end{aligned}
$$

hold, with $n_{r}^{\prime}=n_{s}, n_{s}^{\prime}=n_{r}, n_{i}^{\prime}=n_{i}$, for $i \notin\{r, s\}$. By the commutativity of $\mathbf{K}$ it follows

$$
\begin{aligned}
& m_{1} \circ n_{1}^{\prime} \circ m_{2} \circ n_{2}^{\prime} \circ \ldots \circ m_{k} \circ n_{k}^{\prime} \circ m_{k+1} \\
= & m_{1} \circ n_{1} \circ m_{2} \circ n_{2} \circ \ldots \circ m_{k} \circ n_{k} \circ m_{k+1} \\
= & e
\end{aligned}
$$

implying that $x^{\prime}$ is accepted by $A$.
Theorem 7. For any abelian group $\mathbf{K}$, the languages $L_{1}=\left\{a^{n} b^{n} \mid n \geq 1\right\}^{*}$ and $L_{2}=\left\{w c w^{R} \mid w \in\{a, b\}^{+}\right\}$are not in $\mathcal{L}(E F A(\mathbf{K}))$.

Proof. Assume that $L_{1} \in \mathcal{L}(E F A(\mathbf{K})$, for some $\mathbf{K}$, and let $k$ be the constant from the interchange lemma. Now consider the word $x=a b a^{2} b^{2} \ldots a^{k} b^{k}$ and the decomposition $v_{i}=a^{i}, w_{i}=b^{i}, 1 \leq i \leq k, v_{k+1}=\lambda$. There are $1 \leq r<s \leq k$ such that $x^{\prime}=a w_{1}^{\prime} a^{2} w_{2}^{\prime} \ldots a^{k} w_{k}^{\prime}$ with $w_{r}^{\prime}=b^{s}, w_{s}^{\prime}=b^{r}, w_{i}^{\prime}=b^{i}$, for $i \notin\{r, s\}$, is in $L_{1}$, contradiction.

A similar reasoning for the relation $L_{2} \notin \mathcal{L}(E F A(\mathbf{K}))$ is left to the reader.

## 4. EFA over Non-Abelian Groups

In this section, we restrict our investigation to the free groups, since for any (nonabelian) group $\mathbf{K}$ there is a homomorphism from a free group to $\mathbf{K}[8]$.

In this way, we get a characterization of the context-free languages class in terms of languages accepted by extended finite automata over the free group with just two generators [2]. The free group with $n$ generators is denoted by $\mathbf{F}_{n}$.

Recall from [2]
Theorem 8. The family of context-free languages equals $\mathcal{L}\left(E F A\left(\mathbf{F}_{2}\right)\right)$.
Lemma 3. Let $\mathbf{K}_{1}$ and $\mathbf{K}_{2}$ be two groups. For two languages $L_{i} \in \mathcal{L}\left(E F A\left(\mathbf{K}_{i}\right)\right)$, $i=1,2$, the languages $L_{1} \cap L_{2}$ and $L_{1} L_{2}$ are in $\mathcal{L}\left(E F A\left(\mathbf{K}_{1} \times \mathbf{K}_{2}\right)\right)$.

Proof. Let $A_{i}=\left(Z_{i}, \Sigma_{i}, \mathbf{K}_{i}, z_{i}^{0}, F_{i}, \delta_{i}\right), i=1,2$, be two EFA over $\mathbf{K}_{i}$, respectively. We assume that $Z_{1} \cap Z_{2}$ is empty.

We have $L(B)=L_{1} \cap L_{2}$ and $L(C)=L_{1} L_{2}$, where $B=\left(Z_{1} \times Z_{2}, \Sigma_{1} \cap \Sigma_{2}, \mathbf{K}_{1} \times\right.$ $\left.\mathbf{K}_{2},\left(z_{1}^{0}, z_{2}^{0}\right), F_{1} \times F_{2}, \delta\right)$ with

$$
\begin{aligned}
\delta\left(\left(z_{1}, z_{2}\right), a\right)= & \left\{\left(\left(z_{1}^{\prime}, z_{2}^{\prime}\right),\left(m_{1}, m_{2}\right)\right) \mid\left(z_{1}^{\prime}, m_{1}\right) \in \delta_{1}\left(z_{1}, a\right),\left(z_{2}^{\prime}, m_{2}\right) \in \delta_{2}\left(z_{2}, a\right)\right\} \\
& z_{1} \in Z_{1}, z_{2} \in Z_{2}, a \in \Sigma_{1} \cap \Sigma_{2} \\
\delta\left(\left(z_{1}, z_{2}\right), \lambda\right)= & \left\{\left(\left(z_{1}^{\prime}, z_{2}\right),\left(m_{1}, e_{2}\right)\right) \mid\left(z_{1}^{\prime}, m_{1}\right) \in \delta_{1}\left(z_{1}, \lambda\right)\right\} \\
& \cup\left\{\left(\left(z_{1}, z_{2}^{\prime}\right),\left(e_{1}, m_{2}\right)\right) \mid\left(z_{2}^{\prime}, m_{2}\right) \in \delta_{2}\left(z_{2}, \lambda\right)\right\}, z_{1} \in Z_{1}, z_{2} \in Z_{2}
\end{aligned}
$$

and $C=\left(Z_{1} \cup Z_{2}, \Sigma_{1} \cup \Sigma_{2}, \mathbf{K}_{1} \times \mathbf{K}_{2}, z_{1}^{0}, F_{2}, \delta\right)$ with

$$
\begin{aligned}
& \delta(z, a)=\left\{\left(z^{\prime},\left(m, e_{2}\right)\right) \mid\left(z^{\prime}, m\right) \in \delta_{1}(z, a)\right\}, \quad z \in Z_{1}, a \in \Sigma_{1}, \\
& \delta(z, \lambda)=\left\{\begin{array}{l}
\left\{\left(z^{\prime},\left(m, e_{2}\right)\right) \mid\left(z^{\prime}, m\right) \in \delta_{1}(z, \lambda)\right\}, z \in Z_{1} \backslash F_{1}, \\
\left\{\left(z^{\prime},\left(m, e_{2}\right)\right) \mid\left(z^{\prime}, m\right) \in \delta_{1}(z, \lambda)\right\} \cup\left\{\left(z_{2}^{0},\left(e_{1}, e_{2}\right)\right)\right\}, \quad z \in F, \\
\delta(z, a)=\left\{\left(z^{\prime},\left(e_{1}, m\right)\right) \mid\left(z^{\prime}, m\right) \in \delta_{2}(z, a)\right\}, \quad z \in Z_{2}, a \in \Sigma_{2} \cup\{\lambda\} .
\end{array}\right.
\end{aligned}
$$

which concludes the proof.
It is well-known that every recursively enumerable language can be expressed as the homomorphical image of the intersection of two linear languages. It is obvious that each family $\mathcal{L}(E F A(\mathbf{K})$ is closed under homomorphims. In conclusion, due to the previous lemma as well as to Theorem 8, we have just proved:

Theorem 9. $\mathcal{L}\left(E F A\left(\mathbf{F}_{2} \times \mathbf{F}_{2}\right)\right)$ equals the family of recursively enumerable languages.

## 5. Deterministic EFA

In the case of EFA, the determinism significantly decreases the accepting capacity. Denote by $\mathcal{L}(D E F A(\mathbf{K}))$ the family of languages recognized by deterministic EFA over the group $K$.

Lemma 4. For any group $\mathbf{K}$, the languages $L_{1}=\left\{a^{n} \mid n \geq 1\right\} \cup\left\{a^{n} b^{n} \mid n \geq 1\right\}$, $L_{2}=\left\{a^{m} b^{n} \mid m \geq n\right\}$ and $L_{3}=\{a, b\}^{*} \backslash\left\{a^{n} b^{n} \mid n \geq 1\right\}$ are not in $\mathcal{L}(D E F A(\mathbf{K}))$.

Proof. Let $\mathbf{K}=(M, o, e)$, and let $A=\left(Z,\{a, b\}, \mathbf{K}, z_{0}, F, \delta\right)$ be a DEFA over $\mathbf{K}$ such that $L_{1}=L(A)$. Since $a^{n} \in L(A)$, for all $n \geq 1$, there are the integers $1 \leq r<$ $s \leq|F|+1$ such that $\left(z_{0}, a^{\tau}, e\right) \models_{A}^{*}(q, \lambda, e)$ and $\left(z_{0}, a^{s}, e\right) \vDash_{A}^{*}(q, \lambda, e)$, for some $q \in Z$. Since $a^{n} b^{n} \in L(A)$, for all $n \geq 1$, we have also $\left(z_{0}, a^{r} b^{r}, e\right) \models_{A}^{*}\left(q, b^{r}, e\right) \models_{A}^{*}\left(q^{\prime}, \lambda, e\right)$, for some $q^{\prime} \in F$. Hence, $\left(z_{0}, a^{s} b^{r}, e\right) \models_{A}^{*}\left(q, b^{r}, e\right) \models_{A}^{*}\left(q^{\prime}, \lambda, e\right)$, implying $a^{s} b^{r} \in L(A)$, contradiction. In conclusion, $L_{1} \neq L(A)$.

By similar arguments it can be shown that $L_{2}, L_{3} \notin \mathcal{L}(D E F A(\mathbf{K}))$.
On the other hand, $\mathcal{L}(D E F A(\mathbf{K}))$ generally contains languages with undecidable membership problem.

Theorem 10. There is a finitely generated group $\mathbf{K}$ such that the following question is undecidable. Given a DEFA A over $\mathbf{K}$ and a word $w$ over the input alphabet of $A$, is $w \in L(A)$ ?

Proof. For a finitely generated group $\mathbf{K}=(M, o, e)$ with the set of generators $X$, the word problem is the following question. Is a given term $x_{1} \circ x_{2} \circ \ldots x_{n}, x_{i} \in X \cup X^{-1}$, $1 \leq i \leq n, X^{-1}=\left\{x^{-1} \mid x \in X\right\}$ equal to the neutral element $e$ ? It is a well-known result from group theory that there is a finitely generated group $\mathbf{K}$ with undecidable word problem.

Let $\mathbf{K}=(M, \circ, e)$ with the finite set of generators $X$ be such a group. We construct the DEFA $A=\left(\{z\}, X \cup X^{-1}, \mathbf{K}, z,\{z\}, \delta\right)$ with the transition function $\delta(z, x)=$ $(z, x)$, for all $x \in X \cup X^{-1}$. Obviously, $A$ accepts a word $x_{1} x_{2} \ldots x_{n}$ iff $x_{1} \circ x_{2} \circ \ldots$ o $x_{n}=$ $e$. The undecidability of the membership problem for $A$ follows directly from the undecidability of the word problem for $\mathbf{K}$.

Theorem 11. For every group $\mathbf{K}$ having at least one element of infinite order, we have $\mathcal{L}(\operatorname{DEFA}(\mathbf{K})) \subset \mathcal{L}(E F A(\mathbf{K}))$, strict inclusion.

Proof. Let K be an arbitrary given group and $A=\left(Z, \Sigma, \mathbf{K}, z_{0}, F, \delta\right)$ be a deterministic EFA over K.

If there is an element of $M$ of infinite order, then the language $\left\{a^{n} \mid n \geq 1\right\} \cup$ $\left\{a^{n} b^{n} \mid n \geq 1\right\} \in \mathcal{L}(E F A(\mathbf{K}))$, since $\mathcal{L}(E F A(\mathbf{K}))$ is closed under union. In conclusion, $\mathcal{L}(D E F A(\mathbf{K})) \subset \mathcal{L}(F E A(\mathbf{K}))$.

## 6. Deterministic EFA over Abelian Groups

The next result is a consequence of Theorem 11.
Theorem 12. For every abelian group $\mathbf{K}$, we have either $\mathcal{L}(D E F A(\mathbf{K}))=$ $\mathcal{L}(R E G)$ or $\mathcal{L}(D E F A(\mathbf{K})) \subset \mathcal{L}(E F A(\mathbf{K}))$, strict inclusion.

Obviously, the statement of Theorem 6 is also valid for the deterministic EFA over abelian groups.

As we have seen, neither $\mathcal{L}(E F A(\mathbf{Q}))$ [6] nor $\mathcal{L}(\operatorname{DEFA}(\mathbf{Q}))$ are closed under complement. In the end of this section we will show that the complement of a language from $\mathcal{L}(D E F A(\mathbf{Q}))$ is in $\mathcal{L}(E F A(\mathbf{Q}))$. In order to handle the difficulties owing to the existence of $\lambda$-steps, we introduce some notations.

Let $A=\left(S, \Sigma, \mathbf{Z}_{k}, s_{0}, F, \delta\right)$ be a DEFA over $\left(\mathbf{Z}_{k}\right)$, for some $k \geq 1$. For all $s \in S$, we define the sets

$$
N_{s}=\left\{r \in \mathbf{Z}^{k} \mid(s, \lambda, 0) \models^{*}(q, \lambda, r), \text { for some } q \in F\right\}
$$

Lemma 5. Let $A$ be a DEFA as above. For all $s \in S$, there is an EFA $A_{s}=$ $\left(Y_{s}, \Sigma, \mathbf{Z}_{k}, s,\left\{q_{s}\right\}, \delta_{s}\right)$ such that $\delta_{s}(s, a)=\emptyset$, for all $a \in \Sigma$, and $(s, \lambda, 0) \not \vDash^{*}\left(q_{s}, \lambda, r\right)$ iff $r \in \mathbf{Z}^{k} \backslash N_{s}$.

Proof. In what follows let $e_{i}, 1 \leq i \leq k$, denote the $i$-th unit vector of $\mathbf{Z}^{k}$. For any $s \in S$, we construct the EFA $A_{1}(s)=\left(S \cup\{q\}, T, \mathbf{Z}_{k}, s,\{q\}, \delta_{1}\right)$ with $q \notin S$, $T=\left\{a_{1}, \ldots, a_{k}\right\} \cup\left\{b_{1}, \ldots, b_{k}\right\}$, and the transition relation $\delta_{1}$ defined as

$$
\begin{aligned}
\delta_{1}(p, a) & =\emptyset, \text { for } p \in S, a \in T \\
\delta_{1}(p, \lambda) & =\delta(p, \lambda), \text { for } p \in S \backslash F, \\
\delta_{1}(p, \lambda) & =\delta(p, \lambda) \cup\{(q, 0)\}, \text { for } p \in F, \\
\delta_{1}\left(q, a_{i}\right) & =\left\{\left(q,-e_{i}\right), \text { for } 1 \leq i \leq k,\right. \\
\delta_{1}\left(q, b_{i}\right) & =\left\{\left(q, e_{i}\right), \text { for } 1 \leq i \leq k,\right. \\
\delta_{1}(q, \lambda) & =\emptyset .
\end{aligned}
$$

Obviously, the language accepted by $A_{1}(s)$ is

$$
L_{s}=\left\{w \in T^{*} \mid\left(|w|_{a_{1}}-|w|_{b_{1}}, \ldots,|w|_{a_{k}}-|w|_{b_{k}}\right) \in N_{s}\right\}
$$

Let $\Psi: T^{*} \rightarrow \mathbf{N}^{2 k}$ be the Parikh mapping with $\Psi(w)=\left(|w|_{a_{1}},|w|_{b_{1}}, \ldots,|w|_{a_{k}},|w|_{b_{k}}\right)$, for all $w \in T^{*}$. The Parikh set $\Psi\left(L_{s}\right)$ is semilinear, and its complement $\overline{\Psi\left(L_{s}\right)}$ is semilinear, too. Therefore, there is a finite automaton $A_{2}(s)=\left(Y_{s}, T, s,\left\{q_{s}\right\}, \delta_{s}^{\prime}\right)$ such that the Parikh set of $L\left(A_{2}(s)\right)$ is $\overline{\Psi\left(L_{s}\right)}$. From $A_{2}(s)$ we can construct $A_{s}$ as follows: $A_{s}=\left(Y_{s}, \Sigma, \mathbf{Z}_{k}, s,\left\{q_{s}\right\}, \delta_{s}\right)$ with

$$
\begin{aligned}
\delta_{s}(p, a)= & \emptyset, \text { for } p \in Y_{s}, a \in \Sigma, \\
\delta_{s}(p, \lambda)= & \left\{\left(p^{\prime}, e_{i}\right) \mid p^{\prime} \in \delta_{s}^{\prime}\left(p, a_{i}\right), 1 \leq i \leq k\right\} \\
& \cup\left\{\left(p^{\prime},-e_{i}\right) \mid p^{\prime} \in \delta_{s}^{\prime}\left(p, b_{i}\right), 1 \leq i \leq k\right\}, \text { for } p \in Y_{s} .
\end{aligned}
$$

Obviously, $(s, \lambda, 0) \models_{A_{s}}^{*}\left(q_{s}, \lambda, r\right)$ iff $L\left(A_{2}(s)\right)$ contains a word $w$ with $r=\left(|w|_{a_{1}}-\right.$ $\left.|w|_{b_{1}}, \ldots,|w|_{a_{k}}-|w|_{b_{k}}\right)$, i.e. iff $L_{s}$ contains no word $v$ with $r=\left(|v|_{a_{1}}-|v|_{b_{1}}, \ldots,|v|_{a_{k}}-\right.$ $\left.|v|_{b_{k}}\right)$, hence iff $r \notin N_{z}$.

Theorem 13. For all $L \in \mathcal{L}(D E F A(\mathbf{Q}))$, the complement of $L$ is contained in $\mathcal{L}(E F A(\mathbf{Q}))$.

Proof. Let $A=\left(S, \Sigma, \mathbf{Z}_{k}, s_{0}, F, \delta\right)$ be a DEFA over $\mathbf{Z}_{k}$. The set of states can be partitioned into the set $R$ consisting of all states $s \in S$, such that $A$ can perform only $\lambda$-steps if $s$ is reached, and its complement $S \backslash R$.

The complement of $L(A)$ consists of two sets; first, the set of all words $w=w_{1} w_{2} \in$ $\Sigma^{+}$with $w_{2} \neq \lambda$ and $\left(s_{0}, w, 0\right) \models_{A}^{*}\left(p, w_{2}, r\right)$ for some $r \in \mathbf{Z}^{k}$ and some $p \in R$; second, the set of all words $w w_{1} a \in \Sigma^{+}$with $a \in \Sigma$ and $\left(s_{0}, w, 0\right) \models_{A}^{*}\left(p, a, r^{\prime}\right) \models_{A}(s, \lambda, r)$ for some $p, s \in S$, and $r+t \neq 0$, for all $t \in N_{s}$. The last condition is equivalent to $r+t=0$, for some $t \in \mathbf{Z}^{k} \backslash N_{s}$.

Now let for all $s \in S, A_{s}=\left(Y_{s}, \Sigma, \mathbf{Z}_{k}, s,\left\{q_{s}\right\}, \delta_{s}\right)$ be the DEFA constructed in the last lemma. Without loss of generality we may assume that $Y_{s}$ and $Y_{s^{\prime}}$ are disjoint for $s \neq s^{\prime}$ and that $Y_{s}$ and $S$ are disjoint for all $s \in S$. Now we construct $B=$ $\left(S^{\prime}, \Sigma, \mathbf{Z}_{k}, s_{0}, F^{\prime}, \delta^{\prime}\right)$ with the set of states $S^{\prime}=S \cup \bigcup_{s \in S} Y_{s} \cup\{f\}$, the set of final states $F^{\prime}=\left\{q_{s} \mid s \in S\right\} \cup\{f\}$, and the following transition mapping

$$
\begin{aligned}
& \delta^{\prime}(s, \lambda)=\left\{\begin{array}{l}
\delta(s, \lambda) \text { if } s \in S-\left\{s_{0}\right\} \\
\delta(s, \lambda) \cup\{(f, 0)\} \text { if } s=s_{0} \\
\delta_{x}(s, \lambda) \text { if } s \in Y_{x}, \text { for some } x \in S
\end{array}\right. \\
& \delta^{\prime}(s, a)=\left\{\begin{array}{l}
\delta(s, a) \cup\left\{\left(y_{s^{\prime}}, r\right) \mid\left(s^{\prime}, r\right) \in \delta(s, a)\right\} \text { if } s \in S-R \\
\delta(s, a) \cup\left\{\left(y_{s^{\prime}}, r\right) \mid\left(s^{\prime}, r\right) \in \delta(s, a)\right\} \cup\{(f, 0)\} \text { if } s \in R
\end{array}\right. \\
& \delta^{\prime}(f, a)=\{(f, 0)\}, \\
& \delta^{\prime}(f, \lambda)=\left\{\left(f, m \cdot e_{i}\right)\right\}, m \in\{-1,0,1\}, 1 \leq i \leq k .
\end{aligned}
$$

for all $a \in \Sigma$.
It is easy to see that $B$ accepts all words not in $L(A)$. On the other hand, no word from $L(A)$ is accepted by $B$.

An important consequence of the last theorem is the decidability of the inclusion problem (and of the equivalence problem, too) for DEFA over $\mathbf{Q}$, which is an interesting contrast to the undecidability of the universe problem for nondeterministic one-turn counter automata, a proper subclass of $E F A$ over ( $\mathbf{Z},+, 0$ ).

Theorem 14. Let $A$ and $B$ be DEFA over $\mathbf{Q}$. It is decidable whether or not $L(A) \subseteq L(B)$.

Proof. Given $B$, one can construct a (nondeterministic) $E F A \bar{B}$ over $\mathbf{Q}$ with $L(\bar{B})=\overline{L(B)}$. Clearly, $L(A) \subseteq L(B)$ iff $L(\bar{B}) \cap L(A)$ is empty. Now an EFA $C$ over $\mathbf{Q}$ can be constructed such that $L(C)=L(\bar{B}) \cap L(A)$. Hence, the inclusion problem for DEFA over $\mathbf{Q}$ is reduced to the emptiness problem for EFA over the same group, which is decidable [1].
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#### Abstract

We study a Lindenmayer-like parallel rewriting system to model the growth of filaments (arrays of cells) in which developmental errors may occur. In essence this model is the fuzzy analogue of the derivation-controlled iteration grammar. Under minor assumptions on the family of control languages and on the family of fuzzy languages in the underlying iteration grammar, we show that (i) regular control does not provide additional generating power to the model, (ii) the number of fuzzy substitutions in the underlying iteration grammar can be reduced to two, and (iii) the resulting family of fuzzy languages possesses strong closure properties, viz. it is a full hyper-AFFL, i.e., a hyper-algebraically closed full Abstract Family of Fuzzy Languages.


## 1. Introduction

The original motivation to introduce Lindenmayer systems, or L-systems for short, consisted of modeling the development of filamentous organisms [15], [16]. The state space of each individual cell of such an organism is a finite set, symbolically represented as an alphabet $V$, and rewrite rules over $V$ provide for the development of single cells. More precisely, a rule $\alpha \rightarrow w$ with $\alpha \in V$ and $w \in V^{\star}$, allows for a state change ( $w \in V, w \neq \alpha$ ), a cell death ( $w=\lambda, \lambda$ is the empty word), or the splitting of a cell in more than a single off-spring ( $|w|>1$, where $|w|$ is the length of the string $w$ ). Starting from an initial filament, i.e. a string over $V$, and applying the rules for individual cells in parallel yields the global state of the filament after a discrete time step. Iterating this rewriting process shows the development of this filament as function of the discrete time parameter. From a mathematical point of view the set of rules is just a finite substitution over $V$ that is applied iteratively to the initial string.

Subsequent contributions to the extension of this model resulted in the distinction between nonterminal and terminal symbols as in Chomsky phrase-structure grammars, in several sets of rules (several finite substitutions, also called tables) instead of just a single one, and numerous ways of restricting or regulating the parallel rewriting process. We refer the reader to [13], [21] for surveys of the early days of L-system theory; [13] is more elementary and devoted to biological applications, whereas [21] concentrates on mathematical properties. More recent developments and related approaches can be found in [7], [22], of which [7] treats derivation-controlled rewriting in general, whereas [22] shows a rich variety of results closely related to or inspired by L-systems.

The extension of the basic model with different sets of rules (a finite number of finite substitutions instead of a single one) stems from the observation that a filamentous organism might develop in a different way under different external conditions
[20]. A typical example is the difference between day and night; in that case we have two sets of rules, or tables, viz. a day table $\tau_{d}$ and a night table $\tau_{n}$, each table being a finite substitution over the alphabet $V$. Closely related to this extension are the so-called derivation-controlled tabled L-systems in which the order of application is prescribed by a control language over the table names [10], [18], [1]. E.g. in order to obtain the right sequence of day, followed by night, followed by day, etc., a regular control language of the form $\left(\tau_{d} \tau_{n}\right)^{\star} \tau_{d}$ can be used, provided each sequence should start and end with the day table $\tau_{d}$. Similarly, but on a larger time scale, the order of the four seasons can be described by a regular control language of the form $\left(\tau_{\text {spring }} \tau_{\text {summer }} \tau_{\text {autumn }} \tau_{\text {winter }}\right)^{\star} \tau_{\text {spring }}$.

In this paper we introduce a further extension of this model which enables us to describe developmental errors. Such an error occurs when, instead of applying the correct rule $\alpha \rightarrow w$ from the table $\tau$, the symbol $\alpha$ is replaced by a string $w^{\prime}$ with $w^{\prime} \neq w$ and $\alpha \rightarrow w^{\prime}$ is not a rule in $\tau$. In such a situation the "quality" of this incorrect off-spring $w^{\prime}$ should be strictly less than the corresponding correct one and, consequently, the "quality" of the entire filament should also decrease by this developmental error. In addition we want that making two developmental errors is worse than a single error and, in general, that each additional developmental error should strictly decrease the "quality" of the filament under consideration.

But how do we measure the "quality" of a string or filament $x$ derived by a controlled tabled L-system $G$ ? In traditional formal language theory there only are two possibilities, viz. (i) $x$ belongs to the language $L(G)$ generated by $G$ : its "quality" equals $100 \%$, or (ii) $x$ does not belong to $L(G)$ : the "quality" of $x$ is $0 \%$. Clearly, there is no room for expressing statements like " $x$ is slightly imperfect due to a minor developmental error" or " $x$ has been severely damaged by a long sequence of considerable errors during its development". This lack of expressibility is, of course, due to restrictions in set theory: the membership function or characteristic function $\mu_{L(G)}$ of a set, or a language $L(G)$ in our case, has two possible values only: $\mu_{L(G)}(x)=$ 1 if $x \in L(G)$, and $\mu_{L(G)}(x)=0$ if $x \notin L(G)$. Thus, if $L(G) \subseteq \Sigma^{\star}$, then $\mu_{L(G)}$ is a mapping of type $\mu_{L(G)}: \Sigma^{\star} \rightarrow\{0,1\}$.

Fortunately, using fuzzy sets and fuzzy languages we are able to express "qualities" different from $0 \%$ and $100 \%$, since $\mu_{L(G)}$ is now a mapping of type $\mu_{L(G)}: \Sigma^{\star} \rightarrow \mathcal{L}$ where $\mathcal{L}$ is a complete lattice, eventually provided with additional operations and properties. As a typical example, the reader may consider the case in which $\mathcal{L}$ equals the real interval $[0,1]$ with min and max as lattice operations. Fuzzy languages have been introduced in [17], which is restricted to fuzzy analogues of Chomsky grammars and languages. In [19] fuzzy Lindenmayer systems and their languages have been studied, however, without any motivation in terms of developmental errors. This motivation is the obvious parallel Lindenmayer variant based on the idea of grammatical error studied in [3], [4], [5].

So in fuzzy L-system theory the "quality" of a string is a value in $\mathcal{L}$ which might be anything in between 0 (the smallest element of $\mathcal{L}$ ) and 1 (the greatest element of $\mathcal{L}$ ) depending on the actual structure of $\mathcal{L}$. And making a developmental error in the derivation of $x$ means that the "quality" of $x$ will not increase compared to the previous string. But whether it will strictly decrease depends on the structure and the operations of $\mathcal{L}$ as well as their relation with the definition of derivation step; cf. Section 4 for details.

In dealing with developmental errors there is another problem. Usually, an Lsystem has in each of its tables a finite number of rewrite rules. Making a developmental mistake, i.e., replacing $\alpha$ by $w^{\prime}$ instead of by the correct string $w$ can be modeled by adding the rule $\alpha \rightarrow w^{\prime}$ to the table $\tau$ to which $\alpha \rightarrow w$ belongs, and requiring $\mu_{\tau(\alpha)}\left(w^{\prime}\right)<1$, where $\tau(\alpha)$ is the set of all strings $\omega$ such that $\alpha \rightarrow \omega$ belongs to $\tau$. This construction works for a finite number of possible developmental errors only. But, in general, there is an infinite number of ways to make mistakes, and filamentous development does not form an exception to this observation. So we should add an infinite number of rules $\alpha \rightarrow w^{\prime}$ to $\tau$ or, equivalently, an infinite number of strings to the fuzzy set $\tau(\alpha)$. So each set $\left\{\omega \in \tau(\alpha) \mid 0<\mu_{\tau(\alpha)}(\omega)<1\right\}$ is allowed to be infinite. But then the language $\left\{\omega \in \tau(\alpha) \mid \mu_{\tau(\alpha)}(\omega)=1\right\}$ might be infinite as well, or, equivalently, each $\tau(\alpha)$ may be a fuzzy subset of $V^{\star}$, i.e., a fuzzy languages over $V$. However, we could not let be the sets $\tau(\alpha)$ arbitrary fuzzy languages over $V$ : they should be restricted in some uniform way, otherwise we end up with languages $L(G)$ that are not even recursively enumerable; cf. [8]. A well-known way to restrict these fuzzy languages is the following: we require that each fuzzy language $\tau(\alpha)$ belongs to a given family $K$ of fuzzy languages. The family $K$ is a parameter in our approach: usually, we demand that $K$ meets some minor conditions, but sometimes we simply take a concrete value for $K$, e.g., we take $K$ equal to the family FIN $_{f}$ of finite fuzzy languages.

This results in the notion of fuzzy $K$-iteration grammar which plays the main part in the present paper. Formally, such a grammar $G=(V, \Sigma, U, S)$ consists of an alphabet $V$, a terminal alphabet $\Sigma(\Sigma \subseteq V)$, an initial symbol $S(S \in V-\Sigma)$, and a finite set $U$ of fuzzy $K$-substitutions over $V$. Thus for each $\tau$ in $U$, and for each $\alpha$ in $V, \tau(\alpha)$ is a fuzzy language over $V$ that belongs to the family $K$. The controlled variant of this grammar concept is the so-called $\Gamma$-controlled fuzzy $K$-iteration grammar, or fuzzy ( $\Gamma, K$ )-iteration grammar where $\Gamma$ is a family of (nonfuzzy) languages. A grammar $(G ; M)=(V, \Sigma, U, S, M)$ of this type consists of a fuzzy $K$-iteration grammar $(V, \Sigma, U, S$ ) and a language $M$ over $U$ (considered as an alphabet) with $M \in \Gamma$. Each derivation $D$ according to ( $G ; M$ ) satisfies the condition that the sequence of fuzzy $K$-substitutions used in $D$ constitutes a string in the control language $M$.

The remaining part of this paper is organized as follows. In Section 2 we introduce the basic notions with respect to fuzzy languages and operations on fuzzy languages. Section 3 is devoted to families of fuzzy languages. The formal definitions of fuzzy $K$-iteration grammar and of $\Gamma$-controlled fuzzy $K$-iteration grammar are provided in Section 4, where we also give a few examples of these grammars together with the fuzzy languages that they generate. Section 5 consists of some elementary but useful properties of fuzzy $K$-iteration and fuzzy ( $\Gamma, K$ )-iteration grammars. The main results, viz. Theorem 6.1 and its corollaries, which deal with the generating power of fuzzy $(\Gamma, K)$-iteration grammars, are in Section 6. Closure properties of the corresponding families of fuzzy languages are the subject of Section 7. Under minor conditions on the families $\Gamma$ and $K$, the families $H_{f}(K)$ and $H_{f}(\Gamma, K)$ of fuzzy languages, generated by fuzzy $K$-iteration grammars and ( $\Gamma, K$ )-iteration grammars, respectively, possess strong closure properties very similar to the ones of the corresponding non-fuzzy language families; cf. [1]. Finally, Section 8 contains some concluding remarks.

## 2. Fuzzy Languages and Operations on Fuzzy Languages

We assume that the reader is familiar with basic formal language theory to the extend of the first few chapters of standard texts like [12], [14], [23]. L-systems and Abstract Families of Languages are treated much more thoroughly in [13], [21] and [9], respectively. Finally, we need some rudiments of lattice theory which can be found in most books on algebra; all what we use of lattice theory is also summarized in [2].

In order to define several types of fuzziness we need a few lattice-ordered structures. Instead of stacking adjectives, we collect some collections of properties under simple names as "type-bb lattice" for some short bit strings $b b$. The following definitions and examples are quoted from [5]. The definition of the principal notion of type 00 -lattice is a slight modification of a structure originally introduced in [11].

Definition 2.1. An algebraic structure $\mathcal{L}$ or $(\mathcal{L}, \wedge, \vee, 0,1, \star)$ is a type-00 lattice if it satisfies the following conditions.

- $(\mathcal{L}, \wedge, \vee, 0,1)$ is a completely distributive complete lattice. Therefore for all $a_{i}$, $a, b_{i}$ and $b$ in $\mathcal{L}, a \wedge \bigvee_{i} b_{i}=\bigvee_{i}\left(a \wedge b_{i}\right)$ and $\left(\bigvee a_{i}\right) \wedge b=\bigvee_{i}\left(a_{i} \wedge b\right)$ hold. And 0 and 1 are the smallest and the greatest element of $\mathcal{L}$, respectively; so $0=\wedge \mathcal{L}$ and $1=\bigvee \mathcal{L}$.
- $(\mathcal{L}, \star)$ is a commutative semigroup.
- The following identities hold for all $a_{i}$ 's, $b_{i}$ 's, $a$ and $b$ in $\mathcal{L}$ :

$$
\begin{aligned}
& a \star \bigvee_{i} b_{i}=\bigvee_{i}\left(a \star b_{i}\right) \\
& \left(\bigvee_{i} a_{i}\right) \star b=\bigvee_{i}\left(a_{i} \star b\right) \\
& 0 \wedge a=0 \star a=a \star 0=0, \\
& 1 \wedge a=1 \star a=a \star 1=a
\end{aligned}
$$

A type-01 lattice is a type-00 lattice in which the operation $\star$ coincides with the operation $\Lambda$; so it is a completely distributive complete lattice actually. A type-10 lattice is a type- 00 lattice in which $(\mathcal{L}, \wedge, \vee, 0,1)$ is a totally ordered set or chain, i.e., for all $a$ and $b$ in $\mathcal{L}$, we have $a \wedge b=a$ or $a \wedge b=b$. In a type-10 lattice the operations $\vee$ and $\wedge$ are usually denoted by max and min, respectively. Finally, when $\mathcal{L}$ is both a type-01 lattice and a type-10 lattice, $\mathcal{L}$ is called a type-11 lattice.

Example 2.2. As usual we denote the closed interval of all real numbers in between 0 and 1 by $[0,1]$.
(1) The structure $([0,1] \times[0,1], \wedge, \vee,(0,0),(1,1), \star)$ in which the operations are defined by $\left(x_{1}, y_{1}\right) \wedge\left(x_{2}, y_{2}\right)=\left(\min \left\{x_{1}, x_{2}\right\}, \min \left\{y_{1}, y_{2}\right\}\right),\left(x_{1}, y_{1}\right) \vee\left(x_{2}, y_{2}\right)=$ $\left(\max \left\{x_{1}, x_{2}\right\}, \max \left\{y_{1}, y_{2}\right\}\right)$ and $\left(x_{1}, y_{1}\right) \star\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}, y_{1} y_{2}\right)$ for all $x_{1}, x_{2}, y_{1}$ and $y_{2}$ in $[0,1]$ is a type- 00 lattice.
(2) Consequently, $([0,1] \times[0,1], \wedge, \vee,(0,0),(1,1), \star)$ where the operations $\wedge$ and $\vee$ are defined as in (1) and $\left(x_{1}, y_{1}\right) \star\left(x_{2}, y_{2}\right)=\left(\min \left\{x_{1}, x_{2}\right\}, \min \left\{y_{1}, y_{2}\right\}\right)$ for all $x_{1}, x_{2}, y_{1}$ and $y_{2}$ in $[0,1]$, is a type- 01 lattice.
(3) The structure $([0,1], \min , \max , 0,1, \star)$ with $x_{1} \star x_{2}=x_{1} x_{2}$ for all $x_{1}$ and $x_{2}$ in $[0,1]$ is a type-10 lattice.
(4) Taking $\star$ equal to min in (3) yields a type-11 lattice.

The following useful fact is very easy to prove.
Lemma 2.3. For each type-00 lattice $\mathcal{L}, a \star b \leq a \wedge b$ holds for all elements $a$ and $b$ in $\mathcal{L}$.

Proof.
By the distributivity of $\star$ over $\vee, a \star(1 \vee b)=a \star 1 \vee a \star b$ holds. As $1 \vee b=1$ and $a \star 1=a$, we have $a=a \vee a \star b$, and therefore $a \star b \leq a$. Analogously, we obtain $a \star b \leq b$, and hence $a \star b \leq a \wedge b$.

Of course, Lemma 2.3 implies that in a type- 00 lattice the inequalities $a \star b \leq a$ and $a * b \leq b$ also hold for all $a$ and $b$.

Now we are ready to define fuzzy languages relative to the lattice-ordered structures of Definition 2.1.

Definition 2.4. Let $\mathcal{L}$ be a type- 00 lattice and let $\Sigma$ be an alphabet. A $\mathcal{L}$-fuzzy language over $\Sigma$ is a $\mathcal{L}$-fuzzy subset of $\Sigma^{\star}$, i.e., it is a triple ( $\left.\Sigma, \mu_{L_{0}}, L_{0}\right)$ where $\mu_{L_{0}}$ is a function $\mu_{L_{0}}: \Sigma^{*} \rightarrow \mathcal{L}$, the degree of membership function, and $L_{0}$ is the support of $\mu_{L_{0}}$; i.e., $L_{0}=\left\{w \in \Sigma^{\star} \mid \mu_{L_{0}}(w)>0\right\}$. Very often we will write $L_{0}$ rather than $\left(\Sigma, \mu_{L_{0}}, L_{0}\right)$.

Henceforth, when $\mathcal{L}$ is clear from the context, we use "fuzzy language" instead of " $\mathcal{L}$-fuzzy language". Usually we write $\mu\left(x ; L_{0}\right)$ instead of $\mu_{L_{0}}(x)$ in order to reduce the number of subscript levels.

For each fuzzy language $L_{0}$ over $\Sigma$, the crisp language $c\left(L_{0}\right)$ induced by $L_{0}$-also known as the crisp part of $L_{0}$ - is the subset of $\Sigma^{\star}$ defined by $c\left(L_{0}\right)=\left\{w \in \Sigma^{\star} \mid\right.$ $\left.\mu\left(w ; L_{0}\right)=1\right\}$. Each ordinary (non-fuzzy) language $L_{0}$ coincides with its crisp part $c\left(L_{0}\right)$. Therefore an ordinary language will also be called a crisp language.

In dealing with fuzzy languages $\left(\Sigma, \mu_{L_{0}}, L_{0}\right)$ the degree of membership function $\mu_{L_{0}}$ is actually the principal concept, whereas the languages $L_{0}, c\left(L_{0}\right)$ and many other crisp languages like

$$
\begin{aligned}
& L_{\geq a}=\left\{w \in \Sigma^{\star} \mid \mu\left(w ; L_{0}\right) \geq a\right\} \\
& L_{>a}=\left\{w \in \Sigma^{\star} \mid \mu\left(w ; L_{0}\right)>a\right\} \\
& L_{\leq a}=\left\{w \in \Sigma^{\star} \mid \mu\left(w ; L_{0}\right) \leq a\right\} \\
& L_{<a}=\left\{w \in \Sigma^{\star} \mid \mu\left(w ; L_{0}\right)<a\right\} \\
& L_{a \leq \leq \leq b}=\left\{w \in \Sigma^{\star} \mid a \leq \mu\left(w ; L_{0}\right) \leq b\right\}
\end{aligned}
$$

where $a$ and $b$ are elements in $\mathcal{L}$, are derived notions.
Example 2.5. (1) Let $\mathcal{L}$ be the type-00 lattice of Example 2.2.(1). Consider the $\mathcal{L}$-fuzzy language $L_{0}$ over $\Sigma=\{a, b\}$ defined by

$$
\mu\left(a^{m} b^{n} ; L_{0}\right)=\left(\frac{m}{\max \{1, m, n\}}, \frac{n}{\max \{1, m, n\}}\right) \text { if } m, n \geq 0
$$

In defining the degree of membership function is such a concrete case, we always tacitly assume that $\mu\left(x ; L_{0}\right)=(0,0)$ in all other, unmentioned cases for $x$ in $\Sigma^{\star}$. Consequently, we have, e.g., $\mu\left(b^{3} a^{2} ; L_{0}\right)=\mu\left(a^{2} b a^{5} ; L_{0}\right)=\mu\left(a b^{3} a^{2} b^{4} ; L_{0}\right)=(0,0)$, etc.

Then the crisp part of $L_{0}$ equals $c\left(L_{0}\right)=\left\{a^{m} b^{m} \mid m \geq 1\right\}$; for each $x$ in $c\left(L_{0}\right)$, we have $\mu\left(x ; L_{0}\right)=(1,1)$. Note that for each $m \geq 1, \mu\left(a^{m} ; L_{0}\right)=(1,0)$ and $\mu\left(b^{m} ; L_{0}\right)=$ $(0,1)$, whereas for the empty word $\lambda$, we have $\mu\left(\lambda ; L_{0}\right)=(0,0)$.
(2) Now we take for $\mathcal{L}$ the type-10 lattice of Example 2.2.(3). Let $L$ be the fuzzy language over $\{a, b\}$ defined by

$$
\begin{array}{ll}
\mu(w ; L)=0 & \text { if }|w| \neq 2^{k} \text { for some } k \geq 0, \text { and } \\
\mu(w ; L)=2^{-\# b(w)} & \text { if }|w|=2^{k} \text { for some } k \geq 0 .
\end{array}
$$

As usual, $\# \sigma(w)$ denotes the number of times that the symbol $\sigma$ occurs in the word $w$. Then $c(L)=\left\{a^{2^{k}} \mid k \geq 0\right\}$.

Throughout this paper we will restrict ourselves to the computable or even to the rational elements in $[0,1]$. For an account on the impact of computability constraints in fuzzy formal languages we refer the reader to [8].

Starting from simple fuzzy languages we can define more complicated ones by means of operations on fuzzy languages. First, we consider the operations union, intersection and concatenation for fuzzy languages; they have been defined originally in [17] for the type-11 lattice [0,1]; cf. Example 2.2(4). In [4] we remarked that a generalization to the type-10 lattice of Example 2.2(3) is possible. However, it is straightforward to define these operations for arbitrary type-00 lattices; cf. [5] from which we cite the following definitions.

Let $\left(\Sigma_{1}, \mu_{L_{1}}, L_{1}\right)$ and $\left(\Sigma_{2}, \mu_{L_{2}}, L_{2}\right)$ be fuzzy languages, then the union of the fuzzy languages $L_{1}$ and $L_{2}$, denoted by ( $\Sigma_{1} \cup \Sigma_{2}, \mu_{L_{1} \cup L_{2}}, L_{1} \cup L_{2}$ ) or abbreviated by $L_{1} \cup L_{2}$, is defined by

$$
\mu\left(x ; L_{1} \cup L_{2}\right)=\mu\left(x ; L_{1}\right) \vee \mu\left(x ; L_{2}\right),
$$

for all $x$ in $\left(\Sigma_{1} \cup \Sigma_{2}\right)^{\star}$. And for the intersection of fuzzy languages $L_{1}$ and $L_{2}$, denoted by ( $\Sigma_{1} \cap \Sigma_{2}, \mu_{L_{1} \cap L_{2}}, L_{1} \cap L_{2}$ ) or $L_{1} \cap L_{2}$ for short, the equality

$$
\mu\left(x ; L_{1} \cap L_{2}\right)=\mu\left(x ; L_{1}\right) \wedge \mu\left(x ; L_{2}\right),
$$

holds for all $x$ in $\left(\Sigma_{1} \cap \Sigma_{2}\right)^{\star}$. Finally, for the concatenation of fuzzy languages $L_{1}$ and $L_{2}$, denoted by ( $\Sigma_{1} \cup \Sigma_{2}, \mu_{L_{1} L_{2}}, L_{1} L_{2}$ ) or abbreviated to $L_{1} L_{2}$, we have

$$
\mu\left(x ; L_{1} L_{2}\right)=\bigvee\left\{\mu\left(y ; L_{1}\right) \star \mu\left(z ; L_{2}\right) \mid x=y z\right\}
$$

for all $x$ in $\left(\Sigma_{1} \cup \Sigma_{2}\right)^{\star}$.
Example 2.6. Let $\mathcal{P}(X)$ denote the power set of the set $X$. Then $\mathcal{P}\left(\Sigma^{*}\right)$ is the collection of all crisp languages over the alphabet $\Sigma$. Let $\mathcal{P}_{f}\left(\Sigma^{\star}\right)$ be the class of all fuzzy languages over $\Sigma$. Clearly, we have $\mathcal{P}\left(\Sigma^{\star}\right)=\left\{c(L) \mid L \in \mathcal{P}_{f}\left(\Sigma^{\star}\right)\right\}$. And $\left(\mathcal{P}_{f}\left(\Sigma^{\star}\right), \cap, \cup, \oslash, \Sigma^{\star}, \cdot\right)$-where $\cap, \cup$ and $\cdot$ denote the operations union, intersection and concatenation for fuzzy languages, respectively - is not an example of a type-00 lattice, since $\left(\mathcal{P}_{f}, \cdot\right)$ is not a commutative semigroup. In case $\Sigma$ contains a single letter only, $\left(\mathcal{P}_{f}, \cdot\right)$ is a commutative semigroup and ( $\left.\mathcal{P}_{f}\left(\Sigma^{\star}\right), \cap, \cup, \oslash, \Sigma^{\star}, \cdot\right)$ is a type00 lattice. The same remarks apply to the structure $\left(\mathcal{P}\left(\Sigma^{*}\right), \cap, \cup, \oslash, \Sigma^{\star}, \cdot\right)$ of crisp languages.

Once we have defined the operations of union and concatenation it is straightforward to define the operations of Kleene + and Kleene $\star$ for a fuzzy language $L$; viz. by

$$
\begin{aligned}
& L^{+}=L \cup L L \cup L L L \cup \ldots=\bigcup\left\{L^{i} \mid i \geq 1\right\}, \quad \text { and } \\
& L^{\star}=\{\lambda\} \cup L \cup L L \cup L L L \cup \ldots=\bigcup\left\{L^{i} \mid i \geq 0\right\}
\end{aligned}
$$

respectively, where $L^{0}=\{\lambda\}$, and $L^{n+1}=L^{n} L$ with $n \geq 0$. In defining $L^{\star}$ we demand that $\mu\left(\lambda ; L^{\star}\right)=1$. Consequently, $L^{\star}=L^{+} \cup\{\lambda\}$ where the latter set in this union is a crisp set.

Apart from these simple operations we need some other well-known ones, like homomorphisms and substitutions. They can be extended to fuzzy languages as well by means of the concept of fuzzy function; cf. [5] for the original definitions.

A fuzzy relation $R$ between crisp sets $X$ and $Y$ is a fuzzy subset of $X \times Y$. If $R \subseteq X \times Y$ and $S \subseteq Y \times Z$ are fuzzy relations, then their composition $R_{0} S$ is defined by

$$
\begin{equation*}
\mu\left((x, z) ; R_{0} S\right)=\bigvee\{\mu((x, y) ; R) \star \mu((y, z) ; S) \mid y \in Y\} \tag{1}
\end{equation*}
$$

A fuzzy function $f: X \rightarrow Y$ in its turn, is a fuzzy relation $f \subseteq X \times Y$, satisfying the condition that for all $x$ in $X$ : if $\mu((x, y) ; f)>0$ and $\mu((x, z) ; f)>0$ hold, then $y=z$ and hence $\mu((x, y) ; f)=\mu((x, z) ; f)$. For fuzzy functions (1) holds as well, but we write the composition of two functions $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ as $g \circ f: X \rightarrow Z$ rather than as $f \circ g$.

As mentioned before, $\mathcal{P}(X)$ denotes the power set of the set $X$. In the sequel we need functions $f: V^{\star} \rightarrow \mathcal{P}\left(V^{\star}\right)$ that will be extended to $f: \mathcal{P}\left(V^{\star}\right) \rightarrow \mathcal{P}\left(V^{\star}\right)$ by $f(L)=\bigcup\{f(x) \mid x \in L\}$ and for each subset $L$ of $V^{*}$,

$$
\begin{equation*}
\mu(y ; f(L))=\bigvee\left\{\mu(x ; L) \star \mu((x, y) ; f) \mid x \in V^{\star}\right\} \tag{2}
\end{equation*}
$$

Consequently, by (1) and (2) iterating a single fuzzy function $f$, yielding functions like $f \circ f, f \circ f \circ f$, and so on, are now defined. Clearly, each of these functions $f^{(n)}$ is of type $f^{(n)}: \mathcal{P}\left(V^{\star}\right) \rightarrow \mathcal{P}\left(V^{\star}\right)$. Of course, we can iterated a finite set of such functions $\left\{f_{1}, \ldots, f_{n}\right\}$ in the very same way.

## 3. Families of Fuzzy Languages

This section is devoted to some families of simple fuzzy languages, their crisp counterparts, and a few operators that transform families of fuzzy languages into other families. The next few definitions are simple generalizations based on wellknown concepts for families of crisp languages; cf. [5].

Throughout this paper $\Sigma_{\omega}$ denotes a countably infinite set of symbols. All families of languages that we will consider in the sequel only use symbols from this set. Henceforth, $\mathcal{L}$ is a type-00 lattice, and "fuzzy" means " $\mathcal{L}$-fuzzy" actually.

Definition 3.1. A family of fuzzy languages $K$ is a set of fuzzy languages ( $\Sigma_{L}, \mu_{L}, L$ ) such that each $\Sigma_{L}$ is a finite subset of $\Sigma_{\omega}$. As usual, we assume that for each fuzzy language ( $\Sigma_{L}, \mu_{L}, L$ ) in the family $K$, the alphabet $\Sigma_{L}$ is minimal with respect to $\mu_{L}$, i.e., a symbol $\alpha$ belongs to $\Sigma_{L}$ if and only if there exists a word $w$ in which $\alpha$ occurs and for which $\mu_{L}(w)>0$ or, equivalently, for which $w \in L$ holds.

A family $K$ of fuzzy languages is called nontrivial if $K$ contains a language $\left(\Sigma_{L}, \mu_{L}, L\right)$ with $L \cap \Sigma_{L}^{+} \neq \oslash$, i.e., $\left(\Sigma_{L}, \mu_{L}, L\right)$ satisfies $\mu(x ; L)>0$ for some $x \in \Sigma_{L}^{+}$.

For each family $K$ of fuzzy languages, the crisp part of $K$, denoted by $c(K)$, is defined by $c(K)=\{c(L) \mid L \in K\}$.

We already remarked that we write $L$ rather than ( $\Sigma_{L}, \mu_{L}, L$ ) for members of a family of fuzzy languages. And we also assume that each family of fuzzy languages, that we will use in this paper, is closed under isomorphism ("renaming of symbols"), i.e., for each family $K$ we assume that for each fuzzy language $L$ in $K$ over some alphabet $\Sigma_{L}$ and for each bijective non-fuzzy mapping $i: \Sigma_{L} \rightarrow \Sigma_{L}^{\prime}$-extended to
words and to languages in the usual way-we have that the language $i(L)$ also belongs to $K$. Consequently, we have the equality $\mu(x ; L)=\mu(i(x) ; i(L))$ for all $x$ in $\Sigma_{L}^{\star}$.

We will encounter a few simple, nontrivial families of fuzzy languages in the sequel: they are the family FIN $_{f}$ of finite fuzzy languages
$\operatorname{FIN}_{f}=\left\{\left(\Sigma_{L}, \mu_{L}, L\right) \mid \Sigma_{L} \subset \Sigma_{\omega}, L\right.$ is finite $\}$,
the family $\mathrm{ONE}_{f}$ of singleton fuzzy languages
$\mathrm{ONE}_{f}=\left\{\left(\Sigma_{L}, \mu_{L}, L\right) \mid \Sigma_{L} \subset \Sigma_{\omega}, L\right.$ is a singleton $\}$,
the family ALPHA $_{f}$ of fuzzy alphabets
$\mathrm{ALPHA}_{f}=\left\{\left(\Sigma_{L}, \mu_{L}, L\right) \mid \Sigma_{L} \subset \Sigma_{\omega}, L=\Sigma_{L}\right\}$,
and the family SYMBOL ${ }_{f}$ of singleton fuzzy alphabets
SYMBOL $_{f}=\left\{\left(\Sigma_{L}, \mu_{L}, L\right) \mid \Sigma_{L} \subset \Sigma_{\omega}, L=\Sigma_{L}, L\right.$ is a singleton $\}$.
The crisp counterparts of these language families are denoted by FIN, ONE, ALPHA, and SYMBOL, respectively. Clearly, the equality $c\left(\mathrm{FIN}_{f}\right)=$ FIN holds, as well as similar statements for the other families of languages.

Another important role will be played by the family REG $_{f}$ of regular fuzzy languages, which is defined in a way very similar to its crisp counterpart REG.

Definition 3.2. Let $\Sigma$ be an alphabet. The regular fuzzy languages over $\Sigma$ are defined as follows:
(1) The fuzzy subsets $\varnothing,\{\lambda\}$, and $\{\sigma\}$ (for each $\sigma$ in $\Sigma$ ) of $\Sigma^{\star}$, are regular fuzzy languages over $\Sigma$.
(2) If $R_{1}$ and $R_{2}$ are regular fuzzy languages over $\Sigma$, then so are $R_{1} \cup R_{2}, R_{1} R_{2}$, and $R_{1}^{\star}$.
(3) A fuzzy subset $R$ of $\Sigma^{\star}$ is regular fuzzy language over $\Sigma$ if and only if $R$ can be obtained from the basic elements in (1) by a finite number of applications of the operations in (2).

The family of regular fuzzy languages us denoted by $\mathrm{REG}_{f}$.
In the remainder of this paper we frequently need the concept of fuzzy substitution. It is defined in a way very similar to the notion of substitution for crisp languages; cf. [5], [6].

Definition 3.3. Let $K$ be a family of fuzzy languages and let $V$ be an alphabet. A mapping $\tau: V \rightarrow K$ is called a fuzzy $K$-substitution $\tau$ on $V$; it is extended to words over $V$ by $\tau(\lambda)=\{\lambda\}$ with $\mu(\lambda ; \tau(\lambda))=1$, and $\tau\left(\alpha_{1} \ldots \alpha_{n}\right)=\tau\left(\alpha_{1}\right) \ldots \tau\left(\alpha_{n}\right)$ where $\alpha_{i} \in V(1 \leq i \leq n)$, and to languages $L$ over $V$ by $\tau(L)=\bigcup\{\tau(w) \mid w \in L\}$. If for each $\alpha \in V, \tau(\alpha) \subseteq V^{\star}$, then $\tau: V \rightarrow K$ is called a fuzzy $K$-substitution over $V$. If $K$ equals $\mathrm{FIN}_{f}$ or $\mathrm{REG}_{f}, \tau$ is called a fuzzy finite or a fuzzy regular substitution, respectively.

Given families $K$ and $K^{\prime}$ of fuzzy languages, let $\operatorname{Sûb}\left(K, K^{\prime}\right)=\{\tau(L) \mid L \in K$; $\tau$ is a fuzzy $K^{\prime}$-substitution\}. A family $K$ is closed under fuzzy $K^{\prime}$-substitution if $\operatorname{Sûb}\left(K, K^{\prime}\right) \subseteq K$, and $K$ is closed under fuzzy substitution, if $K$ is closed under fuzzy $K$-substitution.

When we take $K$ and $K^{\prime}$ equal to families of crisp languages we obtain the wellknown definition of (ordinary, non-fuzzy) substitution. Therefore a ONE-substitution is just a homomorphism and an isomorphism ("renaming of symbols") is a one-toone SYMBOL-substitution. And a fuzzy $\mathrm{ONE}_{f}$-substitution may be called a fuzzy homomorphism.

Definition 3.4. A fuzzy prequasoid $K$ is a nontrivial family of fuzzy languages that is closed under fuzzy finite substitution (i.e., $\operatorname{Su} b\left(K, \mathrm{FIN}_{f}\right) \subseteq K$ ) and under intersection with regular fuzzy languages. A fuzzy quasoid is a fuzzy prequasoid that contains an infinite fuzzy language.

It is a straightforward exercise to show that each fuzzy [pre]quasoid includes the smallest fuzzy [pre]quasoid REG $_{f}\left[\mathrm{FIN}_{f}\right.$, respectively], whereas $\mathrm{FIN}_{f}$ is the only fuzzy prequasoid that is not a fuzzy quasoid; cf. [6].

Let $\Pi_{f}(K)$ denote the smallest fuzzy prequasoid that includes the family $K$ of fuzzy languages. Similarly, let $\Phi_{f}(K)\left[\Delta_{f}(K), \Theta_{f}(K)\right.$, respectively $]$ be the smallest family of fuzzy languages that includes $K$ and is closed under fuzzy finite substitutions [intersection with regular fuzzy languages, fuzzy homomorphisms, respectively]. Then, obviously, for each family $K$ of fuzzy languages, we have $\Pi_{f}(K)=\left\{\Phi_{f}, \Delta_{f}, \Theta_{f}\right\}^{\star}(K)$ or even $\Pi_{f}(K)=\left\{\Phi_{f}, \Delta_{f}\right\}^{\star}(K)$. But instead of this infinite set of strings over $\left\{\Phi_{f}, \Delta_{f}, \Theta_{f}\right\}$ a single string suffices; viz.

Proposition 3.5. [6] For each family $K$ of fuzzy languages, $\Pi_{f}(K)=$ $\Theta_{f} \Delta_{f} \Phi_{f}(K)$.

Definition 3.6. A full Abstract Family of Fuzzy Languages or full AFFL is a nontrivial family of fuzzy languages closed under union, concatenation, Kleene $\star$, (possibly erasing) fuzzy homomorphism, inverse fuzzy homomorphism, and intersection with fuzzy regular languages. A full substitution-closed AFFL is a full AFFL closed under fuzzy substitution.

In many situations the following characterization of full AFFL happens to be more useful than the original definition.

Proposition 3.7. [6] A family $K$ of fuzzy languages is a full AFFL if and only if $K$ is a fuzzy prequasoid closed under fuzzy regular substitution (i.e., $\operatorname{Sûb}\left(K, \mathrm{REG}_{f}\right)$ $\subseteq K$ ), and under substitution in the regular fuzzy languages (i.e., Sûb $\left(\mathrm{REG}_{f}, K\right) \subseteq$ $K$ ).

Closely related to regular fuzzy languages is a kind of fuzzy finite automaton. The next definition and equivalence result is useful, and should not come as a surprise. A proof of this characterization can be found in [6].

Definition 3.8. A nondeterministic fuzzy finite automaton or NFFA is a 5 -tuple $M=\left(Q, \Sigma, \delta, q_{0}, F\right)$ where $Q$ is a finite fuzzy set of states, $\Sigma$ is an alphabet, $q_{0}$ is an element of $Q$ with $\mu\left(q_{0} ; Q\right)>0, F$ is a crisp subset of the crisp set $\{q \mid \mu(q ; Q)>0\}$, and $\delta$ is a fuzzy function of type $\delta: Q \times\left(\Sigma \cup\{\lambda\} \rightarrow \mathcal{P}_{f}(Q)\right.$. Note that $M$ may have $\lambda$-moves.

The fuzzy function $\delta$ is extended to $\delta^{\prime}: Q \times \Sigma^{\star} \rightarrow \mathcal{P}_{f}(Q)$ by $\delta^{\prime}(q, \lambda)=\delta(q, \lambda)$ and $\delta^{\prime}(q, \sigma \omega)=\bigcup\left\{\delta^{\prime}\left(q^{\prime}, \omega\right) \mid q^{\prime} \in \delta(q, \sigma)\right\}$ for all $q$ in $Q$.

The language $L(M)$ accepted by an NFFA $M$ is defined by $\mu(x ; L(M))=$ $\left.\bigvee\left\{\mu\left(q ; \delta^{\prime}\left(q_{0}, x\right)\right)\right) \mid q \in F\right\}$.

Proposition 3.9. A fuzzy language $L$ is regular if and only if $L$ is accepted by a nondeterministic fuzzy finite automaton.

## 4. Controlled Fuzzy Iteration Grammars

The notion of fuzzy $K$-iteration grammar is a straightforward modification of the definition of (ordinary) $K$-iteration grammar: we just replace the ordinary $K$ substitutions by fuzzy $K$-substitutions; cf. [1].

Definition 4.1. Let $K$ be a family of fuzzy languages. A fuzzy $K$-iteration grammar $G$ is a four-tuple $G=(V, \Sigma, U, S)$ where

- $V$ is an alphabet (the alphabet of $G$ );
- $\Sigma$ is an alphabet with $\Sigma \subseteq V$ (the terminal alphabet of $G$ );
- $S$ is a symbol in $V$ (the initial symbol of $G$ );
- $U$ is a finite set of fuzzy $K$-substitutions over $V$.

The fuzzy language $L(G)$ generated by $G$ is defined by

$$
L(G)=U^{\star}(S) \cap \Sigma^{\star}=\bigcup\left\{\tau_{p}\left(\ldots\left(\tau_{1}(S)\right) \ldots\right) \mid p \geq 0 ; \quad \tau_{i} \in U, \quad 1 \leq i \leq p\right\}
$$

The family of fuzzy languages generated by fuzzy $K$-iteration grammars is denoted by $H_{f}(K)$. For each $m \geq 1, H_{f, m}(K)$ is the family of fuzzy languages generated by fuzzy $K$-iteration grammars that contain at most $m$ fuzzy $K$-substitutions in $U$.

Definition 4.2. Let $\Gamma$ be a family of crisp languages and let $K$ be a family of fuzzy languages. A $\Gamma$-controlled fuzzy $K$-iteration grammar or fuzzy $(\Gamma, K)$-iteration grammar is a pair ( $G, M$ ) that consists of a fuzzy $K$-iteration grammar $G=(V, \Sigma, U, S)$ and a control language $M$, i.e., $M$ is a crisp language over the alphabet $U$. The fuzzy language $L(G, M)$ generated by $(G, M)$ is defined by

$$
L(G, M)=M(S) \cap \Sigma^{\star}=\bigcup\left\{\tau_{p}\left(\ldots\left(\tau_{1}(S)\right) \ldots\right) \mid p \geq 0 ; \quad \tau_{i} \in U, \tau_{1} \ldots \tau_{p} \in M\right\}
$$

The family of fuzzy languages generated by fuzzy ( $\Gamma, K$ )-iteration grammars is denoted by $H_{f}(\Gamma, K)$. And $H_{f, m}(\Gamma, K)$ is the family of fuzzy languages generated by fuzzy $(\Gamma, K)$-iteration grammars that contain at most $m$ fuzzy $K$-substitutions in $U$ ( $m \geq 1$ ).

Note that in Definitions 4.1 and $4.2 L(G)$ and $L(G, M)$, respectively, are defined in terms of union, intersection, concatenation and iterated function application for fuzzy sets; cf. Section 2 for the precise definitions of these fundamental concepts.

Clearly, we have that $H_{f}(K)=\bigcup\left\{H_{f, m}(K) \mid m \geq 1\right\}$ and $H_{f}(\Gamma, K)=$ $\bigcup\left\{H_{f, m}(\Gamma, K) \mid m \geq 1\right\}$ for each family $K$ of fuzzy languages and each family $\Gamma$ of crisp languages.

Example 4.3. Let $\mathcal{L}$ be the type-10 lattice of Example 2.2.(3).
(1) Consider the fuzzy FIN $_{f}$-iteration grammar $G=(V, \Sigma, U, S)$ defined by $\Sigma=\{a, b\}$, $V=\Sigma \cup\{S\}$, and $U=\left\{\tau_{1}, \tau_{2}\right\}$ where $\tau_{1}$ is an ordinary or crisp FIN-substitution with $\tau_{1}(S)=\{S S\}$ and $\tau_{1}(\alpha)=\{\alpha\}(\alpha \in \Sigma)$, whereas $\tau_{2}$ is a FIN $_{f}$-substitution with $\tau_{2}(S)=\{a, b\}, \tau_{2}(\alpha)=\{\alpha\}, \mu\left(b ; \tau_{2}(S)\right)=0.5$ and $\mu\left(a ; \tau_{2}(S)\right)=\mu\left(\alpha ; \tau_{2}(\alpha)\right)=1$ $(\alpha \in \Sigma)$.

Then $L(G)$ consists of all strings $w$ with length $2^{n}$ for some $n \geq 0$ and $\mu(w ; L(G))=$ $2^{-\#_{b}(w)} ; \#_{\sigma}(x)$ denotes the number of times that the symbol $\sigma$ occurs in the word $x$. Clearly, $c(L(G))=\left\{a^{2^{n}} \mid n \geq 0\right\}$ which is the set of strings that are obtained without making any "developmental error"; cf. the discussion in Section 1. A developmental
error occurs when $S$ changes into a $b$ rather than into an $a$; the quality of the string reduces to $50 \%$ of its previous value by each such erroneous replacement.
(2) Define the REG-controlled fuzzy FIN $_{f}$-iteration grammar or (REG, FIN $_{f}$ )iteration grammar ( $G, M$ ) where $G$ is as in (1) and $M=\left\{\tau_{1}^{2 k+1} \tau_{2} \mid k \geq 0\right\}$. Now $L(G, M)$ equals the set of all strings $w$ with length $2^{n}$ for some odd $n \geq 1$ and still we have $\mu(w ; L(G, M))=2^{-\# b(w)}$. Remark that $c(L(G, M))=\left\{a^{2^{n}} \mid n \geq 0, n\right.$ is odd $\}$. (3) We modify $(G, M)$ of (2) to a REG-controlled fuzzy REG $_{f}$-iteration grammar or (REG, REG $_{f}$ )-iteration grammar $\left(G_{1}, M\right)$ by redefining $\tau_{2}(S)$ to a REG $_{f}$-substitution with $\tau_{2}(S)=\{a\} \cup\left\{b^{k} \mid k \geq 1\right\}, \tau_{2}(\alpha)=\{\alpha\}$ for each $\alpha$ in $\Sigma, \mu\left(b^{k} ; \tau_{2}(S)\right)=2^{-k}$ for each $k \geq 1$ and $\mu\left(a ; \tau_{2}(S)\right)=\mu\left(\alpha ; \tau_{2}(\alpha)\right)=1(\alpha \in \Sigma)$. Then for all strings $x$ over $\{a, b\}$, we have $\mu\left(x ; L\left(G_{1}, M\right)\right) \geq \mu(x ; L(G, M)), L(G, M)$ is a proper subset of $L\left(G_{1}, M\right)$, but $c\left(L\left(G_{1}, M\right)\right)=c(L(G, M))$.

Since in Example $4.3 K$ equals $\mathrm{FIN}_{f}$ in both (1) and (2), $G$ may be called a fuzzy ETOL-system and ( $G, M$ ) a regularly controlled fuzzy ETOL-system.

Example 4.4. By taking concrete values for the parameter $K$ we obtain fuzzy analogues for some families of (ordinary or crisp) Lindenmayer languages; viz.

$$
\begin{array}{ll}
H_{f}\left(\mathrm{ONE}_{f}\right)=\mathrm{EDTOL}_{f}, & H_{f, 1}\left(\mathrm{ONE}_{f}\right)=\mathrm{EDOL}_{f} \\
H_{f}\left(\mathrm{FIN}_{f}\right)=\mathrm{ETOL}_{f}, & H_{f, 1}\left(\mathrm{FIN}_{f}\right)=\mathrm{EOL}_{f}
\end{array}
$$

Readers unfamiliar with L-systems are referred to [21] for the meaning of these abbreviations.

## 5. Elementary Properties

In this section we establish some basic properties of $\Gamma$-controlled fuzzy $K$-iteration grammars and their languages that already hold under very mild restrictions on the parameters $\Gamma$ and $K$. These results turn out to be very useful in proving more complicated and more interesting propositions to which the following two sections are devoted.

First we show that regular control does not extend the generating power of fuzzy $K$-iteration grammars; cf. Theorem 2.1 in [1].

Theorem 5.1. For each family $K$ of fuzzy languages, $H_{f}($ REG,$K)=H_{f}(K)$ provided $K \supseteq$ ONE.

Proof. Since $U^{*}$ is regular for each alphabet $U$, the inclusion $H_{f}(\operatorname{REG}, K) \supseteq$ $H_{f}(K)$ is obvious.

Conversely, let $(G, M)=(V, \Sigma, U, S, M)$ be an arbitrary fuzzy ( $\mathrm{REG}, K$ )iteration grammar where $M$ is accepted by a complete deterministic finite automaton $\left(Q, U, \delta, q_{0}, Q_{F}\right)$ with finite set of states $Q$, input alphabet $U$, transition function $\delta: Q \times U \rightarrow Q$, initial state $q_{0}$, and set of final states $Q_{F}$.

We define a new initial symbol $S_{0}$, a set of new nonterminal symbols $N_{\Sigma}=\left\{A_{a} \mid\right.$ $a \in \Sigma\}$, and a new alphabet $V_{0}=Q \cup V \cup\left\{S_{0}, F\right\} \cup N_{\Sigma}$. Define an isomorphism $\psi: V \rightarrow(V-\Sigma) \cup N_{\Sigma}$ by $\psi(a)=A_{a}(a \in \Sigma)$ and $\psi(A)=A(A \in V-\Sigma)$. The isomorphism $\psi$ is extended to words and to languages in the usual way. Remember that we assumed that each family of (fuzzy) languages is closed under isomorphism.

Define the fuzzy $K$-iteration grammar $G_{0}=\left(V_{0}, \Sigma, U_{0}, S_{0}\right)$ with $U_{0}=\left\{\tau^{\prime} \mid \tau \in\right.$ $U\} \cup\left\{\tau_{0}\right\}$. So for each fuzzy $K$-substitution $\tau$ in $U$ there is corresponding fuzzy $K$-substitution $\tau^{\prime}$ in $U_{0}$, defined by

$$
\begin{array}{ll}
\tau^{\prime}\left(S_{0}\right)=\left\{q_{0} S\right\}, & \mu\left(q_{0} S ; \tau^{\prime}\left(S_{0}\right)\right)=1 \\
\tau^{\prime}(\alpha)=\psi(\tau(\alpha)), & \\
\tau\left(A_{a}\right)=\psi(\tau(a)), & \\
\tau^{\prime}(q)=\left\{q^{\prime}\right\}, & \mu\left(q^{\prime} ; \tau^{\prime}(q)\right)=1 \\
\tau^{\prime}(\alpha)=\{F\}, & \mu\left(F ; \tau^{\prime}(\alpha)\right)=1
\end{array}
$$

for each $\alpha$ in $V-\Sigma$, for each $A_{a}$ in $N_{\Sigma}(a$ in $\Sigma)$, iff $\delta(q, \tau)=q^{\prime}(q$ in $Q)$, for each $\alpha$ in $\Sigma \cup\{F\}$.

The additional fuzzy $K$-substitution $\tau_{0}$ is defined as follows.

$$
\begin{array}{lll}
\tau_{0}(q)=\{\lambda\}, & \mu\left(\lambda ; \tau_{0}(q)\right)=1, & \text { for each } q \text { in } Q_{F}, \\
\tau_{0}(q)=\{F\}, & \mu\left(F ; \tau_{0}(q)\right)=1, & \text { for each } q \text { in } Q-Q_{F}, \\
\tau_{0}\left(A_{a}\right)=\{a\}, & \mu\left(a ; \tau_{0}\left(A_{a}\right)\right)=1, & \text { for each } A_{a} \text { in } N_{\Sigma}(a \text { in } \Sigma), \\
\tau_{0}(\alpha)=\{F\}, & \mu\left(F ; \tau_{0}(\alpha)\right)=1, & \text { for each } \alpha \text { in } V \cup\left\{S_{0}, F\right\} .
\end{array}
$$

This construction implies that for each string $x$ in $\Sigma^{\star}$, we have $\mu\left(x ; L\left(G_{0}\right)\right)=$ $\mu(x ; L(G, M))$, and hence $H_{f}(\mathrm{REG}, K) \subseteq H_{f}(K)$.

There exists a sort of reverse of Theorem 5.1 in the sense that all "productive" sequences of substitutions in a fuzzy $K$-iteration grammar $G$-i.e., those sequences that yield at least one terminal string $x$ with $\mu(x ; L(G))>0$ - form a regular language over $U$; cf. Definition 5.2, Theorem 5.3 and [24].

Definition 5.2. Let $G=(V, \Sigma, U, S)$ be a fuzzy $K$-iteration grammar. Then the Szilard language of $G$-denoted by $S z(G)$ - is

$$
S z(G)=\left\{\omega \in U^{\star} \mid \exists x \in \Sigma^{\star}: \mu(x ; \omega(S))>0\right\}
$$

The following theorem is the straightforward fuzzy counterpart of one of the main results in [24].

Theorem 5.3. If $G$ is a fuzzy $K$-iteration grammar, then its Szilard language $S z(G)$ is a regular language.

Proof. Let $G=(V, \Sigma, U, S)$ be a fuzzy $K$-iteration grammar. For each word $x$, we denote the set of all symbols that occur in $x$ by $\diamond(x)$; formally, $\diamond(x)=\bigcap\{\Sigma \mid \Sigma \subseteq$ $\left.\Sigma_{\omega}, \quad x \in \Sigma^{\star}\right\}$.

Consider the right-linear grammar $G_{0}=\left(V_{0}, U, P_{0}, S_{0}\right)$ where $V_{0}-U=\{X \mid X \subseteq$ $V\}, S_{0}=\{S\}$, and $P_{0}$ is defined by

$$
P_{0}=\left\{X \rightarrow \tau Y \mid \exists x, y \in V^{\star}: \diamond(x)=X, \diamond(y)=Y, \quad \mu(y ; \tau(x))>0\right\} \cup
$$

$$
\cup\{X \rightarrow \lambda \mid X \subseteq \Sigma\}
$$

Clearly, $L\left(G_{0}\right)$ is regular, and it is a routine matter to verify that $S_{0} \Rightarrow{ }_{G_{0}}^{\star} \omega$ with $\omega \in U^{\star}$ if and only if $\exists x \in \Sigma^{*}: \mu(x ; \omega(S))>0$.

Next we show that the number of fuzzy $K$-substitutions in a $\Gamma$-controlled $K$ iteration grammar can be reduced to two in case the parameters $\Gamma$ and $K$ satisfy some very simple conditions as in the corresponding crisp case; cf. [1].

Theorem 5.4. Let $\Gamma$ be a family of crisp languages closed under $\lambda$-free homomorphism, and let $K$ be a family of fuzzy languages with $K \supseteq$ SYMBOL. Then $H_{f, 2}(\Gamma, K)=H_{f, m}(\Gamma, K)=H_{f}(\Gamma, K)$ for each $m \geq 2$.

Proof. Of course, $H_{f, 2}(\Gamma, K) \subseteq H_{f, m}(\Gamma, K) \subseteq H_{f}(\Gamma, K)$ holds for each $m \geq 2$. So it remains to prove that $H_{f}(\Gamma, K) \subseteq H_{f, 2}(\Gamma, K)$.

Let $(G, M)=(V, \Sigma, U, S, M)$ be a fuzzy $(\Gamma, K)$-iteration grammar with $m(m \geq 3)$ fuzzy $K$-substitutions in $U$-say, $U=\left\{\tau_{1}, \ldots, \tau_{m}\right\}$ - and let for each $i(1 \leq i \leq m) \psi_{i}$ be the isomorphism defined by $\psi_{i}(\alpha)=\alpha_{i}$ ( $\alpha$ in $V$; each $\alpha_{i}$ is a new, unique symbol).

Construct the fuzzy $(\Gamma, K)$-iteration grammar $\left(G_{0}, M_{0}\right)=\left(V_{0}, \Sigma, U_{0}, S, M_{0}\right)$ with

- $V_{0}=V \cup\{F\} \cup\left\{\psi_{i}(\alpha) \mid \alpha \in V, 1 \leq i \leq m\right\}$,
- $U_{0}=\left\{\sigma_{1}, \sigma_{2}\right\}$ where the fuzzy $K$-substitutions $\sigma_{1}$ and $\sigma_{2}$ are defined respectively by

| $\sigma_{1}(\alpha)=\left\{\alpha_{1}\right\}$, | $\mu\left(\alpha_{1} ; \sigma_{1}(\alpha)\right)=1$, | $\alpha$ in $V$, |
| :--- | :--- | :--- |
| $\sigma_{1}\left(\alpha_{i}\right)=\left\{\alpha_{i+1}\right\}$, | $\mu\left(\alpha_{i+1} ; \sigma_{1}\left(\alpha_{i}\right)\right)=1$, | $\alpha$ in $V$ and $1 \leq i<m$, |
| $\sigma_{1}(\beta)=\{F\}$, | $\mu\left(F ; \sigma_{1}(\beta)\right)=1$, | $\beta$ in $\{F\} \cup\left\{\psi_{m}(\alpha) \mid \alpha \in V\right\}$, |
| $\sigma_{2}\left(\alpha_{i}\right)=\tau_{i}(\alpha)$, |  | $\alpha$ in $V$ and $1 \leq i \leq m$, |
| $\sigma_{2}(\beta)=\{F\}$, | $\mu\left(F ; \sigma_{2}(\beta)\right)=1$, | $\beta$ in $V \cup\{F\}$. |

- $M_{0}=h(M)$ where the homomorphism $h: U^{\star} \rightarrow U_{0}^{\star}$ is defined by $h\left(\tau_{i}\right)=\sigma_{1}^{i} \sigma_{2}$ $(1 \leq i \leq m)$.

An application of $\tau_{i}$ of ( $G, M$ ) is simulated by $i$ times applying $\sigma_{1}$ (by which each $\alpha$ is changed into $\alpha_{i}$ ) and a single application of $\sigma_{2}$ which carries out the actual simulation of $\tau_{i}$ and removes all subscripts from the symbols.

It is left to the reader to show that $\mu\left(x ; L\left(G_{0}, M_{0}\right)\right)=\mu(x ; L(G, M))$ for each $x$ over $\Sigma$. Hence $H_{f}(\Gamma, K) \subseteq H_{f, 2}(\Gamma, K)$.

Obviously, we can combine Theorems 5.1 and 5.4 to establish a similar result for the uncontrolled case. However, we can achieve this under weaker assumptions on $K$ by slightly modifying the proof of Theorem 5.4.

Corollary 5.5. If $K$ is a family of fuzzy languages with $K \supseteq$ SYMBOL, then $H_{f, 2}(K)=H_{f, m}(K)=H_{f}(K)$ for each $m \geq 2$.

Proof. Take $M$ and $M_{0}$ in the proof of Theorem 5.4 equal to $M=U^{\star}$ and $M_{0}=U_{0}^{\star}=\left\{\sigma_{1}, \sigma_{2}\right\}^{\star}$, respectively. Then for each $x$ in $\Sigma^{\star}, \mu\left(x ; L\left(G_{0}\right)\right)=\mu(x ; L(G))$ holds and, consequently, $H_{f}(K) \subseteq H_{f, m}(K) \subseteq H_{f, 2}(K)$. The converse inclusions are trivial.

We conclude this section with a few useful inclusion properties for which we need some additional terminology.

Definition 5.6. A family $\Gamma$ of crisp languages is closed under left marking [right marking] if for each language $L$ in $\Gamma$ with $L \subseteq \Sigma^{\star}$ for some $\Sigma$, and for each symbol $c$ not in $\Sigma$, the language $\{c\} L[L\{c\}$, respectively $]$ belongs to $\Gamma$. And $\Gamma$ is closed under full marking if $\Gamma$ is closed under both left and right marking. Frequently, we write $c L$ and $L c$ rather than $\{c\} L$ and $L\{c\}$, respectively.

Proposition 5.7. (1) Let $\Gamma$ be a family of crisp languages closed under right marking, and let $K$ be a family of fuzzy languages with $K \supseteq \mathrm{ONE}$. Then the inclusions $\Gamma \subseteq H_{f}(\Gamma, K)$ and $K \subseteq H_{f}(\Gamma, K)$ hold.
(2) Let $\Gamma$ be a family of crisp languages closed under (i) left or right marking, (ii) union or concatenation, and (iii) Kleene star. If $K$ is a family of fuzzy languages with $K \supseteq$ SYMBOL, then $H_{f}(K) \subseteq H_{f}(\Gamma, K)$.

Proof. (1) Consider an arbitrary crisp language $L_{0}$ over $U_{0}$ in the family $\Gamma$. Define the fuzzy $(\Gamma, K)$-iteration grammar $(G, M)=\left(V, U_{0}, U, S, M\right)$ with $U=U_{0} \cup\{\sigma\}$, $M=L_{0} \sigma$, and $U$ consists of fuzzy $K$-substitutions defined by

$$
\begin{array}{ll}
\tau(S)=\{\tau S\}, & \tau \in U_{0}, \\
\tau(\alpha)=\{\alpha\}, & \alpha \in U_{0}, \tau \in U_{0}, \\
\sigma(S)=\{\lambda\}, & \\
\sigma(\alpha)=\{\alpha\}, & \alpha \in U_{0} .
\end{array}
$$

All degrees of membership are equal to 1 (or to 0 in all other, unmentioned cases). So $(G, M)$ is actually a crisp ( $\Gamma, K$ )-iteration grammar with $L(G, M)=L_{0}$. Consequently, we have $\Gamma \subseteq H_{f}(\Gamma, K)$.

Similarly, let $L_{0}$ be a fuzzy language over $\Sigma$ and let $M_{0}$ be an arbitrary nonempty crisp language over $U_{0}$. We define the fuzzy $(\Gamma, K)$-iteration grammar $(G, M)=$ $(V, \Sigma, U, S, M)$ where $V=\Sigma \cup\{S\}, U=U_{0} \cup\{\sigma\}\left(\sigma \notin U_{0}\right), M=M_{0} \sigma$, and the fuzzy $K$-substitutions are defined by

$$
\begin{array}{lll}
\tau(\alpha)=\{\alpha\}, & \mu(\alpha ; \tau(\alpha))=1, & \alpha \in V, \tau \in U \\
\sigma(S)=L_{0}, & \mu(x ; \sigma(S))=\mu\left(x ; L_{0}\right), & \text { for all } x \text { over } \Sigma, \\
\sigma(\alpha)=\{\alpha\}, & \mu(\alpha ; \sigma(\alpha))=1, & \alpha \in \Sigma .
\end{array}
$$

Then $\mu(x ; L(G, M))=\mu\left(x ; L_{0}\right)$ for all $x$ over $\Sigma$, and thus $K \subseteq H_{f}(\Gamma, K)$.
(2) Let $G=(V, \Sigma, U, S)$ be an arbitrary fuzzy $K$-iteration grammar with $U=$ $\left\{\tau_{1}, \ldots, \tau_{n}\right\}$ and let $M_{0}$ be a nonempty crisp language over $U_{0}$ from $\Gamma$ such that $U \cap U_{0}=\oslash$. If the family $\Gamma$ is closed under union [concatenation], then the crisp language $M=\left(M_{0} \tau_{1} \cup M_{0} \tau_{2} \cup \ldots \cup M_{0} \tau_{n}\right)^{\star}$ [or $M=\left(\left(M_{0} \tau_{1}\right)^{\star}\left(M_{0} \tau_{2}\right)^{\star} \ldots\left(M_{0} \tau_{n}\right)^{\star}\right)^{\star}$, respectively] is also in $\Gamma$.

Finally, we define the fuzzy ( $\Gamma, K$ )-iteration grammar $\left(G_{1}, M\right)$ by $\left(G_{1}, M\right)=$ $\left(V, \Sigma, U_{1}, S, M\right)$ with $U_{1}=U \cup U_{0}$ and for each $\tau$ in $U_{0}$ and for each $\alpha$ in $V, \tau(\alpha)=\{\alpha\}$ with $\mu(\alpha ; \tau(\alpha))=1$. Then $\mu\left(x ; L\left(G_{1}, M\right)\right)=\mu(x ; L(G))$ for each $x$ over $\Sigma$ and, consequently, $H_{f}(K) \subseteq H_{f}(\Gamma, K)$.

## 6. The Main Results

In Section 1 we argued that in order to model developmental errors we should allow a countable rather than a finite number of productions in each table (or substitution). This resulted in the notion of $\Gamma$-controlled fuzzy $K$-iteration grammar and the corresponding language family $H_{f}(\Gamma, K)$.

In this section we address the question to which extend we can enlarge the family $K$ of fuzzy languages and still remain within the family $H_{f}(\Gamma, K)$. The answer (Theorem 6.1 and Corollaries 6.2, 6.3 and 6.4)) is rather surprising and implies that both families $H_{f}(\Gamma, K)$ and $H_{j}(K)$ possess very strong closure properties; this latter subject will be discussed in Section 7.

For families $\Gamma_{1}$ and $\Gamma_{2}$ of crisp languages, $\operatorname{Sûb}\left(\Gamma_{1}, \Gamma_{2}\right)$ denotes the family of crisp languages that results from substituting $\Gamma_{2}$-languages into $\Gamma_{1}$-languages, i.e., $\operatorname{Sûb}\left(\Gamma_{1}, \Gamma_{2}\right)=\left\{\tau(L) \mid L \in \Gamma_{1}, \tau\right.$ is a $\Gamma_{2}$-substitution $\}$. A family $\Gamma$ is closed under substitution if $\operatorname{Sûb}(\Gamma, \Gamma) \subseteq \Gamma$. Of course, these concepts are well-known special instances of Definition 3.3.

Theorem 6.1. Let $\Gamma_{1}$ and $\Gamma_{2}$ be families of crisp languages and let $\Gamma_{2}$ be closed under full marking, union or concatenation, and Kleene $\star$. If $K$ is a family of fuzzy languages with $K \supseteq$ ALPHA, then $H_{f}\left(\Gamma_{1}, H_{f}\left(\Gamma_{2}, K\right)\right) \subseteq H_{f}\left(\operatorname{Sûb}\left(\Gamma_{1}, \Gamma_{2}\right), K\right)$.

Proof. Consider an arbitrary $\Gamma_{1}$-controlled fuzzy $H_{f}\left(\Gamma_{2}, K\right)$-iteration grammar $(G, M)=(V, \Sigma, U, S, M)$, where each $\tau$ in $U$ is a fuzzy $H_{f}\left(\Gamma_{2}, K\right)$-substitution over $V$. For each such fuzzy $H_{f}\left(\Gamma_{2}, K\right)$-substitution $\tau$ in $U$ and each symbol $\alpha$ in $V$, we assume that $\mu(x ; \tau(\alpha))=\mu\left(x ; L\left(G_{\tau \alpha}, M_{\tau \alpha}\right)\right)$ holds for each $x$ over $V$. Here $\left(G_{\tau \alpha}, M_{\tau \alpha}\right)=$ $\left(V_{\tau \alpha}, V, U_{\tau \alpha}, S_{\tau \alpha}, M_{\tau \alpha}\right)(\tau \in U$ and $\alpha \in V)$ are fuzzy $\left(\Gamma_{2}, K\right)$-iteration grammars that have mutually disjoint nonterminal alphabets $V_{\tau \alpha}-V$ as well as mutually disjoint sets of fuzzy $K$-substitution names $U_{\tau \alpha}$.

We also assume that the fuzzy $\left(\Gamma_{2}, K\right)$-iteration grammars $\left(G_{\tau \alpha}, M_{\tau \alpha}\right)$ meet the following conditions: (i) for each $a$ in $V$ and each $\sigma$ in $U_{\tau \alpha}: \sigma(a)=\{a\}$ with $\mu(a ; \sigma(a))=1$, and (ii) if an intermediate string $\omega$ in a derivation due to ( $G_{\tau \alpha}, M_{\tau \alpha}$ ) contains a symbol of $V$, then for each $\sigma$ in $U_{\tau \alpha}: \sigma(\omega)=\{\omega\}$, while for all $u$ over $U_{\tau \alpha}$ and each $w$ over $V_{\tau \alpha}$, we have $\mu(\omega ; \sigma u(w))=\mu(\omega ; u(w))$. Otherwise, we introduce for each $a$ in $V$ a new nonterminal symbol $A_{a}$ and we replace each occurrence of $a$ in $\left(G_{\tau \alpha}, M_{\tau \alpha}\right)$ by $A_{a}$. Each fuzzy substitution is extended with $\sigma(\beta)=\{\beta\}$, $\mu(\beta ; \sigma(\beta))=1$ with $\beta \in V \cup\left\{F_{0}\right\}$, where $F_{0}$ is a new rejection symbol. Finally, we add a new fuzzy substitution $\varphi$ defined by

$$
\begin{array}{lll}
\varphi\left(A_{a}\right)=\{a\}, & \mu\left(a ; \varphi\left(A_{a}\right)\right)=1, & \text { for each } a \text { in } V \\
\varphi(a)=\{a\}, & \mu(a ; \varphi(a))=1, & \text { for each } a \text { in } V \cup\left\{F_{0}\right\}, \\
\varphi(\beta)=\left\{F_{0}\right\}, & \mu\left(F_{0} ; \varphi(\beta)\right)=1, & \text { for each } \beta \text { in } V_{\tau \alpha}-V
\end{array}
$$

and we replace the control language $M_{\tau \alpha}$ by $M_{\tau \alpha} \varphi$.
In order to show that the fuzzy language $L(G, M)$ belongs to the family $H_{f}\left(\operatorname{Sûb}\left(\Gamma_{1}, \Gamma_{2}\right), K\right)$, we construct a fuzzy ( $\left.\operatorname{Sûb}\left(\Gamma_{1}, \Gamma_{2}\right), K\right)$-iteration grammar $\left(G_{0}, M_{0}\right)=\left(V_{0}, \Sigma, U_{0}, S, M_{0}\right)$ such that $\mu\left(x ; L\left(G_{0}, M_{0}\right)\right)=\mu(x ; L(G, M))$ holds for each $x$ in $\Sigma^{\star}$. The definition of ( $G_{0}, M_{0}$ ) is as follows.

- $V_{0}=\bigcup_{\tau, \alpha}\left(V_{\tau \alpha} \cup\left\{S_{\tau \alpha}^{\prime}\right\}\right) \cup\{F\}$ where $F$ is a rejection symbol and each $S_{\tau \alpha}^{\prime}$ is a new nonterminal symbol associated with $S_{\tau \alpha}$. Remark that $S \in V$, and since $V \subseteq V_{\tau \alpha} \subseteq V_{0}$, we have $S \in V_{0}$.
- $U_{0}=\left\{\sigma_{0}\right\} \cup\left\{\sigma_{\tau} \mid \tau \in U\right\} \cup\left\{\sigma_{\tau \alpha k}^{\prime} \mid \sigma_{\tau \alpha k} \in U_{\tau \alpha}\right\}$.
- The fuzzy $K$-substitutions in $U_{0}$ are defined in the following way:
(a) For the initial fuzzy $K$-substitution $\sigma_{0}$ we have with degree of membership equal to 1 in all the following instances:

$$
\begin{array}{ll}
\sigma_{0}(\alpha)=\left\{S_{\tau \alpha}^{\prime} \mid \tau \in U\right\}, & \alpha \in V \\
\sigma_{0}(\alpha)=\{F\}, & \alpha \notin V
\end{array}
$$

(b) For each $\tau$ in $U$ the fuzzy $K$-substitution $\sigma_{\tau}$ is defined by

$$
\begin{array}{ll}
\sigma_{\tau}\left(S_{\tau \alpha}^{\prime}\right)=\left\{S_{\tau \alpha}^{\prime}, S_{\tau \alpha}\right\}, & \alpha \in V \\
\sigma_{\tau}(\alpha)=\{\alpha\}, & \alpha \in V \\
\sigma_{\tau}(\alpha)=\{F\}, & \alpha \notin V \cup\left\{S_{\tau \alpha}^{\prime}\right\}
\end{array}
$$

where all degrees of membership are again equal to 1 .
(c) For each fuzzy $K$-substitution $\sigma_{\tau \alpha k}$ from $U_{\tau \alpha}$ we define a corresponding fuzzy $K$-substitution $\sigma_{\tau \alpha k}^{\prime}$ by

$$
\begin{array}{lll}
\sigma_{\tau \alpha k}^{\prime}(\beta)=\sigma_{\tau \alpha k}(\beta), & & \beta \in V_{\tau \alpha} \\
\sigma_{\tau \alpha k}^{\prime}\left(S_{\tau \beta}^{\prime}\right)=\left\{S_{\tau \beta}^{\prime}\right\}, & \mu\left(S_{\tau \beta}^{\prime} ; \sigma_{\tau \alpha k}^{\prime}\left(S_{\tau \beta}^{\prime}\right)\right)=1, & \beta \in V \\
\sigma_{\tau \alpha k}^{\prime}(\beta)=\{F\}, & \mu\left(F ; \sigma_{\tau \alpha k}(\beta)\right)=1, & \text { otherwise. }
\end{array}
$$

- The control language $M_{0}$ is defined by $M_{0}=\gamma(M)$ where $\gamma$ is the $\Gamma_{2}$-substitution defined by

$$
\gamma(\tau)=M_{\tau}, \quad \tau \in U
$$

where the languages $M_{\tau}$ with $\tau \in U$ satisfy -assuming $V=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}-$

$$
\begin{array}{ll}
M_{+}=\sigma_{0}\left(\sigma_{\tau} M_{\tau \alpha_{1}} \cup \ldots \cup \sigma_{\tau} M_{\tau \alpha_{n}}\right)^{\star}, & \text { if } \Gamma_{2} \text { is closed under union, and } \\
M_{\tau}=\sigma_{0}\left(\sigma_{\tau} M_{\tau \alpha_{1}} \ldots \sigma_{\tau} M_{\tau \alpha_{n}}\right)^{\star}, & \text { if } \Gamma_{2} \text { is closed under concatenation. }
\end{array}
$$

Clearly, each language $M_{\tau}(\tau \in U)$ belongs to the family $\Gamma_{2}$.
Each step in any derivation according to the $\Gamma_{1}$-controlled fuzzy $\left(\Gamma_{2}, K\right)$-iteration grammar $(G, M)$ is simulated by a finite number of derivational steps of the fuzzy (Sûb $\left.\left(\Gamma_{1}, \Gamma_{2}\right), K\right)$-iteration grammar $\left(G_{0}, M_{0}\right)$ in the following way.

For each intermediate string in a derivation of $(G, M)$ there is an identical string over $V$ in the simulation by $\left(G_{0}, M_{0}\right)$. However, going from such a string to the next one over $V$-i.e., the actual simulation of the application of a fuzzy $\left(\Gamma_{2}, K\right)$ substitution $\tau$ from $U$ in a ( $G, M$ )-derivation- takes a finite number of steps controlled by the language $M_{\tau}$. So the simulation of a single step according to $\tau$ by $M_{\tau}$ proceeds as follows. First, all symbols $\alpha$ from $V$ are converted into $S_{\tau \alpha}^{\prime}$ by a single application of $\sigma_{0}$. Next an application of $\sigma_{\tau}$ checks whether all first indices of these primed initial symbols are indeed equal to $\tau$, otherwise at least one occurrence of the rejection symbol $F$ is introduced. Simultaneously, some of the occurrences of the primed initial symbols $S_{\tau \alpha}^{\prime}$ may be changed into their unprimed counterparts $S_{\tau \alpha}$. And symbols from $\bigcup_{\rho, \beta} V_{\rho \beta}-V$ are rewritten into the rejection symbol $F$. Obviously, the unprimed symbols $S_{\tau \alpha}$ start an actual derivation according to ( $G_{\tau \alpha}, M_{\tau \alpha}$ ), i.e., according to the fuzzy $K$-substitutions $\sigma_{\tau \alpha k}^{\prime}$ due to the control language $M_{\tau \alpha}$. Clearly, the definitions of $M_{\tau}$ and of $\sigma_{\tau}$ allow different occurrences of $S_{\tau \alpha}$ be rewritten under different control words from $M_{\tau \alpha}$. Finally, after the simulation of a $\tau$-step only occurrences of symbols from $V$ will survive the simulation of a subsequent $\tau^{\prime}$-step and contribute to the derivation of a possible terminal substring in the end.

By a long, straightforward correctness proof -which we leave to the interested reader- one can establish that for each string $x$ over $\Sigma$, we have $\mu\left(x ; L\left(G_{0}, M_{0}\right)\right)=\mu(x ; L(G, M))$, and, consequently, we have established the inclusion $H_{f}\left(\Gamma_{1}, H_{f}\left(\Gamma_{2}, K\right)\right) \subseteq H_{f}\left(\operatorname{Sûb}\left(\Gamma_{\mathbf{1}}, \Gamma_{2}\right), K\right)$.

Corollary 6.2. (1) Let $\Gamma$ be a family of crisp languages closed under full marking and under substitution that satisfies $\Gamma \supseteq$ REG. If $K$ is a family of fuzzy languages with $K \supseteq \mathrm{ALPHA} \cup \mathrm{ONE}$, then $H_{f}\left(\Gamma, H_{f}(\Gamma, K)\right)=H_{f}(\Gamma, K)$.
(2) Let $\Gamma$ be a family of crisp languages that is closed under full marking, union, concatenation, and Kleene $\star$. If $K$ is a family of fuzzy languages with $K \supseteq$ ALPHAU ONE, then $H_{f}\left(H_{f}(\Gamma, K)\right)=H_{f}(\Gamma, K)$.

Proof. (1) follows from Theorem 6.1 in which we take $\Gamma_{1}=\Gamma_{2}=\Gamma$, Proposition 5.7.(1), and the fact that a family of crisp languages is closed under union, concatenation, and Kleene $\star$ if and only if it is closed under substitution into the regular languages (Proposition 3.3.1 in [9]).
(2) is implied by (i) Theorem 6.1 (where we take $\Gamma_{1}$ and $\Gamma_{2}$ equal to REG and $\Gamma$, respectively), (ii) Theorem 5.1, (iii) Proposition 3.3.1 in [9] (as in the proof of
6.2.(1)), and finally (iv) the inclusion $H_{f}(\Gamma, K) \subseteq H_{f}\left(H_{f}(\Gamma, K)\right)$ due to Proposition 5.7(1).

Corollary 6.3. If $K$ is a family of fuzzy languages with $K \supseteq$ ALPHA $\cup$ ONE, then $H_{f}\left(H_{f}(K)\right)=H_{f}(K)$.

Proof. If we take $\Gamma$ equal to REG, then the result follows from Theorem 5.1 and Corollary 6.2.(2) immediately.

Corollary 6.4. $\mathrm{ETOL}_{f}=H_{f}\left(\mathrm{ETOL}_{f}\right)=H_{f}\left(H_{f}\left(\mathrm{FIN}_{f}\right)\right)=H_{f}\left(\mathrm{FIN}_{f}\right)$.
Proof. Example 4.4 and Corollary 6.3 with $K$ equal to $\mathrm{FIN}_{f}$.
This latter corollary shows that, in order to stay within the framework of $\mathrm{ETOL}_{f^{-}}$ languages (i.e., $H_{f}\left(\mathrm{FIN}_{f}\right)$-languages; cf. Example 4.4.), we have to restrict the infinite fuzzy sets $\tau(\alpha)$ consisting of developmental rules together with developmental errors to $\mathrm{ETOL}_{f}$-languages as $H_{f}\left(\mathrm{ETOL}_{f}\right) \subseteq \mathrm{ETOL}_{f}$; cf. the discussion in Section 1. Of course, a similar remark applies in the more general case (Corollary 6.3) but the extension from finite sets to countably infinite fuzzy sets is a more striking phenomenon.

## 7. Closure Properties

We already remarked that Theorem 6.1 and its corollaries imply that the families $H_{f}(\Gamma, K)$ and $H_{f}(K)$ of fuzzy languages possess very strong closure properties under minor assumptions and the families $\Gamma$ and $K$. In this section we first consider some simple closure properties (Lemmas 7.1 and 7.2 ) before we consider the more important ones (Theorem 7.5) due to our results from Section 6.

Lemma 7.1. Let $K$ be a family of fuzzy languages with $K \supseteq \mathrm{FIN}_{f}$, and let $\Gamma$ be a family of crisp languages closed under right marking. Then the families of fuzzy languages $H_{f}(K)$ and $H_{f}(\Gamma, K)$ are closed under fuzzy finite substitution.

Proof. Let $G=(V, \Sigma, U, S)$ be a fuzzy $K$-iteration grammar and let $\sigma: \Sigma \rightarrow \Delta^{*}$ be a fuzzy finite substitution. Without loss of generality we assume that the alphabets $\Sigma$ and $\Delta$ are disjunct.

Consider the fuzzy $K$-iteration grammar $G_{0}=\left(V_{0}, \Delta, U_{0}, S\right)$ where $V_{0}=V \cup \Delta \cup$ $\{F\}, U_{0}=\left\{\tau^{\prime} \mid \tau \in U\right\} \cup\left\{\sigma^{\prime}\right\}$ with

$$
\begin{array}{ll}
\sigma^{\prime}(\alpha)=\sigma(\alpha), & \alpha \in \Sigma, \\
\sigma^{\prime}(\alpha)=\{F\}, & \mu\left(F ; \sigma^{\prime}(\alpha)\right)=1, \\
\alpha \notin \Sigma
\end{array}
$$

and for each $\tau$ in $U$ we define

$$
\begin{array}{ll}
\tau^{\prime}(\alpha)=\tau(\alpha), & \alpha \in V \\
\tau^{\prime}(\alpha)=\{F\}, & \mu\left(F ; \tau^{\prime}(\alpha)\right)=1, \\
& \alpha \in \Delta \cup\{F\}
\end{array}
$$

Then for each string $x$ over $\Delta$, we have $\mu(x ; \sigma(L(G)))=\mu\left(x ; L\left(G_{0}\right)\right)$.
In the $\Gamma$-controlled case we depart from ( $G, M$ ) and we construct ( $G_{0}, M_{0}$ ) with $G_{0}$ as above and $M_{0}=\varphi(M)\left\{\sigma^{\prime}\right\}$ where $\varphi$ is the isomorphism that maps each $\tau$ on $\tau^{\prime}$.

Lemma 7.2. Let $K$ be a fuzzy prequasoid, and let $\Gamma$ be a family of crisp languages closed under full marking. Then the familes of fuzzy languages $H_{f}(K)$ and $H_{f}(\Gamma, K)$ are closed under intersection with regular fuzzy languages.

Proof. Let $G=(V, \Sigma, U, S)$ be a fuzzy $K$-iteration grammar, and let $R$ be a regular fuzzy language accepted by a nondeterministic fuzzy finite automaton ( $\left.Q, \Sigma, \delta, q_{0}, F\right)$; cf. Proposition 3.9.

Consider the fuzzy $K$-iteration grammar $G_{0}=\left(V_{0}, \Sigma, U_{0}, S_{0}\right)$ where $V_{0}=\Sigma \cup$ $\left\{S_{0}, F\right\} \cup\left\{\left[q, \alpha, q^{\prime}\right] \mid q, q^{\prime} \in Q, \alpha \in V\right\}, U_{0}=\left\{\sigma_{0}, \sigma_{1}\right\} \cup\left\{\tau^{\prime} \mid \tau \in U\right\}$, with

$$
\begin{array}{ll}
\sigma_{0}\left(S_{0}\right)=\left\{\left[q_{0}, S, q\right] \mid q \in F\right\}, & q \in F \\
\sigma_{0}(\alpha)=\{\alpha\}, & \alpha \in V_{0}-\left\{S_{0}\right\} \\
\sigma_{1}(\alpha)=\{\alpha\}, & \alpha \in \Delta \cup\left\{S_{0}, F\right\}
\end{array}
$$

the degrees of membership are equal to 1 for all these instances. But for

$$
\sigma_{1}\left(\left[q, \alpha, q^{\prime}\right]\right)=\left\{\alpha \mid q^{\prime} \in \delta(q, \alpha)\right\} \cup\{F\}, \quad \alpha \in V, q, q^{\prime} \in Q
$$

we have $\mu\left(\alpha ; \sigma_{1}\left(\left[q, \alpha, q^{\prime}\right]\right)\right)=\mu\left(q^{\prime} ; \delta(q, \alpha)\right)$ and $\mu\left(F ; \sigma_{1}\left(\left[q, \alpha, q^{\prime}\right]\right)=1\right.$.
For each $\tau$ in $U$, we define the fuzzy substitution $\tau^{\prime}$ over $V_{0}$ by

$$
\begin{aligned}
\tau^{\prime}\left(\left[q, \alpha, q^{\prime}\right]\right)= & \left\{\left[q, \alpha_{1}, q_{1}\right]\left[q_{1}, \alpha_{2}, q_{2}\right] \ldots\left[q_{n-1}, \alpha_{n}, q^{\prime}\right] \mid q_{1}, \ldots, q_{n-1} \in Q\right. \\
& \left.\alpha_{1} \alpha_{2} \ldots \alpha_{n} \in \tau(\alpha), n \geq 1\right\} \cup E\left(\left(\tau, \alpha, q, q^{\prime}\right), \quad \alpha \in V, q, q^{\prime} \in Q\right.
\end{aligned}
$$

with $E\left(\left(\tau, \alpha, q, q^{\prime}\right)=\right.$ if $\lambda \in \tau(\alpha)$ and $q=q^{\prime}$ then $\{\lambda\}$ else $\{F\}$. For the degrees of membership we have
$\mu\left(\left[q, \alpha_{1}, q_{1}\right] \ldots\left[q_{n-1}, \alpha_{n}, q^{\prime}\right] ; \tau^{\prime}\left(\left[q, \alpha, q^{\prime}\right]\right)\right)=\mu\left(\alpha_{1} \ldots \alpha_{n} ; \tau(\alpha)\right), \quad n \geq 1$, $\mu\left(\lambda ; \tau^{\prime}\left(\left[q, \alpha, q^{\prime}\right]\right)\right)=$ if $\lambda \in \tau(\alpha)$ and $q=q^{\prime}$ then $\mu(\lambda ; \tau(\alpha))$ else 0, $\mu\left(F ; \tau^{\prime}\left(\left[q, \alpha, q^{\prime}\right]\right)\right)=1$.

Since $K$ is a fuzzy prequasoid, it easy to show that each $\tau^{\prime}$ is a fuzzy $K$-substitution over $V_{0}$. The proof that for each string $x$ over $\Sigma, \mu\left(x ; L\left(G_{0}\right)\right)=\mu(x ; L(G) \cap R)$ holds is also left to the reader.

When $G$ is provided with a crisp control language $M$ from the family $\Gamma$, we construct $\left(G_{0}, M_{0}\right)$ with $M_{0}=\left\{\sigma_{0}\right\} \varphi(M)\left\{\sigma_{1}\right\}$, where $\varphi$ is as in the proof of Lemma 7.1.

We now turn to more complicated closure properties for fuzzy languages.
Definition 7.3. A family $K$ of fuzzy languages is closed under iterated fuzzy substitution if for each fuzzy language $L$ in $K$ over some alphabet $V\left(L \subseteq V^{*}\right)$, and each finite set $U$ of fuzzy $K$-substitutions over $V$, the language $U^{*}(L)$ defined by

$$
U^{\star}(L)=\bigcup\left\{\tau_{p}\left(\ldots\left(\tau_{1}(L)\right) \ldots\right) \mid p \geq 0 ; \quad \tau_{i} \in U, \quad 1 \leq i \leq p\right\}
$$

belongs to $K$.
A hyper-algebraically closed full Abstract Family of Fuzzy Languages, or full hyper$A F F L$ for short, is a full AFFL closed under nested iterated fuzzy substitution.

For a fuzzy prequasoid closure under iterated fuzzy substitution implies closure under many of the operations related to the notion of full AFFL; using Proposition 3.7, Definitions 7.3 and 3.6 it is straightforward to establish the following characterization.

Proposition 7.4. A family $K$ of fuzzy languages is a full hyper-AFFL if and only if $K$ is a fuzzy prequasoid and $H_{f}(K)=K$.

Each full hyper-AFFL is a full super-AFFL (i.e., a full AFFL closed under iterated nested fuzzy substitution; a substitution $\tau$ is nested if $\alpha \in \tau(\alpha)$ holds for each symbol $\alpha$.), and each full super AFFL is in its turn a full substitution-closed AFFL [5], but none of the converse implications holds.

Now we are ready for the main results of this section.
Theorem 7.5. If $K$ is a fuzzy prequasoid and if $\Gamma$ is a family of crisp languages closed under full marking, union, concatenation, and Kleene $\star$, then the family of fuzzy languages $H_{f}(\Gamma, K)$ is a full hyper-AFFL.

Proof. By Lemmas 7.1 and 7.2 we obtain the fact that $H_{f}(\Gamma, K)$ is a fuzzy prequasoid. Then by Proposition 7.4 and Corollary 6.2.(2) the result follows.

Theorem 7.6. (1) If $K$ is a fuzzy prequasoid, then $H_{f}(K)$ is a full hyper-AFFL. (2) For each arbitrary family $K$ of fuzzy languages, $H_{f} \Pi_{f}(K)$ is the smallest full hyper-AFFL that includes $K$.
(3) For each arbitrary family $K$ of fuzzy languages, $H_{f} \Theta_{f} \Delta_{f} \Phi_{f}(K)$ is the smallest full hyper-AFFL that includes $K$.

Proof. (1) The statement follows immediately from Lemmas 7.1 and 7.2 together with Corollary 6.3.
(2) Let $\hat{\mathcal{H}}_{f}(K)$ be the smallest full hyper-AFFL that includes $K$. By the inclusion $K \subseteq \hat{\mathcal{H}}_{f}(K)$ and the monotonicity of both $H_{f}$ and $\Pi_{f}$, we have $H_{f} \Pi_{f}(K) \subseteq$ $H_{f} \Pi_{f} \hat{\mathcal{H}}_{f}(K)$. According to Proposition 7.4 this yields $H_{f} \Pi_{f}(K) \subseteq \hat{\mathcal{H}}_{f}(K)$. Now Theorem 7.6.(1) implies that $H_{f} \Pi_{f}(K)$ is a full hyper-AFFL that includes $K$. Hence we obtain that $\hat{\mathcal{H}}_{f}(K)=H_{f} \Pi_{f}(K)$.
(3) By Theorem 7.6.(2) and Proposition 3.5.

By Proposition 7.4 we have that a family of fuzzy languages $K$ is a full hyperAFFL if and only if $\Pi_{f}(K)=K$ and $H_{f}(K)=K$. Consequently, the smallest full hyper-AFFL $\hat{\mathcal{H}}_{f}(K)$, that includes a family $K$ of fuzzy languages, equals $\hat{\mathcal{H}}_{f}(K)=$ $\bigcup\left\{w(K) \mid w \in\left\{\Pi_{f}, H_{f}\right\}^{\star}\right\}$ or, written equivalently, $\hat{\mathcal{H}}_{f}(K)=\left\{\Pi_{f}, H_{f}\right\}^{\star}(K)$. According Theorem 7.6.(2) this infinite set of strings over the alphabet $\left\{\Pi_{f}, H_{f}\right\}$ can be reduced to the single string $H_{f} \Pi_{f}$. Of course, a similar remark applies to Theorem 7.6.(3).

From the fact that FIN $_{f}$ is the smallest fuzzy prequasoid, Theorem 7.6.(1), Corollary 6.4, Example 4.4, and the monotonicity of the operator $H_{f}$ we obtain

Corollary 7.7. ETOL $_{f}$ is the smallest full hyper-AFFL.

## 8. Concluding Remarks

In the previous sections we extended the concept of $\Gamma$-controlled $K$-iteration grammar from [1] to its fuzzy analogue in order to model the phenomenon of "developmental error". Many of the results that we have established are straightforward generalizations of similar statements for the crisp case from [1], [24] once the language-theoretic operations -like homomorphism, substitution and concatenation- are extended in the right way for fuzzy languages; cf. Section 2 . On the other hand non-fuzzy versions of Theorem 6.1 and Corollary 6.2.(1) are proper generalizations of the main result in [1] which is more or less equivalent to the crisp counterpart of Corollary 6.2.(2).

Obviously, all our results apply to fuzzy ETOL languages as well; they are obtained by taking the parameter family $K$ of fuzzy languages equal to the family FIN $_{f}$ of finite fuzzy languages. The precise formulation of these statements for $\Gamma$-controlled $\mathrm{ETOL}_{f^{-}}$ languages are left to the interested reader.

In the definition of fuzzy $K$-iteration grammar each element in $U$ is an arbitrary fuzzy $K$-substitution over $V$. Restricting each $\tau$ in $U$ to a nested fuzzy $K$-substitution -i.e., $\mu(\alpha ; \tau(\alpha))=1$ for each $\alpha \in V$ - results in the concept of fuzzy context-free $K$-grammar; cf. [3], [4]. A further restriction to not-self-embedding nested fuzzy $K$ substitutions yields the notion of fuzzy regular $K$-grammar; cf. [5]. Both types of grammars have properties rather similar than those presented in this paper. Particularly with respect to closure properties there are many similarities and the question arises whether a uniform approach as the one in [2] for crisp languages is also possible for families of fuzzy languages. On the other hand there are some differences between fuzzy regular or context-free $K$-grammars and fuzzy $K$-iteration grammars. E.g., for fuzzy regular and fuzzy context-free $K$-grammars we can reduce the number of substitutions to 1 rather than to 2 (cf. Theorem 5.4), which implies that providing these grammars with a control language is probably not very challenging.

Next we return to a few matters discussed in Section 1. First, we want to reconsider the effect of developmental errors on the quality of the filament. In Section 1 we argued that each developmental error should properly change this quality, and therefore the underlying lattice-ordered structure $\mathcal{L}$ should possess an infinite number of elements. Clearly, the real closed interval $[0,1]$-even restricted to its computable or rational elements; cf. [8]- satisfies this condition, which is one reason for its popularity. But other instances of $\mathcal{L}$ may be useful too. E.g. in case we want to count symbols, i.e. to count cell states in filaments, the elements of $\mathcal{L}$ may be Parikh-vectors with $0=[0,0, \ldots, 0]$, and $1=[\infty, \infty, \ldots, \infty]$ as smallest and largest element in $\mathcal{L}$. Note that $\mathcal{L}$ has countably infinite elements too in this example.

Two examples of biologically motivated control languages have been mentioned in Section 1: the sequence of days and nights, and the sequence of seasons. Both sets of sequences are regular languages. So the obvious question is: are there any non-regular events in biology/nature? Other sets of sequences --like the proper order of the days in a week, of the months in a year-are unsuitable candidates: apart from being regular sets, they are also human artifacts rather than natural or biological events.
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#### Abstract

In this paper we explore forms of organization of rewriting systems which allow the systematic modelling of systems for human-computer interaction and the control of their dynamics. To this end we exploit tools from formal languages, adopting forms of parallel rewriting from L-systems tradition. Based on this formalisation, a notion of controlled rewriting is proposed where information about how to rewrite strings is embedded into the strings themselves or in properties of symbols. The main contribution of the paper is the introduction of a variety of families of L-systems with new control mechanisms in their rewriting relations. Hierarchies in the families are discussed and some relations among them presented. We also start the exploration of the closure properties of these language families. Finally, we discuss some relations among the proposed families of L-systems and families of grammar systems.


## 0. Introduction

The theory of grammar systems has been mainly originated by attempts to formalise within the theory of formal languages control mechanisms developed in the distributed/decentralised artificial intelligence and multi-agent systems fields (for a foundation, see [6]; for a survey of applications, see [18]).

Different types of grammar systems have been proposed, in particular cooperating distributed (CD) grammars were aimed at modelling the behaviour of a blackboard system, by having several grammars taking turns to rewrite a single string [5]. Forms of parallelism in the development of the activity of agents, in particular having agents which operate independently and report to a master, motivated Parallel Communicating Grammar Systems (PCGS) [29]. Different models of communication were also studied, based on communication upon request or upon command [10]. Research in artificial life led to the development of systems based on parallel rewriting, in particular combining the evolution of individual agents with their action on a common environment [9].

Starting from the basic models, several variants were considered to model specific forms of cooperation and of synchronisation among the action of the independent grammars in the system. For instance, partial or linear orders can be defined on the set of grammars forming a CD system [6], [24]; forms of synchronisation in the choice of rules can be imposed on CD systems in the form of teams [20], or on PCGS [27].

In this paper we explore forms of organisation of rewriting systems which allow the systematic modelling of systems for human-computer interaction and the control of their dynamics. To this end we exploit tools from formal languages, adopting forms of parallel rewriting from the L-system tradition. In particular, we will account for the simultaneous evolution of several strings, without necessarily having a notion of master string; we will adopt forms of parallel rewriting from the theory of L-systems and, again in the L-system tradition, we will drop the distinction between terminal and non terminal alphabets and will consider the possibility of having several strings as initial axioms [14]. Furthermore, we enrich symbols with properties, in the line of the use of attributed grammars as specification tools [17], [25]. In this way we gain in expressivity, as well as in generative power, with respect to traditional L-systems.

The evolution of an interactive system is modelled by considering the state of the different components of the system, as it evolves under commands issued by a user. We do not enter into details of implementation, but we propose to consider the components as individual agents in a population whose behaviour is controlled by mechanisms of constraints and synchronisation on their dynamics. These constraints can be at different levels: hierarchical, mutual, physical. From an abstract point of view, these constraints are modelled by mechanisms of stratification, grouping, fragmentation. A special case of stratification is defined by observation morphisms which produce the representation to a user of the state of a population of agents.

Based on this formalisation, a notion of controlled rewriting is proposed, different from those studied in classical formal language theory and based on some specific organisation and refinements of the sets of rules [11]. In the proposed approach, instead, information about how to rewrite strings is embedded into the strings themselves or in properties of symbols.

The main contribution of the paper is the introduction of a variety of families of L-systems with new control mechanisms in their rewriting relations. Hierarchies in the families are discussed and some relations among them presented. We also start the exploration of the closure properties of these languages. Finally, we discuss some relations among the proposed families of L-systems and families of grammar systems.

Paper organization. First, we present a scenario from a realistic case in the development of interactive systems for scientific purposes. Then we formalise the notions introduced in the scenario in terms of systems of L-systems. In Section 3 we give details on the mechanisms of regulation in rewriting and in Section 4 we compare them with notions from grammar systems theory. Finally, the conclusions draw some lines for further research.

## 1. Scenario

In this Section we illustrate by an example how mechanisms which control the interleaving and synchronisation of several rewriting systems model the definition and use of a human-computer interactive environment.

Some preliminary definitions are needed. An image is a $2-\mathrm{D}$ string. A tile is a $2-\mathrm{D}$ substring of an image. Hence, an image is seen as the composition of one or more tiles of different size. A tile language is a set of images built from the juxtaposition of tiles.

Tile languages have been formally introduced and studied as an extension of formal language theory to the two-dimensional case. In particular, the problem of recognising picture languages by finite state mechanisms has been studied [12], [15]. Here, we are only interested in the use of tile languages as a tool for layout definition, rather than in studying their properties in the usual terms of formal language theory.

The scenario: a scientist prepares his/her electronic document for programming the simulation of a galaxy evolution, studying the galaxy behaviour and documenting both the programming and the simulation activity.

To this end s/he uses a system of L-systems, presented in Appendix 1: one, the Screen Tile Language (STL), to define the organisation of the interface; the others to describe the set of data which must be displayed by the interface at any instant. Hence, the string describing the interactive system is organised into two strata: the first describing the organisation of the interface layout; the second describing the different sets of data. In turn, each stratum is organised into fragments. Each fragment in the first stratum is a tile defining a different part of the interface; each fragment in the second stratum defines a different set of data.

In practice, the scientist first specifies the layout of the electronic document as a sentence in STL, defined by the L-system reported in Appendix 1A. S/he decides to work with two windows, each one showing a different plausible evolution of the galaxy under study. Then $s /$ he starts the processes of naming the two windows and simulating the galaxy evolution (L-system of Appendix 1B). To this end, s/he initialises each fragment in the second stratum with the appropriate axiom, thus also determining the rules used in the subsequent rewriting process. The decision of which L-system to use in each fragment is non-deterministic and depends on scientist interaction.

This process is exemplified in Appendix 2, showing the derivation up to the third step of galaxy evolution. A function mat materialises the description as an image on the screen [2]. Figure A1 schematises the images which appear on the screen after each derivation step.

The use of systems of L-systems also opens the possibility of describing how the interface can be adapted to user needs during the simulation, without losing the results already obtained. Suppose that during the simulation the scientist realises that the document clarity can be improved by adding a new window which represents the galaxy by a different convention and grouping the two windows so that when scrolling one of the two, the other is similarly scrolled. In this way corresponding pixels in the two images represent the same element of the galaxy. In this case, $\mathrm{s} / \mathrm{he}$ suspends the simulation, goes back to the use of the tile language, adapts the electronic document and restarts his/her work without losing the previously obtained results. The same applies if the user has only modified the size or some other property of a window. This is possible because when several strata are used, rules for each stratum evolution are applied in an interleaved way. The stratified organisation is left untouched. New fragments have been generated at the first stratum to accommodate the new window and its title. A new fragment has been generated at the second stratum, which defines
the content of the new window. Due to lack of space, the Appendix does not report the rules to manage these situations, discussed in [4].

The L-Systems of Appendix 1 are not deterministic both at syntactic and semantic level, as shown for example by the splitting rules. The syntax specifies that a tile can be split in two horizontal or vertical subtiles. The semantics indicate that the type of a tile is associated with a specific subset of types and not only one. Again, this form of non-determinism is resolved in interactive systems by an interaction with the user.

The description of the whole interactive environment as a system of L-systems drives its implementation as a Cooperative Visual Environment, [1].

## 2. Systems of L-Systems

In the next Section we explore several augmentations on the classical structure of 0 L -systems. In particular, we consider families of rewriting systems that model the evolution of populations of agents under the influence of the environment. Each agent is modelled through a symbol from a finite alphabet.

This marks a difference with the classical approach of grammar systems, where each individual agent is modelled by associating it with a grammar. In grammar systems, the agents operate on a common support (case of CD), or provide information to a master (case of PCGS). We give a first extension to the classical theory of formal languages and L-system, by augmenting symbols with attributes. Moreover, we consider four basic extensions. First, we use attributes to assign properties to symbols and to condition their evolution on the values of these attributes. This models the independent evolution of agents. It is observed that this allows the generation of a richer family of languages than in classical 0L systems [14]. Second, we consider the possibility of coordinating the evolution of several strings on different alphabets in which symbols are subject to different sets of rules. This models the possibility of considering the evolution of a system under different levels of detail and allows the introduction of a notion of observation. Third, we consider the evolution of a single string where a fragment structure is imposed on the string and different sets of rules are used in different fragments. This models the effect of the environment on the independent evolution of individual agents. Finally, the evolution of a string is studied when constraints are imposed on the simultaneous application of rules to different symbols. This models forms of cooperation or competition in the evolution of populations of agents.

We assume that the reader is familiar with the theory of formal languages and we just give some basic definitions.

A 0 L -system is a construct $0 L=\langle T, A x, P, \Longrightarrow\rangle$, where $T$ is a finite alphabet of symbols, $A x$ is a finite collection of strings on $T$, i.e. $A x \subseteq T^{*}, P$ is a finite collection of rules of the form $x \rightarrow \omega$, with $x \in T$ and $\omega \in T^{*}$. The constraint holds that $\forall x \in T, \exists(x \rightarrow \omega) \in P$ for some $\omega$. The rewriting relation $\Longrightarrow \subset T^{*} \times T^{*}$ holds between two strings $x$ and $z$ such that $z$ can be obtained from $x$ by simultaneously substituting all symbols in $x$ as allowed by the given rules, i.e. $x \Longrightarrow z$ iff $x=$ $a_{1}, \ldots, a_{n}, z=\beta_{1}, \ldots, \beta_{n}$ and $a_{i} \rightarrow \beta_{i} \in P$ for each $a_{i}$. The language generated by a 0 L system is the set $L=\left\{x \mid \exists y \in A x, y \Longrightarrow{ }^{*} x\right\}$.

In the above formulation the axioms belong to the generated language, in the following we will adopt the same conventions as above to define the generated languages for any type of system.

0L-systems with attributes are defined following the tradition of associating semantics with syntax, introduced by Knuth [21]. An attributed 0 L -system is a construct $a 0 L=\langle T, A x, P, A t, D, \Phi, \Longrightarrow\rangle$, where $T$ and $P$ are as above, $A t=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$ is a finite set of attributes, $D=\left\{D_{1}, \ldots, D_{k}\right\}$ is a finite set of domains, one for each element of $A t, \Phi$ a set of functions of the form $f: D_{i_{1}} \times \ldots \times D_{i_{s}} \rightarrow D_{i_{k}}$. With each symbol $x \in T$ a finite set of attributes $A t(x) \subset A t$ is associated. We will indicate the attribute $\alpha$ of the symbol $x$ with $x . \alpha$. Ax is a set of strings on $T$ with an initial assignment of properties to attributes of symbols in the string. With each rule $x \rightarrow \omega \in P$, a finite set of functions $r_{p} \subset \Phi$ is associated (called semantic rule) which computes the values of the attributes of the elements in $\omega$ based on the values of the attributes of $x$. The rewriting relation is augmented with the prescription that the application of a rule is always followed by the evaluation of the associated semantic rule. The language defined by an attributed 0 L -system is the set of strings on the alphabet $T$ derived from an axiom (i.e. in the definition of the language the value of attributes is not accounted for). In the following we omit the 0 from the definition of L-systems. In any case the treatment will be restricted to the 0L case.

## 3. Control Mechanisms for Rewriting

In this Section we describe control mechanisms that generalise those introduced in the Appendices.

### 3.1. Conditioning

The use of attributes can affect the definition of the generated language, if the rewriting relation is extended so that the application of a rule is guarded by the satisfaction of a condition. This allows context to be taken into account on a contextfree structure of rules. As an example, most of the rules presented in Appendix 1 are conditioned.

An attributed L-system with conditions is a construct caL $=\langle T, A x, P, A t, D$, $\Phi, \Gamma, \Longrightarrow\rangle$ where $T, A x, A t, P, D$, and $\Phi$, are as in the definition of $a L$ systems. $\Gamma$ is a set of predicates, comprising the constant predicates true and false. $\forall p \in$ $P, \exists \gamma \in \Gamma, \gamma: D_{i_{1}} \times \ldots \times D_{i_{s}} \rightarrow\{$ true, false $\} . \gamma$ is called the condition of the rule. The relation $\Longrightarrow$ specifies that rules in $P$ are applied in parallel and that a rule is applied only if the associated condition is satisfied. Formally, $\Longrightarrow \subset T^{*} \times T^{*}$ holds between two strings $x$ and $z(x \Longrightarrow z)$ iff $x=a_{1}, \ldots, a_{n}, z=\beta_{1}, \ldots, \beta_{n}$, and, for each $a_{i}:$ 1) $\left.\exists\left(a_{i} \rightarrow \beta_{i}\right) \in P, 2\right)$ the condition associated with this rule is $\gamma: D_{i_{1}} \times \ldots \times D_{i_{s}} \rightarrow\{$ true, false $\left.\}, 3\right)$ the set of attributes of $a_{i}$ includes the subset $\left\{\alpha_{i_{1}}, \ldots, \alpha_{i_{s}}\right\}$, and 4) $\gamma\left(a_{i} \cdot \alpha_{i_{1}}, \ldots a_{i} \cdot \alpha_{i_{s}}\right)=$ true. The semantic rule is then evaluated to assign values to each symbol in each $\beta_{i}$. In the following we will adopt a notation for conditional attributed rules which synthesises their syntactic, semantic and condition components. In particular, a rule

$$
\begin{aligned}
& a \rightarrow x_{1} \ldots x_{m} \gamma\left(a . \alpha_{c_{1}}, \ldots, a . \alpha_{c_{k}}\right) \\
& x_{1}, \alpha_{1_{1}}=f\left(a . \alpha_{s_{11}}, \ldots, a . \alpha_{s_{1} r}\right) ; \ldots ; x_{m} . \alpha_{k_{m}}=f\left(a . \alpha_{s_{m 1}}, \ldots, a . \alpha_{s_{m r}}\right)
\end{aligned}
$$

is written

$$
\left(\mathbf{a}, a . \alpha_{h_{1}}, \ldots, a . \alpha_{h_{k}}\right) \rightarrow\left(\mathbf{x}_{1}, \alpha_{1_{1}}, \ldots, \alpha_{\mathbf{1}_{s}}\right) \ldots\left(\mathbf{x}_{\mathbf{m}}, \alpha_{m_{1}}, \ldots \alpha_{m_{s}}\right)
$$

where $\left\{\alpha_{h_{1}}, \ldots, \alpha_{h_{k}}\right\}=\left\{\alpha_{c_{1}}, \ldots, \alpha_{c_{k}}\right\} \cup \bigcup_{i=1}^{m} \bigcup_{j=1}^{r}\left\{\alpha_{s_{i j}}\right\}$.

The rules in the Appendix are instead written in the first form.
Claim 3.1.1. The L-system $c a L=\langle\{a, b, c\}, A x, P,\{g e n\}, \mathbf{N}, \Phi, \Gamma, \Longrightarrow\rangle$, with $A x=\{(\mathbf{a}, 0)(\mathbf{b}, 0)(\mathbf{c}, 0)\}$ and $P=\{(a, 0) \rightarrow(\mathbf{a}, 1)(\mathbf{a}, 0),(\mathbf{b}, 0) \rightarrow(\mathbf{b}, 1)(\mathbf{b}, 0),(\mathbf{c}, 0) \rightarrow$ $(\mathbf{c}, 1)(\mathbf{c}, 0),(\mathbf{a}, 1) \rightarrow(\mathbf{a}, 1),(\mathbf{b}, 1) \rightarrow(\mathbf{b}, 1),(\mathbf{c}, 1) \rightarrow(\mathbf{c}, 1)\}$ generates the language $\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}$.

Here, the synchronisation of string evolution is achieved by having in the string, at each step, only one instance, for each type of symbol, which is able to reproduce.

This models systems where individual agents have a limited capacity of reproduction. Different capacities can generate languages $\left\{a^{n k} b^{n k} c^{n k} \mid n \geq 1\right\}$, with $k$ any number. In this model agents never disappear. More sophisticated behaviours can be obtained with agents with limited resources, modelled by letting symbols disappear when properties reach a certain value.

### 3.2. Stratification

In a string-stratified rewriting system several strings evolve together with mutual constraints on their evolution. This concept is the counterpart in terms of strings of the notion of stratified grammar systems, where sets of rules are ordered and the derivation of a single string occurs starting with the application of rules in the first set and ends with the application of rules in the last set, respecting the ordering of the sets [8]. Here, each generation step involves the evolution of all the strata, in a prescribed way. As an example, process generating rules in Appendix 1A are used to start a new process in a different stratum.

A string-stratified (from here on simply stratified) L-system is a construct $s L=\left\langle\left(T_{1}, A x_{1}, H P_{1}, V P_{1}, \Longrightarrow_{1}, \Downarrow_{1}\right), \ldots,\left(T_{n}, A x_{n}, H P_{n}, V P_{n}, \Longrightarrow_{n}, \Downarrow_{n}\right)\right\rangle$, where, for $i=1, \ldots, n, T_{i}$ is an alphabet, $A x_{i}$ is a set of axioms, $H P_{i}$ is a collection of intrastratum (horizontal) rules, $V P_{i}$ is a collection of inter-stratum (vertical) rules, from symbols in the alphabet $T_{i}$ into strings in the alphabets $T_{i-1}$ or $T_{i+1}, \Longrightarrow_{i}$ and $\Downarrow_{i}$ are the horizontal and vertical direct generation relation for the $i$-th stratum respectively. Conditions, if any, can regard symbols in the same stratum or in adjacent strata (the lower and the upper one).

The case in which no attributes (and a fortiori no conditions) are considered and only two strata are present reduces to the case of 0 L -systems with coding [29].

Each stratum is equipped with a direct generation relation for the intra-stratum rules. For each stratum a metarule specifies when to apply the inter-stratum rules. Intra stratum rules are applied in parallel and each stratum is rewritten when no generation can be performed in any other stratum. Two basic definitions can be adopted for the generated language: either consider the language formed by the vector of the strings, or consider the language of the strings at some designated level. Languages formed by specific configuration of strings can be defined. Moreover, languages of strings of one level can be defined using strings of other levels as control words.

A stratification mechanism allows the formalisation of observation as a mapping from a stratum to the lower one. An observational stratified L-system os $L$ is a stratified system with the limitation that no condition is admissible from a lower stratum to an upper one.

In an os $L$-system the relation $\psi_{1}$ is such that the string at the first level is not modified (except possibly for the modification of attributes) by the application of inter-strata rules. This reflects an assumption of non-destructive observation.

For the other levels, instead, observation is destructive, so that each symbol in the
stratum above is deleted when a vertical rule is applied. (Indeed, strings in strata different from the first are valid only until a new observation is performed, while the first stratum provides the dynamics of the observed phenomenon). For reasons of homogeneity, the existence of vertical rules $x \downarrow x$ for each $x$ is assumed for the string at the lowest level in the observation hierarchy.

As an example, consider the following conditional attributed observational stratified system on the one-letter alphabet $T=\{a\}$ and using the single attribute gen with domain the set of natural numbers.

I intra-stratum rules: $\quad\{(\mathbf{a}, 0) \rightarrow(\mathbf{a}, 0)(\mathbf{a}, 3),(\mathbf{a}, n) \rightarrow(\mathbf{a}, n+2)$; with $n \neq 0\}$, inter-strata rules: $\quad\{(\mathbf{a}, n) \downarrow(\mathbf{a}, n)\}$,
II intra-stratum rules: $\{(\mathbf{a}, 0) \rightarrow(\mathbf{a}, 0) ;(\mathbf{a}, n) \rightarrow(\mathbf{a}, n-1)\}$, with $n \neq 0$, inter-strata rules: $\quad\{(\mathbf{a}, 0) \downarrow a\}$,
III intra-stratum rules: $\{a \rightarrow a\}$.
The rewriting relation prescribes that rules from the first to the second stratum be applied after each step; rules from the second to the third stratum are applied when no more rules (different from identity) are applicable at the second stratum. This generates the language $\left\{a^{n^{2}} \mid n \geq 1\right\}$, which is an EDT0L language. The control mechanism here introduced is similar to the $t$-mode of derivation in the formalism of grammar systems, in which a grammar continues to apply rules as long as it can do so [6]. The difference lies in the fact that we are dealing with parallel rewriting and we consider to have identity rules always available.

### 3.3. Fragmentation

An $n$-fragmented string on an alphabet $T$ is a string $\alpha_{1} \# \ldots \# \alpha_{n} \#$, where $\alpha_{i} \in T^{*}$ for $i=1, \ldots, n$ and $\#$ is a separator symbol not in $T$. As an example, process generating rules in Appendix 1A create fragments in the lower stratum which are initialised with different axioms.

### 3.3.1. Fixed number of fragments

An $n$-fragmented $\mathrm{L}_{\text {-system }}$ is a construct $f L_{n}=\langle T \cup\{\#\}, A x, P, \mu, \Longrightarrow\rangle$, where $T$ is a set of symbols, $T \cap\{\#\}=\emptyset, A x=A x_{1} \# \ldots A x_{n} \#$ and each $A x_{i}$ is a finite set of strings from $T^{*}, P=\left\{P_{1}, P_{2}, \ldots, P_{m}\right\}$ is a collection of sets of rules, with $P_{i} \subset T \times T^{*}$, and $\mu:\{1, \ldots, n\} \rightarrow P$ is a function associating a set of rules from $P$ with each fragment. Symbols in the same fragment are rewritten only by rules in the same set (in the original formulation by Mayoh [22], $\mu$ is implicitly assumed as $\mu: \mathbf{N} \times\{\mathbf{1}, \ldots, \mathbf{n}\} \rightarrow \mathbf{P}$, letting the association vary at each step of derivation). $n$ is called the degree of frgmentation of $f L_{n}$.

The direct generation relation is defined as follows: $x \Longrightarrow y$ iff $x=$ $\alpha_{1} \# \alpha_{2} \# \ldots \# \alpha_{n} \#, y=\beta_{1} \# \beta_{2} \# \ldots \# \beta_{n} \#$ and for $i=1, \ldots, n, \alpha_{i} \Longrightarrow_{\mu(i)} \beta_{i}$. As usual, the language generated by a rewriting system with fragments is the set of strings obtained by hiding the symbols \#. This can be formulated in the context of observational stratified systems, by considering the interstrata rules $x \downarrow x, \forall x \in T$ and $\# \downarrow \lambda$. As an example, consider the system $f L=\langle\{a, \#\},\{a \# a \#\},\{\{a \rightarrow a a\}$, $\{a \rightarrow a\}\}, \mu, \Longrightarrow\rangle$, where $\mu$ is defined by the pairs $\left(1, P_{1}\right),\left(2, P_{2}\right)$. This generates the language $\left\{a^{1+2^{n}} \mid n \geq 1\right\}$, which is not a 0 L language.

### 3.3.2. Migration

Let us consider the case in which symbols are allowed to migrate from one fragment to another. Migration is modelled as the disappearing of one symbol in a fragment and
its reappearing in another. We assume that only one symbol per fragment can migrate at a time, namely the one adjoining to a separator symbol. To restrict migration to such a symbol, we must enrich the 0L scheme with special rules for migration.

A fragmented L-system with migration is a construct $m f L=\langle T \cup\{\#\}, A x$, $P, \mu, M, \Longrightarrow$, where $T, P, A x$ and $\mu$ are the same as for $f L$-systems, and $M$ is a set of migration rules. Let $T_{M} \subset T$ be the set of symbols which are allowed to migrate, $M \subset T_{M}\{\#\} \times\{\#\} T_{M}$. Each rule in $M$ has the form $x \# \rightarrow \# x$, for any $x \in T_{M}$. In the following we consider $T_{M}=T$.

The rewriting relation $\Longrightarrow$ is defined as follows. Let $\Longrightarrow_{P}$ denote the rewriting relation of fragmented $L$ systems as discussed above, with application of rules only from $P$. Let $\Longrightarrow_{M}$ be defined as follows: $x \Longrightarrow_{M} y$ if $x=\alpha_{1} x_{1} \# \alpha_{2} x_{2} \# \ldots \# \alpha_{n} \#$, $y=\alpha_{1} \# \beta_{2} \# \ldots \# \beta_{n} \#$, and $\beta_{i}=x_{i-1} \alpha_{i}$ if $\left(x_{i} \# \rightarrow \# x_{i}\right),\left(x_{i-1} \# \rightarrow \# x_{i-1}\right) \in M$, and $\alpha_{i} \in T^{*}, x_{i} \in T$, for $i=1, \ldots, n$. Here we consider the deterministic case in which a migration rule is forced to occur for all fragments. Then $x \Longrightarrow y$ iff a string $z$ exists such that $x \Longrightarrow_{P} z$ and $z \Longrightarrow_{M} y$. In other words, a rewriting step is composed of an evolution step and a migration step. The language generated by an L-system with migration is therefore the set of strings generated after a migration step.

Two variants can be considered as regards migration from the last fragment. In the mode described above, called blocking and denoted by $b$, no migration is possible from the last fragment. Otherwise, in the leaping mode, denoted by $l$, migration from the last fragment results into the deletion of the migrating symbol. In the following we consider only the $l$-mode.

Let $L(f L)$ be a language generated by a fragmented L-system $f L$. It can be expressed as $L(f L)=\bigcup_{i=1}^{\infty} L_{i}$, where each $L_{i}$ is the set of strings which can be generated in $i$ steps from an initial string. The language $L^{\prime}=L(m f L)$ generated by the system $m f L$, obtained by adding migration to $f L$, is defined as follows: $L(m f L)=\bigcup_{i=1}^{\infty} L_{i}^{\prime}$, where $L_{i}^{\prime}=\left\{\sigma \mid \exists \zeta=\alpha_{1} \alpha_{2} \ldots \alpha_{n} \in L_{i}\right.$ and $\sigma=\beta_{1} \beta_{2} \ldots \beta_{n}$, with each $\left.\beta_{j}=x_{0} h\left(x_{1}\right) \ldots h^{i-1}\left(x_{i-1}\right) \operatorname{Pref}\left(i, \alpha_{j}\right)\right\}$ and $h^{k}(x)$ indicates one of the possible strings generated in $k$ steps starting with a symbol $x$. Each $x_{k}$ indicates the symbol which is migrated to a fragment $k$ steps before. In particular $x_{0}=\operatorname{last}\left(\alpha_{i-1}\right)$ and $x_{k}=\operatorname{last}\left(\alpha_{i-1}^{n-k}\right)$ where $\alpha_{i-1}^{n-k}$ indicates the state of fragment $\alpha_{i-1}$ at the derivation step $n-k$.

Claim 3.3.2.1. The 3 -fragmented L-system with migration on a one-letter alphabet $m f L=\left\langle\{a, \#\},\{a \# a \# a \#\},\{\{a \rightarrow a a\},\{a \rightarrow a a a\}\}\left\{\left(1, P_{1}\right),\left(2, P_{2}\right),\left(3, P_{1}\right)\right\}\right.$, $\{a \# \rightarrow \# a\}, \Longrightarrow$ generates the language $\left\{a^{3^{n}} a^{2^{n}+1} \mid n \geq 1\right\}$. This language is obtainable by a 3 -fragmented one-letter 0 L -system (without migration) only if one of the fragments has only the trivial rule $a \rightarrow a$. It is not obtainable from a one-letter 0 L -system.

Consider now the case in which $\mu$ is defined by the pairs $\left(1, P_{2}\right),\left(2, P_{2}\right),\left(3, P_{1}\right)$. The resulting language is $\left\{a^{g(n)} a^{3^{n}} a^{h(n)} \mid n \geq 1\right\}$, where $g(n)$ is defined recursively as follows: $g(0)=1, g(n)=(3 \times g(n-1))-1$, and $h(n)$ is $h(0)=1, h(n)=1+2 \times h(n-1)$.

This is not obtainable by any 0L-system without migration. Actually, for oneletter alphabets, the case with migration reduces to the case without migration if and only if the first and last fragment are rewritten by the same set of rules. Indeed, for all other fragments the incoming symbol compensates the outgoing symbol, while the first is not compensated by anyone and the last fragment only receives contributions from the fragment before.

### 3.3.3. Dynamic generation of fragments

Let us now consider the case in which fragments can be generated dynamically, through rules of the type $\# \rightarrow \# \#$. These rules, called fragmentation rules, are typically conditioned, but this is not relevant to the present discussion. We assume that for each new fragment the association with a set of rules is the same as for the originating fragment. Hence an L-system with fragment generation is a construct $g f L=\langle T \cup\{\#\}, A x, P, \mu, F, \Longrightarrow\rangle$, where $T, P, A x$ and $\mu$ are the same as for $f L$ systems, and $F$ is a set of fragmentation rules, including the identity rule for fragments.

Two variants can be considered for defining the starting string in the new fragment, based on the characteristics of the fragment to the left of the instance to which the fragmentation rule was applied. This fragment is called the originating fragment. First, in the setting mode, indicated by $s$, the fragmentation control mechanism is defined so that, when applying a fragmentation rule, a new fragment is generated with an axiom from the set of axioms for the originating fragment. This is expressed by the following rewriting relation: if $\# \rightarrow \# \#$ is applied to the $i$-th occurrence of $\#$, then if $x=\alpha_{1} \# \ldots \alpha_{i} \# \alpha_{i+1} \# \ldots \alpha_{n} \#, x^{\prime}=\alpha_{1} \# \ldots \alpha_{i} \# \xi_{i} \# \alpha_{i+1} \# \ldots \# \alpha_{n} \#$ where $\xi_{i} \in A x_{i}$. This simulates a class-based mechanism in object-oriented programming language, where new instances are generated from the mould of the class. Second, in the doubling mode, indicated by $d$, the fragmentation control mechanism is defined so that when applying a fragmentation rule, a new fragment is generated equal to the originating fragment. This is expressed by the following rewriting relation: if $\# \rightarrow \# \#$ is applied to the $i$-th occurrence of \#, then if $x=\alpha_{1} \# \ldots \alpha_{i} \# \alpha_{i+1} \# \ldots \alpha_{n} \#$, $x^{\prime}=\alpha_{1} \# \ldots \alpha_{i} \# \alpha_{i} \# \alpha_{i+1} \# \ldots \# \alpha_{n} \#$. This simulates the cloning mechanism in object-based programming languages. Two variants are define for what happens to the originating fragment. In the fragment-non-returning mode, indicated by $n$, the originating fragment remains unchanged after application of a fragmentation rule. This variant has implicitly been adopted in the discussion above. In the fragment-returning mode, indicated by $r$, the originating fragment (i.e. the i -th fragment) is deleted after the application of a fragmentation rule and substituted by a string $\xi \in A x_{i}$.

In any case, the set of rules for the new fragment is the same as the one for the originating fragment.

We adopt the notation $(X, Y) \mathrm{gfL}$ to indicate the family of fragmented L-systems with generation using the $X \in\{r, n\}$ mode for the originating fragment, and the $Y$ $\in\{s, d\}$ mode for the created fragment.

The rewriting relation $\Longrightarrow$ is as follows. Let $\Longrightarrow_{P}$ denote the rewriting relation of fragmented $L$ systems with application of rules only from $P$. Let $\Longrightarrow_{F}$ be one of the variants of the rewriting relation defined above. Then $x \Longrightarrow y$ iff a string $z$ exists such that $x \Longrightarrow_{P} z$ and $z \Longrightarrow_{F} y$. In other words, a rewriting step is composed of an evolution step and a fragment generation step.

The family of L-systems with migration and fragment generation is denoted by mgfL . In this family, the rewriting relation is defined by the sequence $\Longrightarrow_{P}, \Longrightarrow_{F}$, $\Longrightarrow{ }_{M}$.

### 3.3.4. Hierarchies of languages

Let $\mathbf{f L}_{\mathbf{k}}$ be the set of $k$-fragmented L -systems and $\mathcal{L}\left(\mathbf{f} \mathbf{L}_{\mathbf{k}}\right)$ the family of languages generated by L-systems in $\mathbf{f L}_{\mathbf{k}}$. Then the following holds:

Theorem 3.3.4.1. The families of languages generated by L-systems in $\mathbf{f L}_{1}, \mathrm{fL}_{\mathbf{2}}$, $\ldots, \mathbf{f L}_{\mathbf{n}}, \ldots$ form an infinite hierarchy.

Proof (of inclusion). For each $n$, a system $L$ in $\mathbf{f L}_{\mathbf{n}}$ can be simulated by a system $L^{\prime}$ in $\mathbf{f L}_{\mathbf{n + 1}}$ in the following way: $L^{\prime}$ has exactly the same sets of rules $P_{1}, \ldots, P_{m}$ as $L$, together with a set $P_{0}$, which has rules $x \rightarrow \lambda, \forall x \in T$. The function $\mu_{n+1}$ is an extension of $\mu_{n}$ to $n+1$, with $\mu_{n+1}(n+1)=P_{0}$. For each $a x \in A x$, where $A x$ is the set of axioms of $L, a x=\alpha_{1} \# \ldots \alpha_{n} \#$, the set $A x^{\prime}$ of axioms of $L^{\prime}$ contains an axiom $a x^{\prime}=\alpha_{1} \# \ldots \alpha_{n} \# \#$ (i.e. the fragment $n+1$ contains the null string).
(of strictness) For each $n$ the one-letter language $\left\{a^{2^{k}} a^{3^{k}} \ldots a^{(n+2)^{k}} \mid k \geq 1\right\}$ is in $\mathcal{L}\left(\mathbf{f}_{\mathbf{n + 1}}\right)$, but not in $\mathcal{L}\left(\mathbf{f L}_{\mathbf{n}}\right)$.

Theorem 3.3.4.2. $\mathcal{L}(f \mathrm{fL}) \subset \mathcal{L}(\mathrm{gfL})$.
Proof: A $f L$ is a $g f L$ in which the fragment generation rule is never used.
Fragmented L-systems with only one fragment reduce to ordinary 0-L systems.

### 3.3.5. Properties of closure

Let $\mathbf{f L}=\bigcup_{i=1}^{\infty} \mathbf{f} \mathbf{L}_{\mathbf{k}}$. We now consider the properties of closure of the classes of fragmented L-systems above defined with respect to the usual operations.

Theorem 3.3.5.1. For any number $k$ of fragments, the following table collects the results about the closure of the classes $\mathrm{fL}, \mathrm{gfL}, \mathrm{mfL}, \mathrm{mgfL}$ and $\mathrm{fL}_{\mathrm{k}}$ w.r.t. union and concatenation. Y means that the family in the row is closed under the operation in the column, $N$ that it is not closed, $Y$ (cond.) that it is closed only if conditional rules are used.

| Family | Union | Concat. | Kleene's * |
| :---: | :---: | :---: | :---: |
| fL | Y (cond.) | Y | N |
| gfL | Y (cond.) | Y | N |
| mfL | Y (cond.) | N | N |
| mgfL $^{\text {gfL }}$ | Y (cond.) | N | N |
| $\mathrm{fL}_{\mathbf{k}}$ | Y (cond.) | N | N |

Proof.
Union. Without loss of generality, we will consider languages and systems over one same alphabet $T$. Let $L(A)$ and $L(B)$ be two languages generated by the fragmented L-systems $A=\left\langle T \cup\{\#\}, A x_{a}, P_{a}, \mu_{a} \Longrightarrow\right\rangle$ and $B=\left\langle T \cup\{\#\}, A x_{b}, P_{b}, \mu_{b}, \Longrightarrow\right\rangle$, respectively. Then, the language $L=L(A) \cup L(B)$ is generated by the conditional attributed fragmented system: $C=\left\langle T \cup\{\#\}, A x_{a}^{\prime} \cup A x_{b}^{\prime}, \mathcal{P}\left(P_{a}^{\prime} \cup P_{b}^{\prime}\right)\right.$, $\{$ origin $\left.\},\{\{0,1\}\}, \Gamma, \mu_{c}, \Longrightarrow\right\rangle$, where origin is a new attribute, with domain $\{0,1\}$, $A x_{x}^{\prime}$ is obtained from $A x_{x}$ by assigning to symbols in the axioms in $A x_{a}$ (resp. $A x_{b}$ ) the value 0 (resp. 1) for the attribute origin, and $P_{x}^{\prime}$ is obtained by associating with each rule in $P_{x}$ a condition in $\Gamma$ on the value of the attribute origin so that rules in $P_{a}$ (resp., $P_{b}$ ) can be applied iff origin has value 0 (resp., 1). The function $\mu_{c}$ is defined by associating with each fragment $i$ the primed version union of the sets of rules defined for the fragment $i$ in $A$ and $B$.

Here we resort to conditioned rules, where rules depend on the value of an attribute. It is obvious that every string in $L(A)$ or in $L(B)$ can be generated by $C$, and no other strings can be generated.

The proof for other classes is analogous.

Concatenation. Let $L(A)$ and $L(B)$ be two languages generated by the fragmented L-systems $A=\left\langle T \cup\{\#\}, A x_{a}, P_{a}, \mu_{a}, \Longrightarrow\right\rangle$ and $B=\left\langle T \cup\{\#\}, A x_{b}, P_{b}, \mu_{b}, \Longrightarrow\right\rangle$, respectively, and let $k_{a}$ be the degree of fragmentation of $A$ and $k_{b}$ the degree of fragmentation of $B . L=L(A) \cup L(B)$ is generated by the $k_{a}+k_{b}$-fragmented system: $C=\left\langle T \cup\{\#\}, A x_{a} \cdot A x_{b}, P_{a} \cup P_{b}, \mu_{c}, \Longrightarrow\right\rangle$, where $\mu_{c}=\mu_{a}(i)$ for $i \leq k_{a}, \mu_{c}=\mu_{b}\left(i-k_{a}\right)$ for $k_{a}<i \leq k_{b}$.

The same proof holds for gfL. However, concatenation is not closed on $\mathbf{f L}_{\mathbf{k}}$, since it increases the number of fragments. Moreover, it is not closed even on systems with migration, in either variant, since migration would now be allowed for a symbol in the $k_{a}$-th fragment, which would become subject to rules from a set in $P_{b}$. Hence, for any two languages $L(A), L(B) \in X, X \in\{\mathbf{m f L}, \mathbf{m g f L}\}$, we can only state the weaker result that there exists a language $L(C) \in X$, such that $L(C) \supset L(A) \cdot L(B)$ and such that if a string is in $L(C) \backslash(L(A) \cdot L(B))$, then a symbol migrated from the $k_{a}$-th fragment during its derivation.

Kleene. Fragmented languages are not closed under Kleene since, they would require an infinite set of axioms. However, it can be proved that ( $r, s$ ) gfL-systems can generate the Kleene's * of 0L languages.

If we consider stratified systems, so as to allow observation, we have the following result:

Theorem 3.3.5.2. The facts described in the table hold.

| Operation | Union | Concat. |
| :---: | :---: | :---: |
| ssfL | Y | Y |
| ssgfL | Y | Y |
| ssmfL | Y | N |
| ssmgfL | Y | N |
| ssfL $_{\text {k }}$ | Y | N |

Proof. The proof procedes in a way analogous to that of Theorem 3.3.5.1. In this case, union does not require conditioning. It is in fact possible to use disjoint isomorphic copies $T^{\prime}$ and $T^{\prime \prime}$ of the alphabet, and hence of the sets of rules, for the two original systems. Inverse morphisms from $T^{\prime}$ and $T^{\prime \prime}$ to $T$ are then applied in the observation phase.

### 3.4. Grouping

Groups allow the definition of synchronisation constraints on the action of different agents, so that if a certain agent performs a given action (application of a rule), then the associated agents will perform related actions. In particular this allows the modelling of forms of multicast communication where several agents receive simultaneously the same message and each agent reacts according to its abilities [1]. As an example, the notion of group has been used in the L-system of Appendix 1B, where the belonging of all symbols to one same group forces the process to consistently evolve either in the horizontal or in the vertical direction.

An L-system with groups is a construct $g L=\langle T, A x, P, A t, D, \Phi, \rho, \nu, \Longrightarrow\rangle$ with $T, A x, A t, D, \Phi$ as for $a L$-systems, $\rho$ a symmetrical predicate $\rho:\left(T \times \prod_{i=1}^{k} D_{i}\right)^{2} \rightarrow$ \{true, false\}, assessing whether two symbols belong to a same group, $\nu$ a mapping
$\nu: P \backslash I \rightarrow \wp(P)$, where $I$ is the set of identity rules, with the property that if $p_{i} \in \nu\left(p_{j}\right), p_{i} \notin I$, then $p_{j} \in \nu\left(p_{i}\right)$. If $\nu$ is extended to $I$, the property holds also in $I$.

In particular, $\rho$ defines for each symbol the group it belongs to, $\nu$ defines for each rule the associated set of rules.

The direct generation relation is as follows: $w \Longrightarrow z$ iff $w=a_{1} a_{2} \ldots a_{n}, z=$ $\beta_{1} \beta_{2} \ldots \beta_{n}, a_{i} \rightarrow \beta_{i} \in P$ for each $i=1, \ldots, n$, and if $\rho\left(a_{i}, a_{j}\right)=$ true, and a rule $a_{j} \rightarrow \beta_{j}$ has been applied, a rule $a_{i} \rightarrow \beta_{i}$ has also been applied, where $a_{i} \rightarrow \beta_{i} \in \nu\left(a_{j} \rightarrow \beta_{j}\right)$.

Claim 3.4.1 The language $Z=\left\{x \mid x \in T^{*}\right\}$ on an alphabet $T$, is generated by an L-system with groups.

Proof. Consider, without loss of generality, $T=\{a, b\}$. Let us assume that we start with a string respecting the pattern, say $a b a b$, and that we have the set of rules $P=\{a \rightarrow a b, a \rightarrow b a, a \rightarrow a a, a \rightarrow b b, b \rightarrow b b, b \rightarrow a b, b \rightarrow b a, b \rightarrow a a, a \rightarrow a, b \rightarrow$ $b, a \rightarrow b, b \rightarrow a\}$. Let $\nu: P \rightarrow \wp(P)$ be the injection in the powerset of the identity function on $P$. Let us attach to a symbol in a string derived from the axiom a property formed by a pair ( $i d, l n$ ), where $i d$ is the identifier of the symbol, i.e. its derivation path from the axiom, and $\ln$ denotes the symbol with which it must be coupled to form a group.

Thus, the axiom is rewritten $(\mathbf{a}, 1,3)(\mathbf{b}, 2,4)(\mathbf{a}, 3,1),(\mathbf{b}, 4,2)$. With each rule an action on this property is defined, namely, for a generic rule $(\mathbf{x}, i d, l n) \rightarrow(\mathbf{y}, i d \cdot 1, l n$. 1) $(\mathbf{z}, i d \cdot 2, l n \cdot 2)$ or $(\mathbf{x}, i d, l n) \rightarrow(\mathbf{y}, i d \cdot 1, l n \cdot 1)$. Two symbols $(\mathbf{x}, i d, l n)$ and $(\mathbf{y}, i d, l n)$ belong to the same group iff $x . i d=y \cdot \ln$ and $y \cdot \ln =x . i d$.

As an example, consider the following steps in derivation: $(\mathbf{a}, 1,3)(\mathbf{b}, 2,4)(\mathbf{a}, 3,1)$, $(\mathbf{b}, 4,2) \Longrightarrow(\mathbf{a}, 1 \cdot 1,3 \cdot 1)(\mathbf{b}, 1 \cdot 2,3 \cdot 2)(\mathbf{b}, 2 \cdot 1,4 \cdot 1)(\mathbf{b}, 2 \cdot 2,4 \cdot 2)(\mathbf{a}, 3 \cdot 1,1 \cdot 1)(\mathbf{b}, 3 \cdot$ $2,1 \cdot 2)(\mathbf{b}, 4 \cdot 1,1 \cdot 1)(\mathbf{b}, 4 \cdot 2,1 \cdot 2) \Longrightarrow(\mathbf{b}, 1 \cdot 1 \cdot 1,3 \cdot 1 \cdot 1)(\mathbf{a}, 1 \cdot 1 \cdot 2,3 \cdot 1 \cdot 2)(\mathbf{b}, 1 \cdot 2 \cdot 1,3 \cdot$ $2 \cdot 1)(\mathbf{a}, 2 \cdot 1 \cdot 1,4 \cdot 1 \cdot 1)(\mathbf{b}, 2 \cdot 1 \cdot 2,4 \cdot 1 \cdot 2)(\mathbf{b}, 2 \cdot 2 \cdot 1,4 \cdot 2 \cdot 1)(\mathbf{b}, 3 \cdot 1 \cdot 1,1 \cdot 1 \cdot 1)(\mathbf{a}, 3 \cdot 1 \cdot$ $2,1 \cdot 1 \cdot 2)(\mathbf{b}, 3 \cdot 2 \cdot 1,1 \cdot 2 \cdot 1)(\mathbf{a}, 4 \cdot 1 \cdot 1,2 \cdot 1 \cdot 1)(\mathbf{b}, 4 \cdot 1 \cdot 2,2 \cdot 1 \cdot 2)(\mathbf{b}, 4 \cdot 2 \cdot 1,2 \cdot 2 \cdot 1)$. Each string in $L$ can be generated from a string in the finite set of axioms $\{a a, b b\}$.

### 3.4.1. Fixed number of groups

We distinguish the case where the number of groups remains fixed from the case where it increases with the time.

Consider the following $g L$, built on the alphabet $T=\{a, b, c\}$, with set of rules $P=$ $\{a \rightarrow a a, b \rightarrow b b, c \rightarrow c c, a \rightarrow a, b \rightarrow b, c \rightarrow c\}$. Each rule is labelled with its position in the set and the mapping $\nu$ is defined by $\{I \rightarrow\{I, I I, I I I\}, I I \rightarrow\{I, I I, I I I\}, I I I \rightarrow$ $\{I, I I, I I I\}, I V \rightarrow\{I V, V, V I\}, V \rightarrow\{I V, V, V I\}, V I \rightarrow\{I V, V, V I\}\}$. To each symbol in a string derived from the axiom a property $g r p$ is attached, where $g r p$ indicates the group to which a symbol belongs. With each rule an action on this property is defined, namely, for a generic rule $(\mathbf{x},-) \rightarrow(\mathrm{x}, 1)(x, 2)$ or $(\mathrm{x}, G r P) \rightarrow(\mathrm{x}, G r p)$. Two symbols ( $\mathrm{x}, G r p 1$ ) and ( $\mathbf{y}, G r p 2$ ) belong to the same group iff $G r p 1=G r p 2$. Starting from the axiom $(\mathbf{a}, 1)(\mathbf{a}, 2)(\mathbf{b}, 1)(\mathbf{b}, 2)(\mathbf{c}, 1)(\mathbf{c}, 2)$, this $g L$ generates the language $\left\{a^{n} b^{n} c^{n} \mid n \geq 2\right\}$.

Let igL be the set of L-systems with $i$ groups. The following holds:
Theorem 3.4.1.1. $\mathcal{L}(\mathbf{i g L})$ is incomparable with $\mathcal{L}((\mathbf{i}+\mathbf{1}) \mathbf{g L})$ for each i .
Proof. Consider a language in $\mathcal{L}(\mathbf{i g L})$ generated starting from an axiom of $i$ symbols. It is not possible to have $i+1$ groups on such an axiom, so that the axiom is not in $\mathcal{L}((\mathbf{i}+\mathbf{1}) \mathbf{g L})$. On the other hand, consider a language $L \in \mathcal{L}((\mathbf{i}+\mathbf{1}) \mathbf{g L})$ with an axiom $\zeta \in L$, such that $|\zeta|=i+1$. Let us suppose that there exists a language
$H \in \mathcal{L}(\mathbf{i g L})$ such that $\zeta \in H$. Hence, there are at least two symbols, say $\zeta_{k}$ and $\zeta_{l}$, which belong to a same group. Any string directly generated from $\zeta$ is such that if $\zeta_{k}$ is rewritten according to a rule $r, \zeta_{l}$ will be rewritten according to a rule $\nu(r)$. Hence, indicated with $c(r)$, the consequent of rule $r$, we have $\zeta=\zeta_{1} \ldots \zeta_{l} \ldots \zeta_{k} \ldots \zeta_{|\zeta|} \Longrightarrow$ $\sigma=\sigma_{1} \ldots c(r) \ldots c(s) \ldots \sigma_{|\zeta|}$ with $s \in \nu(r)$. In general, any string in $H$ derived from $\zeta$ will present some relation between the l-th and the $k$-th substrings. On the other hand, there is no such relation forced on strings in $L$, so that there is a string in $L$, directly generated from $\zeta$, of the form $\omega=\omega_{1} \ldots c(r) \ldots c(s) \ldots \omega_{|\mathcal{K}|}$, with $s \notin \nu(r)$. $\square$

### 3.4.2. Dynamic number of groups

Consider the same $g L$ as in Section 3.4.1 above, this time starting from the axiom $(a, 1)(b, 1)(c, 1)$. This $g L$ generates the language $\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}$. Here we have at most two groups, but we are not in the situation where this language can be obtained with exactly two groups (since the axiom accommodates only one group).

Hence, we can define the set $\mathcal{L}(\operatorname{digL})$ of languages from $L$-systems with dynamically generated groups up to a number $i$. By generalising the example, one can infer the following:

Theorem 3.4.2.1. $\mathcal{L}(\operatorname{digL})$ properly contains $\mathcal{L}(\mathrm{igL})$ for each $i$.
Theorem 3.4.2.2. $\mathcal{L}(\mathbf{d}(\mathbf{i}+\mathbf{1}) \mathbf{g L})$ properly contains $\mathcal{L}(\operatorname{digL})$ for each $i$.
The set $\mathcal{L}(\mathbf{d g L})=\bigcup_{i \in N} \mathcal{L}(\operatorname{digL})$ of languages generated by L-systems with dynamically generated groups is a superior for $\mathcal{L}(\mathbf{N g L})=\bigcup_{i \in N} \mathcal{L}(\mathbf{i g L})$ the set of languages generated by systems with a fixed finite number of groups. In particular, the following theorem states that unrestricted dynamical generation of fragments provides more generative power than the use of any finite number of fragments.

Theorem 3.4.2.3. The language $Z=\left\{x x \mid x \in\{a, b\}^{*}\right\}$ is not generated by any $L$-system with a limited number of groups.

Proof. Let us consider a $\operatorname{digL} L$-system $K$ with $T=\{a, b\}$, and rule set $P$, able to generate all the words in $X=Z \cap\{\omega| | \omega \mid \leq 2 \times(i+1)\}$, and no word in $Z^{c} \cap\{\omega| | \omega \mid \leq 2 \times(i+1)\}$. Let $Y=L(K) \cap\{\omega| | \omega \mid>2 \times(i+n+2)\}$, where $n$ is the maximum length for any of the consequents in $P$. Then, there are strings in $Y$ which $K$ is not able to generate. Indeed, for any string $\sigma \in Y$ there are at least a string $\omega \in Z$, and $\zeta \in(Z \backslash X) \cup(Z \backslash Y)$ and a derivation $\omega \Longrightarrow \zeta \Longrightarrow \Longrightarrow^{*} \sigma$. By the argument in the demonstration of Claim 3.4.1, the sequence of groups in the first half of the string, must be replicated in the second half. Hence, for each such string $\zeta \in Y$ there are at least two instances of the same symbol $x$, say $\zeta_{k}$, and $\zeta_{l}$, with $l \leq|\zeta| / 2$, which belong to a same group. Hence, let $d\left(\zeta_{i}\right)$ indicate a string derived from a generic symbol $\zeta_{i}$. Any string derived from will comply with the pattern $d\left(\zeta_{1}\right) \ldots d\left(\zeta_{k-1}\right) d\left(\zeta_{k}\right) \ldots d\left(\zeta_{l-1}\right) d\left(\zeta_{l}\right) \ldots d\left(\zeta_{|\zeta| / 2}\right) \ldots d\left(\zeta_{|\zeta|}\right)$.

In general, any string in $Y$ will present some replication of substrings in its first half. Hence, for instance no string whose first half is of the form $a b b a a a b b b b \ldots a^{k} b^{k+1}$ can be generated, and $Z \backslash L(K) \neq \emptyset$.
3.4.3. Properties of closure

Theorem 3.4.3.1. The facts in the table hold.

| Family | Union | Concat. |
| :---: | :---: | :---: |
| $\mathbf{d g L}$ | Y (cond.) | Y (cond.) |
| NgL | Y (cond.) | Y (cond.) |

Proof. As for Theorem 3.3.4.1, we resort to conditioned rules, where rules depend on the value of an attribute. For union and concatenation one introduces a new attribute origin; takes the axioms of the two systems and sets origin to 0 or 1 , according to the system from which is taken. Then one adds to the rules a condition on origin. If it is 0 the rules will be chosen from those of the first system, if it is 1 from those of the second.

Concatenation. Again, one uses origin.

## 4. Relation with Control Mechanisms in Grammar Systems

### 4.1. Fragments and PCLS

The behaviour of fragmented L-systems can be related to the action of Parallel Communicating Lindenmayer Systems with Communication by Command. This family of L-systems combines the notion of Parallel Communicating L-systems, introduced in [26] with the notion of communication by command, introduced for grammar systems in [10].

In particular, we define a PCLS as a construct $\Gamma=\left\langle T, L_{1} \ldots, L_{n}\right\rangle$, with $L_{i}=$ $\left\langle T, P_{i}, A x_{i}, \pi_{i}, X_{i}\right\rangle$, for $i=1, \ldots, n$, where $\pi_{i}$ is the pattern of strings for which communication occurs and $X_{i}$ is a set of components to which messages have to be sent. Several variants can be defined as to whether the messages sent by a component $i$ are the whole current string (without splitting indicated with $w$ ) or substrings from it (splitting, indicated with $x$ ), or as to what happens of the string of a component after sending a message (returning, $r$, or not, $n$ ).

Theorem 4.1.1. $\mathcal{L}((\mathbf{n}, \mathbf{d}) \mathbf{f L}) \subset \mathcal{L}((\mathbf{w}, \mathbf{r}) \mathbf{P C L S})$.
Proof. Given a system $Z=\langle T \cup\{\#\}, A x, P, \mu, \Longrightarrow\rangle \in(\mathbf{n}, \mathbf{d}) \mathbf{f L}_{\mathbf{k}}$, let $Q \in$ $(\mathbf{w}, \mathbf{r}) \mathbf{P C L S}$ a system built as follows. $Q=\left\langle T, L_{0}, L_{1}, \ldots, L_{n}\right\rangle$ with $L_{i}=\left\langle T, p_{i}\right.$, $\left.A x_{i}, T^{*},\left\{L_{0}\right\}\right\rangle, p_{i}=\mu(i)$, and $A x_{i}$ is the set of axioms for the $i$-th fragment of $Z$, and $L_{0}=\left\langle T, P_{0}, A x_{0}, \emptyset, \emptyset\right\rangle, P_{0}$ contains only rules $x \rightarrow \lambda$ for each $x \in T$ and $A x_{0}=\left\{\#_{1} \#_{2} \ldots \#_{n-1} \#_{n}\right\}$. Since for each component of $Q$ the communication pattern is $T^{*}$, every string is valid for performing a communication step. The rule for receiving messages is: concatenate a string $\alpha_{i}$ coming from component $i$ before the $i$-th occurrence of \#. The language $L\left(L_{0}\right)-\{\lambda\}$ is equal to $L(Z)$.

If we apply the simulation in the proof of Theorem 4.1.1 to the case of L-systems with fragment generation, we find that for each string $\alpha_{1} \alpha_{2} \ldots \alpha_{n}$ produced by the PCLS simulating a system without fragment generation, we can generate strings of type $K_{1}\left(\alpha_{1}\right) \ldots K_{i}\left(\alpha_{i}\right) \ldots K_{n}\left(\alpha_{n}\right) . K_{i}$ indicates that a string is repeated as many times as the rule for fragment generation has been applied to the $i$-th separator symbol. On the other hand, in fragmented L-systems with generation, no relation exists after generation between a fragment and its originator, so that no pattern of dependency can be defined. Hence, L-systems with fragment generation cannot be simulated by PCLS with the above rule. For the returning mode of fragmentation, i.e. for $(\mathbf{r}, \mathbf{d}) f \mathbf{L L}_{\mathbf{k}}$,
no simulation is possible by PCLS, since any simulation should mix the returning and the non returning mode for the same component of the PCLS.
4.2. Migration and Immigration

The concept of fragmented L-systems with migration subsumes the recently proposed notion of L-systems with immigration [30]. In this latter notion an axiom can be non-deterministically added to a string at each step and the resulting language derives from the concatenation of the contributions of the axioms through the steps. The case when axioms are strings of length one can be simulated by considering a string with two fragments, where the first fragment has rules of type $\lambda \rightarrow x$, for each $x \in T$ and the second fragment has all the rules of the original L-system. The case of generic axioms can be simulated by introducing migration rules with antecedents of arbitrary length and conditioning application of a rule to the antecedent belonging to a finite set of patterns (exactly the set of axioms). Called $B$ the set of axioms, the language generated by an L-system $G$ with immigration is described in [30] as $L(G)=\left\{b_{0} \bar{h}\left(b_{1} ; \ldots ; b_{n}\right) \mid n \geq 0, b_{i} \in B\right\}$, where $\bar{h}\left(\omega_{1}\right.$; $\left.\omega_{2} ; \ldots ; \omega_{n}\right)=h\left(\omega_{1}\right) h^{2}\left(\omega_{2}\right) \ldots h^{n}\left(\omega_{n}\right)$ and $h$ indicates the same morphism as in the definition of $L^{\prime}$ above. Since L-systems with immigration, indicated with imL, can be simulated by mfLs, we have that $\mathcal{L}(\mathbf{i m L}) \subset \mathcal{L}(\mathbf{m f L})$. The additional constraint for imL that the morphism is unique for the whole string, causes the inclusion to be strict.

On the other hand, imLs can be simulated by fragmented $L$-systems with fragment generation as stated by the following:

Theorem 4.2.1. $\mathcal{L}(\mathrm{imL}) \subset \mathcal{L}((\mathrm{r}, \mathrm{d}) \mathrm{gfL})$.
Proof. An L-system with immigration can be simulated by a ( $\mathbf{r}, \mathrm{d}$ ) gfL system starting with a single fragment and applying at each step exactly a fragmentation rule to the first fragment.

### 4.3. Groups, CD grammars and Teams

We study here the relation between groups and cooperating distributed grammar systems [6] where rules from a same set are used up to a certain restriction. In general, the mechanism of generation of CD grammar systems can be simulated with groups by distinguishing terminals and non terminals and defining the mapping $\nu$ so as to constrain the simultaneous application of rules to rules from a same component. Note that the simulation regards the synchronisation aspect, since CD systems operate on distinct alphabets of terminals and non terminals. The following theorem states the exact relation between sentential forms in derivations in a CD system and the language produced by the L-system with groups which simulates it. We first introduce a normal form lemma for CD systems.

Lemma 4.3.1. For any $C D$ system $\Gamma$ there exists a $C D$-system $\triangle$ such that all its components have disjoint rules and $L_{*}(\Gamma)=L_{*}(\Delta)$.

Proof. An equivalent CD is constructed according to the following procedure: For any subset of rules in a component that is a subset of at least another component remove the subset from all components it appears in and build a new component with this set. Repeat the procedure considering the newly added components, until no intersections among components are found. The procedure terminates since at most there will be as many components as rules. Since in the $*$-mode rules can be chosen
from any component at each rewriting step, the set of sentential forms produced by the two CD systems in $*$-mode are the same.

Theorem 4.3.1. for any $C D$ system $\Gamma$, there is a gL system G with two groups, such that $A(G)=L_{*}(\Gamma)$, i.e. the adult language of G is the language produced by $\mathrm{\Gamma}$ in the $*-$ mode. Moreover, $L(G)=\operatorname{Sen}_{*}(\Gamma)$, where $S_{e n}(\Gamma)$ is the set of sentential forms produced in the *-mode of derivation.

Proof. Given the CD system $\Gamma=\left\langle T, G_{1}, \ldots, G_{n}, S\right\rangle, G$ is built in the following way: $G=\left\langle\bigcup_{i} T_{i} \cup \bigcup_{i} N_{i},\{(S, 0)\}, P_{0} \cup \bigcup_{i} P_{i} \cup P_{n+1}, \Phi,\{\right.$ term $\left.\},\{\{0,1\}\}, \rho, \nu, \Longrightarrow\right\rangle$ with $P_{0}=\left\{x \rightarrow x \mid x \in \bigcup_{i} T_{i}\right\}, P_{n+1}=\left\{X \rightarrow X \mid X \in \bigcup_{i} N_{i}\right\}, \Phi$ a set of semantic actions associating the value 0 with each non terminal and 1 with each terminal, $\rho$ stating that two symbols belong in the same group if they have the same value of term, and $\nu$ defined by the rule $\nu(p)=P_{i} \cup P_{0} \cup P_{n+1}, \forall p \in P_{i}$, for $i \leq n$ (remember that identity rules can be freely applied within a group, unless $\nu$ states otherwise). Let $S \stackrel{*}{*}_{*} \omega \in T^{*}$ be a derivation in $\Gamma$. Such a derivation can be replicated in $G$ by having only one symbol from a $N_{i}$ rewritten at each step by a non-identity rule, while all other symbols are rewritten by identity rules. Hence any string of terminals produced by $\Gamma$ is also generated by $G$, and is no longer modified in $G$. On the other hand, let $(S, 0) \Longrightarrow^{*} \zeta \Longrightarrow \xi \Longrightarrow{ }^{*} \omega \in\left(\bigcup_{i} T_{i}\right)^{*}$ be a derivation in $G$. If in the generation from $\zeta$ to $\xi$ only one symbol is rewritten by a rule different from identity, this same step can be performed in $\Gamma$. Suppose this step rewrites $k$ symbols by non identity rules. For the definition of $\nu$, all the applied rules must belong to the same component. Hence the string $\xi$ is a sentential form obtainable from $\zeta$ in $k$ steps in which rules from a same component are applied. (Remember that in the $*$-mode there is no restriction on the number of times that rules from a component can be used). Any string of terminals in $L(G)$ is therefore also produced by $\Gamma$ in the $*$-mode of derivation.

We here briefly sketch an apparent symmetry between L-systems with groups and teams, which will be the subject of further studies. In teams, rules are applied in parallel by subsets of the set of sets of rules. Subsets are formed on the fly by taking any combination of sets of rules [20], or are predefined in a fixed number [28]. At each step each member of a team applies a rule. Teams can operate until all sets in the team have available a rule [28], or until all sets may be used simultaneously [13]. In general, several occurrences of symbols are rewritten simultaneously, each by a different member of a team. On the other hand, it is not required that all the occurrences of non terminals be rewritten at each step.

In groups, rules are applied in parallel to all the occurrences of symbols, subject to restrictions of synchronisation. A symbol is rewritten only if all the elements in the group have a rule to apply. Symbols for which the group cannot behave as a whole are rewritten by the identity rule.

### 4.4. Groups and fragments

A relation can be established between groups and fragments in a restricted case, if rules in the L-system with groups are also conditioned. In particular, it holds that:

Theorem 4.4.1. Given a $f L_{k}$-system F , there is a ckgL-system G , such that $L(F)=L(G)$.

Proof. Given a $f L_{k}$-system, the corresponding $c k g L$-system is defined by associating an attribute fragm with each symbol, to simulate membership in a fragment. Two symbols belong to the same group if they have the same value for fragm. The set $P$ is composed of the union of the sets $P_{i}$ in the fragmented system and $\nu(p)=P_{i}$, $\forall p \in P_{i}$. Each rule is associated with a condition, so that a rule from the set $P_{k}$ is applicable to a symbol $(x$, fragm $)$ if and only if $k=\nu($ fragm $)$.

The inverse simulation is not possible, since fragments restrict the possibility of synchronisation to adjacent symbols, while groups allow synchronisation among symbols at arbitrary distance.

## 5. Conclusions

Four abstract mechanisms to control the evolution of interactive systems - conditioning, stratification, fragmentation and grouping - have been abstracted from experimental studies on interactive systems [1] and placed in the framework of formal language theory. In particular, in a simulation of the immune system antigens, antibodies and immunocomplexes were modelled as agents subject to conditions depending on the tissue they are in, [3]. Mechanisms of fragmentation restricted communication among agents, and grouping modelled the coordinated evolution of agents. Agents were able to migrate from a tissue to another under certain conditions.

As shown in the example in Appendix 2, these abstract mechanisms allow the formal description of interactive systems and of their dynamics, characterised by: conditioning of system dynamics to user choices, synchronisation of responses of different parts of the system to a user action, coordination of the evolution of computational processes with their representation, management of different processes evolving in parallel, with forms both of synchronisation and of independence.

The defined forms of control are common to many situations in which the evolution and the viability of a system depend on the coordination of independent agents evolving in parallel and subject to environmental constraints [23]. In general, as discussed in [19], the ability of an agent to sense its environment defines the kind of environmental actions it can be subject to.

A different form of modelling the relation between agents and environments comes from the formalism of eco-grammar systems where there is a mutual dependency in the evolution of two different strings [9]. This mechanism can be seen as a special form of the stratification mechanism discussed in this paper.

Further research will both explore the potential of the control mechanism proposed in this paper in satisfying requirements for coordination in different fields and extend the characterisation of the families here introduced.
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## Appendix 1. The system of L-systems for definition of electronic documents for galaxy simulation

## A. Layout Definition

## Alphabet

The alphabet is $T_{l}=\{s, t, h, v\}$ where $s$ stands for screen, $t$ for tile, $h$ for horizontal, $v$ for vertical. The value of the attribute $a$ for a symbol $s$ is denoted by $s . a$.

A screen or a tile is described by a vector of attributes organized as follows: $a=\langle u, v\rangle$ where $u=\langle t p$, state $\rangle$ and $v=\langle$ links $\rangle ;$ state is a vector state $=$ $\langle i d, d s, h t, w t, p o s\rangle$ and links is a vector links $=\left\langle s o n_{-} o f, f a t h e r_{-} o f\right\rangle$. On the whole, $a=\langle\langle t p,\langle i d, d s, h t, w t, p o s\rangle\rangle,\langle$ son_of, father_of $\rangle\rangle . t p$ is the type and takes value in the powerset of tile types $T p=u l, u r, l l, l r$, title, comm, display $\cup\left\{a x_{1}, \ldots, a x_{n}\right\}$ where $u l$ stands for upper_left, ur for upper_right, $l l$ for low_left, lr for low_right and each axin is a domain-dependent type (e.g. text, $N h, N v$ ). We will not distinguish between an element of $T p$ and the corresponding singleton in the powerset.
$i d$ is an identifier (an integer) which characterises the symbol at hand, $d s$ is a string of integers memorising the derivation of the tile from the screen. The value of the attribute $d s$ for the symbol $s$ is 1 .
pos identifies the position of the upper left corner of the tile in the image; $h t$ identifies the height and wt the width of the tile.
son_of and father_of are used to maintain a link through the strata

## Axiom

The axiom is a screen symbol $s$ with attributes $t p=u l, i d=0, d s=1, h t=H, w t=W$; pos $=(0,0) ;$ father_of $=$ void.

## Rules

In the semantic part we only show those attributes which are computed by the rules. When a symbol is created in the generation process, attributes which are not specified in the semantic part of the creating rule are set to void. When a symbol is rewritten, attributes which are not specified in the semantic part of the rewriting rule are copied. Symbols $h, v$ have an empty set of attributes. We indicate by the symbol $=$ assignments of values to attributes specified by the rule, by the symbol $\leftarrow$ assignments which require user interaction. The symbol $\in$ indicates that the rule constrains the value to be in a certain set, from which the user can choose.

## Splitting rules

For the sake of simplicity we impose rigid constraints on the computation of the attributes $w t$ and $h t$.

```
1) \(s \rightarrow t_{1} \cdot v \cdot t_{2} \quad t_{1} \cdot t p=u l ; t_{1} \cdot i d=1 ; t_{1} \cdot t d s=1.1 ; t_{1} . h t=s . h t ; t_{1} \cdot w t \leftarrow w_{c}(s . w t)\);
    \(t_{1} . p o s=(0,0) ; t_{2} . t p=u r ; t_{2} . i d=2 ; t_{2} . d s=1.2 ;\)
    \(t_{2} . h t=s . h t ; t_{2} . w t \leftarrow s . w t-w_{c}(s . w t) ; t_{2} . p o s=w_{c}(s . w t)+1\).
2) \(s \rightarrow t_{1} \cdot h \cdot t_{2} t_{1}, t p=\) title; \(t_{1} . i d=1 ; t_{1}, d s=1.1 ; t_{1} . h t \leftarrow h_{c}(s . h t) ; t_{1}, w t=s . w t\);
    \(t_{1} . p o s=(0,0) ; t_{2} . t p=l l ; t_{2} . i d=2 ; t_{2} . d s=1.2 ;\)
    \(t_{2} . h t \leftarrow s . h t-h_{c}(s . h t) ; t_{2} . w t=s . w t ; t_{2} . p o s=(0, h \div 2)\).
```

where $h_{c}(s . h t)=\left\{1, \ldots, s . h t-1\right.$ and $w_{c}(s . w t)=\{1, \ldots, s . w t-1\}$. The following rules are guarded by a condition.
3) $t \rightarrow t_{1} \cdot v \cdot t_{2} \gamma \equiv t . t p \in\{u l, u r, l l, l r\}$
$t_{1} . t p \in r_{1}(t . t p) ; t_{1} . i d=(t . i d \times 2)+1 ; t_{1} . d s=t . d s \cdot 1 ; t_{1} . h t=t . h t ;$
$t_{1} \cdot w t \leftarrow w_{c}(t . w t) ; t_{1} \cdot p o s=t . p o s ; t_{2} . t p \in r_{2}(t . t p) ; t_{2} . i d=(t . i d \times 2)+2 ;$
$t_{2} . d s=t . d s \cdot 2 ; t_{2} . h t=t . h t ; t_{2} . w t \leftarrow t . w t-w_{c}(t . w t) ;$
$t_{2}, p o s=t . p o s+w_{c}(t . w t+1)$;
4) $t \rightarrow t_{1} \cdot h \cdot t_{2} \gamma \equiv t . t p \in\{u l, u r, l l, l r\}$
$t_{1} . t p \in r_{3}(t . t p) ; t_{1} . i d=(t . i d \times 2)+1 ; t_{1} . d s=t . d s \cdot 1 ;$
$t_{1} . h t \leftarrow h_{c}(t . h t) ; t_{1} \cdot w t=t . w t ;$
$t_{1} . p o s=t . p o s ; t_{2} . t p \in r_{4}(t . t p) ; t_{2} . i d=(t . i d \times 2)+2 ; t_{2} . d s=t . d s \cdot 2 ;$
$t_{2} . h t \leftarrow t . h t-h_{c}(t . h t) ; t_{2} . w t=t . w t ; t_{2} . p o s=t . p o s+\left(0, h_{c}(t . h t+1)\right.$;
where $r_{1}, r_{2}$ and $r_{3}, r_{4}$ indicate a set of possible values determined by the following rules. The non-determinism in their definition is resolved by the interaction of the user.

```
\(r_{1}: \quad u l \mapsto\{u l\), title \(\} ; u r \mapsto\{u l\), title \(\} ; l l \mapsto\{l l\), title \(\} ; l r \mapsto\{l l\), title \(\}\)
\(r_{2}: \quad u l \mapsto\{u r\), title \(\} ; u r \mapsto\{u r\), title \(\} ; l l \mapsto\{l r\), title \(\} ; l r \mapsto\{l r\), title \(\}\)
\(r_{3}: \quad u l \mapsto\{u l\), title \(\} ; u r \mapsto\{u r\), title \(\} ; l l \mapsto\{l l\), title, display \(\} ;\)
    \(l r \mapsto\{l r\), title, display \(\}\)
\(r_{4}: \quad u l \mapsto\{u l\), display, comm, \(\{\) display,comm \(\}\) \};
    ur \(\mapsto\{u r\), display, comm, \(\{\) display,comm \(\}\} ;\)
    \(l l \mapsto\{l l\), display, comm, \{display, comm \(\}\}\);
    lr \(\mapsto\{l r\), display, comm, \(\{\) display, comm \(\}\}\)
```


## Process generating rules

Tiles $t$ of type display may generate at a lower stratum the axioms of different processes.
5) $t_{1} \downarrow t_{2} \quad \gamma \equiv\left(t . t p=d i s p l a y \wedge t_{1}\right.$. father_of $=$ void $)$

$$
a x \# \text { ax. } i d=(t 1 . i d, 0) ; a x . s o n_{-} o f=t_{1} . i d ;
$$

ax.pos $=\left(t . p o s[1]+t . h t \div 2, t . p o s[2]+t . w t \div 2 t_{2}\right.$. father_of $=a x . i d$
6) $t_{1} \downarrow t_{2} \quad \gamma \equiv\left(t . t p=\right.$ title $\wedge t_{1}$.father_of=void $)$
$T x \#$ Tx.id $=(t 1 . i d, 0) ; T x$. son_of $=t_{1} . i d ;$
$T x . p o s=\left(t . p o s[1]+t . h t \div 2, t . p o s[2]+t . w t \div 2 t_{2}\right.$. father_of $=T x . i d$
Process generating rules can be applied after each rewriting step using only splitting rules.

## B. Simulation of Galaxy Evolution

## Alphabet

The alphabet is $T=\{N h, N v, A\}$ where $N h$ stands for nucleus generating in horizontal, $N v$ for nucleus generating in vertical $A$ for arm. A galaxy is composed of a nucleus and two arms developing at opposite sides of the nucleus. The galaxy expands by spawning new elements of the arms from the nucleus and each element of the arm moves in a way that combines expansion towards the exit as the result of the push from new formed elements and a tendency to rotate around the nucleus due to gravitational effects. The galaxy has also a translational movement. For the sake of simplicity the galaxy is described as having a one pixel nucleus, while arms have
one pixel width and translation is assumed to be always in the horizontal sense. All movements are here discretised and assumed to occur at a speed of one pixel per rewriting step. Let us consider the display tile in which the simulation of the galaxy dynamics is represented. The process is halted when an element of the galaxy touches the border of the tile, i. e. the representation would exceed the window limits. The elements of the alphabet $T_{g}$ have a common set of attributes: $A_{g}=\{x, y, x m a x, y m a x$, $x \min , y m i n, ~ a g e, ~ a r m, ~ g r p\}$. The tile L-system STL of appendix 1 is used to generate an interface, using a materialisation function which represents a tile $t$ of size ( $t . w t, t . h t$ ) and in position $t$.pos as a rectangle of width $t . w t$, height $t$.ht and with the upper left corner in position ( $x=t . p o s[1], y=t . p o s[2]$ ) of the screen. The process generating rules are here defined as follows:
7) $t_{1} \downarrow t_{2} \quad \gamma \equiv\left(t . t p=\right.$ display $\wedge t_{1}$.father_of=void $)$
$N h$ \# $N h . i d=\left(t_{1}, i d, 0\right) ; N h . s o n_{-} o f=t_{1} . i d ; \quad N h . x m a x=t_{1} . p o s[1]+t . w t ;$
Nh.ymax $=t_{1}$. pos $[2]+t . h t, N h . p o s=t_{1} \cdot p o s+\left(t_{1} . w t \div 2, t_{1} . h t \div 2\right)$;
Nh. $x \min =t_{1} \cdot \operatorname{pos}[1]+1 ; N h . y \min =t_{1} . \operatorname{pos}[2]+1 ; N h . g r p=1$;
$t_{2}$, father_of = Nh.id
8) $t_{1} \downarrow t_{2} \quad \gamma \equiv\left(t . t p=d i s p l a y \wedge t_{1}\right.$.father_of $=$ void $)$
$N v$ \# $N v . i d=\left(t_{1} . i d, D\right) ; N v . s o n_{-} f=t_{1} . i d ; \quad N v . x m a x=t_{1} . p o s[1]+t . w t ;$
$N v . y m a x=t_{1} \cdot p o s[2]+t . h t, N v . p o s=t_{1} . p o s+\left(t_{1} \cdot w t \div 2, t_{1} . h t \div 2 ;\right.$
$N v . x \min =t_{1} \cdot p o s[1]+1 ; N v . y m i n=t_{1} \cdot p o s[2]+1 ; N v . g r p=1 ;$ $t_{2} \cdot f a t h e r_{-} o f=N h . i d$.

The evolution of the galaxy in the horizontal direction is described by two rules which combine expansion and translation. In these two rules the values of the attributes $\left\{g r p, x m a x, y m a x, x m i n, y m i n, s o n_{-} o f\right\}$ of the antecedent are are transmitted to each generated symbol in the consequent.
9) $N h_{1} \rightarrow A_{1} \cdot N h_{2} \cdot A_{2}$
$N h_{2} \cdot p o s=N h_{1} \cdot p o s+(1,0), A_{1} \cdot p o s=N h_{1} \cdot p o s, A_{2} \cdot p o s=N h_{1}$.
$\operatorname{pos}+(2,0) \mathrm{A}_{1} \cdot \mathrm{arm}=-1, A_{2} \cdot a r m=1, A_{1} \cdot a g e=1, A_{2} \cdot a g e=1$
10) $A_{1} \rightarrow A_{2}$
$\gamma \equiv\left(A_{1} \cdot p o s[1]<A_{1} \cdot x \max -1\right) \wedge\left(A_{1} . y \min +1<A_{1} \cdot \operatorname{pos}[2] \leq A_{1}\right.$.
ymax-1) $A_{2} \cdot a g e=A_{1} \cdot a g e+1$,
$A_{2} \cdot \operatorname{pos}[1]=A_{1} \cdot \operatorname{pos}[1]+1+A_{1} \cdot a r m \times \cos \left(45^{\circ} \times\left\lfloor\log A_{1}\right.\right.$. age $\left.\rfloor\right)$,
$A_{2} \cdot \operatorname{pos}[2]=A_{1} \cdot \operatorname{pos}[2]+A_{1} \cdot \operatorname{arm} \times \sin \left(45^{\circ} \times\left\lfloor\log A_{1}\right.\right.$. age $\left.\rfloor\right)+1$.
An analogous pair of rules is defined to simulate upward movement and expansion, not reported here due to lack of space.

## C. Text Generation

The process generating rules in the experiment are assumed to be coordinated so that for each tile of type display, the tile above it is of type title. Such tile can create a text axiom, from which the string of the title is derived. Such a derivation can be modelled with specific sets of rules for text generation. We do not report them due to lack of space.

## Appendix 2. Example: Interactive generation of an interface and a simulation process

The system of L-Systems of Appendix 1 is used to generate a simple interface and to run the simple experiment described in the scenario. Table 1 displays the
derivation process with the following conventions. A rewriting step is denoted by an arrow $\Longrightarrow$ over which a vector of numbers is written. The numbers denote the rules from Appendix 1 which are simultaneously applied in the step. In the first two steps, some values used in the computation of the semantic part are interactively determined by the scientist interaction. In this case, the vector of values input by the scientist is written after the arrow and the arrow and the vector are enclosed between braces.


Figure A1
Each symbol in the derivation is materialised by a function mat which associates with each symbol $t$ a rectangular shape, with each string in a tile of type title the string itself, and which represents a symbol $x \in\{N h, N v\}$ as a letter " n " in position $x$. pos and a symbol $A$ as a letter "a" in position $A$. pos.

$$
\begin{aligned}
\langle\mathbf{s}, u l, 0,1, H, W,(0,0), \text { void }\rangle & \\
& \left\{\stackrel{(1)}{ }_{l},(\mathrm{~W} / 2)\right\}
\end{aligned}
$$

$\langle\mathbf{t}$, ul, 1, 1.1 $, H, W / 2,(0,0)$, void $\rangle \mathbf{v}\langle\mathbf{t}, u r, 2,1.2, H, W / 2,(W / 2+1,0)$, void $\rangle$

$$
\begin{gathered}
\left\{\stackrel{(4,4)}{\Longrightarrow} l,\left(\mathrm{tp}=\text { title }, \mathrm{ht}=\mathrm{h}_{1}\right),\left(\mathrm{tp}=\text { display, } \mathrm{ht}=\mathrm{H}-\mathrm{h}_{1}\right),\left(\mathrm{tp}=\mathrm{title}, \mathrm{ht}=\mathrm{h}_{1}\right),\right. \\
\left.\left(\mathrm{tp}=\text { display, } \mathrm{ht}=\mathrm{H}-\mathrm{h}_{1}\right)\right\}
\end{gathered}
$$

$\left\langle\mathbf{t}\right.$, title, 3, 1.1.1, $h_{1}, W / 2,(0,0)$, void $\rangle \mathbf{h}$
$\left\langle\mathbf{t}\right.$, display, 4, 1.1.2, $H-h_{1}, W / 2,\left(0, h_{1}+1\right)$, void $\rangle \mathbf{v}$
$\left\langle\mathbf{t}\right.$, title, 5, 1.2.1, $h_{1}, W / 2,(W / 2+1,0)$, void $\rangle \mathrm{h}$
( $\mathbf{t}$, display, 6, 1.2.2, $H-h_{1}, W / 2,\left(W / 2+1, h_{1}+1\right)$, void $\rangle$

$$
\begin{gathered}
\left\{\stackrel{6,7,6,8}{\Downarrow_{l}},((\mathrm{ax}=\mathrm{Tx}, \text { rules }=\mathrm{rtx}),(\mathrm{ax}=\mathrm{Nh}, \text { rules }=\mathrm{rgal}),(\mathrm{ax}=\mathrm{Tx}, \text { rules }=\mathrm{rtx})\right. \\
(\mathrm{ax}=\mathrm{Nv}, \text { rules }=\mathrm{rgal})\}
\end{gathered}
$$

$$
\langle\mathbf{t}, \ldots, 3.0\rangle \mathbf{h}\langle\mathbf{t}, \ldots, 4.0\rangle \mathbf{v}\langle\mathbf{t}, \ldots, 5.0\rangle \mathbf{h}\langle\mathbf{t}, \ldots, 6.0\rangle
$$

$\left\langle\mathbf{T x}, 3.0, W / 2, h_{1}, 1,1,\left(1, h_{1}\right), 1,3\right\rangle \#$
(Nh, 4.0, W/2, $H, 1, h_{1}+1,\left(W / 4,\left(\left(H-h_{1}\right) / 2+h_{1}\right), 1,4\right\rangle \#$
$\left\langle\mathbf{T x}, 5.0, W, h_{1}, W / 2+1,1,\left(W / 2+1, h_{1}\right), 1,5\right\rangle \#$
$\left\langle\mathbf{N v}, 6.0, W, H, W / 2+1, h_{1}+1,\left(W / 2+W / 4,\left(\left(H-h_{1}\right) / 2+h_{1}\right)\right), 1,6\right\rangle$

$$
\stackrel{9}{\Longrightarrow}_{g}
$$

$\ldots \#\left\langle\mathbf{A}, \ldots,\left(W / 4,\left(H-h_{1}\right) / 2+h_{1}\right), 1\right\rangle$
$\left\langle\mathbf{N h}, \ldots,\left(W / 4+1,\left(H-h_{1}\right) / 2+h_{1}\right)\right\rangle\left\langle\mathbf{A}, \ldots,\left(W / 4+2,\left(H-h_{1}\right) / 2+h_{1}\right), 1\right\rangle \# \ldots \#$

$$
\stackrel{10,9,10}{\Longrightarrow}{ }_{g}
$$

$\ldots \#\left\langle\mathbf{A}, \ldots,\left(W / 4,\left(H-h_{1}\right) / 2+h_{1}-1\right), 2\right\rangle\left\langle\mathbf{A}, \ldots,\left(W / 4+1,\left(H-h_{1}\right) / 2+h_{1}\right), 1\right\rangle$
$\left\langle\mathbf{N h}, \ldots,\left(W / 4+2,\left(H-h_{1}\right) / 2+h_{1}\right) \ldots\right\rangle$
$\left\langle\mathbf{A}, \ldots,\left(W / 4+3,\left(H-h_{1}\right) / 2+h_{1}\right), 1\right\rangle\left\langle\mathbf{A}, \ldots,\left(W / 4+4,\left(H-h_{1}\right) / 2+h_{1}+1\right), 2\right\rangle \# \ldots$
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#### Abstract

We consider ( $n$-dimensional) array grammars in the accepting mode with various control mechanisms and compare these families of array grammars with the corresponding families obtained by array grammars in the generating mode.


## 1. Introduction

Accepting grammars together with various control mechanisms were introduced in [1] for the string case. Recent ideas concerning these grammars were exposed in [2]. The main results of the paper concern the relations between the families of array languages obtained by accepting array grammars in this way and array languages described by the corresponding types of generating array grammars.

Compared with the string case, we find many similarities, e.g., accepting programmed array grammars without appearance checking are just as powerful as their generating counterparts, and accepting ordered grammars can describe every recursively enumerable array language. On the other hand, the family of accepting regular programmed two-dimensional array languages with unconditional transfer is incomparable with the corresponding family of generating regular programmed array languages, while the respective string language classes coincide. Moreover, such incomparability results have not been observed in the string case except for pure grammars [3].

## 2. Definitions and Examples

In the main part of this section, we will introduce the definitions and notations for arrays and sequential array grammars [5], [11], [14], [17], [19] and give some explanatory examples, but first we recall some basic notions from the theory of formal languages (for more details, the reader is referred to [18]).

Definition 2.1. For an alphabet $V$, by $V^{*}$ we denote the free monoid generated by $V$ under the operation of concatenation; the empty string is denoted by $\lambda$, and $V^{*} \backslash\{\lambda\}$ is denoted by $V^{+}$. Any subset of $V^{+}$is called a $\lambda$-free (string) language.

A (string) grammar is a quadruple $G=\left(V_{N}, V_{T}, P, S\right)$, where $V_{N}$ and $V_{T}$ are finite sets of non-terminal and terminal symbols, respectively, with $V_{N} \cap V_{T}=\emptyset, P$ is a finite set of productions $\alpha \rightarrow \beta$ with $\alpha \in V^{+}$and $\beta \in V^{*}$, where $V=V_{N} \cup V_{T}$, and $S \in V_{N}$
is the start symbol. For $x, y \in V^{*}$ we say that $y$ is directly derivable from $x$ in $G$, denoted by $x \vdash_{G} y$, if and only if for some $\alpha \rightarrow \beta$ in $P$ and $u, v \in V^{*}$ we get $x=u \alpha v$ and $y=u \beta v$. Denoting the reflexive and transitive closure of the derivation relation $\vdash_{G}$ by $\vdash_{G}^{*}$, the (string) language generated by $G$ is $L(G)=\left\{w \in V_{T}^{*} \mid S \vdash_{G}^{*} w\right\}$.

The families of $\lambda$-free (string) languages generated by arbitrary, monotonic, context-free, respectively regular grammars are denoted by $L$ (enum), $L$ (mon), $L(c f)$, respectively $L(r e g)$. The following relations are known as the Chomskyhierarchy [18]: $L($ reg $) \subset L(c f) \subset L($ mon $) \subset L($ cnum $)$.

Definition 2.2. Let $Z$ denote the set of integers, let $N$ denote the set of positive integers, $N=\{1,2, \ldots\}$, and let $n \in N$. Then an $n$-dimensional array $\mathcal{A}$ over an alphabet $V$ is a function $\mathcal{A}: Z^{n} \rightarrow V \cup\{\#\}$, where $\operatorname{shape}(\mathcal{A})=\left\{v \in Z^{n} \mid \mathcal{A}(v) \neq \#\right\}$ is finite and $\# \notin V$ is called the background or blank symbol. We usually shall write $\mathcal{A}=\{(v, \mathcal{A}(v)) \mid v \in \operatorname{shape}(\mathcal{A})\}$.

The set of all $n$-dimensional arrays over V shall be denoted by $V^{* n}$. The empty array in $V^{* n}$ with empty shape shall be denoted by $\Lambda_{n}$. Moreover, we define $V^{+n}=$ $V^{* n} \backslash\left\{\Lambda_{n}\right\}$. Any subset of $V^{+\pi}$ is called a $\Lambda$-free $n$-dimensional array language.

Definition 2.3. Let $v \in Z^{n}$. Then the translation $\tau_{v}: Z^{n} \rightarrow Z^{n}$ is defined by $\tau_{v}(w)=w+v$ for all $w \in Z^{n}$, and for any array $\mathcal{A} \in V^{* n}$ we define $\tau_{v}(\mathcal{A})$, the corresponding $n$-dimensional array translated by $v$, by

$$
\left(\tau_{v}(\mathcal{A})\right)(w)=\mathcal{A}(w-v) \text { for all } w \in Z^{n}
$$

The vector $(0, \ldots, 0) \in Z^{n}$ is denoted by $\Omega_{n}$, while $(1, \ldots, 1)$ is denoted by $E_{n}$.
Usually [5], [17], [19], [20], arrays are regarded as equivalence classes of arrays with respect to linear translations, i.e. only the relative positions of the symbols $\neq \#$ in the plane are taken into account: The equivalence class $[\mathcal{A}]$ of an array $\mathcal{A} \in V^{* n}$ is defined by $[\mathcal{A}]=\left\{\mathcal{B} \in V^{* n} \mid \mathcal{B}=\tau_{v}(\mathcal{A})\right.$ for some $\left.v \in Z^{n}\right\}$.

The set of all equivalence classes of $n$-dimensional arrays over $V$ with respect to linear translations shall be denoted by $\left[V^{* n}\right]$ etc. Most of the results elaborated in this paper immediately carry over from the families of array languages we consider to the corresponding families of array languages with respect to linear translations, therefore, in general we shall not consider these families of array languages with respect to linear translations explicitely in the following any more.

In order to be able to define the notion of connectedness of $n$-dimensional arrays, we need the following definitions:

Definition 2.4. An (undirected) graph $g$ is an ordered pair ( $K, E$ ), where $K$ is a finite set of nodes and $E$ is a set of undirected edges $\{x, y\}$ with $x, y \in K$. A sequence of different nodes $x_{0}, x_{1}, \ldots, x_{m}, m \in N$, is called a path of length $m$ in $g$ with the starting-point $x_{0}$ and the ending-point $x_{m}$, if for all $i$ with $1 \leq i \leq m$ an edge $\left\{x_{i-1}, x_{i}\right\}$ in $E$ exists. A graph $g$ is said to be connected, if for any two nodes $x, y \in K$, $x \neq y$, a path in $g$ with starting point $x$ and ending point $y$ exists. Observe that a graph $(\{x\}, \emptyset)$ with only one node and an empty set of edges is connected, too.

Let $W$ be a non-empty finite subset of $Z^{n}$. For any $k \in N \cup\{0\}$, a graph $g_{k}(W)=\left(W, E_{k}\right)$ can be assigned to $W$ such that $E_{k}$ for $v, w \in W$ contains the edge $\{v, w\}$ if and only if $0<\|v-w\| \leq k$, where the norm $\|u\|$ of a vector $u \in Z^{n}$, $u=(u(1), \ldots, u(n))$, is defined by $\|u\|=\max \{|u(i) \|| 1 \leq i \leq n\}$. Then, $W$ is said
to be $k$-connected if $g_{k}(W)$ is a connected graph. Observe that $W$ is 0 -connected if and only if $\operatorname{card}(W)=1$, where $\operatorname{card}(W)$ denotes the number of elements in the set $W$.

Now let $V$ be a finite alphabet and $\mathcal{A}$ an $n$-dimensional array over $V, \mathcal{A} \neq \Lambda_{n}$. Then $\mathcal{A}$ is said to be $k$-connected if $g_{k}(\operatorname{shape}(\mathcal{A}))$ is a connected graph. Obviously, if $\mathcal{A}$ is $k$-connected then $\mathcal{A}$ is $m$-connected for all $m>k$, too. The norm of $\mathcal{A}$ is the smallest number $k \in N \cup\{0\}$ such that $\mathcal{A}$ is $k$-connected, and is denoted by $\|\mathcal{A}\|$. Observe that $\|\mathcal{A}\|=0$ if and only if $\operatorname{card}(\operatorname{shape}(\mathcal{A}))=1$.

Example 2.1. The $n$-dimensional array $\mathcal{E}(n, k)=\left\{\left(\Omega_{n}, a\right),\left(k E_{n}, a\right)\right\} \in\{a\}^{* n}$ is $m$-connected only for every $m \geq k$, and therefore $\|\mathcal{E}(n, k)\|=k$.

Definition 2.5. An $n$-dimensional generating array production $p$ over $V$ is a triple $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$, where $W \subseteq Z^{n}$ is a finite set and $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are mappings from $W$ to $V \cup\{\#\} ; p$ is called $\Lambda$-free if shape $\left(\mathcal{A}_{2}\right) \neq \emptyset$, where we define shape $\left(\mathcal{A}_{i}\right)=\left\{v \in W \mid \mathcal{A}_{i}(v) \neq \#\right\}, 1 \leq i \leq 2$. The norm of the $n$-dimensional array production $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is defined by $\left\|\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)\right\|=\max \{\|v\| \mid v \in W\}$. We say that the array $\mathcal{C}_{2} \in V^{* n}$ is directly derivable from the array $\mathcal{C}_{1} \in V^{* n}$ by the $n$-dimensional array production $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ if and only if there exists a vector $v \in Z^{n}$ such that $\mathcal{C}_{1}(w)=\mathcal{C}_{2}(w)$ for all $w \in Z^{n} \backslash \tau_{v}(W)$ as well as $\mathcal{C}_{1}(w)=\mathcal{A}_{1}\left(\tau_{-v}(w)\right)$ and $\mathcal{C}_{2}(w)=\mathcal{A}_{2}\left(\tau_{-v}(w)\right)$ for all $w \in \tau_{v}(W)$, i.e. the subarray of $\mathcal{C}_{1}$ corresponding to $\mathcal{A}_{1}$ is replaced by $\mathcal{A}_{2}$, thus yielding $\mathcal{C}_{2}$; we also write $\mathcal{C}_{1} \vdash_{p} \mathcal{C}_{2}$.

As can already be seen from the definitions of an $n$-dimensional array production, the conditions for an application to an $n$-dimensional array $\mathcal{B}$ and the result of an application to $\mathcal{B}$, an $n$-dimensional array production $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is a representative for the infinite set of equivalent $n$-dimensional array productions of the form ( $\left.\tau_{v}(W), \tau_{v}\left(\mathcal{A}_{1}\right), \tau_{v}\left(\mathcal{A}_{2}\right)\right)$ with $v \in Z^{n}$. Hence, without loss of generality, in the sequel we shall assume $\Omega_{n} \in W$ as well as $\mathcal{A}_{1}\left(\Omega_{n}\right) \neq \#$. Moreover, we often will omit the set $W$, because it is uniquely reconstructible from the description of the two mappings $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ by $\mathcal{A}_{i}=\left\{\left(v, \mathcal{A}_{i}(v)\right) \mid v \in W\right\}, 1 \leq i \leq 2$. Thus in the sequel we will represent the $n$-dimensional array production ( $W, \mathcal{A}_{1}, \mathcal{A}_{2}$ ) also by writing $\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}$, i.e. $\left\{\left(v, \mathcal{A}_{1}(v)\right) \mid v \in W\right\} \rightarrow\left\{\left(v, \mathcal{A}_{2}(v)\right) \mid v \in W\right\}$.

Definition 2.6. An $n$-dimensional (generating) array grammar is a quintuple

$$
G=\left(n, V_{N}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}\right),
$$

where $V_{N}$ is the alphabet of non-terminal symbols, $V_{T}$ is the alphabet of terminal symbols, $V_{N} \cap V_{T}=\emptyset, \# \notin V_{N} \cup V_{T} ; P$ is a finite non-empty set of $n$-dimensional array productions over $V_{N} \cup V_{T}$ and $\left\{\left(v_{0}, S\right)\right\}$ is the start array (axiom), $v_{0}$ is the start vector, and $S$ is the start symbol. $G$ is called $\Lambda$-free if every production in $P$ is $\Lambda$-free.

We say that the array $\mathcal{B}_{2} \in V^{* n}$ is directly derivable from the array $\mathcal{B}_{1} \in V^{* n}$ in $G$, denoted $\mathcal{B}_{1} \vdash_{G} \mathcal{B}_{2}$, if and only if there exists an $n$-dimensional array production $p=\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ in $P$ such that $\mathcal{B}_{1} \vdash_{p} \mathcal{B}_{2}$. Let $\vdash_{G}^{*}$ be the reflexive transitive closure of $\vdash_{G}$. Then the ( $n$-dimensional) array language generated by $G, L_{g e n}(G)$, is defined by $L_{\text {gen }}(G)=\left\{\mathcal{A} \mid \mathcal{A} \in V_{T}^{* n},\left\{\left(v_{0}, S\right)\right\} \vdash_{G}^{*} \mathcal{A}\right\}$. The norm of the $n$-dimensional array grammar $G$ is defined by $\|G\|=\max \{\|p\| \mid p \in P\}$.

An $n$-dimensional generating array production $p=\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ in $P$ is called

[^3]- strictly monotonic, if shape $\left(\mathcal{A}_{2}\right)=W$ and $\|p\|=1$;
- \#-context-free, if $\operatorname{card}\left(\operatorname{shape}\left(\mathcal{A}_{1}\right)\right)=1$;
- context-free, if $p$ is monotonic, $\operatorname{card}\left(\operatorname{shape}\left(\mathcal{A}_{1}\right)\right)=1$, and $\mathcal{A}_{1}\left(\Omega_{n}\right) \in V_{N}$; the condition $\mathcal{A}_{1}\left(\Omega_{n}\right) \in V_{N}$ allows the representation of a context-free array production as $\left(A,\left\{\left(v, \mathcal{A}_{2}(v)\right) \mid v \in W\right\}\right)$ or $A \rightarrow\left\{\left(v, \mathcal{A}_{2}(v)\right) \mid v \in W\right\}$ instead of $\left(W,\left\{\left(\Omega_{n}, A\right)\right\} \cup\left\{(v, \#) \mid v \in W \backslash\left\{\Omega_{n}\right\}\right\},\left\{\left(v, \mathcal{A}_{2}(v)\right) \mid v \in W\right\}\right)$; if $\operatorname{card}(W)=$ 1, we only write $A \rightarrow \mathcal{A}_{2}\left(\Omega_{n}\right)$;
- strictly context-free, if $p$ is strictly monotonic as well as context-free;
- regular, if either

1. $W=\left\{\Omega_{n}, v\right\}$ for some $v \in U_{n}$, where $U_{n}=\left\{\left(i_{1}, \ldots, i_{n}\right)\left|\sum_{k=1}^{n}\right| i_{k} \mid=1\right\}$, and $\mathcal{A}_{1}=\left\{\left(\Omega_{n}, B\right),(v, \#)\right\}, \mathcal{A}_{2}=\left\{\left(\Omega_{n}, a\right),(v, C)\right\}$, with $B, C \in V_{N}$ and $a \in V_{T}$ (we also write $B v \# \rightarrow a v C$ ), or
2. $W=\left\{\Omega_{n}\right\}, \mathcal{A}_{1}=\left\{\left(\Omega_{n}, B\right)\right\}, \mathcal{A}_{2}=\left\{\left(\Omega_{n}, a\right)\right\}$, with $B \in V_{N}$ and $a \in V_{T}$ (we also write $B \rightarrow a$ ).
$G$ is called an $n$-dimensional array grammar of type (gen, X), X $\in$ $\{$ enum, \#-cf, mon, smon, $c f, s c f, r e g\}$, if every array production in $P$ is of the corresponding type, i.e. a generating arbitrary (gen, enum), \#-context-free (gen,\#-cf), monotonic (gen, mon), strictly monotonic (gen,smon), context-free ( $g e n, c f$ ), strictly context-free ( $g e n, s c f$ ), respectively regular ( $g e n, r e g$ ) $n$-dimensional (generating) array production; the corresponding families of $\Lambda$-free $n$-dimensional array languages are denoted by $L(n,(g e n, X))$. If for two types (gen, $X$ ), (gen, $Y$ ) with $X, Y \in\{e n u m, \#-c f$, mon, smon, $c f, s c f$, reg $\}$ every array production of type ( $g e n, X$ ) is also an array production of type ( $g e n, Y$ ), we write $(g e n, X) \subseteq(g e n, Y)$ or even $X \subseteq Y$.

Remark 2.1. Let $G=\left(n, V_{N}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}\right)$ be an $n$-dimensional (generating) array grammar. If $G$ is regular, strictly context-free, respectively strictly monotonic, then according to the previous definition of regular, strictly context-free, and strictly monotonic $n$-dimensional generating array productions we immediately see that every array in $L_{g e n}(G)$ must be 1 -connected. If $G$ is context-free or monotonic, then $\|\mathcal{A}\| \leq\|G\|$ for all $\mathcal{A} \in L_{\text {gen }}(G)$. In the case of arbitrary $n$-dimensional array grammars, additional restrictive conditions on the $n$-dimensional array productions in $P$ are required in order to guarantee every $n$-dimensional array in $L_{g e n}(G)$ to be $\|G\|$-connected or even to be 1 -connected as it is often required in the literature [5], [17], [19], [20]. In the following, we also consider the case of monotonic $n$-dimensional generating array grammars with norm 1 and denote the corresponding family of array languages generated by such array grammars by $L\left(n,\left(g e n, m_{1} n_{1}\right)\right)$.

Like in the string case, some of the families of array languages defined above form a strict hierarchy (compare with the results stated in [11], [12], [14].

Proposition 2.1. (Сномsky-Hierarchy of array languages) For all $n \in N$, $L(n,($ gen,$r e g)) \subset L(n,($ gen,$s c f)) \subset L(n,($ gen, mon $)) \subset L(n,($ gen, enum $))$.

Obviously, the inclusions

$$
L(n,(g e n, s c f)) \subset L(n,(g e n, s m o n)) \text { and } L(n,(g e n, c f)) \subset L(n,(g e n, m o n))
$$

are true, too, whereas the families $L(n,(g e n, c f))$ and $L(n,(g e n, s m o n))$ are incomparable. Furthermore, we have the inclusions

$$
L(n,(g e n, c f)) \subset L(n,(g e n, \#-c f)) \subset L(n,(g e n, e n u m))
$$

whereas $L(n,(g e n, \#-c f))$ and $L(n,(g e n, m o n))$ are incomparable.
An interesting feature of $n$-dimensional (generating) array grammars is the fact that even regular and context-free array productions make use of some special context, namely the context of blank symbols \#. This \#-sensing ability (which is reduced to a minimum in the case of strictly context-free respectively strictly monotonic array grammars in contrast to context-free respectively monotonic array grammars) induces a relatively high generating power even of only regular two-dimensional-dimenensional array grammars and yields some rather astonishing results, e.g. the set of all solid squares can be generated by a regular two-dimensional array grammar [20].

As many results for $n$-dimensional arrays for a special $n$ can be taken over immediately for higher dimensions, we introduce the following notion:

Definition 2.7. Let $n, m \in N$ with $n \leq m$. For $n<m$, the natural embedding $i_{n, m}: Z^{n} \rightarrow Z^{m}$ is defined by $i_{n, m}(v)=\left(v, \Omega_{m-n}\right)$ for all $v \in Z^{n}$; for $n=m$ we define $i_{n, n}: Z^{n} \rightarrow Z^{n}$ by $i_{n, n}(v)=v$ for all $v \in Z^{n}$. To an $n$-dimensional array $\mathcal{A} \in V^{+n}$ with $\mathcal{A}=\{(v, \mathcal{A}(v)) \mid v \in \operatorname{shape}(\mathcal{A})\}$ we assign the $m$-dimensional array $i_{n, m}(\mathcal{A})=\left\{\left(i_{n, m}(v), \mathcal{A}(v)\right) \mid v \in \operatorname{shape}(\mathcal{A})\right\}$.

## 3. Accepting Array Grammars: Definitions and Examples

First we introduce the concept of accepting array productions and grammars:
Definition 3.1. An $n$-dimensional accepting array production $p$ over $V$ is a triple $\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right)$, where $W \subseteq Z^{n}$ is a finite set and $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are mappings from $W$ to $V \cup\{\#\} ; p$ is called $\Lambda$-free if shape $\left(\mathcal{A}_{2}\right) \neq \emptyset$. We say that the array $\mathcal{C}_{1} \in$ $V^{* n}$ is directly derivable (reducible) from the array $\mathcal{C}_{2} \in V^{* n}$ by the $n$-dimensional accepting array production $\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right)$ if and only if there exists a vector $v \in Z^{n}$ such that $\mathcal{C}_{1}(w)=\mathcal{C}_{2}(w)$ for all $w \in Z^{n} \backslash \tau_{v}(W)$ as well as $\mathcal{C}_{2}(w)=\mathcal{A}_{2}\left(\tau_{-v}(w)\right)$ and $\mathcal{C}_{1}(w)=\mathcal{A}_{1}\left(\tau_{-v}(w)\right)$ for all $w \in \tau_{v}(W)$, i.e. the subarray of $\mathcal{C}_{2}$ corresponding to $\mathcal{A}_{2}$ is replaced by $\mathcal{A}_{1}$, thus yielding $\mathcal{C}_{1}$; we also write $\mathcal{C}_{2} \vdash_{p} \mathcal{C}_{1}$. For short, if $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is a generating array production, then ( $W, \mathcal{A}_{2}, \mathcal{A}_{1}$ ) is the corresponding (dual) accepting array production; for the accepting array production $\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right)$ the dual generating array production is $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$.

An $n$-dimensional accepting array grammar is a construct

$$
G=\left(n, V_{N}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}\right),
$$

where $V_{N}$ is the alphabet of non-terminal symbols, $V_{T}$ is the alphabet of terminal symbols, $V_{N} \cap V_{T}=\emptyset, \# \notin V_{N} \cup V_{T} ; P$ is a finite non-empty set of $n$-dimensional accepting array productions over $V_{N} \cup V_{T}$, and $\left\{\left(v_{0}, S\right)\right\}$ is the final array (goal). $G$ is called $\Lambda$-free if every production in $P$ is $\Lambda$-free.

We say that the array $\mathcal{B}_{1} \in V^{* n}$ is directly derivable from the array $\mathcal{B}_{2} \in V^{* n}$ in $G$, denoted $\mathcal{B}_{2} \vdash_{G} \mathcal{B}_{1}$, if and only if there exists an $n$-dimensional accepting array production $p=\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right)$ in $P$ such that $\mathcal{B}_{2} \vdash_{p} \mathcal{B}_{1}$. Let $\vdash_{G}^{*}$ be the reflexive transitive
closure of $\vdash_{G}$. Then the ( $n$-dimensional) array language accepted by $G, L_{a c c}(G)$, is defined by $L_{\text {acc }}(G)=\left\{\mathcal{A} \mid \mathcal{A} \in V_{T}^{* n}, \mathcal{A} \vdash_{G}^{*}\left\{\left(v_{0}, S\right)\right\}\right\}$.

For any $X \in\{e n u m, \#-c f$, mon, smon, $c f, s c f$, reg $\}$ the accepting array production $\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right)$ is said to be of type (acc, $X$ ), if the dual generating array production ( $W, \mathcal{A}_{1}, \mathcal{A}_{2}$ ) is of type ( $g e n, X$ ). $G$ is called to be of type (acc, $X$ ), if every accepting array production in $P$ is of the corresponding type. The corresponding families of $\Lambda$-free $n$-dimensional array languages are denoted by $L(n,(a c c, X))$.

For any $n$-dimensional (generating respectively accepting) array grammar $G=$ ( $n, V_{N}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}$ ), the corresponding dual $n$-dimensional (accepting respectively generating) array grammar $G^{d}=\left(n, V_{N}, V_{T}, \#, P^{d},\left\{\left(v_{0}, S\right)\right\}\right)$ is defined by

$$
P^{d}=\left\{\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right) \mid\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right) \in P\right\} .
$$

The following result is obvious from our definitions:
Lemma 3.1. If $G$ is a generating (accepting, respectively) array grammar and $G^{d}$ is its dual accepting (generating, respectively) array grammar, then $L_{g e n}(G)=$ $L_{\text {acc }}\left(G^{d}\right)$ (and $L_{\text {acc }}(G)=L_{\text {gen }}\left(G^{d}\right)$, respectively). Hence, for every $n \in N$ and for every $X \in\{$ enum, \#-cf, mon, smon, cf, scf, reg\} we obtain

$$
L(n,(a c c, X))=L(n,(g e n, X))
$$

Therefore, as in the string case we can also use the notation $L(n, X)$ for both $L(n,(a c c, X))$ and $L(n,(g e n, X))$. We shall also omit the subscripts $g e n$ and acc, respectively, in $L_{g e n}(G)$ and $L_{\text {acc }}(G)$, respectively, if the derivation mode is clear from the context.

## 4. Control Mechanisms on Array Grammars

In the following, we give the necessary definitions of ordered and programmed (graph controlled) array grammars and languages in the generating as well as in the accepting case. For detailed informations concerning these control mechanisms as well as many other interesting results about regulated rewriting in the theory of string languages, the reader is referred to [6].

Definition 4.1. An ordered (string) grammar is a construct

$$
G_{O}=\left(V_{N}, V_{T},(P,<), S\right)
$$

where $V_{N}$ and $V_{T}$ are disjoint alphabets of non-terminal respectively terminal symbols, $S \in V_{N}$ is the start symbol, $P$ is a finite set of (string) productions over $V_{N} \cup V_{T}$, and < is a partial order relation on the productions in $P$. For $v, w \in\left(V_{N} \cup V_{T}\right)^{*}$ we define $v \vdash_{G_{0}} w$ if and only if there exists a production $p \in P$ such that $w$ is the result of the application of $p$ to $v$, whereas no other production $q \in P$ with $q>p$ is applicable to $v$. With $\vdash_{G_{O}}^{*}$ denoting the reflexive and transitive closure of the derivation relation $\vdash_{G_{O}}$ the string language generated by $G_{O}$ is $L_{g e n}\left(G_{O}\right)=\left\{w \in V_{T}^{*} \mid S \vdash_{G_{O}}^{*} w\right\}$.

A programmed (string) grammar (or graph controlled (string) grammar) with appearance checking is a construct $G_{P}=\left(V_{N}, V_{T},\left(R, L_{i}, L_{f}\right), S\right) ; V_{N}$ and $V_{T}$ are disjoint alphabets of non-terminal and terminal symbols, respectively; $S \in V_{N}$ is the start symbol; $R$ is a finite set of rules $r$ of the form $(l(r): p(l(r)), \sigma(l(r)), \varphi(l(r)))$, where $l(r) \in \operatorname{Lab}\left(G_{P}\right), \operatorname{Lab}\left(G_{P}\right)$ being a set of labels associated (in a one-to-one manner)
to the rules $r$ in $R, p(l(r))$ is a string production over $V_{N} \cup V_{T}, \sigma(l(r)) \subseteq L a b\left(G_{P}\right)$ is the success field of the rule $r$, and $\varphi(l(r))$ is the failure field of the rule $r$; $L_{i} \subseteq \operatorname{Lab}\left(G_{P}\right)$ is the set of initial labels, and $L_{f} \subseteq \operatorname{Lab}\left(G_{P}\right)$ is the set of final labels. For $r=(l(r): p(l(r)), \sigma(l(r)), \varphi(l(r)))$ and $v, w \in\left(V_{N} \cup V_{T}\right)^{*}$ we define $(v, l(r)) \vdash_{G_{P}}(w, k)$ if and only if

- either $p(l(r))$ is applicable to $v$, the result of the application of the production $p(l(r))$ to $v$ is $w$, and $k \in \sigma(l(r))$,
- or $p(l(r))$ is not applicable to $v, w=v$, and $k \in \varphi(l(r))$.

The (string) language generated by $G_{P}$ is

$$
\begin{aligned}
L\left(G_{P}\right)=\left\{w \in V_{T}^{*} \mid\right. & \left(S, l_{0}\right) \vdash_{G_{P}}\left(w_{1}, l_{1}\right) \vdash_{G_{P}} \ldots\left(w_{k}, l_{k}\right), k \geq 1, \\
& w_{j} \in\left(V_{N} \cup V_{T}\right)^{*} \text { and } l_{j} \in \operatorname{Lab}\left(G_{P}\right) \text { for } 0 \leq j \leq k, \\
& \left.w_{k}=w, l_{0} \in L_{i}, l_{k} \in L_{f}\right\} .
\end{aligned}
$$

If the failure fields $\varphi(l(r))$ are empty for all $r \in R$, then $G_{P}$ is called a programmed grammar without appearance checking. If $\varphi(l(r))=\sigma(l(r))$ for all $r \in R$, then $G_{P}$ is called a programmed grammar with unconditional transfer.

An ordered (string) grammar, or a programmed (string) grammar, respectively, is said to be of type enum, mon, cf, cf $-\lambda$, or reg, respectively, if every production appearing in this grammar is of the corresponding type, i.e. an arbitrary, monotonic, context-free, $\lambda$-free context-free, respectively regular production. For the types $X \in$ $\{e n u m, m o n, c f, c f-\lambda, r e g\}$, by

$$
L(g e n, X), O(g e n, X), P_{a c}(g e n, X), P_{u t}(g e n, X), P(g e n, X)
$$

we denote the $\lambda$-free (string) languages generated by grammars of type $X$ and ordered grammars, programmed grammars with appearance checking, programmed grammars with unconditional transfer, and programmed grammars without appearance checking, respectively, of type $X$.

In the following we list some of the most important results known [6], [8], [9], [15] for the control mechanisms defined above (for the sake of conciseness, we use $U(X)$ instead of $U($ gen, $X))$ :

- $L(X)=Y(X)$ for $X \in\{r e g$, mon, enum $\}$ and $Y \in\left\{O, P_{a c}, P_{u t}, P\right\}$;
- $L(c f-\lambda) \subset P(c f-\lambda) \subset P_{a c}(c f-\lambda) \subset L(m o n) ;$
- $L(c f-\lambda) \subset P_{u t}(c f-\lambda) \subseteq P_{a c}(c f-\lambda) \subset L(m o n) ;$
- $P(c f-\lambda) \subseteq P(c f) \subset P_{a c}(c f)=L(e n u m) ;$
- $O(c f-\lambda) \subset P_{u t}(c f-\lambda) \subset P_{u t}(c f) \subseteq P_{a c}(c f)=L($ enum $) ;$
- $L(c f-\lambda)=L(c f) \subset O(c f-\lambda) \subseteq O(c f) \subset P_{u t}(c f) \subseteq L(e n u m)$.

The definitions of ordered grammars and graph controlled grammars can immediately be taken over for accepting (string) grammars as well as for generating and accepting array grammars by taking accepting string productions or generating
and accepting array productions, respectively, instead of generating string productions in the definitions given above, e.g. an ordered array grammar is a construct $G=\left(n, V_{N}, V_{T}, \#,(P,<),\left\{\left(v_{0}, S\right)\right\}\right)$, where $V_{N}, V_{T}, P$, and $\left\{\left(v_{0}, S\right)\right\}$ are defined as for an array grammar and $<$ is a partial order relation on the array productions in $P$ etc.

An ordered array grammar (generating or accepting, respectively) or a graph controlled array grammar (generating or accepting, respectively) is said to be of type $X$ if every array production appearing in this grammar is of the corresponding type $X$, too.

Definition 4.2. For every $X \in\{e n u m, \#-c f$, mon, smon, $c f, s c f, r e g\}$ and every $\delta \in\{g e n, a c c\}$, by $L(n,(\delta, X), O), L(n,(\delta, X), P), L\left(n,(\delta, X), P_{u t}\right)$, $L\left(n,(\delta, X), P_{a c}\right)$ we denote the $\Lambda$-free array languages described by ordered array grammars, programmed array grammars without appearance checking, programmed array grammars with unconditional transfer, and programmed array grammars with appearance checking, respectively, of type ( $\delta, X$ ).

In the following we give some examples elucidating the control mechanisms defined above.

Example 4.1. According to [20], the set $R_{H}$ of hollow rectangles of thickness one over the one-letter alphabet $\{a\}$ (with the left lower corner lying in the origin) cannot be generated by a context-free array grammar. Yet the following regular ordered array grammar $G$ can generate $R_{H}$, i.e. $R_{H} \in L(2,($ gen, reg $), O)$.

$$
\begin{aligned}
& G=(2,\{S, A, B, C, D, E, F, Q\},\{a\}, \#,(P,<),\{((0,1), S)\}), \\
& P=\left\{\begin{array}{c}
\# \\
S
\end{array} \rightarrow \begin{array}{c}
A \\
a
\end{array}, \stackrel{\#}{A} \rightarrow \begin{array}{c}
A \\
a
\end{array}, A \# \rightarrow a B, B \# \rightarrow a B, B \# \rightarrow a C, \begin{array}{c}
C \\
\#
\end{array}{ }^{a} \begin{array}{c}
a \\
D
\end{array},\right. \\
& \left.\begin{array}{l}
D \\
\#
\end{array} \rightarrow \begin{array}{l}
a \\
D
\end{array}, \begin{array}{l}
D \\
\#
\end{array} \rightarrow \begin{array}{c}
a \\
E
\end{array}, \# E \rightarrow E a, \# E \rightarrow F a, \stackrel{\#}{\#} \rightarrow \begin{array}{l}
Q \\
a
\end{array}, F \rightarrow a\right\} .
\end{aligned}
$$

The order relation < only consists of $F \rightarrow a<\stackrel{\#}{F} \rightarrow \begin{gathered}Q \\ a\end{gathered}$, which guarantees that $F \rightarrow a$ is only applied when no blank symbol appears above the non-terminal symbol $F$, or otherwise the (forced) application of $\begin{aligned} & \# \\ & F\end{aligned} \rightarrow{ }_{a}^{Q}$ introduces the trap symbol $Q$.

The derivation of a rectangle of side lengths $n$ and $m, n, m \geq 3$, proceeds as follows: The left vertical line of the hollow rectangle is generated by first using the rule $\underset{S}{\#} \rightarrow{ }_{a}^{A}$ and then using $n-3$ times the rule ${ }_{A}^{\#} \rightarrow{ }_{a}^{A}$. After applying the rule $A \# \rightarrow a B$, the upper horizontal line of the rectangle is generated by using $m-3$ times the rule $B \# \rightarrow a B$. The generation of the right vertical line of the rectangle starts with applications of the array productions $B \# \rightarrow a C$ and $\begin{gathered}C \\ \#\end{gathered} \rightarrow \stackrel{a}{D}$, whereafter we can proceed with repeated applications of $\begin{aligned} & D \\ & \#\end{aligned} \rightarrow \begin{aligned} & a \\ & D\end{aligned}$. By applying $\begin{aligned} & D \\ & \#\end{aligned} \rightarrow \begin{aligned} & a \\ & E\end{aligned}$ the generation of the lower horizontal line is started, which proceeds by repeatedly applying $\# E \rightarrow E a$. After the application of $\# E \rightarrow F a$ the final array production $F \rightarrow a$ can only be applied, if with the non-terminal $F$ we have arrived exactly below the starting point of our derivation; otherwise the trap symbol $Q$ is introduced by
the application of $\begin{gathered}\# \\ F\end{gathered} \rightarrow \stackrel{Q}{a}$, which is forced by the order relation $<$. Hence, we conclude

$$
\begin{aligned}
L(G)= & \{\{((0, j), a),((i, n-1), a),((m-1, j+1), a),((i+1,0), a) \mid \\
& 0 \leq j \leq n-2,0 \leq i \leq m-2\} \mid n \geq 3, m \geq 3\}=R_{H} .
\end{aligned}
$$

For the generation of the set $S_{H}$ of hollow squares with the left lower corner positioned in the origin (see [14]) regular array productions are not sufficient, i.e. $S_{H}$ can only be generated by a context-free graph controlled array grammar with appearance checking:

Example 4.2. We consider the context-free graph controlled array grammar $G=(2,\{S, U, R, D, L, Q\},\{a\},(R,\{0\},\{0\}),\{((0,0), S)\})$ (with appearance checking), where $P$ contains the labelled rules listed in Figure 1.

$$
\begin{aligned}
& \left(0: \begin{array}{c}
\# \\
S
\end{array} \rightarrow{ }_{a}^{U} R_{a},\{1\}, \emptyset\right) ; \quad\left(1: \begin{array}{l}
\# \\
U
\end{array} \rightarrow \begin{array}{l}
U \\
a
\end{array},\{2\}, \emptyset\right) ; \\
& \text { (2: R\# } \rightarrow a R,\{1,3\}, \emptyset) ; \quad\left(3: \begin{array}{l}
\# \# \\
U
\end{array} \rightarrow \begin{array}{ll}
a & D \\
a & ,\{4\}, \emptyset)
\end{array}\right) \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& \text { (8: } L \rightarrow a,\{9\}, \emptyset) ; \quad(9: D \rightarrow a,\{0\}, \emptyset) \text {. }
\end{aligned}
$$

Figure 1. The rule set belonging to Example 4.2
After using the initial rule 0 , the generation of the hollow square of side length $n \geq 3$ proceeds as follows: By repeatedly using rules 1 and 2 in a loop, the left vertical line and the lower horizontal line grow in a synchronized manner. After the application of the sequence 3 and 4 , the upper horizontal line and the right vertical line are grown in a synchronized manner by using the array productions 5 and 6 in a loop. Only if $L$ has arrived just below $D$, the array production 7 can be skipped in the appearance checking mode without introducing the trap symbol $Q$, whereafter the derivation is finished by using the sequence of array productions 8 and 9 . Hence, we conclude

$$
\begin{aligned}
L(G)= & \{\{((0, i), a),((i, n-1), a),((n-1, i+1), a),((i+1,0), a) \mid \\
& 0 \leq i \leq n-2\} \mid n \geq 3\}=S_{H}
\end{aligned}
$$

and therefore $S_{H} \in L\left(2,(g e n, s c f), P_{a c}\right)$.
By replacing empty success or failure fields, respectively, in the rules above by the corresponding non-empty failure and success fields, respectively, we immediately obtain a graph controlled array grammar with unconditional transfer generating the same array language, i.e. $S_{H} \in L\left(2,(g e n, s c f), P_{u t}\right)$, too.

The previous two examples reveal an important difference between the applicability of a context-free string production to an underlying string and the applicability of a context-free array production to an underlying array: Whereas a context-free
string production $A \rightarrow w$ is applicable to the underlying string if and only if the non-terminal symbol $A$ appears in this string, the applicability of a context-free array production $\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ with $\mathcal{A}_{1}\left(\Omega_{n}\right)=A$ to an underlying array not only depends on the occurrence of the non-terminal symbol $A$ in the underlying array, but also on the "availability" of blank symbols in the neighbourhood of $A$ on the relative positions $v \in W \backslash\left\{\Omega_{n}\right\}$. This \#-sensing ability is the basis of the some results proved in [14], i.e. in contrast to the string case, even \#-context-free ordered array grammars can generate any recursively enumerable $\Lambda$-free array language.

The following results directly follow from the definitions:
Lemma 4.1. For all $n \in N$, for all derivation modes $\delta \in\{g e n, a c c\}$, and for all types $X, Y \in\{$ enum, \#-cf, mon, smon, cf, scf, reg\} with $X \subseteq Y$, as well as for all control types $U \in\left\{P, P_{u t}, P_{a c}, O\right\}$ we have $L(n,(\delta, X), U) \subseteq L(n,(\delta, Y), U)$.

Lemma 4.2. For all $n \in N$, for all derivation modes $\delta \in\{g e n$, acc $\}$, and for all types $X \in\{$ enum, $\#-c f$, mon, smon, $c f, s c f$, reg $\}$ we have

$$
\begin{aligned}
& L(n,(\delta, X)) \subseteq L(n,(\delta, X), P) \subseteq L\left(n,(\delta, X), P_{a c}\right) \\
& L(n,(\delta, X)) \subseteq L\left(n,(\delta, X), P_{u t}\right) \subseteq L\left(n,(\delta, X), P_{a c}\right)
\end{aligned}
$$

as well as $L(n,(\delta, X)) \subseteq L(n,(\delta, X), O)$.
Lemma 4.3. For every $n \in N$ and for every $X \in\{$ enum, \#-cf, mon, smon, $c f, s c f$, reg $\}$, we have $L(n,(g e n, X), O) \subseteq L\left(n,(g e n, X), P_{u t}\right)$.

Proof. Let $G=\left(n, V_{N}, V_{T}, \#,(R,<),\left\{\left(v_{0}, S\right)\right\}\right)$ be an ordered generating array grammar of type $X$, and let $L a b$ be the set of unique labels for the rules in $R$. We construct an equivalent graph controlled generating array grammar with unconditional transfer of type $X, G^{t}=\left(n, V_{N} \cup\{F\}, V_{T}, \#,\left(R^{\prime}, L a b, L a b\right),\left\{\left(v_{0}, S\right)\right\}\right)$, in the following way: For each labelled rule $r:\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ from $R, r \in L a b$, with $F(r)=\{(r, i) \mid 1 \leq i \leq k(r)\}$ denoting the set of labels of the rules $p_{r, i}$ greater than $r$ with respect to the order relation $<$, in $R^{t}$ we take

$$
\begin{aligned}
& \left((r, i): p_{r, i}^{\ominus},\{(r, i+1)\},\{(r, i+1)\}\right), \quad \text { for } 1 \leq i \leq k(r) \text { and } \\
& \left((r, k(r)+1):\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right), L a b, L a b\right),
\end{aligned}
$$

where we identify the labels $(r, 1)$ and $r$.
For any generating array production $p$ in $R, p=\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the corresponding failure production $p^{\ominus}$ is defined by $p^{\ominus}=\left(W, \mathcal{A}_{1}, F_{W}\right)$, where $F_{W}=\{(v, F) \mid v \in W\}$. Such a failure production $p^{\ominus}$ therefore introduces the trap symbol $F$ whenever it cannot be skipped in the sequence controlling the application of an array production from $R$.

In the regular case, for the rules of the form $r: A \rightarrow a$ and of the form $r: A v \# \rightarrow$ $a v B$, respectively, we need a slight modification of the construction given above: If the set $F(r)$ contains a label identifying a production of the form $A \rightarrow b$ we simply can forget about the rule $r$. Otherwise, we only have to check the applicability of the rules greater than $r$ of the form $A u \# \rightarrow C u D$, and therefore we can exclude all labels belonging to productions being not of this form $A u \# \rightarrow C u D$ from $F(r)$ and then proceed as above with this reduced set of labels of productions greater than $r$. The corresponding failure production $p^{\ominus}$ for $p=C u \# \rightarrow c u D$ is defined by $p^{\ominus}=C u \# \rightarrow c u F$.

Lemma 4.4. For every $n \in N$ and for every $X \in\{$ enum, \#-cf, mon, smon, $c f, s c f, r e g\}$, we have $L(n,(a c c, X), O) \subseteq L_{a c c}\left(n,(a c c, X), P_{u t}\right)$.

Proof. Let $G=\left(n, V_{N}, V_{T}, \#,(R,<),\left\{\left(v_{0}, S\right)\right\}\right)$ be an ordered accepting array grammar of type $X$, and let $L a b$ be the set of unique labels for the rules in $R$. We construct an equivalent graph controlled accepting array grammar with unconditional transfer of type $X, G^{\prime}=\left(n, V_{N} \cup\{F\}, V_{T}, \#,\left(R^{\prime}, L a b, L a b\right),\left\{\left(v_{0}, S\right)\right\}\right)$, in the following way: For each labelled rule $r:\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ from $R$ with $F(r)=$ $\{(r, i) \mid 1 \leq i \leq k(r)\}$ denoting the set of labels of the rules $p_{r, i}$ greater than $r$ with respect to the order relation $<$, in $R^{t}$ we again take

$$
\begin{aligned}
& \left((r, i): p_{r, i}^{\ominus},\{(r, i+1)\},\{(r, i+1)\}\right) \quad \text { for } 1 \leq i \leq k(r) \text { and } \\
& \left((r, k(r)+1):\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right), L a b, L a b\right)
\end{aligned}
$$

where we identify the labels $(r, 1)$ and $r$.
For any accepting array production in $R, p=\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the corresponding failure production $p^{\ominus}$ now is defined by $p^{\ominus}=\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}^{F}\right)$, where $\mathcal{A}_{2}^{F}=\left\{\left(\Omega_{n}, F\right)\right\} \cup$ $\left\{\left(v, \mathcal{A}_{2}(v)\right) \mid v \in\left(W \backslash\left\{\Omega_{n}\right\}\right)\right\}$, i.e. at the position $\Omega_{n}$, which is always occupied by a non-blank symbol, the trap symbol $F$ is introduced instead of the original symbol $\mathcal{A}_{2}\left(\Omega_{n}\right)$ in case the production $p^{\ominus}$ has to be applied.

Observe that in the accepting case, the proof also works for the regular array grammars.

As in the string case (see [1], [2]), it is easy to see that generating and accepting programmed array grammars without appearance checking describe the same family of languages. Hence, we find:

Lemma 4.5. For every $n \in N$ and for every $X \in\{$ enum, \#-cf, mon, smon, $c f, s c f, r e g\}$, we have $L(n,(g e n, X), P)=L(n,(a c c, X), P)$.

Proof. The results directly follow from the duality of generating and accepting array productions, respectively, and the corresponding derivation mechanisms:

Let $G=\left(n, V_{N}, V_{T}, \#,\left(R, L_{i}, L_{f}\right),\left\{\left(v_{0}, S\right)\right\}\right)$ be a graph controlled generating array grammar of type $X$ without appearance checking. Then we can construct a graph controlled accepting array grammar of type $X$ without appearance checking $G^{d}=\left(n, V_{N} \cup\{F\}, V_{T}, \#,\left(R^{d}, L_{i}^{d}, L_{j}^{d}\right),\left\{\left(v_{0}, S\right)\right\}\right)$, where $F$ is a new non-terminal symbol $\notin V_{N} \cup V_{T} \cup\{\#\}$. We take a new accepting (regular) array production $a \rightarrow F$ and assign a new label $f$ to it, i.e. $R^{d}$ contains ( $f: a \rightarrow F, \emptyset, \emptyset$ ). Moreover, we define $L_{f}^{d}=\{f\}$ and $L_{i}^{d}=\left\{s \mid r \in \sigma(s)\right.$ for some $\left.r \in L_{f}\right\}$. For $\left(r:\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right), \sigma(r), \emptyset\right)$ in $R$ we take $\left(r:\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right), \sigma^{-1}(r), \emptyset\right)$ into $R^{d}$; the set $\sigma^{-1}(r)$ is defined by $\sigma^{-1}(r)=\{s \mid r \in \sigma(s)\}$ for $r \notin L_{i}$ and $\sigma^{-1}(r)=\{s \mid r \in \sigma(s)\} \cup\{f\}$ for $r \in L_{i}$. Hence, to every (generating) derivation in $G$,

$$
\left(\left\{\left(v_{0}, S\right)\right\}, r_{0}\right) \vdash_{G} \ldots\left(\mathcal{B}_{m-1}, r_{m-1}\right) \vdash_{G}\left(\mathcal{B}_{m}, r_{m}\right)
$$

of a terminal array $\mathcal{B}_{m} \in V_{T}^{+n}$ with $r_{0} \in L_{i}$ and $r_{m} \in L_{f}$ there corresponds the (accepting) derivation in $G^{d}$

$$
\left(\mathcal{B}_{m}, r_{m-1}\right) \vdash_{G^{d}}\left(\mathcal{B}_{m-1}, r_{m-2}\right) \vdash_{G^{d}} \ldots\left(\mathcal{B}_{1}, r_{0}\right) \vdash_{G^{d}}\left(\left\{\left(v_{0}, S\right)\right\}, f\right) .
$$

A similar construction allows us to build up a graph controlled generating array grammar of type $X$ without appearance checking for a given graph controlled accepting array grammar of type $X$ without appearance checking.

In the string case, the analogue of the following result (with the same idea of a purely structural proof) has been shown in [3].

Lemma 4.6. For every $n \in N$ and for every $X \in\{$ enum, \#-cf, mon, $c f\}$, $L\left(n,(g e n, X), P_{a c}\right) \subseteq L\left(n,(a c c, X), P_{a c}\right)$.

Proof. Let $G=\left(n, V_{N}, V_{T}, \#,\left(R, L_{i}, L_{f}\right),\left\{\left(v_{0}, S\right)\right\}\right)$ be a graph controlled generating array grammar of type $X$. Then we can construct a graph controlled accepting array grammar of type $X$

$$
\begin{aligned}
G^{d}= & \left(n, V_{N} \cup\{F\}, V_{T}, \#,\left(R^{d}, L_{i}^{d}, L_{f}^{d}\right),\left\{\left(v_{0}, S\right)\right\}\right) \\
& R^{d}=R^{\prime} \cup R^{\prime \prime}, L_{i}^{d}=\left\{s^{\prime}, s^{\prime \prime} \mid r \in \sigma(s) \text { for some } r \in L_{f}\right\}, L_{f}^{d}=\left\{f^{\prime}, f^{\prime \prime}\right\},
\end{aligned}
$$

where for $\left(r:\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right), \sigma(r), \varphi(r)\right)$ in $R$ we take

$$
\begin{array}{ll}
\left(r^{\prime}:\left(W, \mathcal{A}_{2}, \mathcal{A}_{1}\right),\left(\sigma^{-1}(r)\right)^{\prime} \cup\left(\varphi^{-1}(r)\right)^{\prime \prime}, \emptyset\right) & \text { into } R^{\prime} \text { and } \\
\left(r^{\prime \prime}:\left(W, \mathcal{A}_{1}, \mathcal{A}_{1}\right), \emptyset,\left(\sigma^{-1}(r)\right)^{\prime} \cup\left(\varphi^{-1}(r)\right)^{\prime \prime}\right) & \text { into } R^{\prime \prime} ;
\end{array}
$$

moreover, we take ( $f^{\prime}: F \rightarrow F, \emptyset, \emptyset$ ) into $R^{\prime}$ and ( $f^{\prime \prime}: F \rightarrow F, \emptyset, \emptyset$ ) into $R^{\prime \prime}$; the sets $\sigma^{-1}(r), \varphi^{-1}(r)$ are defined by

$$
\begin{aligned}
& \sigma^{-1}(r)=\{s \mid r \in \sigma(s)\} \text { and } \varphi^{-1}(r)=\{s \mid r \in \varphi(s)\} \text { for } r \notin L_{i} \text { and } \\
& \sigma^{-1}(r)=\{s \mid r \in \sigma(s)\} \cup\{f\} \text { and } \varphi^{-1}(r)=\{s \mid r \in \varphi(s)\} \cup\{f\} \text { for } r \in L_{i} .
\end{aligned}
$$

For any set of labels $L$ we define

$$
L^{\prime}=\left\{s^{\prime} \mid s \in L\right\}, \quad L^{\prime \prime}=\left\{s^{\prime \prime} \mid s \in L\right\} .
$$

With the accepting array productions assigned to primed labels we simulate the dual generating array production in the reverse direction, whereas when choosing a rule with a doubly primed label we can only proceed (without changing the current array) if the corresponding generating array production could not be applied.

Observe that the proof method used in the proof of the preceding lemma does not work for the types smon, scf, and reg, because the productions ( $W, \mathcal{A}_{1}, \mathcal{A}_{1}$ ) we use are not of the desired type.

In the regular case, the families of array languages $L(n,(g e n, r e g), O)$ and $L\left(n,(a c c, r e g), P_{a c}\right)$ as well as $L\left(n,(g e n, r e g), P_{a c}\right)$ and $L(n,(a c c, r e g), O)$ are even incomparable for each $n \geq 2$, which we shall prove next.

Lemma 4.7. For each $n \geq 2$,

$$
i_{2, n}\left(R_{H}\right) \in L(n,(g e n, r e g), O) \backslash\left(L\left(n,(a c c, r e g), P_{a c}\right) \cup L(n, s c f)\right) .
$$

Proof. According to Example 4.1, $i_{2, n}\left(R_{H}\right) \in L(n,($ gen, reg $), O)$, because by replacing every vector $v$ occurring in the two-dimensional ordered array grammar
there by the corresponding $n$-dimensional vector $i_{2, n}(v)$ we immediately obtain an $n$-dimensional ordered array grammar generating $i_{2, n}\left(R_{H}\right)$.

On the other hand, no $n$-dimensional accepting graph controlled array grammar with appearance checking can exist that describes $i_{2, n}\left(R_{H}\right)$ :

After the first derivation step the underlying array contains exactly one nonterminal symbol. The rectangle is cut at some position, yet with accepting array productions we cannot check the closure of the line to both directions from this starting position, hence if we proceed in one direction from the starting point, even the control mechanism of programming cannot guarantee that we close the line at the end of the analysing procedure. A usual pumping argument shows that the last of the four lines of the rectangle need not be analysed in total, which would allow the acceptance of arrays not in $R_{H}$; the details of this pumping argument are left to the reader.

As we proceed along a single line when analysing a rectangle, even by using strictly context-free accepting array productions we can follow the argumentation in the preceding lines and conclude $R_{H} \notin L(2,(a c c, s c f))$.

On the other hand, the arguments used in the previous proof do not carry over to ordered array grammars with regular accepting array productions as well as array productions of the form

$$
\{((0,0), A),(v, \#)\} \rightarrow\{((0,0), B),(v, \#)\}
$$

for some $v \in Z^{2}$ with $\|v\|=1$, i.e. the construction in the following example using only one rule of this special form already allows us to generate $R_{H}$ :

Example 4.3. The set $R_{H}$ of hollow rectangles of thickness one over the oneletter alphabet $\{a\}$ (with the left lower corner lying in the origin) can be described by the following context-free ordered accepting array grammar $G$ :

$$
\begin{aligned}
& G=(2,\{S, A, B, C, D, E, F, Q\},\{a\}, \#,(P,<),\{((0,1), S)\}), \\
& P=\left\{\begin{array}{l}
A \\
a
\end{array} \rightarrow \begin{array}{c}
\# \\
S
\end{array}, \begin{array}{c}
A \\
a
\end{array} \rightarrow \begin{array}{c}
\# \\
A
\end{array}, a B \rightarrow A \#, a B \rightarrow B \#,\right. \\
& a C \rightarrow B \#, \begin{array}{l}
a \\
D
\end{array} \rightarrow \begin{array}{l}
C \\
\#
\end{array}, \begin{array}{l}
a \\
D
\end{array} \rightarrow \begin{array}{l}
D \\
\#
\end{array}, \begin{array}{l}
a \\
E
\end{array} \rightarrow \begin{array}{l}
D \\
\#
\end{array}, \\
& E a \rightarrow \# E, F a \rightarrow \# E, \stackrel{\#}{F} \rightarrow \stackrel{\#}{\#}, a \rightarrow F\} .
\end{aligned}
$$

The order relation < only consists of $F a \rightarrow \# E<\stackrel{\#}{\#} \rightarrow \stackrel{\#}{\#}{ }_{Q}^{\#}$. The rule $a \rightarrow F$ initiates the parsing process; this rule can only be applied once at the first step of the derivation, otherwise the goal $\{((1,0), S)\}$ cannot be derived.

In the second derivation step we have to apply the rule $F a \rightarrow \# E$, which is supervised by the rule $\underset{F}{\#} \rightarrow \underset{Q}{\#}$ introducing the trap symbol $Q$, which guarantees that above the starting position indicated by the generation of the symbol $F$ we will find a symbol $a$ at the end of the derivation.

The remaining rules accomplish the analysis of the array just in the opposite direction as the generation of the same array was described by the corresponding dual rules in the ordered regular array grammar in Example 4.1. In sum, we obtain $L(G)=R_{H}$, i.e. we conclude $R_{H} \in L(2,(a c c, c f), O)$.

In fact, taking into account the duality of these two array grammars, the only difference between the ordered accepting array grammar in this example and the ordered generating array grammar is that here we have to use the (context-free but non-regular) blank-sensing trap rule $\underset{F}{\#} \rightarrow \underset{Q}{\#}$ instead of the (regular generating) trap rule $\underset{F}{\#} \rightarrow \begin{gathered}Q \\ a\end{gathered}$, which not even is monotonic accepting.

Observe that Lemma 4.6 is also valid for an extended regular case where we admit array productions of the form $\left\{\left(\Omega_{n}, A\right),(v, \#)\right\} \rightarrow\left\{\left(\Omega_{n}, B\right),(v, \#)\right\}$, since we then can simulate a generating rule $\left(r:\left(W, \mathcal{A}_{1}, \mathcal{A}_{2}\right), \sigma(r), \varphi(r)\right)$ with $\mathcal{A}_{1}=$ $\left\{\left(\Omega_{n}, B\right),(v, \#)\right\}, \mathcal{A}_{2}=\left\{\left(\Omega_{m}, a\right),(v, C)\right\}$, via $r^{\prime}$ and $r^{\prime \prime}$ as defined in the proof of Lemma 4.6, because now the array production ( $W, \mathcal{A}_{1}, \mathcal{A}_{1}$ ) used in $r^{\prime \prime}$ is of this new form.

Also the programmed use of strictly context-free accepting array productions allows us to accept $R_{H}$ :

Example 4.4. The set $R_{H}$ of hollow rectangles of thickness one over the one-letter alphabet $\{a\}$ (with the left lower corner lying in the origin) can be accepted by the following strictly context-free graph controlled accepting array grammar $G$ without appearance checking:

$$
G=(2,\{S, A, B\},\{a\}, \#,(R,\{1\},\{10\}),\{((0,1), S)\})
$$

with $R$ containing the rules listed in Fig. 2.

Figure 2. The rule set belonging to Example 4.4

With each symbol $a$ consumed by rule 2 on the lower horizontal line, a symbol $B$ arises on the upper horizontal line, which symbol afterwards is consumed by rule 8 . In the same way, a symbol $A$ arises on the left vertical line with each application of the rules 5 and 6 , which then is consumed by an application of rule 10 . In this way we can control the corresponding lengths of the horizontal and the vertical lines, respectively. In sum, we obtain $L(G)=R_{H}$, i.e. we conclude $R_{H} \in L(2,(a c c, s c f), P)$.

Example 4.5. The set $L_{F}^{1}$ of lines of thickness one over the one-letter alphabet $\{a\}$ with the starting point lying in the origin and ending with a free end can be defined by being generated by the following context-free array grammar $G$ :

$$
\begin{aligned}
G= & (2,\{S\},\{a\}, \#, P,\{((0,0), S)\}), \\
P= & \left\{\{((0,0), S),(v, \#)\} \rightarrow\{((0,0), a),(v, S)\} \mid v \in U_{4}\right\} \cup \\
& \left\{\{((0,0), S)\} \cup\left\{(v, \#) \mid v \in U_{4} \backslash\{u\}\right\} \rightarrow\right. \\
& \left.\{((0,0), a)\} \cup\left\{(v, \#) \mid v \in U_{4} \backslash\{u\}\right\} \mid u \in U_{4}\right\}, \quad \text { where } \\
U_{4}= & \{(0,1),(0,-1),(1,0),(-1,0)\} .
\end{aligned}
$$

On the other hand, the array language generated by this context-free array grammar $G$ can also be accepted by an ordered regular array grammar $G^{\prime}$ the construction of which is rather obvious but tedious and therefore left to the reader.

Lemma 4.8. For each $n \geq 2$,

$$
i_{2, n}\left(L_{F}^{1}\right) \in(L(n,(a c c, r e g), O) \cap L(n, c f)) \backslash L\left(n,(g e n, r e g), P_{a c}\right)
$$

Proof. From the preceding example we immediately infer

$$
i_{2, n}\left(L_{F}^{1}\right) \in(L(n,(a c c, r e g), O) \cap L(n, c f)) .
$$

A pumping argument shows that $i_{2, n}\left(L_{F}^{1}\right) \notin L\left(n,(g e n, r e g), P_{a c}\right)$. The details are left to the reader.

We even conjecture that

$$
i_{2, n}\left(L_{F}^{1}\right) \in L(n,(g e n, s m o n)) \backslash L\left(n,(g e n, s c f), P_{a c}\right) .
$$

Moreover, we conjecture that the array language $i_{2, n}\left(L_{F}\right)$, where $L_{F}$ is the array language from $L(n,(g e n, c f))$ defined in the following example, even is not in $L\left(n,(g e n, s m o n), P_{a c}\right)$. So far proofs of these conjectures remain as open problems.

Example 4.6. The array language $L_{F}$ containing arrays representing an arbitrary number of lines starting in the origin and ending with free ends is generated by the following context-free array grammar:

$$
\begin{aligned}
G= & (2,\{S\},\{a\}, \#, P,\{((0,0), S)\}), \\
P= & \left\{\{((0,0), S),(v, \#)\} \rightarrow\{((0,0), a),(v, S)\} \mid v \in U_{4}\right\} \cup \\
& \left\{\{((0,0), S)\} \cup\left\{(v, \#) \mid v \in U_{4} \backslash\{u\}\right\} \rightarrow\right. \\
& \left.\{((0,0), a)\} \cup\left\{(v, \#) \mid v \in U_{4} \backslash\{u\}\right\} \mid u \in U_{4}\right\} \cup \\
& \left\{\{((0,0), S),(v, \#)\} \rightarrow\{((0,0), S),(v, S)\} \mid v \in U_{4}\right\} .
\end{aligned}
$$

Most of the examples elaborated above cannot be taken over to the one-dimensional case. As a consequence, in the one-dimensional case, some more families of array languages collapse into one class:

Theorem 4.1. For every $U \in\left\{O, P, P_{u t}, P_{a c}\right\}$, we have

$$
L(1, r e g)=L(1,(a c c, r e g), U)=L(1,(g e n, r e g), U) \subset L(1, s c f)
$$

Proof. Obviously, $L(1, r e g) \subseteq L(1, s c f)$. The strictness of this inclusion follows from the fact that one-dimensional arrays generated by a regular array grammar can grow only to the left or to the right from the start position, whereas strictly context-free array grammars can grow the array to the left as well as to the right; hence, e.g. $\{\{((-i), a) \mid 1 \leq i \leq k\} \cup\{((j), a) \mid 0 \leq j \leq m\} \mid k \geq 0, m \geq 0\} \in$ $L(1, s c f) \backslash L(1, r e g)$. Therefore, it only remains to prove that we have $L(1, r e g) \supseteq$ $L\left(1,(\delta, r e g), P_{a c}\right)$ for $\delta \in\{g e n, a c c\}$.

Yet these inclusions can be proved by the standard techniques known from the string case, i.e. all we need for the control mechanism can be stored in the single nonterminal of the intermediate sentential forms together with the information to which side from the start position the array is grown. The technical details are obvious and therefore left to the reader.

When considering equivalence classes of arrays, we even obtain (see [12]).
Corollary 4.1. For every $U \in\left\{O, P, P_{u t}, P_{a c}\right\}$, we have

$$
[L(1, r e g)]=[L(1,(a c c, r e g), U)]=[L(1,(g e n, r e g), U)]=[L(1, s c f)] .
$$

Proof. The inclusion $[L(1, s c f)] \subseteq[L(1, r e g)]$ was proved in [12]. The remaining statements then follow from Theorem 4.1.

For families of strictly context-free one-dimensional array languages we obtain the following inclusions implied by the results in [13], [14] and some results previously proved in this paper.

Theorem 4.2. For every $U \in\left\{O, P, P_{u t}, P_{a c}\right\}$ we have

$$
\begin{aligned}
L(1, s c f) & \subset L(1,(g e n, s c f), U) \subset L(1, s m o n)=L\left(1, \text { mon }_{1}\right) \subset L(1, \text { mon }) \\
L(1, s c f) & \subset L(1,(a c c, s c f), U) \subseteq L(1, s m o n), \text { and moreover }, \\
L(1, s c f) & \subset L(1,(g e n, s c f), P) \subset L\left(1,(g e n, s c f), P_{a c}\right) \subset L\left(1, \text { mon }_{1}\right) \\
L(1, s c f) & \subset L(1,(a c c, s c f), O) \subseteq L\left(1,(a c c, s c f), P_{u t}\right) \\
& \subseteq L\left(1,(a c c, s c f), P_{a c}\right) \subset L\left(1, \text { mon }_{1}\right)
\end{aligned}
$$

Proof. The strictness of the relation $L(n,(g e n, s c f), U) \subset L(n, m o n)$ was proved in [13], where the array representation of the context-free string language

$$
L=\left\{x c x^{R} d y c y^{R} \mid x, y \in\{a, b\}^{+}\right\}
$$

( $x^{R}$ is the mirror image of $x$ ) was shown to be in $L(1$, mon $) \backslash L(1,($ gen,$s c f), U)$; from the proof given there it is clear that even for any $n \in N$ we have

$$
i_{1, n}(L) \in L(n, \text { mon }) \backslash L(n,(g e n, s c f), U)
$$

which concludes the proof.
In the string case, the analogue of the following result has been shown in [1].
Theorem 4.3. For every $n \in N$, we have $L(n$, mon $) \subseteq L(n,(a c c, c f), O)$.

Proof. Combining the Kunoda-like normal form result for generating monotonic array grammars [14] with Lemma 3.1, we can assume that an arbitrary monotonic array language is given by a monotonic accepting array grammar

$$
G=\left(n, V_{N}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}\right)
$$

which only contains accepting array productions of one of the following forms:

1. $a \rightarrow X$, where $X \in V_{N}, a \in V_{T}$;
2. $Y \rightarrow X$, where $X \in V_{N}, Y \in V_{N}$;
3. $\left\{\left(\Omega_{n}, B\right),(v, C)\right\} \rightarrow\left\{\left(\Omega_{n}, A\right),(v, \#)\right\}$, where $A, B, C \in V_{N}$;
4. $\left\{\left(\Omega_{n}, B\right),(v, \#)\right\} \rightarrow\left\{\left(\Omega_{n}, A\right),(v, \#)\right\}$, where $A, B \in V_{N}$;
5. $\left\{\left(\Omega_{n}, B\right),(v, C)\right\} \rightarrow\left\{\left(\Omega_{n}, A\right),(v, D)\right\}$, where $A, B, C, D \in V_{N}$.

As the first four kinds of rules are already accepting context-free, we only have to show how the inherent non-context-free array productions of the form $\left\{\left(\Omega_{n}, B\right),(v, C)\right\} \rightarrow\left\{\left(\Omega_{n}, A\right),(v, D)\right\}$, where $A, B, C, D \in V_{N}$, can be simulated by using only context-free array productions together with the control mechanism of an order relation:

For each labelled array production $r:\left\{\left(\Omega_{n}, B\right),(v, C)\right\} \rightarrow\left\{\left(\Omega_{n}, A\right),(v, D)\right\}$, $r \in L a b$, we introduce the following accepting array productions:

1. $B \rightarrow[B, r, 0]$ less than (supervised by) $[X, s, i] \rightarrow F$ for all $X \in V_{N}, s \in L a b$, $i \in\{0,1,2\}$;
2. $C \rightarrow[C, r, 1]$ supervised by $[X, s, i] \rightarrow F$
for all $X \in V_{N}, s \in L a b, i \in\{0,1,2\}$ such that $(X, s, i) \neq(B, r, 0)$;
3. $[B, r, 0] \rightarrow[A, r, 2]$ supervised by:
$[B, r, 0] v Y \rightarrow F v \#$ for all $Y \in V_{N} \cup V_{T} \cup\{\#\}$,
$[B, r, 0] v[X, s, i] \rightarrow F v \#$ for all $X \in V_{N}, s \in L a b, i \in\{0,1,2\}$ such that $(X, s, i) \neq(C, r, 1)$,
$[X, s, i] \rightarrow F$ for all $X \in V_{N}, s \in L a b, i \in\{0,1,2\}$ such that $(X, s, i) \notin$ $\{(B, r, 0),(C, r, 1)\}$;
4. $[C, r, 1] \rightarrow D$ supervised by:
$[C, r, 1](-v) Y \rightarrow F(-v) \#$ for all $Y \in V_{N} \cup V_{T} \cup\{\#\}$,
$[C, r, 1](-v)[X, s, i] \rightarrow F(-v) \#$ for all $X \in V_{N}, s \in L a b, i \in\{0,1,2\}$ such that $(X, s, i) \neq(A, r, 2)$,
$[X, s, i] \rightarrow F$ for all $X \in V_{N}, s \in L a b, i \in\{0,1,2\}$ such that $(X, s, i) \notin$ $\{(A, r, 2),(C, r, 1)\}$;
5. $[A, r, 2] \rightarrow A$ supervised by $[X, s, i] \rightarrow F$
for all $X \in V_{N}, s \in L a b, i \in\{0,1,2\}$ such that $(X, s, i) \neq(A, r, 2)$.

Hence, each derivation step in $G$ using an accepting array production of the form $\left\{\left(\Omega_{n}, B\right),(v, C)\right\} \rightarrow\left\{\left(\Omega_{n}, A\right),(v, D)\right\}$ is simulated by a sequence of five contextfree accepting array productions in the ordered accepting array grammar constructed above: By the array productions $B \rightarrow[B, r, 0]$ and $C \rightarrow[C, r, 1]$, respectively, two positions in the underlying sentential form are marked. By the supervising array productions in 3 it is guaranteed that we can only proceed without generating the trap symbol $F$ if in the first two simulation steps a subarray of the desired form, i.e. $\{(w,[B, r, 0]),(w+v,[C, r, 1])\}$, has been marked. No more than two symbols can be marked at the same time without finally enforcing the generation of the trap symbol $F$. By the array productions $[B, r, 0] \rightarrow[A, r, 2],[C, r, 1] \rightarrow D$, and $[A, r, 2] \rightarrow A$ in 3,4 , and 5 we can finish the simulation of the array production labelled by $r$, thus yielding the subarray $\{(w, A),(w+v, D)\}$. The supervising array productions guarantee the correct sequence of applying these simulating accepting array productions.

Remark 4.1. As we shall show later in this paper, we even have

$$
L(n, m o n)=L(n,(a c c, c f), O)
$$

By also allowing accepting array productions of the form $\# \rightarrow A, A \in V_{N}$, in the normal form given above, we immediately obtain a normal form for arbitrary accepting array productions and grammars, respectively, as well as according to the definition of the type \#-context-free, we readily obtain

$$
L(n, e n u m)=L(n,(a c c, \#-c f), O)
$$

In [14] it was already proved that (for $n=2$, yet the result holds true for every $n \geq 1$ ) we have $L(n$, enum $)=L(n,(g e n, \#-c f), O)$.

Hence, according to the thesis of Turing and Church, for the arbitrary case we can already state (also using Lemmas 4.2, 4.3, and 4.4 as well as results from [14]):

$$
L(n, e n u m)=L(n,(\delta, \#-c f), U)
$$

for all $\delta \in\{g e n, a c c\}$ and $U \in\left\{O, P_{u t}, P_{a c}\right\}$.
In the monotonic accepting case, so far we have shown (see Lemma 4.2, Lemma 4.4, and Theorem 4.3) that

$$
L(n, m o n) \subseteq L(n,(a c c, c f), O) \subseteq L\left(n,(a c c, c f), P_{u t}\right) \subseteq L\left(n,(a c c, c f), P_{a c}\right)
$$

In order to show that all these inclusions are equalities, it only remains to show the following lemma:

Lemma 4.9. For every $n \in N, L\left(n,(a c c\right.$, mon $\left.), P_{a c}\right) \subseteq L(n, m o n)$.
Proof. Let $G=\left(n, V_{N}, V_{T}, \#,\left(R, L_{i}, L_{f}\right),\left\{\left(v_{0}, S\right)\right\}\right)$ be a graph controlled accepting monotonic array grammar, and let $L a b$ be the set of unique labels of the rules in $R$ as well as $U_{G}=\left\{v \in Z^{n} \mid 0<\|v\| \leq\|G\|\right\}$. Then we can construct an equivalent monotonic generating array grammar $G^{\prime}=\left(n, V_{N}^{\prime}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}\right)$ with

$$
\begin{aligned}
V_{N}^{\prime}= & \left\{[x, Y, s, u, U] \mid x \in V_{T}, Y \in V_{N} \cup V_{T} \cup\{\#\}, u \in U_{G}, \emptyset \subseteq U \subseteq U_{G},\right. \\
& s \in\{A, I, F\} \cup\{(p, d) \mid p \in \operatorname{Lab}, d \in\{Y, N, C, D, R\}\}\} \cup\{S\}
\end{aligned}
$$

and $P$ containing the following array productions:

1. $S \rightarrow\left[a, a, A, \Omega_{n}, \emptyset\right]$ for all $a \in V_{T}$.

Such an array production starts the non-deterministic generation of an arbitrary array, which is continued by the array productions in 2.
2. $\left\{\left(\Omega_{n},[a, a, A, u, U]\right),(v, \#)\right\} \rightarrow$
$\left\{\left(\Omega_{n},[a, a, A, u, U \cup\{v\}]\right),(v,[b, b, I,-v, \emptyset])\right\}$
for all $a, b \in V_{T}, u \in U_{G} \cup\left\{\Omega_{n}\right\}, v \in U_{G}, \emptyset \subseteq U \subseteq U_{G}$.
The quintuples of the form $[x, Y, s, u, U]$ contain the following information:
(a) $x$ is the symbol that finally has to appear in the terminal array generated by $G^{\prime}$.
(b) $Y$ is the current symbol at this position during the simulation of $G$ by $G^{\prime}$.
(c) The state $s$ describes the current phase of the simulation at the underlying position.
(d) The vector $u$ points to the relative position from which the underlying position has been reached first by an array production in 2 (except for the starting position $v_{0}$, which therefore contains $\Omega_{n}$ as fourth component). In this way, a connectivity tree (with the root in $v_{0}$ ) is codified.
(e) The set $U$ contains the relative positions of the children (successors) of the underlying position in this connectivity tree. Hence the fourth and the fifth component allow us to go forth and back in the connectivity tree.
3. $\left\{\left(\Omega_{n},[a, a, A, u, U]\right),(v,[b, b, I, w, W])\right\} \rightarrow$
$\left\{\left(\Omega_{n},[a, a, I, u, U]\right),(v,[b, b, A, w, W])\right\}$
for all $a, b \in V_{T}, u, w \in U_{G} \cup\left\{\Omega_{n}\right\}, v \in U_{G}, \emptyset \subseteq U, W \subseteq U_{G}$.
In the first phase, when generating an arbitrary array by using the array productions in 1,2 , and 3 , exactly one position in the current sentential form carries the active state $A$, whereas all the other non-blank positions carry the non-active state $I$. The array productions in 3 allow us to move the active state from one non-blank position to another one.
4. $\left[a, a, A, \Omega_{n}, U\right] \rightarrow\left[a, a,(p, \delta), \Omega_{n}, U\right]$
for all $a \in V_{T}, \emptyset \subseteq U \subseteq U_{G}, p \in L_{i}, \delta \in\{Y, N\}$.
The simulation of $G$ is started by introducing an initial active state $(p, \delta)$, which can be moved around by the array productions in 5 .
5. $\left\{\left(\Omega_{n},[a, X,(p, \delta), u, U]\right),(v,[b, Y, I, w, W])\right\} \rightarrow$ $\left\{\left(\Omega_{n},[a, X, I, u, U]\right),(v,[b, Y,(p, \delta), w, W])\right\}$
for all $a, b \in V_{T}, X, Y \in V_{N} \cup V_{T} \cup\{\#\}, u, w \in U_{G} \cup\left\{\Omega_{n}\right\}, v \in U_{G}, \emptyset \subseteq U, W \subseteq$ $U_{G}, p \in L a b, \delta \in\{Y, N\}$.
6. $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, Y), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, X_{v}, I, w_{v}, W_{v}\right]\right) \mid v \in V\right\} \rightarrow$
$\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, Y_{\Omega_{n}},(q, \delta), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, Y_{v}, I, w_{v}, W_{v}\right]\right) \mid v \in V\right\}$
for all $a_{v} \in V_{T}, X_{v}, Y_{v} \in V_{N} \cup V_{T} \cup\{\#\}, w_{v} \in U_{G} \cup\left\{\Omega_{n}\right\}, \emptyset \subseteq W_{v} \subseteq U_{G}$,
for $v \in V \cup\left\{\Omega_{n}\right\}, p \in L a b, q \in \sigma(p), \delta \in\{Y, N\}$,
and the rule labelled with $p$ is
$\left\{\left(v, X_{v}\right) \mid v \in V \cup\left\{\Omega_{n}\right\}\right\} \rightarrow\left\{\left(v, Y_{v}\right) \mid v \in V \cup\left\{\Omega_{n}\right\}\right\}, \Omega_{n} \notin V$.
If the application of the array production $p$ has to be simulated, the active state $(p, Y)$ is moved to a suitable position from which the simulation is possible.
7. $\left[a, X,(p, N), \Omega_{n}, U\right] \rightarrow\left[a, X,(p, C), \Omega_{n}, U\right]$
for all $a \in V_{T}, X \in V_{N} \cup V_{T} \cup\{\#\}, \emptyset \subseteq U \subseteq U_{G}, p \in L a b$.
The check for the non-applicability of an array production $p$ (which nondeterministically has been guessed by introducing the active state $(p, N)$ ) is started at the position $v_{0}$ by the suitable array production in 7 . From there, the state $(p, C)$ is propagated forward to all non-blank positions along the connectivity tree by the array productions in 8 .
8. $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, C), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, X_{v}, I, w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\} \rightarrow$
$\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, C), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, X_{v},(p, C), w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\}$
for all $a_{v} \in V_{T}, X_{v} \in V_{N} \cup V_{T} \cup\{\#\}, w_{v} \in U_{G} \cup\left\{\Omega_{n}\right\}, \emptyset \subseteq W_{v} \subseteq U_{G}$,
for $v \in W_{\Omega_{n}} \cup\left\{\Omega_{n}\right\}, p \in L a b$.
9. $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, C), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, X_{v}, \delta_{v}, w_{v}, W_{v}\right]\right) \mid v \in V_{1}\right\} \cup\left\{(v, \#) \mid v \in V_{2}\right\} \rightarrow$ $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, D), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$ $\left\{\left(v,\left[a_{v}, X_{v}, \delta_{v}, w_{v}, W_{v}\right]\right) \mid v \in V_{1}\right\} \cup\left\{(v, \#) \mid v \in V_{2}\right\}$,
where $V_{1}$ and $V_{2}$ are disjoint finite subsets of $Z^{n}, V_{1} \cup V_{2} \subseteq U_{G}$,
for all $a_{v} \in V_{T}, X_{v} \in V_{N} \cup V_{T} \cup\{\#\}, w_{v} \in U_{G} \cup\left\{\Omega_{n}\right\}, \emptyset \subseteq W_{v} \subseteq U_{G}$,
for $v \in V_{1} \cup\left\{\Omega_{n}\right\}, p \in L a b, \delta_{v} \in\{(p, C),(p, D)\}$,
and the rule labelled with $p$ is of the form
$\left\{\left(v, Z_{v}\right) \mid v \in V_{1} \cup V_{2} \cup\left\{\Omega_{n}\right\}\right\} \rightarrow\left\{\left(v, Y_{v}\right) \mid v \in V_{1} \cup V_{2} \cup\left\{\Omega_{n}\right\}\right\}$,
$Z_{v}, Y_{v} \in V_{N} \cup V_{T} \cup\{\#\}$ for $v \in V_{1} \cup V_{2} \cup\left\{\Omega_{n}\right\}$,
but not of the form

$$
\begin{aligned}
& \left\{\left(v, X_{v}\right) \mid v \in V_{1} \cup\left\{\Omega_{\pi}\right\}\right\} \cup\left\{(v, \#) \mid v \in V_{2}\right\} \rightarrow \\
& \left\{\left(v, Y_{v}\right) \mid v \in V_{1} \cup V_{2} \cup\left\{\Omega_{n}\right\}\right\}
\end{aligned}
$$

At each position, from the state $(p, C)$ the state $(p, D)$ is generated if the array production $p$ cannot be applied here.
10. $[a, X,(p, D), u, \emptyset] \rightarrow[a, X,(p, R), u, \emptyset]$
for all $a \in V_{T}, X \in V_{N} \cup V_{T} \cup\{\#\}, u \in U_{G} \cup\left\{\Omega_{n}\right\}$.
From the leaves of the connectivity tree (indicated by the empty set as the fifth component), the information of the non-applicability of $p$ is propagated back to the root at position $v_{0}$ by the array productions 10 and 11 .
11. $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, D), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, X_{v},(p, R), w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\} \rightarrow$
$\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, X_{\Omega_{n}},(p, R), w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup$
$\left\{\left(v,\left[a_{v}, X_{v}, I, w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\}$
for all $a_{v} \in V_{T}, X_{v} \in V_{N} \cup V_{T} \cup\{\#\}, w_{v} \in U_{G} \cup\left\{\Omega_{n}\right\}, \emptyset \subseteq W_{v} \subseteq U_{G}$,
for $v \in W_{\Omega_{n}} \cup\left\{\Omega_{n}\right\}, p \in L a b, W_{\Omega_{n}} \neq \emptyset$.
12. $\left[a, X,(p, R), \Omega_{n}, U\right] \rightarrow\left[a, X,(q, \delta), \Omega_{n}, U\right]$
for all $a \in V_{T}, X \in V_{N} \cup V_{T} \cup\{\#\}, \emptyset \subseteq U \subseteq U_{G}$,
$p \in L a b, q \in \varphi(p), \delta \in\{Y, N\}$.
At the root, i.e. at position $v_{0}$ marked with the fourth component being $\Omega_{n}$, the successful check for the non-applicability of $p$ allows us to guess the next active state $(q, \delta)$, where $q$ has to be from the failure field $\varphi(p)$.
13. $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, S,(p, \delta), \Omega_{n}, W_{\Omega_{n}}\right]\right)\right\} \cup\left\{\left(v,\left[a_{v}, \#, I, w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\} \rightarrow$ $\left\{\left(\Omega_{n}, a_{\Omega_{n}}\right)\right\} \cup\left\{\left(v,\left[a_{v}, \#, F, w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\}$
for all $a_{v} \in V_{T}, w_{v} \in U_{G}, \emptyset \subseteq W_{v} \subseteq U_{G}$, for $v \in W_{\Omega_{n}} \cup\left\{\Omega_{n}\right\}$, $p \in L_{f}, \delta \in\{Y, N\}$.
14. $\left\{\left(\Omega_{n},\left[a_{\Omega_{n}}, \#, F, w_{\Omega_{n}}, W_{\Omega_{n}}\right]\right)\right\} \cup\left\{\left(v,\left[a_{v}, \#, I, w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\} \rightarrow$ $\left\{\left(\Omega_{n}, a_{\Omega_{n}}\right)\right\} \cup\left\{\left(v,\left[a_{v}, \#, F, w_{v}, W_{v}\right]\right) \mid v \in W_{\Omega_{n}}\right\}$
for all $a_{v} \in V_{T}, w_{v} \in U_{G}, \emptyset \subseteq W_{v} \subseteq U_{G}$, for $v \in W_{\Omega_{n}} \cup\left\{\Omega_{n}\right\}$.
When we reach a final state, indicated by the active state $(p, \delta)$ with $p \in L_{f}$, we can initiate the generation of the terminal array by applying an array production 13 , provided that at position $v_{0}$ the third component is $S$, by introducing the active symbol $F$ and then continue with the array productions in 14, provided that at every other position the third component is \#. This terminating phase, indicated by the state $F$, successfully ends at the leaves of the connectivity tree (which have the empty set as fifth component) if and only if we first have successfully guessed the initial array generated by the array productions 1,2 , and 3 , and then have successfully simulated an accepting derivation of the array in $G$ by $G^{\prime}$ finally obtaining the array $\left\{\left(v_{0}, S\right)\right\}$ encoded in the third components.

Hence, for the monotonic case we have proved that for every $n \in N$ and every $U \in\left\{O, P_{u t}, P_{a c}\right\}:$

$$
L(n, \operatorname{mon})=L(n,(a c c, c f), U)=L(n,(a c c, \operatorname{mon}), U)=L(n,(g e n, \text { mon }), U)
$$

Finally, let us mention that the proof of Lemma 4.7 given above is considerably more involved than its analogue in the string case, where a simulation of non-erasing grammars by linear bounded automata is quite obvious.

Strictly monotonic array grammars cannot check for the context of blank symbols as monotonic or even context-free array grammars can do by using array productions like

$$
\left\{\left(\Omega_{n}, A\right),(v, \#)\right\} \rightarrow\left\{\left(\Omega_{n}, B\right),(v, \#)\right\}
$$

which were inevitably used in the previous proofs. Surprisingly enough, appearance checking can overcome this difficulty when we restrict ourselves to array grammars with norm 1, which is shown in the following lemma:

Lemma 4.10. For every $n \in N$, if $G$ is an n-dimensional monotonic generating or accepting array grammar with $\|G\|=1$, then we can construct an n-dimensional ordered strictly monotonic generating or accepting, respectively, array grammar $G^{\prime}$ with $\left\|G^{\prime}\right\|=1$ such that $L\left(G^{\prime}\right)=L(G)$.

Proof. Let $G=\left(n, V_{N}, V_{T}, \#, P,\left\{\left(v_{0}, S\right)\right\}\right)$ be a generating or accepting monotonic array grammar in normal form (see Theorem 4.3). Then we construct an equivalent ordered monotonic generating or accepting array grammar $G^{\prime}=$ $\left(n, V_{N}^{\prime}, V_{T}, \#,(P,<),\left\{\left(v_{0}, S\right)\right\}\right)$, with $L\left(G^{\prime}\right)=L(G)$ by eliminating the rules $r$ of the form $\left\{\left(\Omega_{n}, A\right),(v, \#)\right\} \rightarrow\left\{\left(\Omega_{n}, B\right),(v, \#)\right\}$. We replace such a rule by the following set of rules:

1. $A \rightarrow A_{r}$ supervised by
$X_{q} \rightarrow F$ for all $X \in V_{N}$ and all $q$ that are labels of a rule of the form above;
2. $A_{r} \rightarrow B$ supervised by
$\left\{\left(\Omega_{n}, A_{r}\right),(v, X)\right\} \rightarrow\left\{\left(\Omega_{n}, F\right),(v, F)\right\}$ for all $X \in V_{N} \cup V_{T}$ (which inevitably destroys the normal form). Observe that the newly introduced array productions are of the desired type.

Summarizing some of the most important results elaborated in this paper, we can state the following theorem (for the string case, analogous results concerning the accepting mode of derivation were stated in Theorem 3.3 and Corollaries 3.5 and 4.8 in [1]):

Theorem 4.4. For every $n \in N$ and every $U \in\left\{O, P_{u t}, P_{a c}\right\}$, we have

$$
\begin{aligned}
& L(n, \text { enum })=L(n,(\text { gen }, \#-c f), U)=L(n,(a c c, \#-c f), U) ; \\
& L(n, \text { mon })=L(n,(\text { gen }, \text { mon }), U)=L(n,(a c c, \text { mon }), U) \\
& L(n, \text { mon })=L(n,(a c c, c f), U) \supseteq L(n,(\text { gen }, c f), U)
\end{aligned}
$$

## 5. Final Remarks

Several problems for accepting array grammars with various control mechanisms have remained open in this paper, but some problems for generating array grammars with various control mechanisms are still open, too.

In [10], we discussed how to interpret generating array grammars in an analysing manner for character recognition purposes. This is done in the following way:

1. productions are read from left to right, i.e. we use the generating rules as they are given, indeed,
2. a production is applicable if the result of the derivation step still matches the given pattern.

Point (2) allows to prune subcases which can never lead to a complete match with the given pattern, hence reducing the non-deterministic choices inherent in Chomskylike grammars. In this way, we can accelerate the derivation considerably. Observe that there is a crucial difference between this interpretation of an analysing grammar and the accepting grammars discussed in this paper. It is not obvious how to use the matching interpretation described above when applying the accepting grammars in the sense introduced in this paper. This remains as an interesting theoretical problem with possibly significant impact on practical algorithms for syntactical pattern recognition.
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#### Abstract

Motivated by natural language analysis we introduce restarting automata with rewriting. They are acceptors on the one hand, and (special) regulated rewriting systems on the other hand. The computation of a restarting automaton proceeds in cycles: in each cycle, a bounded substring of the input word is rewritten by a shorter string, and the computation restarts on the arising shorter word. We show a taxonomy of (sub) variants of these automata taking into account (non)determinism and two other natural properties. Theoretical significance of the restarting automata is also demonstrated by relating it to context-free languages $(C F L)$, by which a characterization of deterministic CFL is obtained.


## 1. Introduction

Our motivation for introducing the restarting automata is to model so called elementary syntactic analysis of natural languages. The elementary syntactic analysis consists in stepwise simplification of an extended sentence until a simple sentence is got or an error is found. Let us show it on the sentence

```
'Martin, Peter and Jane work very slowly.'
```

We work with the wordforms in the examples; instead of wordforms, the elementary analysis uses their lexical characterizations (categories). This sentence can be simplified for example in this way:

> 'Martin, Peter and Jane work slowly.'
> 'Martin, Peter and Jane work.'
> 'Martin and Peter work.' or 'Peter and Jane work.' or 'Martin and Jane work.'
> 'Martin works.' or some other variant of the corresponding simple sentence.

[^4]Notice, that every simplification is realized by deleting and possible rewriting (marked by the bold face) of words.

The restarting automaton with rewriting ( $R \mathrm{~W}$-automaton), introduced in [7], can be roughly described as follows. It has a finite control unit, a head with a lookahead window attached to a linear (doubly linked) list with sentinels, and it works in certain cycles. In a cycle, it moves the head from left to right along the word on the list (any item contains exactly one symbol); according to its instructions, it can at some point replace the scanned string by a shorter string and "restart" - i.e. reset the control unit to the initial state and place the head on the left end of the list (which now contains the shortened word). The computation halts in an accepting or a rejecting state.

Using cycles we define yield relation for a $R W$-automaton $M$. From a string $\alpha$ contained in the list by the start of a cycle $M$ yields a string $\beta$ remaining in the list after finishing the cycle (denoted by $\alpha \Rightarrow_{M} \beta$ ). Together with the yield relation, a $R W$-automaton can also be considered as a (regulated) rewriting system.

Formerly, in [4], we have introduced restarting automata without rewriting - $R$ automata - by which the replacing string is a proper subsequence of the replaced string. They are considered as a transparent model for grammar checker (of natural and formal languages as well). Having found an error in a sentence, the grammar checker should specify it - often by exhibiting the parts (words or more exactly their lexical characterizations) which do not match each other. The method can be based on stepwise leaving out some parts not affecting the (non)correctness of the sentence. E.g. applying it to the sentence

## 'The little boys I mentioned runs very quickly'

we get after some steps the "error core"

## 'boys runs'.

There are other paradigms modelling the elementary syntax in the generative way, e.g. pure (generalized) grammars with strictly length-increasing rules (c.f. [8]). These grammars work on strings of terminals and do not introduce any nonterminals. This type of grammars realize, similarly as Marcus grammars ( $[6]^{2}$ ), a (generalized) rewriting system with an yield relation $\Rightarrow_{G}\left(\alpha \Rightarrow_{G} \beta\right.$ means that $\alpha$ can be rewritten to $\beta$ in one step according to a grammar $G$ ), which should capture the stepwise development from simple sentences. The yield relation has the so called correctness preserving property, which means that if $\alpha$ is a correct string according to some grammar $G$ and $\alpha \Rightarrow_{G} \beta$, then $\beta$ is a correct string again.

The yield relation corresponding to a $R W$-automaton has a dual property comparing to the yield relation corresponding to a pure (generalized) grammar with strictly length-increasing rules. $R W$-automaton yields strings in the strictly length-decreasing way, and has the error preserving property: if $\alpha$ contains error (is not in the language recognized by the $R W$-automaton $M$ ) and $\alpha \Rightarrow_{M} \beta$, then $\beta$ contains an error, This duality will allow to consider $R W$-automata as another type of generalization of pure grammars with strictly length-increasing rules. The $R W$-automata allow to add regulation of the yielding by their control units.

[^5]Section 2 contains definitions of $R W$-automata and $R$-automata. There are also described some basic properties of these automata and their computations. As usual, we define nondeterministic and deterministic versions of the automata. In second subsection we show that $R W$-automata are stronger than pure grammars. In the third subsection we consider a natural property of monotonicity (during any computation, "the places of restarting do not increase their distances from the right end") and show that the monotonicity is a decidable property. In Section 3 we show that monotonic $R W$-automata recognize a subset of the class of context-free languages ( $C F L$ ) and deterministic monotonic $R W$-automata recognize only deterministic CFL (DCFL). Moreover any deterministic context-free language can be recognized by a deterministic monotonic $R$-automaton. From this results we get two characterizations of $D C F L$. The paper continues in Section 4 with separation theorems for rewriting and nonrewriting classes of automata and some related results. In conclusions (Section 5) beside discussion of future directions of our study, also another type of automata with similar features as $R W$-automata - contraction automata - is mentioned.

## 2. Definitions and Basic Properties

We present the definitions informally; the formal technical details could be added in a standard way of the automata theory. In the first subsection we introduce restarting automata with rewriting, in the second subsection we relate $R W$-automata to pure grammars and in the last subsection we introduce the monotonicity property for $R W$ automata and a normal form of this automata - (strong) cyclic form.

### 2.1. Restarting Automata with Rewriting

A restarting automaton with rewriting, or a RW-automaton, $M$ (with bounded lookahead) is a device with a finite state control unit and one head moving on a finite linear (doubly linked) list of items (cells). The first item always contains a special symbol $\phi$, the last one another special symbol $\$$, and each other item contains a symbol from a finite alphabet (not containing $\phi, \$$ ). The head has a lookahead "window" of length $k$ (for some $k \geq 0$ ) - besides the current item, $M$ also scans the next $k$ right neighbour items (or simply the end of the word when the distance to $\$$ is less than $k$ ). In the initial configuration, the control unit is in a fixed, initial, state and the head is attached to the item with the left sentinel $\phi$ (scanning also the first $k$ symbols of the input word).

The computation of $M$ is controlled by a finite set of instructions of the following two types:
(1) $(q, a u) \rightarrow_{M}\left(q^{\prime}, M V R\right)$
(2) $(q, a u) \rightarrow_{M} \operatorname{RESTART}(v)$

The left-hand side of an instruction determines when it is applicable - $q$ means the current state (of the control unit), $a$ the symbol being scanned by the head, and $u$ means the contents of the lookahead window ( $u$ being a string of length $k$ or less if it ends with $\$$ ). The right-hand side describes the activity to be performed. In case (1), $M$ changes the current state to $q^{\prime}$ and moves the head to the right neighbour item. In case (2), $a u$ is replaced with $v$, where $v$ must be shorter than $a u$, and $M$ restarts - i.e. it enters the initial state and places the head on the first item of the list (containing ¢).

We say that $M$ is a restarting automaton ( $R$-automaton) if in each instruction of the form $(q, a u) \rightarrow_{M} \operatorname{RESTART}(v)$ the word $v$ is a proper subsequence of the word $a u$.

We will suppose that the control unit states of $M$ are divided into two groups: the regulating states (nonhalting states - an instruction is always applicable when the unit is in such a state) and the halting states (a computation finishes by entering such a state); the halting states are further divided into the accepting states and the rejecting states.

In general, a $R W$-automaton is nondeterministic, i.e. there can be two or more instructions with the same left-hand side ( $q, a u$ ). If it is not the case, the automaton is deterministic (det-RW-automaton).

An input word $w$ is accepted by $M$ if there is a computation which starts in the initial configuration with $w$ (bounded by sentinels $\phi, \$$ ) on the list and finishes in an accepting configuration where the control unit is in one of the accepting states. $L(M)$ denotes the language consisting of all words accepted by $M$; we say that $M$ recognizes the language $L(M)$.

It is natural to divide any computation of a $R W$-automaton into cycles: in one cycle, the head moves right along the input list (with a bounded lookahead) until a halting state is entered or something in a bounded space is rewritten - in that case the computation is resumed in the initial configuration on the shortened word (thus a new cycle starts). It immediately implies that any computation of any $R W$-automaton is finite (finishing in a halting state).

The notation $u \longrightarrow_{M} v$ means that there exists a cycle of $M$ starting in the initial configuration with the word $u$ and finishing in the initial configuration with the word $v$; the relation $\longrightarrow_{M}^{*}$ is the reflexive and transitive closure of $\longrightarrow_{M}$. We say that $u$ yields $v$ by $M$ if $u \longrightarrow M v$.

The next three claims express the basic properties of the yield relations corresponding to $R W$-automata.

Claim 2.1. (The error preserving property (for all RW-automata)) Let $M$ be a $R W$-automaton, and $u \longrightarrow_{M}^{*} v$ for some words $u$, $v$. If $u \notin L(M)$, then $v \notin L(M)$.

Proof. Let $u \longrightarrow_{M}^{*} v$ such that $v \in L(M)$. Since $v \in L(M)$ there is some $y$ such that $v \longrightarrow_{M}^{*} y$, where $y$ can be accepted by $M$ in one cycle. Because of $u \longrightarrow{ }_{M}^{*} v$, the relation $u \longrightarrow_{M}^{*} y$ holds. Hence $u$ is accepted by $M$.

Claim 2.2. (The correctness preserving property (for det-RW-automata)) Let $M$ be a deterministic $R W$-automaton and $u \rightarrow{ }_{M}^{*} v$ for some words $u$, $v$. If $u \in L(M)$, then $v \in L(M)$.

Proof. Let $M$ be a deterministic $R W$-automaton, $u \in L(M)$ and $u \longrightarrow{ }_{M}^{*} v$ for some word $v$. Because of determinism of $M$ there exists exactly one accepting computation for $u$ by $M$. The computation represented by sequence of cycles $u \longrightarrow{ }_{M}^{*} v$ is a prefix of this computation. Thus the rest of this computation (starting in the initial configuration with $v$ on the list) is an accepting computation for $v$ and $v \in L(M)$.

As a consequence of the previous two claims 2.1 and 2.2 we get:
Claim 2.3. Let $M$ be a deterministic $R$-automaton and $u \longrightarrow{ }_{M}^{*} v$ for some words $u, v$. Then $v \in L(M)$ if and only if $u \in L(M)$.

### 2.2. Pure Grammars

Next we will show that $R W$-automata can be considered as regulated acceptors (analysers) for pure grammars with strictly length-increasing rules.

A pure grammar is a triple $G=(V, P, S)$ where $V$ is a finite set of symbols, $S$ is a finite subset of $V^{*}$, and $P$ is finite set of productions of the form $v \rightarrow_{G} w, v, w \in V^{*}$.

For $x, y \in V^{*}$, the yield relation $x \Rightarrow_{G} y$ is defined by $x=z_{1} v z_{2}, y=z_{1} w z_{2}$, $v \rightarrow_{G} w \in P$, where $v, w, z_{1}, z_{2} \in V^{*}$.
$\Rightarrow_{G}^{*}$ is the reflexive and transitive closure of $\Rightarrow_{G}$. The language generated by $G$ is defined as $L(G)=\left\{y \mid x \Rightarrow_{G}^{*} y\right.$ for some $\left.x \in S\right\}$.

We can easily see that $\Rightarrow{ }_{G}^{*}$ has the correctness preserving property, i.e. if $x \in L(G)$ and $x \Rightarrow_{G}^{*} y$ then $y \in L(G)$.

We say that a grammar $G$ has strictly length-increasing rules if $|v|<|w|$ for each $v \rightarrow_{G} w \in P$.

We can easily see that for any pure grammar $G$ with strictly length-increasing rules there is a $R W$-automaton $M$ with one regulating state (the starting state), one rejecting and one accepting state only, such that $L(G)=L(M)$, and the relation $\Rightarrow_{G}$ is the opposite relation to $\Rightarrow_{M}$.

The opposite implication is not true. Let us show that the $R W$-automata with one regulating state are more powerful than pure grammars.

Let us take the following language $L_{a}=\left\{a^{n} b^{n} \mid n \geq 0\right\} \cup\left\{a^{n} \mid n \geq 0\right\}$.
Claim 2.4. The language $L_{a}$ cannot be generated by any pure grammar $G$ with strictly length-increasing rules.

Proof. Let us suppose that some pure grammar $G=(V, P, S)$ with strictly lengthincreasing rules generates $L_{a}$.

Let us consider a sufficiently long word $w=a^{m}$, where $m$ is greater than the size of any string from $S$. We can see that there is $v=a^{n}$ such that $v \Rightarrow_{G} w$, and therefore $P$ contains a rule of the form $a^{p} \rightarrow_{G} a^{p+q}$, where $p \geq 0$ and $q>0$.

Let us consider word $z=a^{m} b^{m}$. We can see that $z \in L_{a}$ and $z \Rightarrow_{G} z^{\prime}$, where $z^{\prime}=a^{m+q} b^{m}$. Since $m+q>m>0$ the word $z^{\prime}$ is not in $L_{a}$, that is a contradiction to the correctness preserving property of $\Rightarrow_{G}$.

Claim 2.5. There is a $R W$-automaton $M$ with one regulating state recognizing the language $L_{a}$.

Proof. Let us describe the automaton $M: M$ has lookahead of the length 3, one regulating state (the initial state $q_{0}$ ), the accepting state $q_{a}$ and the rejecting state $q_{r}$. The automaton in one cycle accepts the empty word, deletes $a$ from the words containing only $a$ 's, deletes $a b$ from the word $a b$ and deletes $a b$ from the words with the prefix $a^{+} b b$. The working alphabet of $M$ is $\{a, b\}$ and $M$ has the following instructions:

$$
\begin{array}{ll}
\left(q_{0}, \phi \$\right) \rightarrow_{M}\left(q_{a}, M V R\right), & \left(q_{0}, \phi a a b\right) \rightarrow_{M}\left(q_{0}, M V R\right), \\
\left(q_{0}, \phi a \$\right) \rightarrow_{M} R E S T A R T(\$ \$), & \left(q_{0}, a a a a\right) \rightarrow_{M}\left(q_{0}, M V R\right), \\
\left(q_{0}, \phi a b \$\right) \rightarrow_{M} R E S T A R T(\phi \$), & \left(q_{0}, a a a b\right) \rightarrow_{M}\left(q_{0}, M V R\right), \\
\left(q_{0}, \phi a a \$\right) \rightarrow_{M} R E S T A R T(\phi a \$), & \left(q_{0}, a a b b\right) \rightarrow_{M} \operatorname{RESTART}(a b), \\
\left(q_{0}, \phi a a a\right) \rightarrow_{M}\left(q_{0}, M V R\right), & \left(q_{0}, a a a \$\right) \rightarrow_{M} \operatorname{RESTART}(a a \$)
\end{array}
$$

$\left(q_{0}, u\right) \rightarrow_{M}\left(q_{r}, M V R\right)$ for any $u$ of the length four not covered in the previous cases.

We can see that $M$ recognizes $L_{a}$ and that $M$ is actually a deterministic $R$ automaton.

### 2.3. Monotonicity and Cyclic Forms of $R W$-Automata

In this subsection the monotonicity property of $R W$-automata is defined, its decidability is shown and so called cyclic forms of restarting automata with rewriting are introduced.

The property of monotonicity (for a computation of a $R W$-automaton): All items which appeared in the lookahead window (and were not deleted) during one cycle will appear in the lookahead in the next cycle as well - if it does not finish in a halting state (i.e., during a computation, "the places of changes in the list do not increase their distances from the right endmarker $\$ "$ ).

By a monotonic $R W$-automaton we mean a $R W$-automaton where the property of monotonicity holds for all computations.

Theorem 2.6. There is an algorithm which for any $R W$-automaton $M$ decides whether $M$ is monotonic or not.

Proof. We sketch the idea briefly. Consider a given (nondeterministic) RW-automaton $M$; let its lookahead be of length $k$. Recall that all computations of a monotonic automaton have to be monotonic. The idea is to construct a (nondeterministic) finite automaton which accepts a nonempty language if and only if there is a nonmonotonic computation of $M$.

Suppose there is a nonmonotonic computation of $M$. Then there is a word $w$ on which $M$ can perform two cycles where in the second cycle it does not scan all (remaining) items scanned in the first cycle.

Now consider the construction of the mentioned finite automaton $A$; we can suppose that it has lookahead of length $k$. $A$ supposes reading the described $w$. It moves right simulating two consecutive cycles of $M$ simultaneously. At a certain moment, $A$ decides nondeterministically that it has entered the area of rewriting in the second cycle - it guesses the appropriate contents of the lookahead window which would be encountered in the second cycle. Then it moves right coming to the place of the (guessed) rewriting in the first cycle and verifies that the previously guessed lookahead was guessed correctly; if so, $A$ accepts.

Considering a deterministic $R W$-automaton $M$, it is sometimes convenient to suppose it in the strong cyclic form; it means that the words of length less than $k, k$ being the length of lookahead, are immediately (hence in the first cycle) accepted or rejected, and that $M$ performs at least two cycles (at least one restarting) for any longer word.

For a nondeterministic $R W$-automaton $M$, we can suppose the weak cyclic formany word from $L(M)$ longer than $k$ (the length of lookahead) can be accepted only by performing two cycles at least. The cyclic forms are justified by the following claim.

Claim 2.7. For any $R W$-automaton ( $R$-automaton) $M$, with lookahead $k$, there exists an RW-automaton (R-automaton) $M^{\prime}$, with some lookahead $n, n \geq k$, such that $M^{\prime}$ is in the weak cyclic form and $L(M)=L\left(M^{\prime}\right)$. Moreover, if $M$ is deterministic then $M^{\prime}$ is deterministic and in the strong cyclic form, if $M$ is monotonic deterministic then $M^{\prime}$ is monotonic deterministic and in strong cyclic form.

Proof. To prove this claim we can proceed in the same way as for $R$-automata (see [5]).

First notice that we can easily force an $R W$-automaton $M$ to visit all items of the input list before accepting or rejecting -- instead of an "original" accepting (rejecting) state, it would enter a special state which causes moving to the right end and then accepting (rejecting).

Now suppose that (the modified) $M$ accepts a long word $w$ in the first cycle (without restarting). If $w$ is sufficiently long then it surely can be written $w=$ $v_{1} a u v_{2} a u v_{3}$ where $M$ enters both occurrences of $a$ in the same state $q$ during the corresponding computation (as above, by $a$ we mean a symbol and by $u$ a string of length $k$ ). Then it is clear that the word $v_{1} a u v_{3}$ ( $a u v_{2}$ has been deleted) is also accepted. In addition, we can suppose that the length of $a u v_{2} a u v_{3}$ is less than a fixed (sufficiently large) $n$.

We sketch a desired $M^{\prime}$ with lookahead $n$. Any word $w$ shorter than $n$ is immediately accepted or rejected by $M^{\prime}$ according to whether $w \in L(M)$ or not. On a longer $w, M^{\prime}$ simulates $M$ with the following exception: when $\$$ appears in the lookahead window, $M^{\prime}$ checks whether $M$ could move to the right end and accept; if so, $M^{\prime}$ deletes the relevant $a u v_{2}$ (cf. the above notation) and restarts (recall that $n$ has been chosen so that such $a_{2} v_{2}$ surely exists). Obviously, $L(M)=L\left(M^{\prime}\right)$ holds.

In case $M$ is deterministic, $M^{\prime}$ can work as above; in addition it can safely delete the relevant $a u v_{2}$ also when $M$ would reject (due to determinism, the resulting word is also rejected by $M$ ).

It should be clear that monotonicity of $M$ implies monotonicity of $M^{\prime}$ in the deterministic case.

Further it should be clear that we get by this construction from a $R$-automaton $M$ a $R$-automaton $M^{\prime}$.

Remark 2.1. For the nondeterministic monotonic $R W$-automata the construction does not ensure monotonicity of the resulted automaton.

For brevity, we use the following obvious notation. $R W$ denotes the class of all (nondeterministic) restarting automata (with rewriting and some lookahead). $R$ denotes the class of all (nondeterministic) restarting automata without rewriting. Prefix det- denotes the deterministic version, similarly mon- the monotonic version. For any class $\mathcal{A}$ of automata, $\mathcal{L}(\mathcal{A})$ denotes the class of languages recognizable by automata from $\mathcal{A}$, and $\mathcal{A}$-language is a language from $\mathcal{L}(\mathcal{A})$. E.g. the class of languages recognizable by deterministic monotonic $R$-automata is denoted by $\mathcal{L}($ det-mon- $R$ ).

Throughout the article we will use the following notations for the inclusion relations: $A \subseteq B$ means that $A$ is a subset of $B$ and $A \subset B$ means that $A$ is a proper subset of $B(A \subseteq B$ and $A \neq B)$. $\emptyset$ denotes the empty set.

## 3. Characterization of $D C F L$

In this section, we show a (twofold) characterization of $D C F L$, namely $D C F L=$ $\mathcal{L}($ det-mon- $R)=\mathcal{L}($ det-mon- $R W)$. In addition, we also get $\mathcal{L}($ mon- $R W) \subset C F L$.

Lemma 3.1. $D C F L \subseteq \mathcal{L}($ det-mon- $R)$.
Proof. We use the characterization of deterministic context-free languages by means of $L R(0)$-grammars and $L R(0)$-analysers (cf. e.g. [2]); generally $L R(1)$ -
grammars (lookahead 1) are needed, but it is not necessary when each word is finished by the special sentinel $\$$.

Let $L^{\prime}$ be a deterministic context-free language. Then there is an $L R(0)$-grammar $G$ generating $L=L^{\prime} \$$ (the concatenation $L^{\prime} \cdot\{\$\}$ supposing $\$$ being not in the alphabet of $L^{\prime}$ ), and there is a corresponding $L R(0)$-analyser $P$.

For any word $w \in L$ there is only one derivation tree $T_{w}$; it corresponds to the analysis of $w$ by the analyser $P$. In fact, $P$ simulates constructing $T_{w}$ in the left-toright and bottom-up fashion. Due to the standard pumping lemma for context-free languages, there are constants $p, q$ s.t. for any $w$ with length greater than $p$ there are a (complete) subtree $T_{1}$ of $T_{w}$ and a (complete) subtree $T_{2}$ of $T_{1}$ with the same root labelling; in addition, $T_{2}$ has fewer leaves than $T_{1}$ and $T_{1}$ has $q$ leaves at most. (Cf. Fig. 1; $A$ is a nonterminal of $G$ ). Replacing $T_{1}$ with $T_{2}$, we get the derivation tree for a shorter word $w^{\prime}$ ( $w$ could be written $w=u_{1} v_{1} u_{2} v_{2} u_{3}$ in such a way that $\left.w^{\prime}=u_{1} u_{2} u_{3}\right)$.


Figure 1.
Now we outline a det-mon- $R$-automaton $M$ with lookahead of length $k>q$ which recognizes $L^{\prime}$.
$M$ stores the contents of the lookahead in a buffer in the control unit. Simulating the $L R(0)$-analyser $P$, it constructs (in a bounded space in the control unit) all maximal subtrees of the derivation tree which have all their leaves in the buffer. If one of the subtrees is like the $T_{1}$ above, $M$ performs the relevant deleting (of at most two continuous segments) in the input list and restarts. If it is not the case then $M$ forgets the leftmost of these subtrees with all its $n \geq 1$ leaves, and reads $n$ new symbols to the right end of the buffer (shifting the contents left). Then $M$ continues constructing the maximal subtrees with all leaves in the (updated) buffer (simulating $P$ ).

In general, the input word $w$ is either shorter than $p$, such words can be checked using finite memory, or it is longer. If it is longer and belongs to $L$ then $M$ must meet the leftmost above described $T_{1}$ (with the subtree $T_{2}$ ); it performs the relevant deleting and restarts on a new, shorter, word. If the (long) input word $w$ does not belong to $L, M$ either meets $\$$ without restarting and stops in a rejecting state or performs some deleting and restarts. It suffices to show that the resulting shorter word (in both cases) is in $L$ if and only if $w$ is in $L$.

It can be verified using the following properties of the $L R(0)$-analyser.
a) For each word $w \in L$ there is exactly one derivation of $w$ in $G$ which corresponds to the analysis of $w$ by $P$.
b) Let $u$ be the prefix of the input word $w=u v$ which has been already read by the $L R(0)$-analyser $P$. If $P$ did not reject the word until now, then there exists a suffix word $v^{\prime}$ s.t. $u v^{\prime}$ is in $L$, and the computation of $P$ on the prefix $u$ is independent w.r.t. the suffix.

Let $u$ be the prefix of the input word, the last symbol of which corresponds to the last symbol in the lookahead window just before $M$ performs a RESTART-operation; let $\bar{u}$ be the rest of $u$ after performing the RESTART-operation. There exists a suffix $v^{\prime}$ such that $u v^{\prime}$ is in $L . u v^{\prime}$ has a derivation tree in which there is a complete subtree $T_{1}$ (with a subtree $T_{2}$; as above) corresponding to the place of cutting. Then in the computation of $M$ on $\bar{u}$ the tree $T_{2}$ will appear in the buffer above the same terminal leaves as in the computation on $u$ (it follows from the presence of $T_{2}$ in the derivation tree of $\bar{u} v^{\prime}$ and from the independence of computation on the suffix).

Let $w=u v$ is in $L$, then obviously $\bar{u} v$ is in $L$. Conversely if $u v$ is not in $L$ then $\bar{u} v$ is not in $L$ (otherwise, in the corresponding derivation tree of $\bar{u} v$, the subtree $T_{2}$ appears over the corresponding terminal leaves of $\bar{u}$ and replacing the tree $T_{2}$ by $T_{1}$ yields a derivation tree for $u v-$ a contradiction).

The monotonicity of $M$ should be clear from the above description.
Lemma 3.1 (together with Claim 2.7) is a means for short proving that some languages are not in $D C F L$. We illustrate it by the next two examples.

Example 3.2. Consider the language $L_{1}=\left\{w w^{R} \mid w \in\{a, b\}^{*}\right\}$. If it were in $D C F L$, it would be recognized by a deterministic $R$-automaton $M$ with the length of lookahead $k$ (for some $k$ ); $M$ can be supposed in the strong cyclic form. Let us now take a word $a^{n} b^{m} b^{m} a^{n}(n, m>k)$, on which $M$ performs two cycles at least. In the first cycle, $M$ can only shorten the segment of $b^{\prime} s$. But due to determinism, it would behave in the same way on the word $a^{n} b^{m} b^{m} a^{n} a^{n} b^{m} b^{m} a^{n}$, which is a contradiction to the correctness preserving property (Claim 2.2).

Example 3.3. The language $L_{2}=\left\{a^{m} b^{n} c^{p} \mid m, n, p \geq 0:(m=n\right.$ or $\left.n=p)\right\}$ is not in $D C F L$. This can be shown in a similar way as in the previous example. But using the error preserving property for $R W$-automata we will show stronger result the language $L_{2}$ cannot be recognized by any $R W$-automaton.

The next claim shows that $R W$-automata do not recognize all context-free languages and will be used in the proof of the next lemma.

Claim 3.4. The language $L_{2}=\left\{a^{m} b^{n} c^{p} \mid m, n, p \geq 0:(m=n\right.$ or $\left.n=p)\right\}$ is not a $R W$-language.

Proof. Let us suppose that $L_{2}$ is recognized by some $R W$-automaton $M_{2}$ in the weak cyclic form with the size of lookahead $k$. Let us consider an accepting computation on a word $a^{r} b^{r}$, where $r>2(k+1)$. In the first cycle of the accepting computation, $M_{2}$ can only shorten both segments of $a$ 's and $b$ 's in such way that after the first cycle the resulting word will be $a^{r-m} b^{r-m}$ for some $0<m<k$ (i.e. the restart with rewriting occurs in the middle of the word; $M_{2}$ cannot rewrite a suffix of the word in order to get a word of the form $a^{r} b^{m} c^{m}$ for some $m \geq 0$ ). But $M_{2}$ can behave in the same way also on the word $a^{r} b^{r+m} c^{r} \notin L_{2}$ from which it can get after
the first cycle $a^{r-m} b^{r} c^{T} \in L_{2}$. This is a contradiction to the error preserving property of $R W$-automata (Claim 2.1).

## Jemma 3.5.

a) $\mathcal{L}($ mon- $R W) \subset C F L$,
b) $\mathcal{L}($ det-mon-RWC $\mathcal{L}(D C F L)$.

Proof. At first we show that $\mathcal{L}($ mon- $R W)$ is a subclass of $C F L$. Let $L$ be a language recognized by mon- $R W$-automaton $M$, with lookahead of length $k$. We show how to construct a pushdown automaton $P$ which simulates $M$. The construction is similar to the construction of a deterministic pushdown automaton which should simulate a given det-mon- $R$-automaton (see [4]). The difference is following: Instead of one step simulation of a single MVR-step, $P$ will simulate in one step all possible "nondeterministic" MVR-steps performed on the simulated scanned item simultaneously, and the simulation of a restart without rewriting is replaced by a simulation of a restart with rewriting.
$P$ is able to store in its control unit in a component $C S t$ the set of possible current states of $M$ (i.e. any subset of the set of states of $M$ ) and in a component $B$ a word of length at most $1+2 k$. $P$ starts by storing $\left\{q_{0}\right\}$, where $q_{0}$ is the initial state of $M$, in CSt and pushing $\$$ (the left endmarker of $M$ ) into the first cell of the buffer $B$ and the first $k$ symbols of the input word of $M$ into the next $k$ cells of the buffer $B$ (cells $2,3, \ldots, k+1$ ).

During the simulation, the following conditions will hold invariantly:

- CSt contains the set of all states of $M$, in which can be $M$ visiting the simulated (currently scanned) item, with the current left-hand side, and the current lookahead, - the first cell of $B$ contains the current symbol of $M$ (scanned by the head) and the rest of $B$ contains $m$ right neighbour symbols of the current one (lookahead of length $m$ ) where $m$ varies between $k$ and $2 k$,
- the pushdown contains the left-hand side (w.r.t. the head) of the list, the leftmost symbol ( $\phi$ ) being at the bottom. In fact, any pushdown symbol will be composed - it will contain the relevant symbol of the input list and the set of states of $M$ in which this symbol (this item) could be entered (from the left) by the situation, which corresponds to the last simulated visit.

The mentioned invariant will be maintained by the following simulation of instructions of $M$; the left-hand side ( $q, a u$ ) of the instruction to be simulated is determined by the information stored in the control unit. The activity to be performed depends on the right-hand sides of applicable instructions of $M . P$ can either

1. nondeterministically simulate one of RESTART instructions of $M$, or
2. simulate all possible MVR instructions in one step.
(1) RESTART(v) is simulated by deleting and rewriting in the buffer $B$ (some of the first $k+1$ symbols are deleted and the rest is pushed to the left and possibly rewritten). Then $k+1$ (composed) symbols are successively taken from the pushdown and the relevant symbols are added from the left to $B$ (shifting the rest to the right). The state parts of $k$ (composed) symbols are forgotten, the state part of the ( $k+1$ )-th symbol (the leftmost in the buffer) is stored in CSt. Thus not only the RESTART(v)

- operation is simulated but also the beginning part of the next cycle, the part which was prepared in the previous cycle.
(2) $P$ puts the contents of the first cell of $B$ and $C S t$ as a composed symbol on the top of the pushdown, stores the set $\left\{q^{\prime} \mid(q, a u) \rightarrow_{M}\left(q^{\prime}, M V R\right), q \in C S t\right\}$ of simulated new states which can be entered after MVR-step from some state in the original $C S t$ with the lookahead $a u$, and shifts the contents of $B$ one symbol to the left; if the $(k+1)$-th cell of $B$ is then empty, then $P$ reads the next input symbol into it.

It should be clear that due to monotonicity of $M$ the second half of $B$ (cells $k+2, k+3, \ldots, 2 k)$ is empty at the time of simulating a $\operatorname{RESTART}(v)$-operation. Hence the described construction is correct which proves $\mathcal{L}($ mon- $R W) \subseteq C F L$. To finish the proof of the first part of the proposition can show a context-free language which cannot be recognized by any $R W$-automaton. But this was already done in Claim 3.4.

Obviously the above construction applied to a det-mon- $R$-automaton yields a deterministic push-down automaton - this proves part b) of the statement.

Theorem 3.6. $\mathcal{L}($ det-mon- $R W)=D C F L=\mathcal{L}($ det-mon- $R)$.
Proof. The statement is a consequence of Lemma 3.1, Lemma 3.5 and the trivial inclusion $\mathcal{L}($ det-mon- $R) \subseteq \mathcal{L}($ det-mon $R W)$.

It can be worth noting that the closure of deterministic RW-languages under complement is immediately clear when considering deterministic $R W$-automata (det- $R$-, det-RW-, det-mon-R- and det-mon-RW-automata). Since all computations of deterministic $R W$-automata are finite it suffices to exchange the accepting and the rejecting states to get a deterministic automaton of the same type (det-R-, det-RW-, det-mon$R$ - or det-mon- $R W$-automaton) recognizing the complementary language.

Claim 3.7. The classes of languages $\mathcal{L}($ det-mon- $R), \mathcal{L}($ det-mon- $R W), \mathcal{L}($ det- $R)$ and $\mathcal{L}($ det- $R W)$ are closed under complement.

## 4. Taxonomy of $R W$-languages

In this section we will study relations between different subclasses of $\mathcal{L}(R W)$. The resulting relations are depicted in Figure 2.

Next we will prove all the relations depicted in this figure. We will start by proving that a det- $R$-automaton can recognize a language which is not mon- $R W$-language.

Theorem 4.1. $\mathcal{L}($ det $-R)-\mathcal{L}($ mon- $R W) \neq \emptyset$
Proof. To prove the theorem, it is sufficient to give a det- $R$-automaton $M$ which recognizes a non context-free language $L=L(M)$. $L$ cannot be recognized by any mon- $R W$-automaton, because according Lemma 3.5 all languages recognized by mon-$R$-automata are context-free. We will use a det- $R$-automaton $M$ which recognizes a non context-free language from [5].

The main idea is to start with a non context-free language $L^{\prime}=\left\{a^{2^{k}} \mid k \geq 0\right\}$. The automaton $M$ will work in phases. A phase starts with a word from $L^{\prime}$ on the list and consists of several cycles in which the length of the current word is reduced by factor 2 and simultaneously the parity of the length of the word on the start of the phase is checked. But restarting automaton can shorten the word by at most constant number of symbols in one cycle. Thus we must modify the language to enable to "mark"
already shortened part of the working list - instead of one symbol $a$ we use a pair $a b$. Working on a word of the form $(a b)^{n}$ for some $n>1, M$ at first deletes the second $a$ out of each subword $a b a b$, proceeding stepwise from the right to the left. Then $M$ deletes one $b$ out of each $a b b$ and proceeds also stepwise from the right to the left. The automaton recognizes the language $L(M)$ for which

$$
L(M) \cap\left\{(a b)^{n} \mid n \geq 1\right\}=\left\{(a b)^{2^{k}} \mid k \geq 0\right\}
$$

Thus the language $L(M)$ is not context-free and also is not a mon- $R W$-language (Lemma 3.5).


Figure 2. Taxonomy of RW-languages. Solid arrows show the proper inclusion relations, depicted classes not connected (by an oriented path) are incomparable.

The automaton $M$ works as follows:

1. reading $\$ a b a b$ or $\$ a b b a$ it moves to the right;
2. reading $a b a b a$ or $b a b a b$ it moves to the right;
3. reading $a b a b \$$ it deletes second $a$ and restarts;
4. reading $a b a b b$ it deletes the first $a$ and restarts;
5. reading $a b b a b$ or $b b a b b$ or $b a b b a$ it moves to the right;
6. reading $b a b b \$$ it deletes the second $b$ and restarts;
7. reading $b b a b \$$ or $b b a b a$ it deletes the first $b$ and restarts;
8. reading $\phi a b b \$$ it deletes the first $b$ and restarts;
9. reading $\phi a b \$$ it accepts;
10. in all other cases the automaton halts in a nonaccepting state.

Clearly the automaton $M$ is deterministic. To prove (1) let us consider a word of the form $(a b)^{n}$ for some $n \geq 1$. Then the following two conditions hold

$$
\begin{aligned}
(i)(a b)^{n} \longrightarrow_{M}^{*}(a b)^{\frac{n}{2}} & \text { when } n \text { is even, } \\
\text { or (ii) }(a b)^{n} \longrightarrow{ }_{M}^{*} b(a b b)^{\frac{n-1}{2}} & \text { when } n \text { is odd. }
\end{aligned}
$$

In the case (i) the automaton makes $\frac{n}{2}$ cycles (using points $1,2-4$ ), and gets the word ( $a b b)^{\frac{n}{2}}$, then after another $\frac{n}{2}$ cycles it gets the word ( $\left.a b\right)^{\frac{n}{2}}$ (using points $1,5-8$ )

In the case (ii) the automaton makes $\frac{n-1}{2}$ cycles (using points $1,2-4$ ), and gets the word $b(a b b)^{\frac{n-1}{2}}$, which will be rejected in the next cycle.

Thus let the input word be of the form $(a b)^{n}$, where $n=l 2^{k}$ for some integer $k \geq 0$ and some odd integer $l \geq 1$.

- If $n$ is a power of 2 (i.e. $l=1$ and $k \geq 1$ ), then according (i) $(a b)^{n} \longrightarrow{ }_{M}^{*}$ $(a b)^{2^{k-1}} \longrightarrow{ }_{M}^{*}(a b)^{2^{k-2}} \longrightarrow{ }_{M}^{*} \ldots \longrightarrow_{M}^{*} a b$ and according point 9 the input word will be accepted.
- If $n$ is not a power of 2 (i.e. $l>1$ ), then according (i) $(a b)^{n} \longrightarrow_{M}^{*}(a b)^{l}, l>1$ and odd. Further according (ii) $(a b)^{l} \longrightarrow_{M}^{*} b(a b b)^{\frac{l-1}{2}}$ and this word will be rejected by 10 .

This theorem implies some relations between several classes of languages from Figure 2. These relations are depicted in Figure 3. Solid arrow from $A$ to $B$ means that $A \subset B$, dotted arrow from $A$ to $B$ means that $B-A \neq \emptyset$ (and $A \subset B$ is still not excluded).


Figure 3. Relations which follow from the Theorem 4.1. Solid arrows depict proper inclusion relations, dotted arrows depict non-inclusion relations (in the following shown as incomparable by inclusion) - dotted arrow from $A$ to $B$ means $A \nsupseteq B$.

The next theorem shows a symmetric statement to the previous theorem.
Theorem 4.2. $\mathcal{L}($ mon $-R)-\mathcal{L}(\operatorname{det}-R W) \neq \emptyset$
Proof. We will show that the language

$$
L=\left\{a^{i} b^{j} \mid 0 \leq i \leq j \leq 2 i\right\}
$$

is a mon- $R$-language and is not a det- $R W$-language.
$L$ is recognized by a (nondeterministic) mon- $R$-automaton $M$ with lookahead 4 which:

- immediately accepts the empty word,
- immediately rejects any nonempty word starting by $b$,
- on a nonempty word starting by $a$, moves to the right to this $a$. If the lookahead contains $b \$(b b \$, a b b \$$, resp.) then deletes $a b$ ( $a b b, a a b b$ resp.) and restarts. Otherwise $M$ moves through $a$ 's to the right until its head scans $a$ followed immediately by a different symbol. If its lookahead is not $b b b b$ or $b b b \$$, the word is rejected, else $M$ nondeterministically deletes $a b$ or $a b b$ and restarts.


## Obviously $M$ recognizes $L$.

On the other hand the language $L$ cannot be accepted by a deterministic $R W$ automaton (in the strong cyclic form). Working on the word $a^{n} b^{n}$ for sufficiently large $n$ (greater than lookahead of the automaton) this deterministic automaton should shorten the word in a cycle by keeping the correctness preserving property. Thus $a^{n} b^{n} \longrightarrow_{M} a^{r} b^{s}$ for some $r<n$ and $s \geq r$, i.e the automaton must decrease the number of $a$ 's in the word, thus rewriting can occur only when the head is visiting some $a$ in the word. Because of determinism and fixed size of lookahead the automaton must work in the same way on the word $a^{n} b^{2 n}$. But the resulting word at the end of the first cycle is $a^{r} b^{s+n}$, where $s+n>2 r$, which is not in $L$. This is a contradiction to the correctness preserving property of det-RW-automata (Claim 2.2).

This theorem implies new proper inclusion relations and non-inclusion relations. We compose them with the relations depicted in Figure 3. In the resulting Figure 4 we use the same notation as in Figure 3 except that the incomparability relations which follow from the already proved theorems are depicted by dotted arcs.


Figure 4. Relations which follow from Theorem 4.1 and Theorem 4.2. Dotted arcs (not the dotted arrows) denote already proved incomparability relations.

As a consequence of the next theorem and Theorem 4.2 we get the incomparability of classes $\mathcal{L}($ det $-R W)$ and $\mathcal{L}(R)$.

Theorem 4.3. $\mathcal{L}($ det- $R W)-\mathcal{L}(R) \neq \emptyset$
Proof. We will construct a deterministic $R W$-automaton $M$ such, that $L(M)$ cannot be recognized by any $R$-automaton. The idea of the construction is similar to that one used in the proof of Theorem 4.1. We are going out of the language $\left\{a^{3^{n}} \mid n \geq 0\right\}$. The automaton $M$ will work in phases. One phase consists of several cycles. During a phase the working word will be reduced by factor 3 and its length will be checked whether it is divisible by 3 . A marking of the already reduced part of the word is done by a single symbol $b$ in the list. Let us describe the automaton $M: M$ has lookahead of the length 3 , and three states only - the initial state $q_{0}$, the accepting state $q_{a}$ and the rejecting state $q_{r}$. The working alphabet of $M$ is $\{a, b\}$ and $M$ has the following instructions:

1. $\left(q_{0}, \nmid a \$\right) \rightarrow_{M}\left(q_{a}, M V R\right)$,
2. $\left(q_{0}, a a a b\right) \rightarrow_{M} \operatorname{RESTART}(b a)$,
3. $\left(q_{0}, \phi b a \$\right) \rightarrow_{M} R E S T A R T(\$ a \$)$,
4. $\left(q_{0}, a a a \$\right) \rightarrow_{M} \operatorname{RESTART}(b a \$)$,
5. $\left(q_{0}, \phi b a a\right) \rightarrow_{M} R E S T A R T(\phi a a)$,
6. $\left(q_{0}, u\right) \rightarrow_{M}\left(q_{r}, M V R\right)$ for any other
7. $\left(q_{0}, \phi a a a\right) \rightarrow_{M}\left(q_{0}, M V R\right)$, $u$ of the length four not covered in the
8. $\left(q_{0}, a a a a\right) \rightarrow_{M}\left(q_{0}, M V R\right)$,

Actually

$$
\begin{equation*}
L(M) \cap\left\{a^{i} \mid i \geq 1\right\}=\left\{a^{3^{n}} \mid n \geq 0\right\} \tag{2}
\end{equation*}
$$

i.e. an intersection of $L(M)$ and the regular language $a^{*}$ is a non context-free language, thus $L(M)$ cannot be from $C F L$. We can show that:

$$
a^{3 i+j} \longrightarrow_{M}^{*} a^{j} b a^{i} \text { for } i>0 \text { and } 2 \geq j \geq 0
$$

The automaton $M$ makes cycles (using instructions 4-7) until the symbol $b$ appears in the lookahead window in the initial configuration of a cycle. If it is the first symbol after $\phi$ then this $b$ is deleted (according 3 or 2 ). Otherwise the current word is rejected. From this the observation (2) directly follows.
$L(M)$ cannot be recognized by any $R$-automaton: Suppose that an $R$-automaton $M_{R}$ in the weak cyclic form recognizes $L(M)$ and the length of its lookahead is $k$. Then for a sufficiently large $m$ (e.g. greater than $k$ ) such automaton accepts the word $a^{3^{m}}$ and $a^{3^{m}} \longrightarrow_{M_{R}} a^{l}$ in the first cycle of an accepting computation on the word $a^{3^{m}}$. But $l$ cannot be a power of $3\left(3^{m-1}<3^{m}-k-1 \leq l<3^{m}\right)$. This fact contradicts the error preserving property (Claim 2.1).

Moreover the previous proof shows, that $R W$-automata are stronger than $R$ automata outside CFL.

As a consequence of the next theorem and Theorem 4.1 we get the incomparability of classes $\mathcal{L}($ mon-RW) and $\mathcal{L}(R)$.

Theorem 4.4. $\mathcal{L}($ mon- $R W)-\mathcal{L}(R) \neq \emptyset$.
Proof. Obviously $\mathcal{L}(R)$ is a subclass of $\mathcal{L}(R W)$.
At first, we will show that the language

$$
L_{c}=\left\{w w^{R} \mid w \in\{a, b\}^{*}\right\} \cup\left\{w c w^{R} \mid w \in\{a, b\}^{*}\right\}
$$

can be recognized by a mon- $R W$-automaton $M_{c}$ :

1. $M_{c}$ immediately accepts the empty word and the word $c$.
2. Working on a word (of length greater than 1) containing one symbol $c$ the automaton $M_{c}$ can scan the word until this symbol and to check whether it is surrounded by the same symbols ( $a$ or $b$ ). If it is so, then $M_{c}$ deletes the left and right neighbour of $c$ and restarts, otherwise rejects.
3. Working on a word without $c$ the automaton can "guess $a a$ or $b b$ in the center" of the word, replace it by $c$ and restart.
4. $M_{c}$ is nondeterministic, but when it makes a mistake - inserts $c$ in a word already containing $c$ or inserts $c$ not in its center, then the test according the point 2 above will fail later.
$M_{c}$ can be constructed in such a way that the following properties holds:
$\left(i_{1}\right) x a a y \longrightarrow_{M_{c}} x c y$, for any words $x, y \in\{a, b\}^{*}$.
$\left(i_{2}\right) x b b y \longrightarrow_{M_{c}} x c y$, for any words $x, y \in\{a, b\}^{*}$.
$\left(i_{3}\right) x a c a y \longrightarrow_{M_{c}} x c y$, for any words $x, y \in\{a, b\}^{*}$.
$\left(i_{4}\right) x b c b y \longrightarrow_{M_{c}} x c y$, for any words $x, y \in\{a, b\}^{*}$.
( $i_{5}$ ) $M_{c}$ accepts the one-symbol-word $c$ immediately.
( $i_{6}$ ) $M_{c}$ rejects in a cycle any word of the form $c y$ or $y c$, where $y$ is any nonempty word.
( $i_{7}$ ) Any cycle performed by $M_{c}$ is one of the types $i_{1}, \ldots, i_{6}$.
Secondly, we will show that $L_{c}$ cannot be recognized by any $R$-automaton by a contradiction. W.l.o.g. let us suppose that $L_{c}$ is recognized by some $R$-automaton $M$ in the weak cyclic form. Let us consider an accepting computation on a sufficiently long word $a^{n} b^{m} b^{m} a^{n}$, where $m, n$ are greater than the size of lookahead of $M$. In the first cycle of the accepting computation, $M$ can only shorten the segment of $b^{\prime}$ s. We will get a word of the form $a^{n} b^{2 m^{\prime}} a^{n}$, for some $m^{\prime}<m$, after the first cycle. But $M$ can make the same first cycle in the computation on the word $a^{n} b^{2 m} a^{n} a^{n} b^{2 m^{\prime}} a^{n}$, which is not in $L(M)$ and get the word $a^{n} b^{2 m^{\prime}} a^{n} a^{n} b^{2 m^{\prime}} a^{n}$ which is from $L(M)$. This is a contradiction to the error preserving property of $R W$-automata (cf. Claim 2.1; $R$-automata are a special type of $R W$-automata).

The language $L_{c}$ used in the previous proof is a context-free language. Thus we have proved that $R W$-automata are stronger than $R$-automata even inside $C F L$.

The last two theorems imply the relations depicted in Figure 5.
Composing Figure 4 and Figure 5 we get the complete picture in Figure 2.


Figure 5. Relations which follow from Theorem 4.3 and Theorem 4.4.

## 5. Conclusions

In the previous sections we have shown typical results concerning RW-languages and R-languages. We have compared deterministic, nondeterministic, monotonic, nonmonotonic, rewriting and nonrewriting RW-languages. The nondeterministic RWlanguages can be possibly studied in a similar way by (regulated) generative tools. On the other hand the results concerning the deterministic RW-languages can be hardly achieved by generative tools in a natural way.

Considering $R W$-automata as analysers we are interested in properties of the corresponding yield relations as well. There is exactly one difference between the presented taxonomy of languages and the corresponding taxonomy of yield relations. The class of yield relations corresponding to det-mon- $R W$-automata is greater than the class of yield relations corresponding to det-mon- $R$-automata. We have omitted the part about the taxonomy of yield relations here, because the nonequality results can be obtained by simple observations of finite yield relations (with finite number of pairs $u \Rightarrow v$ ).

In [4], we have introduced restarting automata as a further model of list automata (in particular forgetting automata (see [3])). Later, by reading the book by Dassow and Păun (see [1]) we have met contraction automata (introduced by von Solms in [9]). The contraction automata have (some) similar features as $R W$-automata. A contraction automaton works as a restricted linear bounded automaton. It simulates the operation deleting using a special symbol, and works in cycles. Any cycle starts on the right sentinel, and uses one reversal on the left sentinel. To any contraction automaton $M$, a complexity ( $n, k$ ) is associated where, roughly speaking, $n$ means the number of non-input symbols which can be used by $M$, and $k$ is the maximal number of changes, which can be performed on the tape during a cycle. The contraction automata work also with some technical restrictions, which allow characterizations of matrix languages, certain class of random context languages and a type of ETOL languages.

Inspired by contraction automata we propose to study measures of regulation of (generalized) $R W$-automata in the future. Also we propose to compare (generalized) $R W$-automata with different types of regulated generative tools. Some such steps been already done for (generalized) $R$-automata.

We plan to take $R W$-automata as theoretical background for a program for (robust) syntactic analysis of Czech sentences. That can be a nice tool to learn the basic syntax of the Czech language.
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#### Abstract

Subclasses of grammar systems that can facilitate parser construction appear to be of interest. In this paper, some syntactical conditions considered for strict deterministic grammars are extended to cooperating distributed grammar systems, restricted to the terminal derivation mode. Two variants are considered according to the level to which the conditions address. The local variant, which introduces strict deterministic restrictions for each component of the system apart, results in local unambiguity of the derivations. The total variant, which extends the strict deterministic constraints at the level of the entire system, results in some cases in global unambiguity of the derivations.


## 1. Introduction

Cooperating distributed (CD, for short) grammar systems have been introduced in [3]. A similar generating device was considered in [11], while a particular variant of it appears in [1]. Most of the results known in this area until the middle of 1992 can be found in [4], while newer results are surveyed in [7].

However, there are still lots of classical topics in formal languages theory or in related areas which have not been studied so far in the grammar systems set-up. Constructing parsers is such a topic, which is not only of theoretical interest, but it will make grammar systems more appealing to researchers in applied computer science as well, since it will open the possibility of using grammar systems in domains where just Chomsky-like grammars are currently used (for instance, in natural language processing, or in compiler construction). This will clearly bring to the user all the advantages of having a model which can cope with such phenomena as cooperation and distribution of the work carried out by several processors.

Of interest to this aim are the results of [2] and [6]. Thus, [2] approaches CD grammar systems from the accepting point of view, comparing their accepting capacity to their own generating capacity, or to that of other classes of grammars in the regulated rewriting area. [6] considers pushdown automata systems, with the scope of

[^6]characterizing the languages generated by grammar systems in terms of recognizers; but their model turns out to be much more powerful from the point of view of the recognized languages class.

We believe that a more involved study of the derivations in a CD grammar system would be very useful to a possible parser constructor for the languages generated by grammar systems. This is the aim of the present paper: we address subclasses of CD grammar systems which can facilitate a parser construction, due to some unambiguity properties of the derivations in such systems.

More precisely, the present paper studies the effect on CD grammar systems of syntactical constraints similar to those considered for strict deterministic context-free grammars. It is known that the family of languages generated by strict deterministic context-free grammars is the same as the family of languages generated by $L R(0)$ grammars (see Theorem 11.5.5 in [8] and Theorem 10.12 in [9]), which are ones of the most useful class of grammars for parsing. Therefore, our intention was to see what happens if the conditions for strict deterministic grammars are extended to CD grammar systems. To our surprise, we obtained that the unambiguity of the derivations holds for some classes of grammar systems as well.

When introducing the restrictions for strict determinism in CD grammar systems, two variants should be taken into consideration, depending on the level, local/global, to which the restrictions address. In the local level case, the generative capacity of the systems remains the same, but the behaviour of each component is unambiguous. The generative power decreases when global level is considered, whereas for some more restrictive classes the derivation is totally unambiguous.

## 2. Definitions and Examples

We assume the reader accustomed to the basic facts in formal language theory [9]. For details concerning the grammar systems we refer to [4].

For an alphabet $V$, we denote by $V^{*}$ the set of all words over $V$ and by $\lambda$ the empty word; moreover, $V^{+}=V^{*}-\{\lambda\}$, while $|V|$ stands for the cardinality of $V$. For a string $x$, denote by $|x|$ the length of $x$ and by $\operatorname{Pref}_{k}(x)$ the prefix of length $k$ of $x,|x| \geq k$.

If $\pi$ is a partition of $V$, then we write $a \sim^{\pi} b$ iff there exists $M \in \pi$ such that $\{a, b\} \subseteq M$.

A cooperating distributed grammar system is a construct

$$
\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)
$$

where $N, T$ are disjoint alphabets, $S \in N$, and $P_{i}, 1 \leq i \leq n$, are finite sets of context-free rules over $N \cup T$.

The sets $P_{i}$ are called the components of $\Gamma$. (If we want to point out grammars as components, then we can consider grammars without axioms, of the form $G_{i}=$ $\left(N, T, P_{i}\right), 1 \leq i \leq n$.

For a component $P_{i}$ of a grammar system $\Gamma$ as above, we denote $\operatorname{dom}\left(P_{i}\right)=\{A \in N$ $\left.\mid A \rightarrow x \in P_{i}\right\}$, and $T_{i}=(N \cup T)-\operatorname{dom}\left(P_{i}\right)$.

Let $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ be a CD grammar system as above and let $\pi_{i}$ be a partition of $N \cup T$, for any $1 \leq i \leq n$. The partition $\pi_{i}$ is a local strict partition if
the following conditions hold:
a) $T \in \pi_{i}$,
b) $T_{i}-T \in \pi_{i}$,
c) for any $A, A^{\prime} \in \operatorname{dom}\left(P_{i}\right)$, if $A \sim^{\pi_{i}} A^{\prime}$ and $A \longrightarrow x y, A^{\prime} \longrightarrow x y^{\prime} \in P_{i}$, $x, y, y^{\prime} \in(N \cup T)^{*}$, then we have either
(i) $y, y^{\prime} \neq \lambda$ and $\operatorname{Pre} f_{1}(y) \sim^{\pi_{i}} \operatorname{Pref}_{1}\left(y^{\prime}\right)$, or
(ii) $y=y^{\prime}=\lambda$ and $A=A^{\prime}$.

We say that a component $P_{i}$ is a strict deterministic component of $\Gamma$ iff there exists a local strict partition $\pi_{i}$.

The system $\Gamma$ is said to be local strict deterministic iff all its components are strict deterministic.

If $\Gamma$ is a CD grammar system and $\pi$ is a partition of $N \cup T$, then $\pi$ is a total strict partition iff:
a) $T \in \pi$,
b) for any $A, A^{\prime} \in N$, if $A \sim^{\pi} A^{\prime}$ and $A \longrightarrow x y, A^{\prime} \longrightarrow x y^{\prime} \in \bigcup_{i=1}^{n} P_{i}$, $x, y, y^{\prime} \in(N \cup T)^{*}$, then we have either
(i) $y, y^{\prime} \neq \lambda$ and $\operatorname{Pref}_{1}(y) \sim^{\pi} \operatorname{Pre} f_{1}\left(y^{\prime}\right)$, or
(ii) $y=y^{\prime}=\lambda$ and $A=A^{\prime}$.

The system $\Gamma$ is said to be total strict deterministic iff there exists a total strict partition of $N \cup T$.

We will later on provide grammar systems which are total strict deterministic but not local strict deterministic, and vice versa.

Among the derivation modes in CD grammar systems, our concern here is restricted to the terminal $(t)$ mode. Therefore, we next recall only the definition of this one.

On $(N \cup T)^{*}$ one can define the usual one step derivation with respect to $P_{i}$, denoted by $\Longrightarrow P_{P_{i}}$. Formally, $x \Longrightarrow P_{P_{i}} y$ iff $x=x_{1} A \alpha, y=x_{1} z \alpha, x_{1} \in T_{i}^{*}, z, \alpha \in(N \cup T)^{*}$, and $A \longrightarrow z \in P_{i}$. The reflexive and transitive closure of the relation $\Longrightarrow_{P_{i}}$ is denoted by $\Longrightarrow{ }_{P_{i}}^{*}$. Furthermore, we write $x \Longrightarrow{ }_{P_{i}}^{t} y$ if $z \Longrightarrow{ }_{P_{i}}^{*} y$ and there is no $z \in(N \cup T)^{*}$ such that $y \Longrightarrow P_{p_{i}} z$.

Note that we work here with leftmost derivations: see again the condition $x_{1} \in T^{*}$ in the previous definition of $x \Longrightarrow_{P_{i}} y$.

The language generated by the system $\Gamma$ is

$$
\begin{aligned}
L(\Gamma)= & \left\{w \mid w \in T^{*}, S \Longrightarrow{ }_{P_{i_{1}}}^{t} w_{1} \Longrightarrow{ }_{P_{i_{2}}}^{t} \cdots \Longrightarrow{ }_{P_{i_{m}}}^{t} w_{m}=w,\right. \\
& \left.m \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq m\right\} .
\end{aligned}
$$

Example 1. Consider the system

$$
\begin{aligned}
& \Gamma_{1}=\left(\{S, A, C, X, Y\},\{a, b, c\}, S, P_{1}, P_{2}, P_{3}\right), \\
& P_{1}=\{S \longrightarrow A C, X \longrightarrow A, Y \longrightarrow C\}, \\
& P_{2}=\{A \longrightarrow a X b, C \longrightarrow c Y\} \\
& P_{3}=\{A \longrightarrow a b, C \longrightarrow c\} .
\end{aligned}
$$

One can observe that $\Gamma_{1}$ is local strict deterministic under the local partitions

$$
\begin{aligned}
\pi_{1} & =\{\{S\},\{A, C\},\{X, Y\},\{a, b, c\}\} \\
\pi_{2}=\pi_{3} & =\{\{S, X, Y\},\{A, C\},\{a, b, c\}\}
\end{aligned}
$$

but it is not total strict deterministic.
The language generated by $\Gamma_{1}$ is $\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}$.
Example 2. Consider now

$$
\begin{aligned}
& \Gamma_{2}=\left(\{S, A, B, C, D\},\{a, b, c\}, S, P_{1}, P_{2}\right), \\
& P_{1}=\{S \longrightarrow a A, S \longrightarrow a B, A \longrightarrow a A a, A \longrightarrow b C\}, \\
& P_{2}=\{B \longrightarrow a B, B \longrightarrow b D, C \longrightarrow b C, C \longrightarrow a, D \longrightarrow b D c, D \longrightarrow c\} .
\end{aligned}
$$

The grammar system above is total strict deterministic under the partition

$$
\pi=\{\{S\},\{A, B\},\{C, D\},\{a, b, c\}\}
$$

which is a total strict partition. However, its first component is not deterministic.
The generated language is

$$
L\left(\Gamma_{2}\right)=\left\{a^{n} b^{k} a^{n} \mid n, k \geq 1\right\} \cup\left\{a^{n} b^{k} c^{k} \mid n, k \geq 1\right\}
$$

## 3. Properties of Derivations

Due to the explicit motivation for the introduction of local/total strict deterministic restrictions on CD grammar systems, we first study the derivations in such systems.

In the local case, we obtain that all the components of the system are unambiguous. This is not the situation anymore for total strict deterministic CD grammar systems. However, also in this case the deterministic constraints have a clear impact on the derivations: one can eliminate left-recursion from a total strict deterministic CD grammar system. Moreover, if the system is such that no production rule belongs to two different components, then the unambiguity of the derivations (properly defined) at the level of the system holds as well.

A few additional notations and definitions are necessary.
Let $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ be a CD grammar system whose rules are labelled. Let $L a b\left(P_{i}\right)$ be the set of labels of the rules in $P_{i}$. For a derivation $D: x \Longrightarrow_{P_{i}}^{t} y$ we denote by $C(D)$ the control word associated to the derivation $D$ (that is, the word consisting of the labels of productions used in the derivation $D$, in the corresponding order). Therefore, $C(D)$ is a string in $\left(L a b\left(P_{i}\right)\right)^{*}$ that represents the sequence of rules of $P_{i}$ used in the derivation $D$.

A component $P_{i}$ is ambiguous if there exist two derivations $D_{1}: x \Longrightarrow_{P_{i}}^{t} y$ and $D_{2}: x \Longrightarrow{ }_{P_{i}}^{t} y$ with $C\left(D_{1}\right) \neq C\left(D_{2}\right)$, for some $x, y \in(N \cup T)^{*}$. Otherwise, the component is called unambiguous.

For a word $w \in L(\Gamma)$, we say that a derivation

$$
S=x_{0} \Longrightarrow P_{P_{i_{1}}}^{t} x_{1} \Longrightarrow P_{i_{i_{2}}}^{t} x_{2} \Longrightarrow{ }_{P_{i_{3}}}^{t} \cdots \Longrightarrow_{P_{i_{s}}}^{t} x_{s}=w
$$

is a leftmost derivation of $w$ if for any $j, 1 \leq j \leq s$, the derivation in the component $P_{i_{j}}$ is such that at the first step the very leftmost nonterminal symbol in $x_{j-1}$ is rewritten, and afterwards, the leftmost possible nonterminal in the resulted sentential form is rewritten by $P_{i_{j}}$. Formally, the following conditions hold:
i) $x_{j-1}=\alpha_{j-1} A_{j} \beta_{j-1}$, for $\alpha_{j-1} \in T^{*}$,
ii) the first production used in the derivation $x_{j-1} \Longrightarrow_{P_{i_{j}}}^{t} x_{j}$ is of the form $A_{j} \rightarrow$ $\gamma_{j-1} \in P_{i_{j}}$, resulting in the string $z=\alpha_{j-1} \gamma_{j-1} \beta_{j-1}$,
iii) afterwards, the derivation $z \Longrightarrow{ }_{P_{i},}^{t} x_{j}$ proceeds by rewriting at any step the leftmost possible nonterminal in the current sentential form.

In order to point out that a derivation is leftmost, we will use the notation $t l$ (terminal leftmost) instead of $t$, when we specify the derivation mode.

A CD grammar system $\Gamma$ is said to be unambiguos if for any $w \in L(\Gamma)$ and for any two leftmost derivations of $w$ in $\Gamma$,

$$
\begin{aligned}
& D_{1}: S=x_{0} \Longrightarrow{ }_{P_{i_{1}}}^{t l} x_{1} \Longrightarrow{ }_{P_{i_{2}}}^{t l} \ldots \Longrightarrow{ }_{P_{i_{s}}}^{t l} x_{s}=w, \\
& D_{2}: S=x_{0}^{\prime} \Longrightarrow{ }_{P_{j_{1}}}^{t l} x_{1}^{\prime} \Longrightarrow{ }_{P_{j_{2}}}^{t l} \ldots \Longrightarrow{ }_{P_{j_{l}}}^{t l} x_{l}^{\prime}=w,
\end{aligned}
$$

the following hold:

$$
\begin{array}{cl}
\text { (i) } & s=l \\
\text { (ii) } & P_{i_{r}}=P_{j_{r}}, 1 \leq r \leq s \\
\text { (iii) } & x_{r}=x_{r}^{\prime}, 0 \leq r \leq s
\end{array}
$$

We shall shortly say that $D_{1}=D_{2}$ holds.
Remark that the definition of leftmost derivation does not imply that for any $w \in L(\Gamma)$ a leftmost derivation of $w$ exists.

We can now proceed in analysing the derivations in a CD grammar system. We first consider the case of local strict deterministic systems. The next theorem states the local unambiguity of such systems.

Theorem 1. Any local strict grammar system has only unambiguous components.

Proof. Let $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$ be a CD grammar system, local strict deterministic under the partitions $\pi_{i}, 1 \leq i \leq n$. We have to prove that for any $i, 1 \leq i \leq n$, and for any two derivations

$$
D_{1}: \alpha \Longrightarrow{ }_{P_{i}}^{t} x, \quad D_{2}: \alpha \Longrightarrow{ }_{P_{i}}^{t} x,
$$

the relation $C\left(D_{1}\right)=C\left(D_{2}\right)$ holds.
We need the following fact which we give without proof. The reader interested in details may consult [8] (Lemma 11.4.1), since the corresponding proof there can be easily adapted to our situation.

Fact: For any $A, A^{\prime} \in N$ with $A \sim^{\pi} A^{\prime}$ such that $A \Longrightarrow{ }_{P_{i}}^{k} x y$ and $A^{\prime} \Longrightarrow{ }_{P_{i}}^{k} x y^{\prime}$, one of the following situations holds:
i) $y, y^{\prime} \neq \lambda$, and $\operatorname{Pref}_{1}(y) \sim^{\pi} \operatorname{Pref}_{1}\left(y^{\prime}\right)$,
ii) $y=y^{\prime}=\lambda$, and $A=A^{\prime}$.

Here $\Longrightarrow{ }_{P_{i}}^{k}$ means a $k$-steps derivation in the component $P_{i}$. We shall prove now our theorem by induction on the length of $\alpha$.

Suppose $|\alpha|=1$, hence $\alpha=A$. Assume that each of the derivations $D_{i}, 1 \leq i \leq 2$, uses $q_{i}$ productions, respectively. Then $q_{1}=q_{2}$ must hold. Indeed, if $q_{1}<q_{2}$ or $q_{2}<q_{1}$, by the above fact, a symbol in $\operatorname{dom}\left(P_{i}\right)$ would result equivalent with respect to $\pi_{i}$ to a symbol in $T_{i}$, which contradicts the definition of local strict determinism. Denote $q=q_{1}=q_{2}$.

We continue the proof by induction on $q$. The assertion is trivially true for $q=1$. Assume that the assertion is true for any derivations of length $q-1$, and let

$$
\begin{aligned}
& D_{1}: A \Longrightarrow \Longrightarrow_{P_{i}}^{q-1} x_{1} B x_{2} \Longrightarrow_{P_{i}} x \\
& D_{2}: A \Longrightarrow{ }_{P_{i}}^{q-1} x_{1}^{\prime} B^{\prime} x_{2}^{\prime} \Longrightarrow_{P_{i}} x
\end{aligned}
$$

Clearly, $x_{1}=x_{1}^{\prime}$ (since the derivation is leftmost) and $B \sim_{i}^{\pi} B^{\prime}$.
Assume now that $x_{1} B x_{2} \Longrightarrow_{P_{i}} x$ by using a rule $B \rightarrow z$, while $x_{1} B^{\prime} x_{2}^{\prime} \Longrightarrow_{P_{i}} x$ by using a rule $B^{\prime} \rightarrow z^{\prime}$. Since $x=x_{1} z x_{2}=x_{1} z^{\prime} x_{2}^{\prime}$, it follows that $z$ is a prefix of $z^{\prime}$, or $z^{\prime}$ is a prefix of $z$, or $z=z^{\prime}$. Due to $B \sim_{i}^{\pi} B^{t}$, none of the first two cases can hold. Therefore, $z=z^{\prime}$, which implies $B=B^{\prime}$, and $x_{2}=x_{2}^{\prime}$.

By the induction hypothesis, it then follows that the derivation

$$
A \Longrightarrow{ }_{P_{i}}^{q-1} x_{1} B x_{2}
$$

is unambiguous, hence $C\left(D_{1}\right)=C\left(D_{2}\right)$.
Suppose now the statement holds true for each word $\alpha$ with $|\alpha|<p$, and let

$$
D_{1}: \alpha \Longrightarrow{ }_{P_{i}}^{t} x, \quad D_{2}: \alpha \Longrightarrow_{P_{\mathrm{i}}}^{t} x
$$

with $|\alpha|=p$.
If $\alpha=A \alpha^{\prime}$, with $A \in(N \cup T)-\operatorname{dom}\left(P_{i}\right)$, then $C\left(D_{1}\right)=C\left(D_{2}\right)$ holds by the induction hypothesis.

If $A \in \operatorname{dom}\left(P_{i}\right)$, then there are $y_{1}, y_{2}, z_{1}, z_{2} \in\left(T_{i}\right)^{*}$ such that

$$
\begin{array}{ll}
A \Longrightarrow_{P_{i}}^{t} y_{1}, & \alpha^{\prime} \Longrightarrow_{P_{i}}^{t} z_{1} \\
A \Longrightarrow P_{P_{i}}^{t} y_{2}, & \alpha^{\prime} \Longrightarrow P_{P_{i}} z_{2}
\end{array}
$$

and $x=y_{1} z_{1}=y_{2} z_{2}$.
Assume that $y_{1}$ is a proper prefix of $y_{2}$ (the case of $y_{2}$ a proper prefix of $y_{1}$ can be treated similarly), and let us point out the lengths of the derivations resulting into $y_{1}, y_{2}$, that is, let $A \Longrightarrow{ }_{P_{i}}^{q_{1}} y_{1}, A \Longrightarrow{ }_{P_{i}}^{q_{2}} y_{2}$. We have neither $q_{1}<q_{2}$, nor $q_{2}<q_{1}$. Consequently, $q_{1}=q_{2}$ and $y_{1}=y_{2}$. Moreover, the derivation $A \Longrightarrow{ }_{P_{i}}^{t} y_{1}$ is unambiguous. It then follows that $z_{1}=z_{2}$. Since $\left|\alpha_{1}\right|<p$, by the induction hypothesis we infer that the derivation $\alpha^{\prime} \Longrightarrow{ }_{P_{\mathrm{i}}}^{i} z_{1}$ is unambiguous, which concludes the proof.

For the case of total strict deterministic systems, some global (i.e. at the level of the system) properties of the derivations follow directly from the case of strict
deterministic context-free grammars, see [8]. The two propositions that follow present them.

Proposition 1. Let $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$ be a reduced CD grammar system (i. e. all the productions and all the nonterminals of $\Gamma$ are used during terminal derivations) without $\lambda$ - productions, and let $P=\bigcup_{i=1}^{n} P_{i}$. If $\Gamma$ is total strict deterministic under the partition $\pi$, then for any $A, B \in N$ such that $A \sim^{\pi} B$, no derivation $B \Longrightarrow+{ }_{P}^{+} A \alpha, \alpha \in(N \cup T)^{*}$, is possible.

We make the observation that the requirement for the system $\Gamma$ to be reduced in the theorem above is not a restriction at all, due to the fact that for any CD grammar system there exists an equivalent (with respect to the generated language) reduced CD grammar system, [10]. Moreover, the proof of [10] only eliminates the non-necessary productions and nonterminals, and therefore does not affect the eventually total strict deterministic partition of the system.

Yet remark that for the case of local strict deterministic systems, a property similar to Proposition 1 holds locally, in each component grammar.

As a consequence, one can eliminate left recursion from a total strict deterministic CD grammar system.

Proposition 2. For any total strict deterministic CD grammar system $\Gamma=$ ( $N, T, S, P_{1}, \ldots, P_{n}$ ), there exists a total strict deterministic CD grammar system $\Gamma^{\prime}=\left(N^{\prime}, T, S, P_{1}^{\prime}, \ldots, P_{n}^{\prime}\right)$, with $L\left(\Gamma^{\prime}\right)=L(\Gamma)$, such that no derivation $A \Longrightarrow+\Gamma^{+} A \alpha$, $\alpha \in\left(N^{\prime} \cup T\right)^{*}$ is possible, for any $A \in N^{\prime}$.

It is worthwhile mentioning that in case of total strict deterministic systems, a property similar to Theorem 1, with respect to a global derivation in the system, does not hold. For instance, consider the grammar system in Example 2, to which we add a new component, $P_{3}$, defined as

$$
P_{3}=\{C \rightarrow b C, C \rightarrow a\} .
$$

One can observe that for any word of the form $a^{n} b^{k} a^{n}, n, k \geq 1$, two distinct leftmost derivations can be pointed out: one in the components $P_{1}$ and $P_{2}$, and the other in the components $P_{1}$ and $P_{3}$.

Therefore, additional restrictions to the system should be considered in order to cope with such situations. Surprisingly enough, we find out that if the components of the system are mutually disjoint, than the unambiguity of the system follows as well.

Theorem 2. Any total strict deterministic CD grammar system whose components are mutually disjoint is unambiguous.

Proof. Let $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$ be a total strict deterministic CD grammar system such that $P_{i} \cap P_{j}=$ for any $i, j, 1 \leq i, j \leq n, i \neq j$.

Denote $P=\bigcup_{i=1}^{n} P_{i}$, and let $G=(N, T, S, P)$ be the context-free grammar associated to $\Gamma$. Clearly $L(\Gamma) \subseteq L(G)$. Due to $\Gamma$ being total strict deterministic, $G$ is a strict deterministic context-free grammar ([8]). In particular, the fact that $G$ is unambiguous follows, i.e. for no word in $L(G)$ two distinct leftmost derivations exist.

We prove that for any word $w \in L(\Gamma)$ such that there exist leftmost derivations

$$
D_{1}: S=x_{0} \Longrightarrow{\underset{P}{i_{1}}}_{t l} x_{1} \Longrightarrow P_{i_{2}}^{t l} \ldots{\underset{P_{i s}}{ }}^{t l} x_{s}=w
$$

$$
D_{2}: S=x_{0}^{\prime} \Longrightarrow{ }_{P_{j_{1}}}^{t l} x_{1}^{\prime} \Longrightarrow{ }_{P_{j_{2}}}^{t l} \ldots \Longrightarrow{ }_{P_{j_{l}}}^{t l} x_{l}^{\prime}=w
$$

then $D_{1}=D_{2}$ follows.
We first prove $i_{1}=j_{1}$, by contradiction.
Assume $i_{1} \neq j_{1}$. Let $p_{1}, p_{1}^{\prime}$ be the productions used at the first derivation steps in $P_{i_{1}}, P_{j_{1}}$, respectively. Since $P_{i_{1}} \cap P_{j_{1}}=\emptyset$, then $p_{1} \neq p_{1}^{\prime}$ results. But this implies that in the grammar $G$ there exists two distinct leftmost derivations of the word $w$, that is, there exists leftmost derivation

$$
S \Longrightarrow \Longrightarrow_{G}^{p_{1}} \alpha \Longrightarrow_{G}^{*} w, S \Longrightarrow_{G}^{p_{1}^{\prime}} \beta \Longrightarrow_{G}^{*} w
$$

which contradicts the unambiguity of $G$.
Hence $i_{1}=j_{1}$ holds. Denote $i=i_{1}$.
We now prove that any two leftmost derivations

$$
\begin{aligned}
& \alpha \Longrightarrow{ }_{P_{\mathrm{i}}}^{t l} \beta \\
& \alpha \Longrightarrow{ }_{P_{i}}^{t l} \gamma
\end{aligned}
$$

which are used in leftmost rewritings of $w$, actually coincide.
The assumption that the derivations above are used in leftmost rewritings of $w$ implies that there exist leftmost derivations (in $\Gamma$ )

$$
\begin{aligned}
& S \Longrightarrow{ }_{\Gamma}^{*} \alpha \Longrightarrow{ }_{P_{i}}^{t l} \beta \Longrightarrow_{\Gamma}^{*} w, \\
& S \Longrightarrow{ }_{\Gamma}^{*} \alpha \Longrightarrow{ }_{P_{i}}^{t l} \gamma \Longrightarrow_{\Gamma}^{*} w .
\end{aligned}
$$

We point out the first productions applied in the rewriting of $\alpha$, that is, $\alpha=\alpha_{1} A \alpha_{2}$, with $\alpha_{1} \in\left((N \cup T)-\operatorname{dom}\left(P_{i}\right)\right)^{*}, \bar{p}_{1}$ is a production $\bar{p}_{1}: A \rightarrow \delta_{1} \in P_{i}, \bar{p}_{2}$ is a production $\bar{p}_{2}: A \rightarrow \delta_{2} \in P_{i}$, and in the derivations above we have

$$
\begin{aligned}
& \alpha=\alpha_{1} A \alpha_{2} \Longrightarrow{ }_{P_{i}}^{\bar{p}_{1}} \alpha_{1} \delta_{1} \alpha_{2} \Longrightarrow{ }_{P_{i}}^{t l} \beta \Longrightarrow{ }_{P_{i}}^{*} w, \\
& \alpha=\alpha_{1} A \alpha_{2} \Longrightarrow{ }_{P_{i}}^{\bar{p}_{2}} \alpha_{1} \delta_{2} \alpha_{2} \Longrightarrow{ }_{P_{i}}^{t l} \gamma \Longrightarrow{ }_{P_{i}}^{*} w .
\end{aligned}
$$

Two situations might occur:
Case a): $\alpha_{1} \in T^{*}$.
Then, in a similar manner as in the proof above for $i_{1}=j_{1}$, one can deduce that if $\bar{p}_{1} \neq \bar{p}_{2}$, then a contradiction results.

Case b): $\alpha_{1}=y_{1} B y_{2}$, for a $B \in N-\operatorname{dom}\left(P_{i}\right), y_{1} \in T^{*}, y_{2} \in\left(T \cup\left(N-\operatorname{dom}\left(P_{i}\right)\right)^{*}\right.$.
Then one can point out leftmost derivations in the associated grammar $G$ of the form

$$
\begin{aligned}
& S \Longrightarrow{ }_{G}^{*} \alpha=\alpha_{1} A \alpha_{2}=y_{1} B y_{2} A \alpha_{2} \Longrightarrow{ }_{G}^{*} y_{1} z_{1} A \alpha_{2} \Longrightarrow{ }_{G}^{\bar{p}_{1}} y_{1} z_{1} \delta_{1} \alpha_{2} \Longrightarrow{ }_{G}^{*} w, \\
& S \Longrightarrow \Longrightarrow_{G}^{*} \alpha=\alpha_{1} A \alpha_{2}=y_{1} B y_{2} A \alpha_{2} \Longrightarrow{ }_{G}^{*} y_{1} z_{2} A \alpha_{2} \Longrightarrow \bar{p}_{2} G y_{1} z_{2} \delta_{2} \alpha_{2} \Longrightarrow{ }_{G}^{*} w,
\end{aligned}
$$

where $B y_{2} \Longrightarrow_{G}^{*} z_{1}$ and $B y_{2} \Longrightarrow{ }_{G}^{*} z_{2}$ are leftmost terminal derivations in $G$. Since either $z_{1}$ is a prefix of $z_{2}$ or $z_{2}$ is a prefix of $z_{1}$, it follows that $z_{1}=z_{2}$ holds. But this again leads to a contradiction if $\bar{p}_{1} \neq \bar{p}_{2}$ is assumed.

In any of the two cases, $\bar{p}_{1}=\bar{p}_{2}$ must hold. By inductively repeating this argument, we obtain that the derivations (1) and (2) above are actually the same.

But this assertion allows us to repeat the reasoning which lead to concluding $i_{1}=j_{1}$, and we then obtain that in derivations $D_{1}$ and $D_{2}$ we have $s=l, i_{k}=j_{k}$ for any $k, 1 \leq k \leq s$, and any two leftmost derivations in a component concide, and therefore the theorem follows.

## 4. The Generative Power

The subject matter of this section is the language generated by local/total strict deterministic CD grammar systems. We first prove that a total system is local as well, if some additional constraints are satisfied. Then we show that the problem of whether or not a system is local or total strict deterministic is decidable. Also the hierachy on the number of components is addressed, proving that it collapeses to systems with only 3 components for the local case. Finally, the generative capacity of the systems is compared to that of usual CD grammar systems, or to that of context-free grammars.

Theorem 3. Let $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$, be a $C D$ grammar sysetm, strict deterministic under the partition $\pi$, satisfying the additional restriction that for any $A, B \in N, A \sim^{\pi} B$, such that $A \in \operatorname{dom}\left(P_{i}\right)$ for an $i, 1 \leq i \leq n$, then $B \in \operatorname{dom}\left(P_{i}\right)$ holds as well. Then $\Gamma$ is local deterministic.

Proof. Let $\Gamma$ be a CD grammar system as in the hypotheses of the theorem and let $\pi$ be the partition. One can observe that partition $\pi$ can be written as

$$
\pi=\{T\} \cup\left\{[A]_{\pi} \mid A \in N\right\}
$$

The requirement that for any $A, B \in N, A \sim^{\pi} B, A \in \operatorname{dom}\left(P_{i}\right)$, for an $i, 1 \leq i \leq n$, implies $B \in \operatorname{dom}\left(P_{i}\right)$ as well, means that for any $A \in N$, and for a ny $i, 1 \leq i \leq n$, either $[A]_{\pi} \subseteq \operatorname{dom}\left(P_{i}\right)$, or $[A]_{\pi} \subseteq N-\operatorname{dom}\left(P_{i}\right)$. Then for any $i, 1 \leq i \leq n$, one can consider the partition

$$
\pi_{i}=\{T\} \cup\left\{N-\operatorname{dom}\left(P_{i}\right)\right\} \cup\left\{[A]_{\pi} \mid A \in \operatorname{dom}\left(P_{i}\right) .\right\}
$$

The fact that $\Gamma$ is local deterministic under the partitions $\pi_{i}, 1 \leq i \leq n$, follows.
Theorem 4. Let $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ be a $C D$ grammar system and let $k=\left|\cup_{i=1}^{n} P_{i}\right|$.

1. It is decidable in $O\left(k^{2} \cdot|N|\right)$ whether or not $\Gamma$ is total strict deterministic.
2. It is decidable in $O\left(\sum_{i=1}^{n}\left|\operatorname{dom}\left(P_{i}\right)\right| \cdot\left|P_{i}\right|^{2}\right)$ whether or not $\Gamma$ is local strict deterministic.

Proof. The assertions above can be proved by constructing algorithms which rely on the same idea. We shall briefly explain it in the hypothesis of the first point. See [8] for more details.

For two partitions of $N \cup T$ we say that $\pi_{1}$ is smaller or equal than $\pi_{2}$, if $[X]_{\pi_{1}} \subseteq$ $[X]_{\pi_{2}}$, for any $X \in N \cup T$. The notation $[X]_{\pi}$ stands for the equivalence class of $X$ with respect to the partition $\pi$.

One starts with the smallest possible partition $\pi=\{T\} \cup\{\{A\} \mid A \in N\}$. By examinating the rules of $\bigcup_{i=1}^{n} P_{i}$ whose left-hand sides are in the same equivalence classes, with respect to the current partition, the following situations may occur:

1. A nonterminal and a terminal are to be put in the same equivalence class. But this is not possible, due to the definition of the total strict deterministic partition, therefore the grammar system is not total strict deterministic follows. This is a consequence of choosing the sequence of current partitions in increasing order.
2. Two nonterminals, say $A$ and $B$, should be considered in the same equivalence class, and they are not equivalent with respect to the current partition. Then, the current partition becomes

$$
\pi=\left(\pi \backslash\left\{[A]_{\pi},[B]_{\pi}\right\}\right) \cup\left\{[A]_{\pi} \cup[B]_{\pi}\right\}
$$

Now, the process goes on by examinating again the productions of $\Gamma$.
3. No change of the current partition had to be performed during the last examination of the productions of $\Gamma$. Then it follows that the grammar system is total strict deterministic, and the current partition is a total strict partition.

The correctness and the complexity of the algorithm are easy to be checked.
We now turn our attention to the generative capacity of total/local strict deterministic CD grammar systems.

Theorem 5. For any local strict deterministic CD grammar system of degree $n$, there exists an equivalent (with respect to the generated language) local strict deterministic CD grammar system of degree 3 .

Proof. The proof parallels the reduction of the number of components to 3 in the case of usual CD grammar systems (deriving in the terminal mode), see [1]. Let $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ be a system of degree $n$, which is local strict deterministic under the partitions $\pi_{i}, 1 \leq i \leq n$. Consider

$$
N^{\prime}=\bigcup_{i=0}^{n}\left\{A^{(i)} \mid A \in N\right\}
$$

and for any $i, 0 \leq i \leq n$, define the morphisms $h_{i}: N \cup T \Longrightarrow N^{\prime} \cup T$ by

$$
h_{i}(X)= \begin{cases}X, & \text { for } X \in T \\ X^{(i)}, & \text { for } X \in N\end{cases}
$$

For the sake of simplicity, for a set $M$, we denote $h_{i}(M)=\left\{h_{i}(A) \mid A \in M\right\}$. Consider $\Gamma^{\prime}=\left(N^{\prime}, T, P_{1}^{\prime}, P_{2}^{\prime}, P_{3}^{\prime}, S^{(0)}\right)$, where

$$
\begin{aligned}
P_{1}^{\prime} & =\bigcup_{i=1}^{n}\left\{A^{(i)} \rightarrow h_{i}(\alpha) \mid A \rightarrow \alpha \in P_{i}\right\}, \\
P_{2}^{\prime} & =\left\{\begin{array}{l}
\left\{A^{(i)} \rightarrow A^{(i+1)} \mid A \in N, 0 \leq i<n, i \text { even number }\right\}, \text { if } n \text { is odd, } \\
\left\{A^{(i)} \rightarrow A^{(i+1)} \mid A \in N, 0 \leq i<n, i \text { even number }\right\} \cup \\
\cup\left\{A^{(n)} \rightarrow A^{(1)}\right\}, \text { if } n \text { is even }
\end{array}\right. \\
P_{3}^{\prime} & =\left\{\begin{array}{l}
\left\{A^{(i)} \rightarrow A^{(i+1)} \mid A \in N, 0 \leq i<n, i \text { odd number }\right\}, \text { if } n \text { is even, } \\
\left\{A^{(i)} \rightarrow A^{(i+1)} \mid A \in N, 0 \leq i<n, i \text { odd number }\right\} \cup \\
\cup\left\{A^{(n)} \rightarrow A^{(0)}\right\}, \text { if } n \text { is odd }
\end{array}\right.
\end{aligned}
$$

Then $\Gamma^{\prime}$ is local strict deterministic under the partitions

$$
\begin{aligned}
\pi_{1}^{\prime} & =\{T\} \cup \bigcup_{i=1}^{n}\left\{h_{i}\left([A]_{\pi_{i}}\right) \mid A \in \operatorname{dom}\left(P_{i}\right)\right\} \cup\left\{N^{\prime}-\operatorname{dom}\left(P_{1}^{\prime}\right),\right. \\
\pi_{2}^{\prime}=\pi_{3}^{\prime} & =\{T\} \cup\left\{\left\{A^{(i)}\right\} \mid A \in N, 0 \leq i \leq n, i \text { even number }\right\} \\
& \cup\left\{\left\{A^{(i)}\right\} \mid A \in N, 0 \leq i \leq n, i \text { odd number }\right\} .
\end{aligned}
$$

On the other hand, $L\left(\Gamma^{\prime}\right)=L(\Gamma)$ can be proved in a similar manner as in [1].
Theorem 6.For any CD grammar system there exists an equivalent local strict deterministic CD grammar system.

Proof. Let $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ be a CD grammar system in which all rules are labelled by distinct labels. Without loss of generality, we may assume that no $P_{i}$ contains erasing rules. If the rules of $P_{i}$ are labelled by $r_{i, 1}, r_{i, 2}, \ldots, r_{i, k_{i}}$, then consider the set of new nonterminals

$$
N^{\prime}=\left(\bigcup_{i=1}^{n}\left\{[i, j, X] \mid 1 \leq j \leq k_{i}, X \in N \cup T\right\}\right) \cup\left\{X_{i} \mid 1 \leq i \leq n, X \in N\right\} \cup\{F\}
$$

We construct the grammar system

$$
\Gamma^{\prime}=\left(N \cup N^{\prime}, T, S, P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{n}^{\prime}, P_{n+1}\right)
$$

where

$$
\begin{aligned}
P_{i}^{\prime} & =\left\{A \longrightarrow[i, j, X] y \mid r_{i, j}: A \longrightarrow X y \in P_{i}\right\} \cup\left\{A_{i} \longrightarrow A \mid A \in N\right\} \\
& \cup\left\{[t, s, X] \longrightarrow F \mid 1 \leq t \leq n, t \neq i, 1 \leq s \leq k_{t}, X \in N \cup T\right\} \\
& \cup\left\{A_{j} \longrightarrow F \mid A \in N, 1 \leq j \leq n, j \neq i\right\}, 1 \leq i \leq n, \\
P_{n+1} & =\left\{[i, j, a] \longrightarrow a \mid a \in T, 1 \leq i \leq n, 1 \leq j \leq k_{i}\right\} \\
& \cup\left\{[i, j, A] \longrightarrow A_{i} \mid A \in N, 1 \leq i \leq n, 1 \leq j \leq k_{i}\right\}
\end{aligned}
$$

For any $1 \leq i \leq n$, denote by $Q_{i}$ the set of all $A_{i}$ such that $A$ is a nonterminal in which appears on the first position of a right-hand side of a rule in $P_{i}$. Consider the partitions

$$
\begin{aligned}
\pi_{i} & =\left\{\operatorname{dom}\left(P_{i}\right) \cup Q_{i} \cup\left\{A_{j} \mid j \neq i, A \in N\right\}\right\} \\
& \cup\left\{N^{\prime} \backslash\left(\operatorname{dom}\left(P_{i}\right) \cup Q_{i} \cup\left\{A_{j} \mid j \neq i, A \in N\right\}\right), T\right\}, 1 \leq i \leq n \\
\pi_{n+1} & =\left\{T, N \cup\left\{A_{i} \mid A \in N, 1 \leq i \leq n\right\}\right\} \\
& \cup\left\{\{[i, j, X]\} \mid 1 \leq i \leq n, 1 \leq j \leq k_{i}, X \in N \cup T\right\} .
\end{aligned}
$$

Obviously, the above partitions are local strict partitions. Since any derivation in a component $P_{i}$ is simulated by an arbitrary number of derivations in the pair of components $P_{i}^{\prime}, P_{n+1}$, it follows that $L(\Gamma)=L\left(\Gamma^{\prime}\right)$.

As far as the generative power of total strict deterministic CD grammar systems is concerned, one can observe that this decreases as shown by the next theorem.

Theorem 7. Every language generated by a total strict deterministic CD grammar system is prefix-free.

Proof. It is known that every language accepted by an $L R(0)$ grammar is prefixfree. If $\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}\right)$ is a total strict deterministic CD grammar system, then $L(\Gamma) \subseteq L(G)$, where $G=\left(N, T, S, \cup_{i=1}^{n} P_{i}\right)$.

But $L(G)$ generates a language that can be generated by an $L R(0)$ grammar, hence prefix-free and the proof is complete.

On the other hand, there are non-context-free languages that can be generated by total strict deterministic CD grammar systems. An example is provided by the CD grammar system with the components given by

$$
\begin{aligned}
& P_{1}=\{S \rightarrow A C, X \rightarrow A, Y \rightarrow C\} \\
& P_{2}=\{A \rightarrow a X b, C \rightarrow c Y\} \\
& P_{3}=\{A \rightarrow d, C \rightarrow d\}
\end{aligned}
$$

and the total strict partition

$$
\pi=\{\{S\},\{A\},\{C\},\{X\},\{Y\},\{a, b, c, d\}\}
$$

The language generated by the above grammar system is $\left\{a^{n} d b^{n} d c^{n} d \mid n \geq 1\right\}$. Therefore, we have proved:

Theorem 8. The family of context-free languages and the family of languages generated by total strict deterministic CD grammar systems are incomparable.

## 5. Final Remarks

It is worthwhile mentioning that the restrictions we have imposed on CD grammar systems have meaningful interpretations in terms of the blackboard architecture of problem solving, which CD grammar systems are a formal representation for, [5]. Briefly stated, the blackboard model consists of three basic parts [12]):

- the knowledge needed to solve a given problem, which is partitioned into separate and independent knowledge sources;
- the global data base, the blackboard, representing the current state of the problem solving process, and in which the knowledge sources can make changes;
- the control of the opportunistic responds of the knowledge sources to make changes in the blackboard.

In the formal modelization, the knowledge sources correspond to grammars and the blackboard to a sentential form. Rewriting a nonterminal can be interpreted as a developmental step of the information contained in the current state of the blackboard, a solution of the problem corresponds to a terminal word, and the control mechanism states the conditions under which a grammar can start or stop its work.

Therefore, it is natural to try to encapture in the CD grammar systems architecture other features of their Artificial Intelligence counterpart. To this aim, if one regards nonterminal symbols as corresponding to subproblems to be solved, then it is of interest to study in detail CD grammar systems in which a relation partioning the subproblems, according to their state of the art with respect to the process of finding solutions, holds. But this is exactly what the strict determinism features considered here for CD grammar systems formally model. More precisely, the partitions of the symbol set of a system can be regarded as follows:
i) all the terminal symbols (at the level of the system, and also at the level of each component, when a local relation is considered) are related, since they all are (partial) solutions to some problems, the presence of a terminal symbol on the blackboard does not require any subsequent study of this symbol;
ii) nonterminal symbols (corresponding to subproblems to be solved) are considered related if, once one has started to build a solution of a subproblem, this is a beginning of a solution of a related subproblem as well.
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#### Abstract

The paper deals with a new type of restriction considered for the cooperation protocol of grammar systems. The effect of this strategy is investigated for all modes of derivation. Some connections are made with the usual concept of fairness [1], [6] and that introduced for grammar systems [5].


## 1. Introduction

The cooperating/distributed (CD for short) grammar systems were introduced first in [9] with motivations related to two level grammars. An intensive study of CD grammar systems has been started after relating them with artificial intelligence concepts [2], [4] such as the blackboard models in problem solving [10]. A CD grammar system is a construct consisting of several usual grammars, working together on the same sentential form to generate words. Informally, such systems and their work can be described as follows (see [3]): initially, the axiom is the common sentential form. At each moment, one grammar is active, that means it rewrites the common string, while the others are not active. The conditions under which a component can become active or it is disabled and leaves the sentential form to other component are specified by the cooperation protocol. The language of terminal strings generated in this way is the language generated by the system. As basic stop conditions usually considered, we mention: each component, when active, has to work exactly $k$, at least $k$, at most $k$, or the maximal number of steps (a step means the application of a rewriting rule). Many other stopping conditions were considered or added to the above mentioned ones (see [3]). Among these strategies a fairness restriction is considered in [5]. Under the fairness assumption, the strategy of cooperation requires that all components of the system have approximately the same contribution to the common work, concerning the time spent by each of them during the derivation process. In [5] two fairness strategy are considered. The first one, called weak fairness, requires that each component has to be activated almost the same number of times (the difference between the number of times for which any two components are activated is bounded). But this concept says nothing about the period of time in which a component is working. The second one, called strong fairness, requires more fair behavior from the system by imposing the number of applications of rules of components during the whole derivation, to be almost the same - the difference between the number of applications of any two arbitrary components is bounded.

In this paper we focus on the case when a rule from a component $P$ is applied and there are some applicable rules in a component $Q$. We view this as a neglect of $Q$ and we consider $Q$ will recover later all or at least a part of these lost opportunities to use its rules. Moreover, if there are more "neglected" components at a given moment,
then the most neglected is selected as active component, having the highest priority. This approach has some links with the fairness concepts introduced and studied in relation with the behavior of parallel processes [1], [6]. Our concept is different from the strategies used in [5] due to the fact that a component which had no opportunity to apply its rules does not disturb the derivation process.

Informally, we associate to each component $P$ an integer variable $v$ to hold the difference between the number of applications of the rules from $P$ and the number of neglects of $P$. The higher this difference is, the lower is the priority. Initially, $v=0$ for all components, giving equal priorities to all the components. If a rule from $P$ is applied in a derivation, then the value of $v$ is increased by one $(v:=v+1)$, decreasing its priority. By contrast, the values of all neglected components are decreased by one, increasing their priorities. The other components does not change their current priorities. Hence the priority of a component may be changed during the derivation. In the strongest strategy, all neglected components are recovered and the derivation have to end with $v=0$ for all components. Weaker strategies may be considered by allowing a fixed number of components to have a bounded number of unrecovered neglects or surplus of applications. This new strategy of cooperation is considered together with the well known modes of derivation, usually applied for CD grammar systems, and it is proven that the generative capacity of these mechanisms is generally increased. The strong fairness concept [1], [6] is also studied in connection with these CD grammar systems.

## 2. Basic Definitions, Notations and Preliminary Results

For an alphabet $V$, we denote by $V^{*}$ the free monoid generated by $V$ under the operation of concatenation; the empty string is denoted by $\lambda$, and we set $V^{+}=$ $V^{*} \backslash\{\lambda\}$.

The length of $x \in V^{*}$ is denoted by $|x|$. If $x \in V^{*}$ and $U \subseteq V$, then $|x|_{U}$ is the number of occurrences of symbols of $U$ in $x$ (the length of the string obtained by erasing from $x$ all symbols in $V \backslash U$ ).

By $R E G, C F$ and $E T O L$ we denote the families of regular, context-free and ETOL languages, respectively (see [11], [12]).

A CD grammar system of degree $n, n \geq 1$, is a construct

$$
\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)
$$

where $N, T$ are disjoint alphabets, $S \in N$, and $P_{1}, \ldots, P_{n}$ are finite sets of rewriting rules over $N \cup T$.

The elements of $N$ are nonterminals, those of $T$ are terminals; $P_{1}, \ldots, P_{n}$ are called components of the system. Here we work with CD grammar systems having only regular rules, i.e. rules of the form $A \rightarrow a B$ or $A \rightarrow a$ with $A, B \in N, a \in T$, right-linear rules, i.e. rules of the form $A \rightarrow x B$ or $A \rightarrow x$ with $A, B \in N, x \in T \cup\{\lambda\}$ or context-free rules, i.e. rules of the form $A \rightarrow w$ with $A \in N, w \in(N \cup T)^{*}$ and denote them by REG, RL and CF, respectively.

The domain of the $i^{\text {th }}$ component denoted by $\operatorname{dom}\left(P_{i}\right)$ is defined as

$$
\operatorname{dom}\left(P_{i}\right)=\left\{A \mid A \rightarrow x \in P_{i}\right\} .
$$

For $(N \cup T)^{*}$ one can define the usual one step derivation with respect to $P_{i}$, denoted by $\Longrightarrow P_{P_{i}}$. The derivations consisting of exactly $k$, at most $k$ (but at least
one), at least $k$ such steps $\Longrightarrow P_{i}$ are denoted by $\Longrightarrow \overline{\bar{P}}_{i}^{k}, \Longrightarrow \frac{<k}{P_{i}}, \Longrightarrow \Longrightarrow_{P_{i}}^{>k}$, respectively. Furthermore, we write $x \Longrightarrow{ }_{P_{i}}^{t} y$ iff $x \Longrightarrow \Longrightarrow_{P_{i}}^{>1} y$ and there is no $z \in(N \cup T)^{*}$ such that $y \Longrightarrow_{P_{i}} z$. We note also by $x \Longrightarrow_{P_{i}}^{*} y$ an arbitrary derivation. Let

$$
M=\{t, *\} \cup \bigcup_{k \geq 1}\{\leq k,=k, \geq k\}
$$

Let

$$
D: S \Longrightarrow{ }_{P_{i_{1}}}^{=_{1}} w_{1} \Longrightarrow{\underset{P_{i_{2}}}{m_{2}} \ldots \Longrightarrow \Longrightarrow_{P_{i_{t}}}^{=m_{t}} w_{k} .}_{m_{2}}^{m_{1}}
$$

be a derivation in the $f$-mode, $f \in M, 1 \leq i_{j} \leq n$, with $i_{j} \neq i_{j+1}$ for all $j$ (i.e. $m_{j}$ gives the number of derivation steps performed by the component $P_{i j}$ in $D$ ). For any $1 \leq p \leq n$, we write

$$
\psi_{D}(p)=\sum_{i_{j}=p} 1 \quad \text { and } \quad \varphi_{D}(p)=\sum_{i_{j}=p} m_{j}
$$

Conventionally, the empty sum delivers zero.
Let $\Gamma$ be a CD grammar system with at least two components. Then we set

$$
d w(D)=\max \left\{\left|\psi_{D}(i)-\psi_{D}(j)\right| \mid 1 \leq i, j \leq n\right\}
$$

and

$$
d s(D)=\max \left\{\left|\varphi_{D}(i)-\varphi_{D}(j)\right| \mid 1 \leq i, j \leq n\right\} .
$$

Moreover, for $u \in\{w, s\}, x \in(N \cup T)^{*}$ and $f \in M$, we define

$$
d u(x, f)=\min \{d u(D) \mid D \text { is a derivation in the } f-\text { mode for } x\}
$$

For a CD grammar system $\Gamma$ of degree $n \geq 2$ and $f \in M$ it is denoted by $L_{f}(\Gamma)$ the language generated by $\Gamma$. Taking $\Gamma$ and $f$ as above and a natural number $q \geq 0$, in [5] it is defined the weakly $q$-fair language generated by $\Gamma$ in the $f$-mode as

$$
L_{f}(\Gamma, w-q)=\left\{x \mid x \in L_{f}(\Gamma) \text { and } d w(x, f) \leq q\right\}
$$

and the strongly $q$-fair language of $\Gamma$ as

$$
L_{f}(\Gamma, s-q)=\left\{x \mid x \in L_{f}(\Gamma) \text { and } d s(x, f) \leq q\right\} .
$$

For $X \in\{R E G, R L, C F\}, f \in M, n \geq 1$, the family of languages generated by CD grammar systems with $n$ components in $f$-mode are denoted by $C D L_{n}(X, f)$. The union of the families $C D L_{n}(X, f)$, for all $n$, is denoted by $C D L_{\infty}(X, f)$.

For $X \in\{R E G, R L, C F\}, f \in M$, and integers $n \geq 2$ and $q \geq 0, C D L_{n}(X, f, w-$ $q$ ) and $C D L_{n}(X, f, s-q)$ represent the families of weakly and strongly $q$-fair languages, respectively, generated by CD grammar systems with $n$ components.

Definition 1. On (NUT)* we define the one step counting derivation with respect to $P_{i}$, denoted by ${ }^{c} \Longrightarrow P_{i}$. Let $v_{1}, \ldots, v_{n}$ and $u_{1}, \ldots, u_{n}$ be integer values associated to $P_{1}, \ldots, P_{n}$ before and after a derivation step, respectively. Formally, we write

$$
\left(v, v_{1}, \ldots, v_{n}\right)^{c} \Longrightarrow P_{P_{i}}\left(u, u_{1}, \ldots, u_{n}\right)
$$

if $v=x A y, u=x w y, A \rightarrow w \in P_{i}$ and;
$u_{i}=v_{i}+1 ;$
$u_{j}=v_{j}-1$ if $i \neq j$ and $|v|_{\operatorname{dom}\left(P_{j}\right)} \neq 0$ (i.e. $P_{j}$ is a neglected component);
$u_{k}=v_{k}$ otherwise.
Moreover, if $v_{i}=\min \left\{v_{j} \mid 1 \leq j \leq n\right.$ and $\left.|v|_{\operatorname{dom}\left(P_{j}\right)} \neq 0\right\}$ then we have a prior derivation. It is denoted by $\left(v, v_{1}, \ldots, v_{n}\right)^{p} \Longrightarrow_{P_{i}}\left(u, u_{1}, \ldots, u_{n}\right)$.

The derivation ${ }^{c} \Longrightarrow{ }_{P_{i}}^{f}$ with $f \in M$ has the usual meaning, each step being a counting derivation and the first one is a prior derivation.

Remark. When the symbol $f$ used in the above notation is understood, it can be replaced by another symbol denoting how many times is applied the derivation.

Definition 2. Let $\Gamma$ be a CD grammar system with $n$ components, $p$ and $q$ natural numbers, $0 \leq p \leq n$. One can define the language generated by $\Gamma$ in the counting derivation mode $f \in M$ with $p$ components relaxed to the interval $[-q, q]$, as being the set:

$$
\begin{aligned}
L_{f}(\Gamma, p, q)= & \left\{w \mid w \in T^{*},\left(S, V_{0}\right)=\left(w_{0}, V_{0}\right)^{c} \Longrightarrow{ }_{P_{i_{1}}}^{f}\left(w_{1}, V_{1}\right)^{c} \Longrightarrow{ }_{P_{i_{2}}}^{f} \ldots\right. \\
& \left.{ }^{c} \Longrightarrow{ }_{P_{i_{m}}}^{f}\left(w_{m}, V_{m}\right), w_{m}=w, m \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq m\right\} .
\end{aligned}
$$

where: $V_{i}=\left(v_{i, 1}, \ldots, v_{i, n}\right)$, is the vector with the associated values for the $n$ components of $\Gamma$,

1) the first step in $\left(w_{j-1}, V_{j-1}\right)^{c} \Longrightarrow{ }_{P_{i_{j}}}^{f}\left(w_{j}, V_{j}\right)$ is a prior derivation,
2) $V_{0}=(0, \ldots, 0)$,
3) there are $p$ components $P_{j_{1}}, \ldots, P_{j_{p}}$ such that $-q \leq v_{m, j_{r}} \leq q$, for all $1 \leq r \leq p$, and $v_{m, i}=0$ for $i \neq j_{r}, 1 \leq r \leq p$.

Remark. This type of derivation introduces a kind of priorities among the components to be chosen after $P_{i}$ was used. These priorities are computed at each step.

The corresponding classes of languages are denoted by $C D L_{n}(X, f, p, q)$, where $n$ is the degree of the grammar system, $X \in\{R E G, R L, C F\}$ indicates the type of the components (regular, right-linear or context-free) and $f \in M$.

Theorem 1. For all modes of derivation $f \in M$ and any type of grammars $X$, we have $C D L_{n}(X, f, p, q) \subseteq C D L_{n^{\prime}}\left(X, f, p^{\prime}, q^{\prime}\right), n \leq n^{\prime}, p \leq p^{\prime}, q \leq q^{\prime}$.

Proof. Directly from the definitions.
Remark. The meaning of $C D L_{n}(X, f, p, 0), C D L_{n}(X, f, 0, q), L_{f}(\Gamma, p, 0)$, $L_{f}(\Gamma, 0, q)$ does not depend on $p$ or $q$. We frequently use $C D L_{n}(X, f, 0,0)$ and $L_{f}(\Gamma, 0,0)$ for expressing these cases.

Let us illustrate the introduced concepts by two examples. We shall give just the components of the systems, the other elements can easily be deduced under the assumption that $S$ is the axiom.

Example 1. We consider the grammar system $\Gamma$ with the components

$$
\begin{aligned}
& P_{1}=\{S \rightarrow a S, S \rightarrow a A, A \rightarrow a X\} \\
& P_{2}=\{A \rightarrow b A, A \rightarrow b, S \rightarrow b X\}
\end{aligned}
$$

We have

$$
\begin{aligned}
L_{\geq k}(\Gamma, 0,0) & =\left\{a^{p} b^{p} \mid p \geq k\right\} \\
L_{*}(\Gamma, 0,0) & =\left\{a^{p} b^{p} \mid p \geq 1\right\} .
\end{aligned}
$$

Indeed, any counting derivation producing a terminal string in $\Gamma$ has the form

$$
(S, 0,0)^{c} \Longrightarrow{ }_{P_{1}}^{f}\left(a^{k} A, u_{1}, u_{2}\right)^{c} \Longrightarrow{ }_{P_{2}}^{f}\left(a^{k} b^{m}, v_{1}, v_{2}\right)
$$

where $u_{1}=k, u_{2}=-k, v_{1}=k-m, v_{2}=-k+m$. From $a^{k} b^{m} \in L_{f}(\Gamma, 0,0)$ we deduce $v_{1}=v_{2}=0$, i.e. $k=m$.

Note that the rules $A \rightarrow a X, S \rightarrow b X$ are used only for counting.
Example 2. Let $\Gamma$ be the grammar system having the following components

$$
\begin{aligned}
& P_{1}=\{S \rightarrow a b B, S \rightarrow a A b B, A \rightarrow a A b, A \rightarrow a b, B \rightarrow F\}, \\
& P_{2}=\{B \rightarrow c B, B \rightarrow c, S \rightarrow F, A \rightarrow F\} .
\end{aligned}
$$

It follows that, for all $f \in\{=1, \geq 1, *\} \cup\{\leq k \mid k \geq 1\}$ and $q \geq 1$,

$$
L_{f}(\Gamma, 2, q)=\left\{a^{n} b^{n} c^{m}|n \geq 1, m \geq 1,|n-m| \leq q\}\right.
$$

holds (the two components are alternatively used) whereas for $q=0$

$$
L_{f}(\Gamma, 0,0)=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}
$$

We mention that all the above mentioned languages are not context-free. Moreover, by taking $q=0$ and $=k$ or $\geq k$ derivation mode, for all $k \geq 1$, we have

$$
\begin{aligned}
& L_{=k}(\Gamma, 0,0)=\left\{a^{n} b^{n} c^{n} \mid n=p \cdot k, p \geq 1\right\} \\
& L_{\geq k}(\Gamma, 0,0)=\left\{a^{n} b^{n} c^{n} \mid n \geq k\right\}
\end{aligned}
$$

Theorem 2. Let $\Gamma$ be a CD grammar system with the degree $n=2$. Every counting derivation

$$
(S, 0,0)^{c} \Longrightarrow{ }_{P_{i_{1}}}^{f}\left(\alpha_{1}, u_{1}, v_{1}\right)^{c} \Longrightarrow{ }_{P_{i_{2}}}^{f} \ldots\left(\alpha_{k}, u_{k}, v_{k}\right)
$$

has the property $u_{k}+v_{k} \geq 0$, for $k \geq 0$ and $f \in M$. Moreover, if there is an $i$ such that $u_{i}+v_{i}>0$ then $u_{i+j}+v_{i+j}>0$, for $j \geq 0$.

Proof. We prove by induction on the length of the derivation. For $k=0$ the result is trivial. Suppose that $u_{k}+v_{k} \geq 0$ and $\left(\alpha_{k}, u_{k}, v_{k}\right)^{c} \Longrightarrow{ }_{P_{i_{k+1}}}^{f}\left(\alpha_{k+1}, u_{k+1}, v_{k+1}\right)$. Let us consider $i_{k+1}=1$ (the other case is similar). Then we have $u_{k+1}=u_{k}+j$, $v_{k+1}=v_{k}-r, 0 \leq r \leq j$, where $r$ counts how many times the component $P_{2}$ was neglected. Obviously, $u_{k+1}+v_{k+1} \geq 0$.

Corollary 3. Let $\Gamma$ be a $C D$ grammar system with the degree $n=2$. Every counting derivation

$$
(S, 0,0)^{c} \Longrightarrow{ }_{P_{i_{1}}}^{f} \ldots\left(\alpha_{k}, u_{k}, v_{k}\right)^{c} \Longrightarrow{ }_{P_{i_{k+1}}}^{f} \ldots(x, 0,0)
$$

has the property $u_{k}+v_{k}=0$ for $k \geq 0$ and $f \in M$.

Corollary 4. $C D L_{2}(X, t, 0,0)=\{\emptyset\}, X \in\{R E G, R L, C F\}$.
Proof. Suppose there exists $\Gamma$ such that $L_{t}(\Gamma, 2,0) \neq \emptyset$. Then we have a counting derivation

$$
(S, 0,0)^{c} \Longrightarrow P_{P_{i_{1}}}^{t}\left(\alpha_{1}, u_{1}, v_{1}\right)^{c} \Longrightarrow P_{i_{i_{2}}}^{t} \ldots\left(x, u_{k}, v_{k}\right)
$$

where $x \in T^{*}, k \geq 1$ and $u_{k}=v_{k}=0$.
Assume $i_{1}=1$. In fact we have $k \geq 2$, otherwise $u_{k} \neq 0$. If after the derivation $(S, 0,0)^{c} \Longrightarrow{ }_{P_{i_{1}}}^{t}\left(\alpha_{1}, u_{1}, v_{1}\right)$, the first applied rule is of the form $B \rightarrow x \in P_{2}$, then there is no rule $B \rightarrow y \in P_{1}$. Hence after applying the rule $B \rightarrow x \in P_{2}$ we get

$$
\left(\alpha_{1}, u_{1}, v_{1}\right)^{c} \Longrightarrow\left(\alpha^{\prime}, u^{\prime}, v^{\prime}\right), u^{\prime}=u_{1}, v^{\prime}=v_{1}+1
$$

so, $u^{\prime}+v^{\prime}>0$, a contradiction with Theorem 2 .
Lemma 5. $C D L_{1}(X, f, 0,0)=\{\emptyset\}, X \in\{R E G, R L, C F\}, f \in M$.
Proof. For a counting derivation $(S, 0)^{c} \Longrightarrow{ }_{P_{1}}^{f}(x, v)$ having at least one step we have $v>0$.

## 3. The Regular Case

Lemma 6. $\{a\} \notin C D L_{n}(R E G, f, 0,0)$ for all $n \geq 2, f \in M$.
Proof. Suppose we have a $C D$ grammar system $\Gamma$ such that $L_{f}(\Gamma, 0,0)=\{a\}$. In this case there is a component $P_{i}$ such that $S \rightarrow a \in P_{i}$. The only way to generate $a$ is to use such a rule. But in a counting derivation $(S, 0, \ldots, 0)^{c} \Longrightarrow{ }_{P_{i}}^{f}\left(a, v_{1}, \ldots, v_{n}\right)$ we have $v_{i}=1$. This contradicts $a \in L_{f}(\Gamma, 0,0)$.

Theorem 7. $C D L_{2}(R E G, f, 0,0) \subset R E G, f \in\{=k \mid k \geq 1\}$.
Proof. Let $\Gamma=\left(N, T, S, P_{1}, P_{2}\right)$ be a CD grammar system with two components and a derivation

$$
\left(x, u_{1}, u_{2}\right)^{c} \Longrightarrow{ }_{P_{\mathrm{i}}}^{f}\left(y, v_{1}, v_{2}\right) .
$$

From Corollary 3 we have $u_{1}+u_{2}=v_{1}+v_{2}=0$, so it results that $\operatorname{dom}\left(P_{1}\right)=\operatorname{dom}\left(P_{2}\right)$. The rules of the two components are alternatively applied, $k$ times each one. The following regular grammar is constructed:

$$
G=\left(N^{\prime}, T, S, P\right)
$$

where, for $k \geq 2$

$$
\begin{aligned}
N^{\prime}= & \{S\} \cup\left\{A_{i, j, l} \mid A \in N, 1 \leq i \leq 2,1 \leq j \leq k, 1 \leq l \leq 2\right\}, \\
P= & \left\{A_{i, j, l} \rightarrow a B_{i, j+1, l} \mid A \rightarrow a B \in P_{i}, 1 \leq i \leq 2,1 \leq j<k, 1 \leq l \leq 2\right\} \\
& \cup\left\{A_{1, k, l} \rightarrow a B_{2,1, l} \mid A \rightarrow a B \in P_{1}, 1 \leq l \leq 2\right\} \\
& \cup\left\{A_{2, k, l} \rightarrow a B_{1,1, l} \mid A \rightarrow a B \in P_{2}, 1 \leq l \leq 2\right\} \\
& \cup\left\{A_{1, k, 2} \rightarrow a \mid A \rightarrow a \in P_{1}\right\} \cup\left\{A_{2, k, 1} \rightarrow a \mid A \rightarrow a \in P_{2}\right\} \\
& \cup\left\{S \rightarrow a A_{i, 2, i} \mid S \rightarrow a A \in P_{i}, 1 \leq i \leq 2\right\} .
\end{aligned}
$$

Clearly, each derivation in $\Gamma$, in the above specified conditions, is simulated by a derivation in $P$, starting with $S \Longrightarrow a A_{i, 2, i}$ and continuing by alternatively applying $k$ times rules from $P_{1}, P_{2}$; at the end a rule $A_{1, k, 2} \rightarrow a$ or $A_{2, k, 1} \rightarrow a$ is used. The strict inclusion follows from Lemma 6.

Theorem 8. $R E G$ and $C D L_{n}(R E G, f, 0,0)$ are incomparable for:
a) $f \in\{*\} \cup\{\geq k \mid k \geq 1\}$ and $n \geq 2$;
b) $f \in\{\leq k \mid k \geq 1\} \cup\{=k \mid k \geq 1\} \cup\{t\}$ and $n \geq 3$.

Proof. From Lemma 6 we have a regular language which can not be generated with counting derivation.

Conversely, the point $a$ may be proved using Example 1. To prove $b$ we first show that $\left\{a^{m} b^{m} c^{m} \mid m \geq 1\right\} \in C D L_{3}(R E G, t, 0,0)$. Indeed, the system having the following components:

$$
\begin{aligned}
& P_{1}=\{S \rightarrow a S, S \rightarrow a A, B \rightarrow b X\} \\
& P_{2}=\{A \rightarrow b A, A \rightarrow b B, S \rightarrow a X\} \\
& P_{3}=\{B \rightarrow c B, B \rightarrow c, A \rightarrow c X\}
\end{aligned}
$$

generates the considered language in the counting derivation mode $t$.
We see that such a derivation has only the form

$$
(S, 0,0)^{c} \Longrightarrow{ }_{P_{1}}^{t}\left(a^{k} A, k,-k, 0\right)^{c} \Longrightarrow{ }_{P_{2}}^{t}\left(a^{k} b^{m} B, k, m-k,-m\right)
$$

and then

$$
\left(a^{k} b^{m} B, k, m-k,-m\right)^{c} \Longrightarrow{ }_{P_{3}}^{t}\left(a^{k} b^{m} c^{r}, k-r, m-k, r-m\right) .
$$

Note that the first step in ${ }^{c} \Longrightarrow{ }_{P_{i}}^{t}$ must be a prior derivation and after the last derivation all priorities have to be zero. Thus, we get $k=m=r$. Finally, Theorem 1 and Corollary 4 state that $n \neq 2$.

For the derivation modes $\leq k,=k$ we consider the system $\Gamma$ with

$$
\begin{aligned}
& P_{1}=\{S \rightarrow a S, S \rightarrow a A, A \rightarrow a X\} \\
& P_{2}=\{A \rightarrow b A, A \rightarrow b\} \\
& P_{3}=P_{2} .
\end{aligned}
$$

We have $L_{=k}(\Gamma, 0,0)=\left\{a^{2 p k} b^{2 p k} \mid p \geq 1\right\}$. It is easy to see that every counting derivation producing terminal strings in the mode $=k$ has the form

$$
\begin{aligned}
& (S, 0,0,0)^{c} \Longrightarrow \overline{\bar{P}}_{1}^{k}\left(a^{k} S, k, 0,0\right)^{c} \Longrightarrow \overline{\bar{P}}_{1}^{k} \ldots \\
& \ldots\left(a^{r k} A, r k, 0,0\right)^{c} \Longrightarrow \overline{\bar{P}}_{2}^{k}\left(a^{r k} b^{k} A,(r-1) k, k,-k\right) \\
& c \Longrightarrow \bar{P}_{P_{3}}^{k}\left(a^{r k} b^{2 k} A,(r-2) k, 0,0\right) \ldots^{c} \Longrightarrow \bar{P}_{P_{3}}^{k}\left(a^{r k} b^{2 p k},(r-2 p) k, 0,0\right)
\end{aligned}
$$

where $p \geq 1$. We must get $(r-2 p) k=0$, hence the result is proved.
We also have

$$
L_{\leq k}(\Gamma, 0,0)=\left\{a^{2 p} b^{2 p} \mid p \geq 1\right\}
$$

Indeed, every counting derivation producing terminal strings in the mode $\leq k$ has the form

$$
\begin{aligned}
& (S, 0,0,0)^{c} \Longrightarrow{ }_{P_{1}}^{\leq k}\left(a_{r} A, r, 0,0\right)^{c} \Longrightarrow{ }_{P_{P_{2}}}^{\leq k} \\
& \left(a^{r} b^{r_{1}} A, r-r_{1}, r_{1},-r_{1}\right)^{c} \Longrightarrow \frac{\leq k}{P_{3}}\left(a^{r} b^{r_{1}} b^{r_{1}^{\prime}}, r-r_{1}-r_{1}^{\prime}, r_{1}-r_{1}^{\prime}, r_{1}^{\prime}-r_{1}\right) \\
& { }^{c} \Longrightarrow{ }_{P_{2}} \ldots\left(a^{r} b^{q+m}, r-q-m, q-m, m-q\right) .
\end{aligned}
$$

We must get $r-q-m=q-m=m-q=0$ and the result is proved.
Theorem 9. a) $R E G \subseteq C D L_{n}(R E G, f, 2,1)$, for all $n \geq 2, f \in\{*,=1, \geq 1\} \cup$ $\{\leq k \mid k \geq 1\}$,
b) $R E G \subseteq C D L_{n}(R E G, t, 2,1)$, for $n \geq 3$; the inclusion is strict for:
c) $n \geq 2, f \in\{*, \geq 1\}$,
d) $n \geq 3, f \in\{t,=1\} \cup\{\leq k \mid k \geq 1\}$.

Proof. Let $G=(N, T, S, P)$ be a regular grammar. We consider another set $N^{\prime}=\left\{A^{\prime} \mid A \in N\right\}$ containing copies of $G$ nonterminals and a new trap nonterminal $X \notin N \cup N^{\prime}$. Let $\Gamma=\left(N \cup N^{\prime} \cup\{X\}, T, S, P_{1}, P_{2}\right)$ be a grammar system of degree 2 where
$P_{1}=\left\{A \rightarrow a B^{\prime} \mid A \rightarrow a B \in P\right\} \cup\{A \rightarrow a \mid A \rightarrow a \in P\} \cup\left\{A^{\prime} \rightarrow a X \mid A \in N\right\}$, $P_{2}=\left\{A^{\prime} \rightarrow a B \mid A \rightarrow a B \in P\right\} \cup\left\{A^{\prime} \rightarrow a \mid A \rightarrow a \in P\right\} \cup\{A \rightarrow a X \mid A \in N\}$.

We note that in the mentioned modes $f$ every counting derivation in $\Gamma$ starts with a rule from $P_{1}$ and uses alternatively rules from $P_{1}$ and $P_{2}$ due to the parasitic rules $A \rightarrow a X, A^{\prime} \rightarrow a X$. It is easy to see that every derivation of $G$

$$
S \Longrightarrow x_{1} A_{1} \Longrightarrow x_{2} A_{2} \ldots
$$

can be simulated by the counting derivation in $\Gamma$

$$
(S, 0,0)^{c} \Longrightarrow{ }_{P_{1}}^{f}\left(x_{1} A_{1}^{\prime}, 1,-1\right)^{c} \Longrightarrow{ }_{P_{2}}^{f}\left(x_{2}, A_{2}, 0,0\right) \ldots
$$

Hence, $L(G) \subseteq L_{f}(\Gamma, 2,1)$. Conversely, $L_{f}(\Gamma, 2,1) \subseteq L(G)$ due to the fact that excepting the parasitic rules the productions from $P_{1}$ and $P_{2}$ are copies of those from $P$.

For $f=t$ the following grammar system is taken

$$
\Gamma=\left(N, T, S_{1}, P_{1}, P_{2}, P_{3}\right),
$$

where
$P_{1}=\left\{A_{1} \rightarrow a B_{2} \mid A \rightarrow a B \in P\right\} \cup\left\{A_{1} \rightarrow a \mid A \rightarrow a \in P\right\} \cup\left\{A_{3} \rightarrow a X \mid A \in N, a \in T\right\}$
$P_{2}=\left\{A_{2} \rightarrow a B_{3} \mid A \rightarrow a B \in P\right\} \cup\left\{A_{2} \rightarrow a \mid A \rightarrow a \in P\right\} \cup\left\{A_{1} \rightarrow a X \mid A \in N, a \in T\right\}$
$P_{3}=\left\{A_{3} \rightarrow a B_{1} \mid A \rightarrow a B \in P\right\} \cup\left\{A_{3} \rightarrow a \mid A \rightarrow a \in P\right\} \cup\left\{A_{2} \rightarrow a X \mid A \in N, a \in T\right\}$
Clearly, $L_{t}(\Gamma, 2,1)=L(G)$.
Applying Theorem 1 and Theorem 8 the proof is over.
Theorem 10. a) $R E G \subseteq C D L_{n}(R L, f, 0,0)$, for $n \geq 2, f \in M \backslash\{t\}$ and for $n \geq 3, f=t$. The strict inclusion holds for
b) $n \geq 2, f \in\{*\} \cup\{\geq k \mid k \geq 1\}$,
c) $n \geq 3, f \in\{t\} \cup\{=k \mid k \geq 1\} \cup\{\leq k \mid k \geq 1\}$.

Proof. Let $G=(N, T, S, P)$ be a regular grammar. We construct the grammar system $\Gamma=\left(N, T, S, P_{1}, P_{2}\right)$ where $P_{1}=P_{2}=P \cup\{A \rightarrow A \mid A \in N\}$. It is easy to see that $L(G) \subseteq L_{f}(\Gamma, 0,0)$. Indeed, every derivation $S \Longrightarrow{ }_{G}^{*} x$ may be written as a derivation with right linear rules having an even numbers of steps (we may start with $S \rightarrow S$ whenever needed). Such a derivation may be simulated in $\Gamma$ by alternatively
applying rules from $P_{1}$ and $P_{2}$. For the cases $=k, \geq k$ the rules $A \rightarrow A$ may be used to obtain a derivation

$$
(S, 0,0)^{c} \Longrightarrow{ }_{P_{1}}^{f}\left(\alpha_{1}, k,-k\right)^{c} \Longrightarrow{ }_{P_{2}}^{f} \ldots(x, 0,0)
$$

in an even number of steps. For the case $f=t$, the last part of the proof of Theorem 9 is considered and appropriately modified to prove the required inclusion.

The strict inclusions follow from Theorem 8 and using Theorem 1 the proof is over.

The following two results set out some relations among the strong fair languages and the languages generated by CD grammar systems with counting/priority mechanism in the case $f=t$.

Theorem 11. For any right linear CD grammar system $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$ there exists a right linear CD grammar system $\Gamma^{\prime}=\left(N^{\prime}, T, S^{\prime}, P_{0}, P_{1}, \ldots, P_{n}\right)$ such that $S^{\prime}$ occurs only in the left hand side of the rules belonging to $P_{0}$ and $L_{t}(\Gamma, s-0)=$ $L_{t}\left(\Gamma^{\prime}, s-0\right)$.

Proof. If $\Gamma=\left(N, T, S, P_{1}, \ldots, P_{n}\right)$ is an arbitrary CD grammar system, then the new elements defining $\Gamma^{\prime}$ are

$$
\begin{aligned}
& N^{\prime}=N \cup\left\{S^{\prime}\right\} \\
& P_{0}=\left\{S^{\prime} \rightarrow S^{\prime}, S^{\prime} \rightarrow S\right\}
\end{aligned}
$$

If $S \Longrightarrow \Longrightarrow^{*} w$ in $\Gamma$ and each component works $p$ times, then in $\Gamma^{\prime}$ the following derivation occurs $S^{\prime} \Longrightarrow \Longrightarrow^{p-1} S^{\prime} \Longrightarrow S \Longrightarrow^{*} w$.

Theorem 12. $C D L_{n}(R L, t, s-0) \subseteq C D L_{n+2}(R L, t, 0,0)$.
Proof. Let us consider for an arbitrary language $L \in C D L_{n}(R L, t, s-0)$ a right linear grammar system $\Gamma$ with $n$ components. From Theorem 11 we get an equivalent grammar system $\Gamma^{\prime}=\left(N^{\prime}, T, S^{\prime}, P_{0}, P_{1}, \ldots, P_{n}\right)$. The following grammar system is constructed, using the definition of $\Gamma^{\prime}$

$$
\Gamma^{\prime \prime}=\left(N^{\prime \prime}, T, S^{\prime}, P_{0}^{\prime}, P_{1}, \ldots, P_{n}, P_{n+1}\right)
$$

where

$$
\begin{aligned}
N^{\prime \prime}= & \left\{A_{i} \mid A \in N \backslash\left\{S^{\prime}\right\}, 1 \leq i \leq n\right\} \cup\{F, X\}, \\
P_{0}^{\prime}= & \left\{S^{\prime} \rightarrow S^{\prime}, X \rightarrow X\right\} \cup\left\{S^{\prime} \rightarrow S_{i} \mid 1 \leq i \leq n\right\}, \\
P_{i}^{\prime}= & \left\{A_{i} \rightarrow a B_{j} \mid A \rightarrow a B \in P_{i}, B \notin \operatorname{dom}\left(P_{i}\right), 1 \leq j \leq n, j \neq i\right\} \\
& \cup\left\{A_{i} \rightarrow a B_{i} \mid A \rightarrow a B \in P_{i}\right\} \\
& \cup\left\{A_{i} \rightarrow a X \mid A \rightarrow a \in P_{i}\right\} \\
& \cup\left\{S^{\prime} \rightarrow F\right\}, 1 \leq i \leq n, \\
P_{n+1}= & \left\{S^{\prime} \rightarrow F, X \rightarrow X, X \rightarrow \lambda\right\} .
\end{aligned}
$$

For any derivation in $\Gamma^{\prime}, S^{\prime} \Longrightarrow^{*} w$, having for each component the same number of applications, $p$, the following derivation steps are constructed in $\Gamma^{\prime \prime}$ :

$$
\left(S^{\prime}, 0, \ldots, 0\right)^{c} \Longrightarrow{ }_{P_{0}}^{t}\left(S_{i}, p,-p, \ldots,-p\right)
$$

(due to the rules $S^{\prime} \rightarrow F \in P_{i}, 1 \leq i \leq n+1$ ) and then

$$
\left(S_{i}, p,-p, \ldots,-p\right)^{c} \Longrightarrow{ }_{P_{i}}^{t} \ldots(w X, p, 0, \ldots, 0,-p)
$$

(using the rules of $P_{1}, \ldots, P_{n}, p$ times each); at the end the rules of $P_{n+1}$ are used $p$ times and so we get

$$
(w X, p, 0, \ldots, 0,-p)^{c} \Longrightarrow{ }_{P_{n+1}}^{t}(w, 0, \ldots, 0)
$$

It follows that $w \in L_{t}\left(\Gamma^{\prime \prime}, 0,0\right)$ and the proof is over.

## 4. The Context-Free Case

The main results concerning the generative capacity of the context-free grammar systems with the counting/priority support are stated by the next theorem.

Let

$$
M_{1}=\{=1, \geq 1, *, t\} \cup \bigcup_{k \geq 1}\{\leq k\} .
$$

Theorem 13. i) For all $n \geq 2$, and

- $f \in M_{1} \backslash\{t\}$,

$$
C D L_{n}(C F, f) \subset C D L_{n}(C F, f, 0,0)
$$

- $q \geq 1$,

$$
C D L_{2}(C F, t) \subset C D L_{2}(C F, t, 1, q) .
$$

ii) For all $n \geq 3$

$$
C D L_{n}(C F, t) \subseteq C D L_{n}(C F, t, 0,0)
$$

iii) For all $n \geq 2$ and $k \geq 2$

$$
C F \subset C D L_{n}(C F,=k, 0,0) \cap C D L_{n}(C F, \geq k, 0,0)
$$

Proof. First we recall (see [3])
a) $C F=C D L_{\infty}(C F, f), f \in M_{1} \backslash\{t\}$,
b) $C F=C D L_{1}(C F, t)=C D L_{2}(C F, t) \subset C D L_{n}(C F, t)=E T O L$,
c) $C F \subset C D L_{n}(C F,=k) \cap C D L_{n}(C F, \geq k), n \geq 2, k \geq 2$.
i) For $f \in M_{1} \backslash\{t\}$ and an arbitrary context-free grammar $G=(N, T, S, P)$, the following grammar system is constructed

$$
\Gamma=\left(N^{\prime}, T, S^{\prime}, P_{1}, P_{2}\right\}
$$

with

$$
\begin{aligned}
N & =N \cup\left\{S^{\prime}, X\right\}, S^{\prime}, X \\
P_{1} & =P_{2}=P \cup\left\{S^{\prime} \rightarrow S X, X \rightarrow X, X \rightarrow \lambda\right\} .
\end{aligned}
$$

For a derivation $S \Longrightarrow^{*} u$ in $G$, the following derivation steps are obtained in $\Gamma$

$$
\left(S^{\prime}, 0,0\right)^{c} \Longrightarrow{ }_{P_{1}}^{f}(S X, 1,-1) \ldots{ }^{c} \Longrightarrow{ }_{P}^{f}(u X, a, b)^{c} \Longrightarrow{ }_{P^{\prime}}^{f}(u, 0,0)
$$

where $P, P^{\prime}$ are any of $P_{1}, P_{2}$ and $a+b=0$.

For $f=t$ and an arbitrary context free grammar, it can be constructed the grammar system with the components:

$$
\begin{aligned}
& P_{1}=P \cup\left\{S^{\prime} \rightarrow S X, Y \rightarrow F\right\} \\
& P_{2}=P \cup\left\{X \rightarrow Y, Y \rightarrow Y, Y \rightarrow \lambda, S^{\prime} \rightarrow F\right\}
\end{aligned}
$$

where $S^{\prime}, X, Y$ are new symbols, $S^{\prime}$ being the start symbol. A derivation in $G$ for a word $u$ has the following corresponding derivation steps in $\Gamma$ :

$$
\begin{aligned}
& \left(S^{\prime}, 0,0\right)^{c} \Longrightarrow P_{1}(S X, 1,-1)^{c} \Longrightarrow{ }_{P_{1}}^{s}(u X, s+1,-s-1), \\
& p \Longrightarrow{ }_{P_{2}}(u Y, s+1,-s)^{c} \Longrightarrow{ }_{P_{2}}^{s}(u, 1,0)
\end{aligned}
$$

For $f$ mode, $f \in M_{1} \backslash\{t\}$, the grammar system $\Gamma$ considered in Example 2 gives, for counting derivation style, non-context free languages. In the $t$ mode the grammar system can be modified such that it also generates a non-context free language. Combining these results with the relations $a$ ), $b$ ), mentioned at the beginning of this proof, we get the announced inclusions.
ii) For showing $C D L_{n}(C F, t) \subseteq C D L_{n}(C F, t, 0,0), n \geq 3$, let us consider a language $L \in C D L_{n}(C F, t)$. From the last inclusion stated by relation $b$ ) it follows that $L$ can be generated by some ETOL system $G=\left(V, T, S, T_{1}, T_{2}, \ldots, T_{m}\right)$ with the alphabet $V$, containing the set $T$ of terminals, the start word $S$ which can be considered without loss of generality as an element of $V \backslash T$ and the tables $T_{1}, T_{2}, \ldots, T_{m}$.

For an element $a \in V, 0 \leq i \leq m$ and $1 \leq k \leq 3$, we introduce the new elements $a_{i, k}$. For a word $x$ over the alphabet $V$, the string $x_{i, k}$ is defined inductively in an obvious way.

The following CD grammar system is constructed:

$$
\Gamma=\left(N, T, S, P_{1}, P_{2}, P_{3}\right)
$$

with

$$
\begin{aligned}
N= & \left\{S, F, Z, E_{1}, E_{2}, R, R_{1}, R_{2}, V, V_{1}, V_{2}, V_{3}, W, X\right\} \\
& \cup\left\{a_{i, k} \mid a \in V, 0 \leq i \leq m, 1 \leq k \leq 3\right\} \\
& \cup\left\{Z_{i, k} \mid 0 \leq i \leq m, 1 \leq k \leq 3\right\} \\
& \cup\left\{X_{i, k} \mid 0 \leq i \leq m, 1 \leq k \leq 3\right\}, \\
P_{1}= & \bigcup_{i=1}^{5} P_{1, i}, \\
P_{1,1}= & \left\{a_{i, 1} \rightarrow a_{i, 2} \mid a \in V, 0 \leq i \leq m\right\} \cup\left\{Z_{i, 1} \rightarrow Z_{i, 2} \mid 0 \leq i \leq m\right\}, \\
P_{1,2}= & \left\{X_{i, 1} \rightarrow X_{i, 2} \mid 0 \leq i \leq m\right\} \\
P_{1,3}= & \left\{E_{1} \rightarrow E_{1}, E_{1} \rightarrow E_{2}, E_{1} \rightarrow R, E_{1} \rightarrow R_{2}, E_{1} \rightarrow Z, E_{1} \rightarrow \lambda\right\} \\
P_{1,4}= & \left\{R_{1} \rightarrow F\right\}, \\
P_{1,5}= & \left\{V \rightarrow V_{1}, V_{1} \rightarrow V_{1}, V_{1} \rightarrow V_{2}, W \rightarrow F, V_{3} \rightarrow F\right\}, \\
P_{2}= & \bigcup_{i=1}^{5} P_{2, i}, \\
P_{2,1}= & \left\{a_{i, 1} \rightarrow a_{i, 3} \mid a \in V, 0 \leq i \leq m\right\} \cup\left\{Z_{i, 1} \rightarrow Z_{i, 3} \mid 0 \leq i \leq m\right\},
\end{aligned}
$$

$$
\begin{aligned}
P_{2,2}= & \left\{X_{i, 2} \rightarrow X_{i, 1} \mid 0 \leq i \leq m\right\}, \\
P_{2,3}= & \left\{E_{2} \rightarrow E_{2}, E_{2} \rightarrow R, E_{2} \rightarrow R_{1}, E_{2} \rightarrow Z, E_{2} \rightarrow \lambda\right\}, \\
P_{2,4}= & \left\{R_{2} \rightarrow F\right\}, \\
P_{2,5}= & \left\{V_{2} \rightarrow V_{3}, V_{3} \rightarrow V_{3}, V_{3} \rightarrow W, V_{1} \rightarrow F\right\}, \\
P_{3}= & \bigcup_{i=1}^{8} P_{3, i}, \\
P_{3,1}= & \left\{S \rightarrow X_{0,1}, X_{0,1} \rightarrow X_{0,1}, X_{0,1} \rightarrow S_{0,1} Z_{0,1}\right\}, \\
P_{3,2}= & \left\{a_{i, 2} \rightarrow a_{i+1,1} \mid a \in V, 0 \leq i \leq m-1\right\} \\
& \cup\left\{Z_{i, 2} \rightarrow Z_{i+1,1} \mid 0 \leq i \leq m-1\right\}, \\
P_{3,3}= & \left\{a_{i, 3} \rightarrow w_{0,1} \mid a \rightarrow w \in T_{i}, 1 \leq i \leq m\right\}, \\
P_{3,4}= & \left\{Z_{i, 3} \rightarrow Z_{0,1} \mid 1 \leq i \leq m\right\} \\
& \cup\left\{Z_{i, 3} \rightarrow X_{i, j} \mid 1 \leq i \leq m, j=1,2\right\} \\
& \cup\left\{X_{i, j} \rightarrow Z_{i, 3} \mid 1 \leq i \leq m, j=1,2\right\} \\
& \cup\left\{X_{i, j} \rightarrow Z_{0,1} \mid 1 \leq i \leq m, j=1,2\right\}, \\
P_{3,5}= & \left\{a_{0,3} \rightarrow a \mid a \in T\right\} \cup\left\{a_{0,3} \rightarrow F \mid a \in V \backslash T\right\} \\
& \cup\left\{Z_{0,3} \rightarrow Z, Z_{0,3} \rightarrow \lambda\right\}, \\
P_{3,6}= & \left\{Z \rightarrow E_{1}, Z \rightarrow E_{2, Z} \rightarrow R, R \rightarrow R, R \rightarrow \lambda\right\}, \\
P_{3,7}= & \left\{Z \rightarrow R_{1}, Z \rightarrow R_{2}, R_{1} \rightarrow R_{1}, R_{1} \rightarrow R_{2}, R_{2} \rightarrow R_{2},\right. \\
& \left.R_{2} \rightarrow R, R_{1} \rightarrow \lambda, R_{2} \rightarrow \lambda\right\}, \\
P_{3,8}= & \left\{R \rightarrow V, W \rightarrow W, W \rightarrow X, X \rightarrow X, X \rightarrow \lambda, V_{1} \rightarrow F\right\} .
\end{aligned}
$$

For a derivation

$$
D: S \Longrightarrow x^{(1)} \Longrightarrow x^{(2)} \Longrightarrow \ldots \Longrightarrow x^{(n)}=x, x \in T^{*}
$$

in the ETOL system, with the observation that $x^{(j)}$ is obtained in the table $T_{i_{j}}$, we construct the following derivation steps in $\Gamma$ :
a) The derivation starts by applying only some rules from $P_{3}$ component ( $P_{3,1}$ subset); so we get

$$
(S, 0,0,0)^{c} \Longrightarrow{ }_{P_{3}}^{n}\left(X_{0,1},-n+1,0, n\right)^{c} \Longrightarrow_{P_{3}}\left(S_{0,1} Z_{0,1},-n, 0, n+1\right)
$$

After getting the last string, the component $P_{3}$ is left. Let us denote by $k$, the length of the string $S_{0,1} Z_{0,1}$. Clearly, we have $n \geq 1, k \geq 2$.
b) For simulating the first step in $G, S \Longrightarrow \overline{x^{(1)}}$ (using the rules of the table $T_{i_{1}}$ ), it is necessary to apply in $\Gamma$, alternatively rules from $P_{1}\left(P_{1,1}\right.$ subset $)$ and $P_{3}\left(P_{3,2}\right.$ subset) and then $P_{2}$ ( $P_{2,1}$ subset) followed by $P_{3}$ ( $P_{3,3}, P_{3,4}$ subsets). Applying first rules from $P_{1,1}$ and then from $P_{3,2}$, we get the derivation

$$
\begin{array}{rll}
\left(S_{0,1} Z_{0,1},-n, 0, n+1\right) & { }^{c} \Longrightarrow P_{P_{1}}^{t} & \left(S_{0,2} Z_{0,2},-n+k,-k, n+1-(k-1)\right) \\
& { }^{c} \Longrightarrow P_{P_{3}} & \left(S_{1,1} Z_{1,1},-n+1,-2 k+1, n+1+1\right)
\end{array}
$$

The number of rules used in each mentioned component is the same and it equals the length of the string.
c) Applying $j$ times the rules of the components $P_{1,1}$ and $P_{3,2}$, alternatively, the following derivation can be defined

$$
\left(S_{0,1} Z_{0,1},-n, 0, n+1\right)^{c} \Longrightarrow{ }_{P_{1}}^{t} \ldots\left(S_{j, 1} Z_{j, 1},-n+j,(-2 k+1) j, n+1+j\right) .
$$

After leaving $P_{3}$ component, and for applying again $P_{1}$ component instead of $P_{2}$ (both components could be applied to the string $S_{j, 1} Z_{j, 1}$ ), it is necessary to have $-n+j<(-2 k+1) j$, i.e.:

$$
n>2 k j
$$

Let us denote by $l$ the first value of $j$ for which the relation above is not true; so we have

$$
2 k(l-1)<n \leq 2 k l .
$$

In this case (when $j=l$ ), the rules from $P_{2}\left(P_{2,1}\right.$ subset) and then those from $P_{3}$ can be applied. So the derivation becomes:

$$
\begin{gathered}
(S, 0,0,0)^{c} \Longrightarrow_{P_{3}}^{t} \ldots\left(S_{l, 1} Z_{l, 1}, u_{1}, u_{2}, u_{3}\right) \\
{ }^{c} \Longrightarrow_{P_{2}}^{t}\left(S_{l, 3} Z_{l, 3}, v_{1}, v_{2}, v_{3}\right)^{c} \Longrightarrow_{P_{3}}^{t}\left(x_{0,1}^{(1)} Z_{0,1}, w_{1}, w_{2}, w_{3}\right) .
\end{gathered}
$$

After leaving $P_{2,1}$ only the rules of $P_{3}$ ( $P_{3,3}$ or $P_{3,4}$ subsets) can be applied. Clearly, $l=i_{1}$ and then $x_{0,1}^{(1)}$ corresponds to $x^{(1)}$, the first string in the derivation $D$.
d) After getting ( $x_{0,1}^{(s)} Z_{0,1}, n_{1}, n_{2}, n_{3}$ ), for some $s<n$, for restarting the derivation in order to simulate the application of the table $T_{i_{s+1}}$, it is necessary to have

$$
n_{1}=n_{2}-n,
$$

where $n$ satisfies $2 k(\bar{l}-1)<n \leq 2 k l$ for $l=i_{s+1}, k=\left|x_{0,1}^{(s)} Z_{0,1}\right|$. In order to obtain relation $n_{1}=n_{2}-n$ the string ( $x_{0,1}^{(s)} Z_{0,1}, n_{1}, n_{2}, n_{3}$ ) must be derived from ( $x_{i_{s}, 3} Z_{i_{s}, 3}, m_{1}, m_{2}, m_{3}$ ) by applying the rules of $P_{3,3}$ and $P_{3,4}$ in the following way:

- if we need to decrease $m_{1}$ instead of $m_{2}\left(m_{2}\right.$ instead of $\left.m_{1}\right)$ then are applied first the rules from $P_{3,4}$ for $j=1(j=2)$ and we get the string $\left(x_{i_{s}, 3} Z_{0,1}, h_{1}, h_{2}, h_{3}\right)$;
- at the end are applied the rules belonging to $P_{3,3}$ (these rules change both $h_{1}$ and $h_{2}$ at each step of the derivation).
e) The process described until now, ends when the string $\left(x_{0,1}^{(n)} Z_{0,1}, p_{1}, p_{2}, p_{3}\right)$ is obtained ( $x_{0,1}^{(n)}$ corresponds to $x^{(n)}$, the last string in $D$ ). For ending the derivation in $\Gamma$, the string above mentioned must be derived using rules of $P_{2}$ ( $P_{2,1}$ subset) instead of $P_{1}$ ( $P_{1,1}$ subset), so it is required to have $p_{1} \geq p_{2}$. In order to get this relation the rules belonging to $P_{3}$ applied to the string deriving $\left(x_{0,1}^{(n)} Z_{0,1}, p_{1}, p_{2}, p_{3}\right)$ are managed in a similar way to those used for step d). The derivation can further be described as

$$
\left(x_{0,1}^{(n)} Z_{0,1}, p_{1}, p_{2}, p_{3}\right)^{c} \Longrightarrow{ }_{P_{2}}^{t}\left(x_{0,3}^{(n)} Z_{0,3}, s_{1}, s_{2}, s_{3}\right)^{c} \Longrightarrow_{P_{3}}^{t}\left(x^{(n)} U, u, v, p\right)
$$

The rules used for the last part of the derivation are those from $P_{3}$ ( $P_{3,5}$ subset). The string $x^{(n)}$ is just the string obtained in the derivation $D$ and $U$ is $Z$ or $\lambda$.
f) If $u=v=p=0, U$ is $\lambda$ and the derivation stops. Otherwise $U$ is $Z$ and from $\left(x^{(n)} Z, u, v, p\right)$ we get the string $\left(x^{(n)}, 0,0,0\right)$.

Indeed, if $u \neq 0$ or $v \neq 0$ then we first transform $\left(x^{(n)} Z, u, v, p\right)$ into $\left(x^{(n)} U, 0,0, m\right)$, where $U$ is $R$ if $m \neq 0$ otherwise $U$ is $\lambda$. For getting the string $\left(x^{(n)} U, 0,0, m\right)$ the following cases are distinguished:

- for $u \leq 0, v \leq 0$, the string $\left(x^{(n)} Z, u, v, p\right)$ is derived using $Z \rightarrow E_{1}$ or $Z \rightarrow E_{2}$ belonging to $P_{3,6}$ and then the rules from $P_{1,3}$ and/or $P_{2,3}$;
- for $u \geq 0, v \geq 0$, the string ( $x^{(n)} Z, u, v, p$ ) is derived starting with $Z \rightarrow R_{1}$ or $Z \rightarrow R_{2}$ from $P_{3,7}$ and continues by using suitable rules belonging to $P_{3,7}$, getting $u=0, v=0$ due to the rules from $P_{1}$ ( $P_{1,4}$ subset) or $P_{2}$ ( $P_{2,4}$ subset);
- for $u>0, v<0$ or $u<0, v>0$, the string $\left(x^{(n)} Z, u, v, p\right)$ is derived starting with $Z \rightarrow E_{1}$ if $u<0\left(Z \rightarrow E_{2}\right.$ if $\left.v<0\right)$ continues by applying the rules belonging to $P_{1,3}\left(P_{2,3}\right)$, obtaining ( $x^{(n)} R_{2}, u^{\prime}, v^{\prime}, p^{\prime}$ ) (or obtaining $\left(x^{(n)} R_{1}, u^{\prime}, v^{\prime}, p^{\prime}\right)$ ) and ends by using rules of $P_{3,7}$. When the rules from $P_{3,7}$ are selected it is necessary to have $v^{\prime}>p^{\prime}\left(u^{\prime}>p^{\prime}\right)$. This condition can be achieved by first using $Z \rightarrow E_{2}, E_{2} \rightarrow E_{2}$ (arbitrary times) and then $E_{2} \rightarrow Z$ (or $Z \rightarrow E_{1}, E_{1} \rightarrow E_{1}$ (arbitrary times) and then $\left.E_{1} \rightarrow Z\right)$

If we get $\left(x^{(n)} R, 0,0, m\right), m \neq 0$, then we distinguish two cases:

- For $m<0$ we get $\left(x^{(n)}, 0,0,0\right)$ from $\left(x^{(n)} R, 0,0, m\right)$ by iteratively applying $R \rightarrow R$ and then $R \rightarrow \lambda$.
- For $m>0$ we first derive $\left(x^{(n)} R, 0,0, m\right)$ with $R \rightarrow V$ from $P_{3}\left(P_{3,8}\right.$ subset) and so we get $m>1$. The rules $V \rightarrow V_{1}, V_{1} \rightarrow V_{1}\left(2 \cdot m-1\right.$ times) and $V_{1} \rightarrow V_{2}$ from $P_{1}$ are then used to get the string $\left(x^{(n)} V_{2}, 2 \cdot m+1,-2 \cdot m,-m\right)$ (due to the rules $V_{1} \rightarrow F$ belonging to both $P_{2,5}$ and $P_{3,8}$ ). This last obtained string is further derived by applying the rules $V_{2} \rightarrow V_{3}, V_{3} \rightarrow V_{3}(2 \cdot m-2$ times $)$ and $V_{3} \rightarrow W$ from $P_{2}$ and getting ( $x^{(n)} W, 2,0,-m$ ) (due to the rule $V_{3} \rightarrow F$ of $P_{1,5}$ ). At the end, this string is transformed by using the rules of $P_{3,8}: W \rightarrow W, W \rightarrow X, X \rightarrow X(m-3$ times) and then $X \rightarrow \lambda, m \geq 3$ or $W \rightarrow X, X \rightarrow \lambda, m=2$.
iii) Let us consider a context free grammar $G=(N, T, S, P)$ and construct similar to Theorem 4 (see [5])

$$
\Gamma=\left(N \cup\{X\}, T, S, P_{1}, P_{2}\right),
$$

with

$$
P_{1}=P_{2}=P \cup\{A \rightarrow w X: A \rightarrow w \in P\} \cup\{X \rightarrow X, X \rightarrow \lambda\} .
$$

Clearly, $L_{f}(\Gamma)=L(G), f \in\{=k: k \geq 2\} \cup\{\geq k: k \geq 2\}$. Combining this construction with Example 2, the proof is over.

## 5. Strong Fairness and Grammar Systems with Priority

Usually, fairness is defined as a restriction on some infinite behavior according to eventual occurrence of some events. The term is used as a generic name for a multitude of concepts. In the contexts where an event occurrence can be either enabled or disabled, two kinds of requirements are stated by weak fairness and strong fairness concepts [1], [6]. According to weak fairness, an event will not be indefinitely postponed provided that it remains continuously enabled from some time instant until occurring. Strong fairness guarantees eventual occurrence under the condition of being infinitely often enabled, but not necessarily continuously.

In $C D$ grammar systems we consider as event occurrence the intervention of some given component $P$ in the derivation process, i.e. the $\Longrightarrow{ }_{P}^{f}$ occurrence. Such an event occurrence is considered enabled at a given step of the derivation process if the given component contains some rules that can be applied in the current sentential form. From among the enabled components the component with the highest priority will be activated.

In this section we confine our attention to strong fairness of the $C D$ grammar systems with dynamical priorities.

Definition 3. Let $D:\left(\alpha_{0}, 0, \ldots, 0\right)^{c} \Longrightarrow{ }_{P_{i_{0}}}^{f} \ldots{ }^{c} \Longrightarrow{ }_{P_{i_{k-1}}}^{f}\left(\alpha_{k}, v_{k, 1}, \ldots, v_{k, n}\right) \ldots$ be a counting derivation (possibly an infinite one), where $\alpha_{0}=S, k \geq 0$. A component $P$ is said to be enabled at the $k^{\text {th }}$ step of the derivation if $\left|\alpha_{k}\right|_{\text {dom(P) }} \geq 1$, i.e. there are some rule $A \rightarrow \beta \in P$ and $\alpha_{k}=\gamma A \delta$. A component $P_{i_{j}}, 0 \leq j \leq k-1$, appearing in this derivation is said to be the activated component at the step $j$. By $E_{j}, 0 \leq j \leq k$, we denote the set of all components enabled at the $j^{t h}$ step. The pair ( $E_{j}, i_{j}$ ), $0 \leq j \leq k-1$, is said to be a selection (from among $n$ components) and consists of the nonempty set $E_{j} \subseteq\{1, \ldots, n\}$ of enabled components and the activated component $i_{j} \in E_{j}$. Of course, $v_{j, i_{j}} \leq v_{j_{r}}$ for all $r \in E_{j}$. We associate to the derivation $D$ a run, i.e. the sequence of selections $\left(E_{0}, i_{0}\right) \ldots\left(E_{j}, i_{j}\right) \ldots$

Note. Instead of a component name $P_{i}$ we simply use the index $i$.
Example 3. Let $\Gamma$ be a $C D$ grammar system with the following components:

$$
\begin{aligned}
& P_{1}=\{S \rightarrow A, A \rightarrow B, B \rightarrow C, C \rightarrow D, D \rightarrow E, E \rightarrow F\}, \\
& P_{2}=\{F \rightarrow A, A \rightarrow S, C \rightarrow X, E \rightarrow X\}, \\
& P_{3}=\{F \rightarrow a\} .
\end{aligned}
$$

For the mode $=2$, we have the following counting derivation:

$$
\begin{aligned}
& (S, 0,0,0)^{c} \Longrightarrow P_{P_{1}}(A, 1,0,0)^{c} \Longrightarrow_{P_{1}}(B, 2,-1,0)^{c} \Longrightarrow_{P_{1}}(C, 3,-1,0) \\
& { }^{c} \Longrightarrow P_{P_{1}}(D, 4,-2,0)^{c} \Longrightarrow_{P_{1}}(E, 5,-2,0)^{c} \Longrightarrow_{P_{1}}(F, 6,-3,0) \\
& { }^{c} \Longrightarrow P_{2}(A, 6,-2,-1)^{c} \Longrightarrow_{P_{2}}(S, 5,-1,-1)^{c} \Longrightarrow_{P_{1}} \ldots,
\end{aligned}
$$

that is

$$
\begin{aligned}
& (S, 0,0,0)^{c} \Longrightarrow \overline{\bar{P}}_{1}^{2}(B, 2,-1,0)^{c} \Longrightarrow \bar{P}_{P_{1}}^{2}(D, 4,-2,0) \\
& { }^{c} \Longrightarrow \overline{\bar{P}}_{1}^{2}(F, 6,-3,0)^{c} \Longrightarrow \overline{\bar{P}}_{2}^{2}(S, 5,-1,-1)^{c} \Longrightarrow \bar{P}_{P_{1}}^{2}(B, 7,-2,-1) \ldots
\end{aligned}
$$

Its associated run is:

$$
[(\{1\}, 1)(\{1\}, 1)(\{1\}, 1)(\{2,3\}, 2)] \ldots
$$

The component $P_{3}$ is never activated, despite the fact that it is enabled infinitely often at the steps $3,7,11 \ldots$ of the $=2$ derivation. Obviously, the intervention of the component $P_{3}$ which could terminate the derivation is systematically forbidden.

Definition 4. A derivation is called strong fair if its associated run satisfies the following condition:

$$
\forall i(1 \leq i \leq n) \wedge \stackrel{\infty}{\exists} j \in N_{0}\left(i \in E_{j}\right) \rightarrow \rightrightarrows j \in N_{0}\left(i=i_{j}\right)
$$

Here, the quantifier $\stackrel{\infty}{\exists}$ stands for "there exists infinitely many" and $N_{0}$ denotes the set $0,1, \ldots$ of natural numbers.

Remark. In a strong fair derivation every component which is enabled infinitely often, is also activated infinitely often. In particular, every finite derivation is strong fair.

Definition 5. A $C D$ grammar system $\Gamma$ is said to be strong fair in the derivation mode $f$ if all the mode $f$ counting derivation are strong fair.

Theorem 14. For the degree $n \geq 3$ and for the derivation modes $t, *, \leq k,=k, \geq$ $k$, where $k \geq 2$, there are $C D$ grammar systems which are not strong fair.

Proof. See Example 3 for $t, *, \leq k$. For $=k, \geq k$ this example can be slightly modified.

Theorem 15. Let $\Gamma$ be a CD grammar system with the degree $n=3$. For the derivation mode $=1$, at every step of a counting derivation we have at most two components with the priority value less than or equal to -1 , at most one component with the priority value less than or equal to -2 and no component with the value less than or equal to -3 .

Proof. We proceed by induction on the length $k$ of the counting derivation. For

$$
(S, 0,0,0)^{c} \Longrightarrow{ }_{P_{i_{1}}}^{=1} \ldots^{c} \Longrightarrow \Longrightarrow_{P_{i_{k}}}^{=1}\left(w_{k}, u_{k}, v_{k}, z_{k}\right)^{c} \Longrightarrow{ }_{P_{i_{k+1}}}^{=1}\left(w_{k+1}, u_{k+1}, v_{k+1}, z_{k+1}\right)
$$

let us assume $i_{k+1} \doteq 1$. We have $u_{k+1}=u_{k}+1$ and for $v_{k+1}, z_{k+1}$ the following cases:
a) $v_{k+1}=v_{k}-1, z_{k+1}=z_{k}-1, u_{k} \leq v_{k}, u_{k} \leq z_{k} ;$
b) $v_{k+1}=v_{k}, z_{k+1}=z_{k}-1, u_{k} \leq z_{k}$;
c) $v_{k+1}=v_{k}, z_{k+1}=z_{k}$.

It is easy to see that assuming one component has the value less than or equal to -3 we contradicts the inductive hypothesis. The other cases are similar.

Theorem 16. For the degree $n=3$ and for the derivation mode $=1$, the $C D$ grammar systems are strong fair.

Proof. Let us assume that there exists a $C D$ grammar system with a derivation which is not strong fair. We deduce that in its associated run $\left(E_{0}, i_{0}\right) \ldots\left(E_{j}, i_{j}\right)$ there exists a component $i$ and a step $k$ of the derivation such that $\nexists j(j \geq k) \wedge \forall m(m \geq$ $\left.k \rightarrow i \neq i_{m}\right)$. Let $j_{0}, \ldots j_{l} \ldots$ be the infinite sequence deduced from $\exists j(j \geq k)$. If $v_{k, i}$ is the associated priority of the component $i$ at the step $k$, from $i \in E_{j_{0}}, \ldots i \in E_{j_{1}} \ldots$ and $i \neq i_{j_{l}}$ we deduce that $v_{i, j_{0}}, \ldots v_{i, j_{l}} \ldots$ is a strict decreasing infinite sequence. So, we obtain that there exists a component $i$ having its priority less than or equal to -3 , a contradiction with Theorem 15.

Theorem 17. For the degree $n=2$ and for all modes of derivation $f \in M$ the CD grammar systems are strong fair.

Proof. Let assume that there exists a derivation $D$ which is not strong fair. Hence, we have a component infinitely often enabled but never activated from some moment on. Let 2 be this component. We deduce that in the run of $D$ there exists a $j_{0}$ such that for all $j \geq j_{0}$ we have $E_{j}=\{1,2\}, i_{j}=1, v_{j, 1} \leq v_{j, 2}$ and $v_{j+1,2}<v_{j, 2}$. Let $m \geq j_{0}$ be a value such that $v_{m, 2}<0$. From Theorem 2 we have $v_{m, 1} \geq-v_{m, 2}>0$, a contradiction with $v_{j, 1} \leq v_{j, 2}$.

## 6. Conclusions

In this paper we introduced and studied a new protocol mechanism for cooperation in CD grammar systems. The generative devices obtained have an increased generative power for all types of production rules. Connections between the dynamical priorities and strong fairness concepts (see [6], [1]) are also made.

Some open problems remain to be solved, especially related to context-free case and concerning the relations with other families of languages generated by different CD grammar systems.

We are further interested to study other kind of counting/priority conditions offering more opportunities for studying the behavior of some parallel computations (see [8], [7]). Also, all these restrictions can be studied as regulated rewritings for context-free grammar case.
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# Characterization of RE Using CD Grammar Systems with Two Registers and RL Rules ${ }^{1}$ 
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#### Abstract

We prove that each recursively enumerable language can be generated by a cooperating distributed grammar system with two $\mathbf{Q}_{+}$ registers and right-linear rules.


## 1. Introduction

The cooperating distributed (CD, for short) grammar systems were introduced in [1] as a model of the blackboard architecture in the artificial intelligence. Intuitively, a CD grammar system consists of $a$ set of grammars, each grammar working, in turn, on the same sentential form. Different conditions for the start or the stop of the work of each grammar may be imposed. All the terminal strings obtained in this way form the generated language.

The CD grammar systems with two registers were defined in [3], starting from usual CD grammar systems, in which two valences are assigned to each production rule, a valence being an element of a given group. The valences of the rules contribute to the contents of the registers. When the derivation starts these contents are empty (i.e. equal to the neutral element of the group). When a rule is applied the content of each register changes according to the corresponding valence of the rule applied. The work of a grammar of the system may stop only if the first register is empty. After the stop of the application of one grammar, a transfer step must be performed. This means that the whole content of the second register is transferred into the first one. The system stops its work only if a terminal string is obtained and both registers are empty.

Results obtained so far concerning the CD grammar systems with registers can be found in [3], [4], [6], [7]. For a survey of the results in the area of CD grammar systems we refer the reader to [2].

We prove in this paper that the CD grammar systems with two registers and xight-linear rules, in which the valences of the rules are elements of the multiplicative group of strictly positive rational numbers, can generate all the recursively enumerable languages.

## 2. Definitions and Notations

For an alphabet $V$, we denote by $V^{*}$ the free monoid generated by $V ; \lambda$ is the empty string, $|x|$ is the length of $x \in V^{*},|x|_{U}$ is the number of occurrences of symbols in $U \subseteq V$ in $x \in V^{*}$. We assume the reader familiar with the basic notions and results of formal language theory. For details we refer to [5].

[^7]Definition 1. A cooperating distributed (CD, for short) grammar system of degree $n, n \geq 1$, is a structure

$$
\gamma=\left(N, T, P_{1}, \ldots, P_{n}, S\right)
$$

where $N$ and $T$ are finite, disjoint alphabets (called the nonterminal and the terminal alphabet, respectively), $P_{1}, \ldots, P_{n}$ are sets of production rules (they are called the components of the grammar system) and $S \in N$ is the axiom.

Definition 2. Take a group ( $H, o, e$ ).
(i). A cooperating distributed (CD) grammar system with two $H$ registers, of degree $n, n \geq 1$, is a structure of the form

$$
\gamma=\left(N, T, P_{1}, \ldots, P_{n}, v_{1}, \ldots, v_{n}, u_{1}, \ldots, u_{n}, S\right)
$$

where $\left(N, T, P_{1}, \ldots, P_{n}, S\right)$ is a CD grammar system and $v_{i}$ and $u_{i}$ are applications $v_{i}, u_{i}: P_{i} \longrightarrow H, 1 \leq i \leq n$.
(ii). Take $(x, \alpha, \beta),\left(y, \alpha^{\prime}, \beta^{\prime}\right) \in(N \cup T)^{*} \times H \times H$ and $r \in P_{i}$ for some $i, 1 \leq i \leq n$. Then we write

$$
(x, \alpha, \beta) \Longrightarrow_{r}\left(y, \alpha^{\prime}, \beta^{\prime}\right)
$$

iff $x=x_{1} u x_{2}, y=x_{1} w x_{2}, r: u \rightarrow w$ and $\alpha^{\prime}=\alpha \circ v_{i}(r), \beta^{\prime}=\beta \circ u_{i}(r)$.
(iii). For $(x, \alpha, \beta),\left(y, \alpha^{\prime}, \beta^{\prime}\right) \in(N \cup T)^{*} \times H \times H$ and $i \in\{1, \ldots, n\}$ we write

$$
(x, \alpha, \beta) \Longrightarrow{ }_{P_{i}}^{*}\left(y, \alpha^{\prime}, \beta^{\prime}\right)
$$

iff $x=y, \alpha=\alpha^{\prime}, \beta=\beta^{\prime}$ or there are $t \geq 0, r_{1}, \ldots, r_{t+1} \in P_{i}, \alpha_{1}, \ldots, \alpha_{t}, \beta_{1}$, $\ldots, \beta_{t} \in H$ and $x_{1}, \ldots, x_{t} \in(N \cup T)^{*}$ such that $(x, \alpha, \beta) \Longrightarrow{ }_{r_{1}}\left(x_{1}, \alpha_{1}, \beta_{1}\right)$ $\Longrightarrow_{r_{2}} \ldots \Longrightarrow_{r_{t}}\left(x_{t}, \alpha_{t}, \beta_{t}\right) \Longrightarrow_{r_{t+1}}\left(y, \alpha^{\prime}, \beta^{\prime}\right)$.
(iv). The language generated by $\gamma$ is

$$
\begin{aligned}
L(\gamma)= & \left\{z \in T^{*} \mid \text { there are } t \geq 0, x_{1}, \ldots, x_{t} \in(N \cup T)^{*}, i_{1}, \ldots, i_{t+1} \in\right. \\
& \{1, \ldots, n\}, \text { and } \beta_{1}, \ldots, \beta_{t} \in H \text { such that }(S, e, e) \Longrightarrow{ }_{P_{i_{1}}}^{*} \\
& \left(x_{1}, e, \beta_{1}\right) \vDash\left(x_{1}, \beta_{1}, e\right) \Longrightarrow{ }_{P_{i_{2}}}^{*}\left(x_{2}, e, \beta_{2}\right) \models\left(x_{2}, \beta_{2}, e\right) \\
& \left.\Longrightarrow_{P_{i_{3}}}^{*} \ldots \Longrightarrow_{P_{i_{t}}}^{*}\left(x_{t}, e, \beta_{t}\right) \models\left(x_{t}, \beta_{t}, e\right) \Longrightarrow{ }_{P_{i_{t+1}}}^{*}(z, e, e)\right\} .
\end{aligned}
$$

(For any triple ( $x, \alpha, \beta$ ) which appears in a derivation as above - we shall call such a triple a configuration - we say that $\alpha$ is the content of the first register and $\beta$ is the content of the second register. The step denoted by $\models=$ represents the transfer of the whole content of the second register in the first register and may be performed only after the first register becomes empty (i.e. its content becomes equal to $e$ ). Note that the change of the component which is working at one moment may have place only if the first register is empty and before this change a transfer step must be performed. On the other hand, it is allowed that, after a transfer step, the applied component is not changed (it means that we may have $P_{i_{j}}=P_{i_{j+1}}$ for some $j, 1 \leq j \leq t$ ). Also mention that a terminal derivation starts and ends with both registers empty.)

We denote by $C D\left(X, 2 \mathbf{Q}_{+}\right)$the family of languages generated by CD grammar systems with two $\mathbf{Q}_{+}$registers $\left(\left(\mathbf{Q}_{+}, \cdot, 1\right)\right.$ is the multiplicative group of strictly positive
rational numbers) and rules of type $X$. In what follows we consider $X=R L$ (rightlinear rules; we also allow $\lambda$-rules). The notations $C F$ and $R E$ are for the families of context-free and recursively enumerable languages, respectively.

## 3. Characterizing $R E$

In [4] it is proved (Theorem 14) that $C F \subseteq C D\left(R L, 2 \mathbf{Q}_{+}\right)$. We shall prove here that the family $C D\left(R L, 2 \mathbf{Q}_{+}\right)$is closed under intersection. Using the well-known characterization of recursively enumerable languages as homomorphic images of the intersection of two context-free languages, we shall obtain that $R E \subseteq C D\left(R L, 2 \mathbf{Q}_{+}\right)$. According to Turing-Church thesis the converse inclusion is also true. Hence the equality of the two families follows.

Lemma 1. Let $\gamma$ be a CD grammar system with two $\mathbf{Q}_{+}$registers and right-linear rules. Then there is a CD grammar system with two $\mathbf{Q}_{+}$registers, $\gamma^{\prime}$, such that $L(\gamma)=$ $L\left(\gamma^{\prime}\right)$ and whose components have only rules of the form $A \rightarrow a B, A \rightarrow B, A \rightarrow a$ or $A \rightarrow \lambda$, for $A$ and $B$ nonterminals and a terminal symbol.

Proof. Take $\gamma=\left(N, T, P_{1}, \ldots, P_{n}, v_{1}, \ldots, v_{n}, u_{1}, \ldots, u_{n}, S\right)$. Take $i, 1 \leq i \leq n$, and the rule $r \in P_{i}, r: A \rightarrow x B$, where $x \in T^{*},|x| \geq 2$, and $B \in N \cup\{\lambda\}$. Assume that $x=a_{1} a_{2} \ldots a_{p}$, where $a_{1}, \ldots, a_{p} \in T$. Replace the rule $r$ in $P_{i}$ by the rules

$$
r_{1}: A \rightarrow a_{1}[r, 1], r_{2}:[r, 1] \rightarrow a_{2}[r, 2], \ldots, r_{p}:[r, p-1] \rightarrow a_{p} B,
$$

with the valences $v_{i}\left(r_{1}\right)=\ldots=v_{i}\left(r_{p-1}\right)=u_{i}\left(r_{1}\right)=\ldots=u_{i}\left(r_{p-1}\right)=1, v_{i}\left(r_{p}\right)=v_{i}(r)$, $u_{i}\left(r_{p}\right)=u_{i}(r)$, where $[r, 1],[r, 2], \ldots,[r, p-1]$ are new nonterminals.

We continue in this way until we replace all the uncorresponding productions from $P_{i}$. Denote the obtained set by $P_{i}^{\prime}$. Denote by $\gamma^{\prime}$ the grammar system obtained after we have modified in this way all the components $P_{i}, 1 \leq i \leq n$. Hence

$$
\gamma^{\prime}=\left(N^{\prime}, T, P_{1}^{\prime}, \ldots, P_{n}^{\prime}, v_{1}, \ldots, v_{n}, u_{1}, \ldots, u_{n}, S\right) .
$$

We will show that $L(\gamma)=L\left(\gamma^{\prime}\right)$. The inclusion $\subseteq$ is obvious. It remains to prove the other inclusion. Let $D^{\prime}$ be a derivation in $\gamma^{\prime}$. We will show that for any configuration ( $z B, \beta, \beta^{\prime}$ ) in $D^{\prime}$ obtained during the application of a component $P_{i}^{\prime}, 1 \leq$ $i \leq n$, and not immediately after a transfer step, where $B \in N \cup\{\lambda\}$ (hence $B$ is not a new nonterminal) there is a derivation $(S, 1,1) \Longrightarrow \Longrightarrow^{*}\left(z B, \beta, \beta^{\prime}\right)$ in $\gamma$, where the last applied component is $P_{i}$. We shall prove this by induction on the length of the subderivation $(S, 1,1) \Longrightarrow^{*}\left(z B, \beta, \beta^{\prime}\right)$ of $D^{\prime}$. (By the length of a derivation we mean the number of the rewriting steps, hence we do not count the transfer steps.) For the configuration $(S, 1,1)$ the statement is true. Suppose that the assertion is valid for any subderivation of $D^{\prime}$ which fulfils the conditions in the hypothesis and of length at most $m$, for some $m \geq 1$. Take the configuration $\left(z B, \beta, \beta^{\prime}\right)$ in $D^{\prime}$ such that the corresponding subderivation has the length $m+1$ and $B \in N \cup\{\lambda\}$. If the last applied rule is a rule $r$ in $P_{i}^{\prime}$ which is also in $P_{i}$, then we consider the previous configuration or, if this is obtained immediately after a transfer step, we take the configuration before it. Then this configuration has the form ( $z^{\prime} A, \alpha, \alpha^{\prime}$ ), $A \in N$. In the first case we have $\left(z^{\prime} A, \alpha, \alpha^{\prime}\right) \Longrightarrow_{r}\left(z B, \beta, \beta^{\prime}\right)$ in $\gamma^{\prime}$, hence $\beta=\alpha \cdot v_{i}(r), \beta^{\prime}=\beta \cdot u_{i}(r)$. In the second case we have $\left(z^{\prime} A, \alpha, \alpha^{\prime}\right)=\left(z^{\prime} A, \alpha^{\prime}, 1\right) \Longrightarrow_{T}\left(z B, \beta, \beta^{\prime}\right)$ in $\gamma^{\prime}$. Hence, $\alpha=1, \beta=\alpha^{\prime} \cdot v_{i}(r)$ and $\beta^{\prime}=u_{i}(r)$. In both cases ( $z^{\prime} A, \alpha, \alpha^{\prime}$ ) satisfies the necessary conditions to apply the inductive hypothesis, hence there is a derivation $(S, 1,1) \Longrightarrow^{*}\left(z^{\prime} A, \alpha, \alpha^{\prime}\right)$ in $\gamma$
which, in the first case has the last applied component $P_{i}$. This derivation can be continued by using the rule $r$ in the first situation and by using a transfer step and then the rule $r$ in the second situation. In both situations we obtain a derivation in $\gamma$ of the form $(S, 1,1) \Longrightarrow^{*}\left(z B, \beta, \beta^{\prime}\right)$, in which the last applied component is $P_{i}$.

If the rule applied before obtaining ( $z B, \beta, \beta^{\prime}$ ) is one of the new rules, then it follows that all the productions that replace the corresponding rule in $P_{i}$ have been applied (in the corresponding order). Let $r_{1}, \ldots, r_{p} \in P_{i}^{\prime}$ be these productions and $r$ be the rule from $P_{i}$ which was replaced by them. If the applications of the rules $r_{1}, \ldots, r_{p}$ are not separated by transfer steps, then these applications can be simulated in $\gamma$ by using the production $r$ and the proof is similar to the proof of the previous case. If the applications of the rules $r_{1}, \ldots, r_{p}$ are separated by transfer steps, then, supposing that ( $z^{\prime} A, \alpha, \alpha^{\prime}$ ) is the configuration obtained before the use of $r_{1}$, we must have $A \in N$ and $\alpha=1$. (Indeed, the rules $r_{1}, \ldots, r_{p-1}$ does not change the content of the first register and since before a transfer step the content of the first register has to be equal to 1 , it follows that $\alpha=1$.) If there is only one transfer step, then we have

$$
\left(z^{\prime} A, 1, \alpha^{\prime}\right) \Longrightarrow{ }_{P_{i}^{\prime}}^{*}\left(z^{\prime} x_{1} A_{1}, 1, \alpha^{\prime}\right) \vDash\left(z^{\prime} x_{1} A_{1}, \alpha^{\prime}, 1\right) \Longrightarrow_{P_{i}^{\prime}}^{*}\left(z B, \alpha^{\prime} \cdot v_{i}(r), u_{i}(r)\right)
$$

with $A \in N^{\prime}, x_{1} \in T^{+}$. Consequently, $\alpha^{\prime} \cdot v_{i}(r)=\beta$ and $u_{i}(r)=\beta^{\prime}$. When $\left(z^{\prime} A, 1, \alpha^{\prime}\right)$ follows immediately after a transfer step, we must have $\alpha^{\prime}=1$, hence the next transfer step can be removed. Thus we are in the previous situation. When ( $z^{\prime} A, 1, \alpha^{\prime}$ ) does not follow immediately after a transfer step, we can apply the inductive hypothesis, hence there is a derivation in $\gamma$ of the form $(S, 1,1) \Longrightarrow{ }^{*}\left(z^{\prime} A, 1, \alpha^{t}\right)$. This derivation can be continued as follows:

$$
\left(z^{\prime} A, 1, \alpha^{\prime}\right) \vDash\left(z^{\prime} A, \alpha^{\prime}, 1\right) \Longrightarrow{ }_{P_{i}}^{*}\left(z B, \alpha^{\prime} \cdot v_{i}(r), u_{i}(r)\right)=\left(z B, \beta, \beta^{\prime}\right)
$$

(After the transfer step the rule $r \in P_{i}$ have been applied.)
If the applications of the rules $r_{1}, \ldots, r_{p}$ are separated by several transfer steps, then $\alpha^{\prime}=1$ and the transfers can be eliminated. Thus we come back to one of the previous situations. The proof is complete.

Lemma 2. The family $C D\left(R L, 2 \mathbf{Q}_{+}\right)$is closed under intersection.
Proof. Take the CD grammar systems with two $\mathbf{Q}_{+}$registers and right-linear rules $\gamma_{1}$ and $\gamma_{2}$,

$$
\gamma_{i}=\left(N_{i}, T, P_{1}^{(i)}, \ldots, P_{n_{i}}^{(i)}, v_{1}^{(i)}, \ldots, v_{n_{i}}^{(i)}, u_{1}^{(i)}, \ldots, u_{n_{i}}^{(i)}, S_{i}\right)
$$

$i=1,2$. According to the previous lemma we may assume that $\gamma_{1}$ and $\gamma_{2}$ have only rules of the form $A \rightarrow a B, A \rightarrow B, A \rightarrow a$ or $A \rightarrow \lambda$, where $A$ and $B$ are nonterminals and $a$ is a terminal symbol. For each $\gamma_{i}, i=1,2$, construct the system $\gamma_{i}^{\prime}$ of same type, as follows. Mention first that if $R$ is a subset of $\mathbf{Q}_{+}$, then we denote by $\operatorname{prim}(R)$ the set of all prime numbers that appear in the decomposition in prime factors of the numerator or of the denominator of a number of $R$, written as irreductible rational fraction. Suppose that

$$
\operatorname{prim}\left(\left\{v_{j}^{(i)}(r), u_{j}^{(i)}(r) \mid r \in P_{j}^{(i)}, 1 \leq j \leq n_{i}\right\}\right)=\left\{p_{1}^{(i)}, \ldots, p_{t_{i}}^{(i)}\right\}, i \in\{1,2\}
$$

Consider the sets of prime numbers $R_{j}^{(i)}=\left\{q_{j, 1}^{(i)}, \ldots, q_{j, t_{i}}^{(i)}\right\}, 1 \leq j \leq n_{i}$, such that $R_{j}^{(i)} \cap R_{j^{\prime}}^{(i)}=\emptyset, R_{j}^{(i)} \cap\left\{p_{1}^{(i)}, \ldots, p_{t_{i}}^{(i)}\right\}=\emptyset, 1 \leq j, j^{\prime} \leq n_{i}, j \neq j^{\prime}$.

Construct the functions $v_{j}^{(i)}: P_{j}^{(i)} \longrightarrow \mathbf{Q}_{+}, 1 \leq j \leq n_{i}, i \in\{1,2\}$, such that for any $i \in\{1,2\}, 1 \leq j \leq n_{i}$, and $r \in P_{j}^{(i)}, v_{j}^{\prime(i)}(r)$ is obtained from $v_{j}^{(i)}(r)$ by replacing, in its writing using prime numbers, $p_{k}^{(i)}$ by $q_{j, k}^{(i)}$, for any $k, 1 \leq k \leq t_{i}$.

Consider for each $i \in\{1,2\}$ the CD grammar system with two $\mathbf{Q}_{+}$registers $\gamma_{i}^{\prime}$, in which the set of terminal symbols is $T$, the set of nonterminal symbols is

$$
N_{i}^{\prime}=N_{i} \cup\left\{A^{\prime}, A^{\prime \prime} \mid A \in N_{i}\right\} \cup\left\{(A, k),\left(A^{\prime}, k\right),\left(A^{\prime \prime}, k\right) \mid A \in N_{i}, 1 \leq k \leq 2 t_{i}\right\}
$$

and the components are denoted by $P_{j}^{(i)}, P_{j, r}^{(i)}, 1 \leq j \leq n_{i}, r \in P_{j}^{(i)}$, and constructed as follows.

For $j \in\left\{1, \ldots, n_{i}\right\}$ and $r \in P_{j}^{(i)}, r: A \rightarrow x$ (it follows that $x=a B$ or $x=B$ or $x=a$ or $x=\lambda$, for $A, B \in N_{i}, a \in T$ ) we have

$$
\begin{aligned}
P_{j, r}^{(i)}= & \left\{\left(r, v_{j}^{(i)}(r), u_{j}^{(i)}(r)\right)\right\} \cup \\
& \cup \bigcup_{k=1}^{2 t_{i}}\left\{(A \rightarrow(A, k), 1,1),((A, k) \rightarrow A, 1,1),\left(A \rightarrow\left(A^{\prime}, k\right), 1,1\right)\right), \\
& \left.\left(\left(A^{\prime}, k\right) \rightarrow A, 1,1\right)\right\} \cup \\
& \cup \bigcup_{k=1}^{t_{i}}\left\{\left((A, k) \rightarrow(A, k), q_{j, k}^{(i)}, \frac{1}{q_{j, k}^{(i)}}\right),\left(\left(A, t_{i}+k\right) \rightarrow\left(A, t_{i}+k\right), \frac{1}{q_{j, k}^{(i)}}, q_{j, k}^{(i)}\right),\right. \\
& \left.\left(\left(A^{\prime}, k\right) \rightarrow\left(A^{\prime}, k\right), p_{k}^{(i)}, \frac{1}{p_{k}^{(i)}}\right),\left(\left(A^{\prime}, t_{i}+k\right) \rightarrow\left(A^{\prime}, t_{i}+k\right), \frac{1}{p_{k}^{(i)}}, p_{k}^{(i)}\right)\right\} .
\end{aligned}
$$

For $1 \leq j \leq n_{i}$ we have

$$
\begin{gathered}
P_{j}^{\prime(i)}=\bigcup_{A \in N_{i}} \bigcup_{k=1}^{2 t_{i}}\left\{\left(A \rightarrow\left(A^{\prime \prime}, k\right), 1,1\right),\left(\left(A^{\prime \prime}, k\right) \rightarrow A, 1,1\right)\right\} \cup \\
\cup \bigcup_{A \in N_{i}} \bigcup_{k=1}^{t_{i}}\left\{\left(\left(A^{\prime \prime}, k\right) \rightarrow\left(A^{\prime \prime}, k\right), p_{k}^{(i)}, \frac{1}{q_{j, k}^{(i)}}\right)\right. \\
\left.\left(\left(A^{\prime \prime}, t_{i}+k\right) \rightarrow\left(A^{\prime \prime}, t_{i}+k\right), \frac{1}{p_{k}^{(i)}}, q_{j, k}^{(i)}\right)\right\} .
\end{gathered}
$$

The initial symbol of the system $\gamma_{i}^{\prime}$ is $S_{i}$, too.
Note that each component of the system $\gamma_{i}^{\prime}, i=1,2$, contains at most one rule which introduces a terminal symbol in the sentential form.

Assertion 1. $L\left(\gamma_{i}\right)=L\left(\gamma_{i}^{\prime}\right), i=1,2$.
Proof of Assertion 1. During this proof we shall not use the index $i$. Hence $\gamma$ will mean $\gamma_{i}, \gamma^{\prime}$ will mean $\gamma_{i}^{\prime}$ and the elements of the two systems $\gamma$ and $\gamma^{\prime}$ will be denoted as the corresponding ones in the systems $\gamma_{i}, \gamma_{i}^{\prime}$, respectively, removing the index $i$.
$(\subseteq)$ Take a derivation $D$ in $\gamma$,

$$
\begin{aligned}
D: & (x A, \beta, 1) \Longrightarrow_{r_{1}}\left(x_{1} A_{1}, \beta_{1}, \beta_{1}^{\prime}\right) \Longrightarrow{ }_{r_{2}}\left(x_{2} A_{2}, \beta_{2}, \beta_{2}^{\prime}\right) \Longrightarrow_{\tau_{3}} \ldots \\
& \Longrightarrow r_{m}\left(x_{m} A_{m}, \beta_{m}, \beta_{m}^{\prime}\right),
\end{aligned}
$$

where $r_{1}, \ldots, r_{m} \in P_{j}$, for some $j, 1 \leq j \leq n$, and $\beta_{m}=1$. We have the following corresponding derivation in $\gamma^{\prime}$

$$
\begin{aligned}
D^{\prime}: & (x A, \beta, 1) \Longrightarrow{ }_{P_{j}^{\prime}}^{*}(x A, 1, \delta) \vDash(x A, \delta, 1) \Longrightarrow{ }_{P_{j, r_{1}}}^{*}\left(x_{1} A_{1}, 1, \delta_{1}\right) \models \\
& \left(x_{1} A_{1}, \delta_{1}, 1\right) \Longrightarrow{ }_{P_{j, r_{2}}}^{*}\left(x_{2} A_{2}, 1, \delta_{2}\right) \models \ldots \Longrightarrow{ }_{P_{j, r_{m}}}^{*}\left(x_{m} A_{m}, 1, \delta_{m}\right)
\end{aligned}
$$

where $\delta$ is obtained from $\beta$ by replacing each occurrence of the factor $p_{k}$ in the writing of $\beta$ by $q_{j, k}, 1 \leq k \leq t$ and $\delta_{1}=\delta \cdot v_{j}^{\prime}\left(r_{1}\right) \cdot u_{j}(r), \delta_{2}=\delta_{1} \cdot v_{j}^{\prime}\left(r_{2}\right) \cdot u_{j}\left(r_{2}\right), \ldots, \delta_{m}=$ $\delta_{m-1} \cdot v_{j}^{\prime}\left(r_{m}\right) \cdot u_{j}\left(r_{m}\right)$. Hence $\delta_{m}=\delta \cdot v_{j}^{\prime}\left(r_{1}\right) \cdot \ldots \cdot v_{j}^{\prime}\left(r_{m}\right) \cdot u_{j}\left(r_{1}\right) \cdot \ldots \cdot u_{j}\left(r_{m}\right)$. Since $\beta \cdot v_{j}\left(r_{1}\right) \cdot \ldots \cdot v_{j}\left(r_{m}\right)=1$, it follows that $\delta \cdot v_{j}^{\prime}\left(r_{1}\right) \cdot \ldots \cdot v_{j}^{\prime}\left(r_{m}\right)=1$. Moreover, $u_{j}\left(r_{1}\right) \cdot \ldots \cdot u_{j}\left(r_{m}\right)=\beta_{m}^{\prime}$. From here we obtain that $\delta_{m}=\beta_{m}^{\prime}$. It is clear now that for any terminal derivation in $\gamma$ there is a terminal derivation in $\gamma^{\prime}$ of the same word.
$(\supseteq)$ Let us consider a derivation in $\gamma^{\prime}$ of the form

$$
\begin{aligned}
D^{\prime}: & (x Y, \delta, 1) \Longrightarrow{ }_{P_{j_{1}, r_{1}}}^{*}\left(x_{1} Y_{1}, 1, \delta_{1}\right) \models\left(x_{1} Y_{1}, \delta_{1}, 1\right) \Longrightarrow \Longrightarrow_{P_{j_{2}, r_{2}}}^{*}\left(x_{2} Y_{2}, 1, \delta_{2}\right) \models \\
& \models\left(x_{2} Y_{2}, \delta_{2}, 1\right) \Longrightarrow{ }_{P_{j_{3}, r_{3}}}^{*} \Longrightarrow{ }_{P_{j_{m}, r_{m}}}^{*}\left(x_{m} Y_{m}, 1, \delta_{m}\right) \models\left(x_{m} Y_{m}, \delta_{m}, 1\right) \\
& { }_{p_{j_{m+1}}}\left(x_{m} Y_{m+1}, 1, \delta_{m+1}\right),
\end{aligned}
$$

where $m \geq 1,1 \leq j_{1}, j_{1}, \ldots, j_{m+1} \leq n, r_{k} \in P_{j_{k}}, x, x_{k} \in T^{*}, 1 \leq k \leq m, Y \in N, Y_{k} \in$ $N^{\prime}, \delta, \delta_{k} \in \mathbf{Q}_{+}, 1 \leq k \leq m+1, \delta$ does not contain any prime factor $p_{k}, 1 \leq k \leq t$. Note that if during the application of a component $P_{j_{k}, r_{k}}$ the rule $r_{k}$ is not used, then we obtain $\delta_{k}=\delta_{k-1}$ for $k \geq 2$ or $\delta_{k}=\delta$ for $k=1$, hence the application of this component changes nothing and it can be removed. That is why we assume that at the application of the component $P_{j_{k}, r_{k}}$ the rule $r_{k}$ is used at least once, $1 \leq k \leq m$. Let us denote by $s_{k}$ the number of applications of the rule $r_{k}$ during the application of $P_{j_{k}, r_{k}}, 1 \leq k \leq m$ (hence $s_{k} \geq 1,1 \leq k \leq m$ ). It follows that

$$
\begin{align*}
& \delta_{1}=\delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right) \cdot u_{j_{1}}\left(r_{1}\right)\right)^{s_{1}} \\
& \delta_{2}=\delta_{1} \cdot\left(v_{j_{2}}^{\prime}\left(r_{2}\right) \cdot u_{j_{2}}\left(r_{2}\right)\right)^{s_{2}}  \tag{1}\\
& \ldots \cdots \cdots \\
& \delta_{m}=\delta_{m-1} \cdot\left(v_{j_{m}}^{\prime}\left(r_{m}\right) \cdot u_{j_{m}}\left(r_{m}\right)\right)^{s_{m}}
\end{align*}
$$

and, further,

$$
\begin{equation*}
\delta_{m}=\delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}} \cdot \ldots \cdot\left(v_{j_{m}}^{\prime}\left(r_{m}\right)\right)^{s_{m}} \cdot\left(u_{j_{1}}\left(r_{1}\right)\right)^{s_{1}} \cdot \ldots \cdot\left(u_{j_{m}}\left(r_{m}\right)\right)^{s_{m}} \tag{2}
\end{equation*}
$$

Since at the last step the component $P_{j_{m+1}}^{\prime}$ can be applied, it follows that $\delta_{m}$ contains in its writing (as irreductible fraction) only prime factors from the set $\left\{p_{1}, \ldots, p_{i}\right\}$. On the other hand, $\delta$ does not contain any factor $p_{k}, 1 \leq k \leq t$, hence, using relation (2) it follows that

$$
\begin{equation*}
\delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}} \cdot \ldots \cdot\left(v_{j_{m}}^{\prime}\left(r_{m}\right)\right)^{s_{m}}=1 \tag{3}
\end{equation*}
$$

There are two cases:
Case 1. We have $\delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}} \neq 1, \delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}} \cdot\left(v_{j_{2}}^{\prime}\left(r_{2}\right)\right)^{s_{2}} \neq 1, \ldots, \delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}}$. $\cdots\left(v_{j_{m-1}}^{\prime}\left(r_{m-1}\right)\right)^{s_{m-1}} \neq 1$.

Since at the first step the component $P_{j_{1}, r_{1}}$ can be applied, it follows that $\delta$ does not contain factors $q_{j, k}, 1 \leq j \leq n, j \neq j_{1}, 1 \leq k \leq t$. As after that the component
$P_{j_{2}, r_{2}}$ can be applied, we obtain, by using the first of the relations (1) and the fact that the sets $R_{j}, R_{j^{\prime}}$ are disjoint, $1 \leq j, j^{\prime} \leq n, j \neq j^{\prime}$, that $j_{1}=j_{2}$ or $\delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}}=1$. But the second situation is not possible, hence $j_{1}=j_{2}$. By a similar reasoning, it follows that $j_{1}=j_{2}=\ldots=j_{m}$.

Note that $\delta_{m+1}$ is obtained from $\delta_{m}$ by replacing the occurrences of the factors $p_{k}$ by $q_{j_{m+1}, k}, 1 \leq k \leq t$. Denoting by $\beta$ the number which is obtained by replacing in $\delta$ any factor $q_{j_{1}, k}$ by $p_{k}, 1 \leq k \leq t$, and by using the fact that $Y \in N$ and the relations (1), it follows that there is a derivation $D$ in $\gamma$ which consists of the application of the component $P_{j_{1}}$ as follows

$$
\begin{gathered}
D:(x Y, \beta, 1) \underbrace{\Longrightarrow \overbrace{r_{1}} \ldots \Longrightarrow_{r_{1}}}_{s_{1} \text { ori }}\left(x_{1} A_{1}, \beta_{1}, \beta_{1}^{\prime}\right) \underbrace{\Longrightarrow_{r_{2}} \ldots \Longrightarrow_{r_{2}}}_{s_{2} \text { ori }} \\
\left(x_{2} A_{2}, \beta_{2}, \beta_{2}^{\prime}\right) \Longrightarrow_{r_{3}} \ldots \Longrightarrow_{r_{m}}\left(x_{m} A_{m}, \beta_{m}, \beta_{m}^{\prime}\right),
\end{gathered}
$$

where $A_{m}=Y_{m+1}$ (by applying the component $P_{j_{m+1}}^{\prime}$ in $\gamma^{\prime}$, in the second register only factors from the set $R_{j_{m+1}}$ are introduced, hence, when continuing the subderivation $D^{\prime}$, after a transfer step it is compulsory to apply a component $P_{j_{m+1}, r}$, hence $Y_{m+1} \in$ $N$ - from the form of the productions of the system $\gamma^{\prime}$ ), $A_{1}, \ldots, A_{m} \in N, \beta_{1}=\beta$. $\left(v_{j_{1}}\left(r_{1}\right)\right)^{s_{1}}, \beta_{2}=\beta_{1} \cdot\left(v_{j_{1}}\left(r_{2}\right)\right)^{s_{2}}, \ldots, \beta_{m}=\beta_{m-1} \cdot\left(v_{j_{1}}\left(r_{m}\right)\right)^{s_{m}}, \beta_{1}^{\prime}=\left(u_{j_{1}}\left(r_{1}\right)\right)^{s_{1}}, \ldots, \beta_{m}^{\prime}=$ $\beta_{m-1}^{\prime} \cdot\left(u_{j_{1}}\left(r_{m}\right)\right)^{s_{m}}$. It follows that $\beta_{m}=\beta \cdot\left(v_{j_{1}}\left(r_{1}\right)\right)^{s_{1}} \cdot \ldots \cdot\left(v_{j_{1}}\left(r_{m}\right)\right)^{s_{m}}$ and $\beta_{m}^{\prime}=$ $\left(u_{j_{1}}\left(r_{1}\right)\right)^{s_{1}} \cdot \ldots \cdot\left(u_{j_{1}}\left(r_{m}\right)\right)^{s_{m}}$. From the relation (3) and from the way we defined $\beta$, it follows that $\beta_{m}=1$ and $\beta_{m}^{\prime}$ is the number obtained from $\delta_{m+1}$ by replacing the occurrences of $q_{j_{m+1}, k}$ by $p_{k}, 1 \leq k \leq t$.

Case 2. There is some $u, 1 \leq u<m$, such that

$$
\begin{equation*}
\delta \cdot\left(v_{j_{1}}^{\prime}\left(r_{1}\right)\right)^{s_{1}} \cdot \ldots \cdot\left(v_{j_{u}}^{\prime}\left(r_{u}\right)\right)^{s_{u}}=1 \tag{4}
\end{equation*}
$$

Assume, without restricting the generality, that $u$ is the smallest number for which the relation (4) is fulfilled. Then the subderivation $D^{\prime \prime}$ of $D^{\prime}$,

$$
\begin{aligned}
D^{\prime \prime}: & (x Y, \delta, 1) \Longrightarrow{ }_{P_{j_{1}, r_{1}}}^{*}\left(x_{1} Y_{1}, 1, \delta_{1}\right) \models\left(x_{1} Y_{1}, \delta_{1}, 1\right) \Longrightarrow{ }_{P_{j_{2}, r_{2}}}^{*} \cdots \\
& \Longrightarrow P_{j_{u}, r_{u}}^{*}\left(x_{u} Y_{u}, 1, \delta_{u}\right)
\end{aligned}
$$

fulfils the conditions in Case 1 (replacing $m$ by $u$ ). By a similar reasoning to that in Case 1, it follows that $j_{1}=j_{2}=\ldots=j_{u}$ and there is a derivation $D_{1}$ in $\gamma$ corresponding to the subderivation $D^{\prime \prime}$ it will correspond a derivation $D_{1}$ in $\gamma$ using the component $P_{j_{1}}$

$$
D_{1}:(x Y, \beta, 1) \underbrace{\Longrightarrow r_{r_{1}} \ldots \Longrightarrow_{r_{1}}}_{s_{1} \text { times }}\left(x_{1} A_{1}, \beta_{1}, \beta_{1}^{\prime}\right) \Longrightarrow_{r_{2}} \ldots \Longrightarrow_{r_{u}}\left(x_{u} Y_{u}, 1, \beta_{u}^{\prime}\right)
$$

(for the derivation $D$ we have proved that $\beta_{m}=1$ and $A_{m}=Y_{m}$, hence the corresponding relation for $u$ is also valid here).

The subderivation which continues the subderivation $D^{\prime \prime}$ - after the transfer step has been performed - until $D^{\prime}$ is obtained, can satisfy or not the conditions in Case 1. If the second situation occurs, then we do the same as for $D^{\prime}$ (in Case 2) and so on, until we obtain that $D^{\prime}$ is a chain of subderivations - separated by transfer steps - all of them, excepting the last, being as $D^{\prime \prime}$ and the last as $D^{\prime}$, all satisfying the
conditions in Case 1. Hence we can associate to $D^{\prime}$ a derivation in $\gamma$ obtained by chaining the derivations as $D_{1}$ or $D$, with transfer steps in between, corresponding to the subderivations of $D^{\prime}$. It is easy to see now that a terminal derivation of $\gamma^{\prime}$ is a chain of subderivations of the form $D^{\prime}$ separated by transfer steps and which, being replaced by subderivations similar to $D$ or $D_{1}$ corresponding in $\gamma$, lead to a terminal derivation in $\gamma$.

Now the proof of the fact that $L\left(\gamma_{i}\right)=L\left(\gamma_{i}^{\prime}\right), i=1,2$, is completed.
We shall construct now a CD grammar system with two $\mathbf{Q}_{+}$registers, $\gamma$, as follows. The set of terminal symbols of $\gamma$ is $T$, the set of nonterminal symbols is $N=N_{1}^{\prime} \times N_{2}^{\prime}$ and the axiom is $\left(S_{1}, S_{2}\right)$. For each pair $\left(P_{1}, P_{2}\right), P_{i}$ being a component of $\gamma_{i}^{\prime}$, we construct a component in $\gamma$ with the following rules:

$$
\begin{align*}
& \left(\left(A_{1}, A_{2}\right) \rightarrow x\left(B_{1}, B_{2}\right), \alpha_{1} \cdot \alpha_{2}, \beta_{1} \cdot \beta_{2}\right)  \tag{i}\\
& \text { where }\left(A_{i} \rightarrow x B_{i}, \alpha_{i}, \beta_{i}\right) \in P_{i}, x \in T \cup\{\lambda\}, A_{i}, B_{i} \in N_{i}^{\prime}, \alpha_{i}, \beta_{i} \in \mathbf{Q}_{+} \text {, } \\
& i=1,2, \\
& \left(\left(A_{1}, A_{2}\right) \rightarrow x, \alpha_{1} \cdot \alpha_{2}, \beta_{1} \cdot \beta_{2}\right)  \tag{ii}\\
& \text { where }\left(A_{i} \rightarrow x, \alpha_{i}, \beta_{i}\right) \in P_{i}, x \in T \cup\{\lambda\}, A_{i} \in N_{i}^{\prime}, \alpha_{i}, \beta_{i} \in \mathbf{Q}_{+}, \\
& i=1,2, \\
& \left(\left(A_{1}, A_{2}\right) \rightarrow\left(B_{1}, B_{2}\right), \alpha_{1} \cdot \alpha_{2}, \beta_{1} \cdot \beta_{2}\right)  \tag{iiii}\\
& \text { where }\left(A_{i} \rightarrow B_{i}, \alpha_{i}, \beta_{i}\right) \in P_{i}, A_{3-i}=B_{3-i}, \alpha_{3-i}=\beta_{3-i}=1, A_{i}, B_{i} \in N_{i}^{\prime} \text {, } \\
& A_{3-i} \in N_{3-i}^{\prime}, \alpha_{i}, \beta_{i} \in \mathbf{Q}_{+}, \text {for some } i \in\{1,2\} .
\end{align*}
$$

Assertion 2. $L(\gamma)=L\left(\gamma_{1}^{\prime}\right) \cap L\left(\gamma_{2}^{\prime}\right)$.
Proof of Assertion 2. Let us examine first the way the rules in $\gamma$ are constructed. Note that each rule of the form (i) or (ii) corresponds to a pair of rules - one from $\gamma_{1}^{\prime}$ and the other one from $\gamma_{2}^{\prime}$ - which have in common the terminal symbol in the right side of the rule and the presence or the absence of the nonterminal symbol in the right side. Each rule of the form (iii) is associated to a pair containing a rule of one of the systems $\gamma_{i}^{\prime}$ and a nonterminal of the other system. We may assume, without restricting the generality, that the valences of the rules in $\gamma_{1}^{\prime}$ have no common prime factor with the valences of the rules in $\gamma_{2}^{\prime}$ (we speak about prime factors appearring in the decomposition in prime factors of the numerator or of the denominator of a valence when it is written as an irreductible fraction).
$(\subseteq)$ Take $z \in L(\gamma)$. Then there is a terminal derivation $\gamma$,

$$
\begin{aligned}
D: & \left(\left(S_{1}, S_{2}\right), 1,1\right) \Longrightarrow{ }_{P_{1}^{\prime}}^{*}\left(z_{1}\left(A_{1}^{(1)}, A_{2}^{(1)}\right), 1, \delta_{1}\right) \vDash\left(z_{1}\left(A_{1}^{(1)}, A_{2}^{(1)}\right), \delta_{1}, 1\right) \Longrightarrow{ }_{P_{2}^{\prime}}^{*} \\
& \Longrightarrow{ }_{P_{2}^{\prime}}^{*}\left(z_{2}\left(A_{1}^{(2)}, A_{2}^{(2)}\right), 1, \delta_{2}\right) \vDash\left(z_{2}\left(A_{1}^{(2)}, A_{2}^{(2)}\right), \delta_{2}, 1\right) \Longrightarrow P_{P_{3}^{\prime}}^{*} \cdots \\
& \ldots \Longrightarrow_{P_{m}^{\prime}}^{*}\left(z_{m}\left(A_{1}^{(m)}, A_{2}^{(m)}\right), 1, \delta_{m}\right) \models\left(z_{m}\left(A_{1}^{(m)}, A_{2}^{(m)}\right), \delta_{m}, 1\right) \Longrightarrow_{P_{m+1}^{\prime}}^{*} \\
& \Longrightarrow{ }_{P_{m+1}^{\prime}}^{*}(z, 1,1) .
\end{aligned}
$$

Let us suppose that for each $i, 1 \leq i \leq m+1, P_{i}^{\prime}$ corresponds to the pair ( $P_{1, i}, P_{2, i}$ ) of componts of the two systems $\gamma_{1}^{\prime}, \gamma_{2}^{\prime}$, respectively. Note that to the first part of the
subderivation $D$ - until the first transfer step - it corresponds a pair of subderivations $D_{1}$ and $D_{2}$ in the systems $\gamma_{1}, \gamma_{2}$, respectively,

$$
D_{j}:\left(S_{j}, 1,1\right) \Longrightarrow{ }_{P_{j, 1}}^{*}\left(z_{1} A_{j}^{(1)}, \alpha_{j}, \beta_{j}\right)
$$

where $j=1,2$. From the form of the rules in $\gamma$, it follows that $\alpha_{1} \cdot \alpha_{2}=1$ and $\beta_{1} \cdot \beta_{2}=\delta_{1}$. According to the supposition made above, the valences of the rules in $\gamma_{1}^{\prime}$ and the valences of the rules in $\gamma_{2}^{\prime}$ have no common prime factor, hence $\alpha_{1} \cdot \alpha_{2}=1$ if and only if $\alpha_{1}=1$ and $\alpha_{2}=1$. It follows that each of the derivations $D_{j}$ may be continued by a transfer step and then by applying the component $P_{j, 2}$. By a similar reasoning we obtain the derivations $D_{1}^{\prime}$ and $D_{2}^{\prime}$ in $\gamma_{1}^{\prime}, \gamma_{2}^{\prime}$, respectively,

$$
\begin{aligned}
D_{j}^{\prime}: & \left(S_{j}, 1,1\right) \Longrightarrow_{P_{j, 1}}^{*}\left(z_{1} A_{j}^{(1)}, 1, \beta_{j}\right) \models\left(z_{1} A_{j}^{(1)}, \beta_{j}, 1\right) \Longrightarrow_{P_{j, 2}}^{*} \\
& \Longrightarrow_{P_{j, 2}}^{*}\left(z_{2} A_{j}^{(2)}, 1, \beta_{j}^{(2)}\right) \models\left(z_{2} A_{j}^{(2)}, \beta_{j}^{(2)}, 1\right) \Longrightarrow_{P_{j, 3}}^{*} \cdots \\
& \Longrightarrow{ }_{P_{j, m}}^{*}\left(z_{m} A_{j}^{(m)}, 1, \beta_{j}^{(m)}\right) \models\left(z_{m} A_{j}^{(m)}, \beta_{j}^{(m)}, 1\right) \Longrightarrow{ }_{P_{j, m+1}}^{*}(z, 1,1),
\end{aligned}
$$

for $j=1,2$.
(〇) First we shall prove that, if $D$ is a terminal derivation in $\gamma_{i}^{\prime}$ (for $i=1$ or $i=2$ ), then there is a terminal derivation $D^{\prime}$ in $\gamma_{i}^{\prime}$ of the same word such that at each application of a component $P_{j, r}^{(i)}, 1 \leq j \leq n_{i}, r \in P_{j}^{(i)}$, the rule $r$ is used at most once. Let us suppose that in $D$ we have an application of the component $P_{j, r}^{(i)}$ in which the rule $r$ is used $s$ times, $s \geq 2$. This fact is possible only if $r$ has the form $A \rightarrow a A, A \in N_{i}$ and $a \in T$. We may assume, without restricting the generality, that all the $s$ applications of the rule $r$ are consecutive. Hence the application of the component $P_{j, r}^{(i)}$ can be represented as follows

$$
\begin{aligned}
D_{1}^{\prime \prime}: & (w X, \alpha, 1) \Longrightarrow^{*}\left(w A, \alpha_{1}, \beta_{1}\right) \Longrightarrow_{r}\left(w a A, \alpha_{2}, \beta_{2}\right) \Longrightarrow_{r} \ldots \\
& \Longrightarrow_{r}\left(w a^{s} A, \alpha_{s}, \beta_{s}\right) \Longrightarrow^{*}\left(w a^{s} Y, 1, \beta\right),
\end{aligned}
$$

for $w \in T^{*}, X \in N_{i}^{\prime}, Y \in N_{i}^{\prime} \cup\{\lambda\}$ and $\alpha_{m}=\alpha_{m-1} \cdot v_{j}^{(i)^{\prime}}(r), \beta_{m}=\beta_{m-1} \cdot u_{j}^{(i)}(r), 2 \leq$ $m \leq s$.

This subderivation may be replaced by the subderivation $D_{2}^{\prime \prime}$ which consists of $s$ consecutive aplications of the component $P_{j, r}^{(i)}$, in each application the rule $r$ being used only once:

$$
\begin{aligned}
D_{2}^{\prime \prime}: & (w X, \alpha, 1) \Longrightarrow^{*}\left(w A, \alpha_{1}, \beta_{1}\right) \Longrightarrow_{r}\left(w a A, \alpha_{2}, \beta_{2}\right) \Longrightarrow^{*}\left(w a A, 1, \beta_{2} \cdot \alpha_{2}\right) \\
& \models\left(w a A, \beta_{2} \cdot \alpha_{2}, 1\right) \Longrightarrow_{r}\left(w a^{2} A, \beta_{2} \cdot \alpha_{3}, u_{j}^{(i)}(r)\right) \Longrightarrow^{*} \\
& \Longrightarrow{ }^{*}\left(z a^{2} A, 1, \beta_{3} \cdot \alpha_{3}\right) \models\left(z a^{2} A, \beta_{3} \cdot \alpha_{3}, 1\right) \Longrightarrow_{P_{j, r}^{(i)}}^{*} \ldots \\
& \ldots \models\left(z a^{s-1} A, \beta_{s-1} \cdot \alpha_{s-1}, 1\right) \Longrightarrow_{r}\left(z a^{s} A, \beta_{s-1} \cdot \alpha_{s}, u_{j}^{(i)}(r)\right) \Longrightarrow^{*} \\
& \Longrightarrow^{*}\left(z a^{s} A, \alpha_{s}, \beta_{s}\right) \Longrightarrow^{*}\left(z a^{s} Y, 1, \beta\right) .
\end{aligned}
$$

We have also used above the fact that the rules of the component $P_{j, r}^{(i)}$, different from $r$ have the role to transfer the content of the first register into the second one.

Take now a word $x \in L\left(\gamma_{1}^{\prime}\right) \cap L\left(\gamma_{2}^{\prime}\right)$. Then there is a derivation $D_{1}$ in $\gamma_{1}^{\prime}$ of $x$ and a derivation $D_{2}$ in $\gamma_{2}^{\prime}$ of $x$. We shall construct a derivation $D$ of $x$ in $\gamma$ by following
step by step the derivations $D_{1}, D_{2}$, sometimes simultaneously, othertimes advancing only in one of them and waiting in the same position of the other. The derivation $D$ begins, obviously, by the configuration $\left(\left(S_{1}, S_{2}\right), 1,1\right)$. Let us assume that at one moment we are in the derivation $D$ at the configuration ( $\left.z\left(X_{1}, X_{2}\right), \delta_{1} \cdot \delta_{2}, 1\right)$ obtained immediately after a transfer step, the corresponding configurations in $D_{1}, D_{2}$ being $\left(z X_{1}, \delta_{1}, 1\right)$ and $\left(z X_{2}, \delta_{2}, 1\right)$, respectively, obtained after a transfer step, too. Assume that in $D_{i}$ the application of the component $P_{i}, i=1,2$ follows. We obtain several situations:

1) If the application of the two components leads to the occurrence of a terminal symbol both in $D_{1}$ and in $D_{2}$, then this symbol is the same. Let us denote it by $b$. (According to the facts proved above we may assume that in $D_{1}$ and in $D_{2}$, during the application of a component, at most one terminal symbol is introduced.) In this case in the derivation $D$ will follow the application of the component corresponding to the pair $\left(P_{1}, P_{2}\right)$ by using once a rule of the form $\left(A_{1}, A_{2}\right) \rightarrow b\left(B_{1}, B_{2}\right)$ or $\left(A_{1}, A_{2}\right) \rightarrow b$ and, if neccesary, rules of the other forms until the configuration $\left(z b\left(Y_{1}, Y_{2}\right), 1, \delta_{1}^{\prime} \cdot \delta_{2}^{\prime}\right)$ is obtained, corresponding to the configurations $\left(z b Y_{i}, 1, \delta_{i}^{\prime}\right)$ in $D_{i}, i=1,2$, situated before the transfer step. Then the transfer step follows in $D$ (the same way as in $D_{1}$ and $D_{2}$ ) and ( $\left.z b\left(Y_{1}, Y_{2}\right), \delta_{1}^{\prime} \cdot \delta_{2}^{\prime}, 1\right)$ is obtained (if the derivation is not finished yet).
2) If the application of the components $P_{1}$ and $P_{2}$ does not lead to the insertion of a terminal symbol, then in the derivation $D$ it follows the application of the component corresponding to the pair $\left(P_{1}, P_{2}\right)$, in a similar way as in case 1 ) (the only difference is that in the obtained sentential form a new terminal symbol does not appear).
3) In the case when, for some $i_{0} \in\{1,2\}$, the application of $P_{i_{0}}$ in $D_{i_{0}}$ leads to the appearence of a new terminal symbol $b$, and the application of $P_{3-i_{0}}$ in $D_{3-i_{0}}$ does not introduce any symbol, we introduce in $D_{i_{0}}$ a subderivation of the form

$$
\left(z X_{i_{0}}, S_{i_{0}}, 1\right) \Longrightarrow \Longrightarrow_{P_{j, r}}^{*\left(i_{0}\right)}\left(z X_{i_{0}}, 1, \delta_{i_{0}}\right) \vDash\left(z X_{i_{0}}, \delta_{i_{0}} 1\right)
$$

before the application of $P_{i_{0}}$, for some $j \in\{1, \ldots, n\}$ and $r \in P_{j}^{\left(i_{0}\right)}$ suitably choosed such that the applications of $P_{j, r}^{\left(i_{0}\right)}$ to be possible. In this way $P_{i_{0}}$ will be replaced by $P_{j, r}^{\left(i_{0}\right)}$ and we will be in situation 2).

The above considerations should be enough for describing the form of the derivation $D$.

Now the proof of Assertion 2 is over.
From Assertions 1 and 2 it follows that $L(\gamma)=L\left(\gamma_{1}\right) \cap L\left(\gamma_{2}\right)$. Hence the family $C D\left(R L, 2 \mathbf{Q}_{+}\right)$is closed under intersection.

Lemma 3. The family $C D\left(R L, 2 \mathbf{Q}_{+}\right)$is closed under arbitrary homomor phisms.

Proof. Take the CD grammar system with two $\mathbf{Q}_{+}$registers and right-linear rules

$$
\gamma=\left(N, T, P_{1}, \ldots, P_{n}, v_{1}, \ldots, v_{n}, u_{1}, \ldots, u_{n}, S\right)
$$

and the homomorphism $h: T^{*} \longrightarrow V^{*}$. Construct the CD grammar system $\gamma^{\prime}$

$$
\gamma^{\prime}=\left(N, T, P_{1}^{\prime}, \ldots, P_{n}^{\prime}, v_{1}^{\prime}, \ldots, v_{n}^{\prime}, u_{1}^{\prime}, \ldots, u_{n}^{\prime}, S\right)
$$

where, for each $i, 1 \leq i \leq n$, we have

$$
\begin{aligned}
P_{i}^{\prime}= & \left\{(A \rightarrow h(x) B, \alpha, \beta) \mid(A \rightarrow x B, \alpha, \beta) \in P_{i}, A \in N, B \in N \cup\{\lambda\},\right. \\
& \left.x \in T^{*}, \alpha, \beta \in \mathbf{Q}_{+}\right\} .
\end{aligned}
$$

It is easy to see that $L\left(\gamma^{\prime}\right)=h(L(\gamma))$.
Theorem. $R E=C D\left(R L, 2 \mathbf{Q}_{+}\right)$.
Proof. Using the result proved in [4] (Theorem 14) that $C F \subseteq C D\left(R L, 2 \mathbf{Q}_{+}\right)$, Lemmas 2 and 3 and the characterization of recursively enumerable languages as homomorphic images of the intersection of two context-free languages, we obtain that $R E \subseteq C D\left(R L, 2 \mathbf{Q}_{+}\right)$. The other inclusion follows from the Turing-Church thesis. Hence the equality in the theorem is valid.
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#### Abstract

Cooperating distributed grammar systems [1] constitute a formal model of the blackboard model for problem solving. In this paper, we replace the grammars in such systems by uniformly $k$-limited 0L systems [9]. In this way we can define quite a lot of different language families. We compare these families with each other in respect to inclusion. The connections with other language families and closure properties are also investigated. For instance, it is shown that the new introduced families are incomparable with the families of TOL or uniformly $k$-limited TOL languages.


## 1. Introduction

Motivated by the blackboard model of artificial intelligence, Csuhaj-Varjú and Dassow [1] introduced the concept of cooperating distributed grammar systems. In their model, the distributed knowledge sources are represented by grammars, the actual state of the problem corresponds to a sentential form, and the application of some production of a grammar corresponds to an action at the blackboard. The distributed grammars have to cooperate to obtain a solution. The actions at the blackboard are controlled according to different modes. These modes determine how long a certain grammar is allowed to manipulate the sentential forms before giving back control to the system. Cooperating distributed grammar systems and some variants have been also considered in [2], [4] and [5]. A comprehensive text-book presentation is given in [3].

In [9], we have introduced the notion of uniformly $k$-limited TOL systems (see also [6], [12]). These systems represent a limitation of the parallel rewriting of T0L systems. In short, a uniformly k-limited T0L system (abbreviated as uklTOL system) $G=(\Sigma, H, \omega, k)$ is given by the limitation $k \in \mathbf{N}$ (where $\mathbf{N}$ is the set of natural numbers) and a TOL system ( $\Sigma, H, \omega$ ) with alphabet $\Sigma$, finite set of tables H (where a table is a finite substitution on $\Sigma$ ), and axiom $\omega \in \Sigma^{*}$. A derivation step of a u $k \mathrm{lT} 0 \mathrm{~L}$ system differs from that of a T0L system in such a way that instead of the fully parallel rewriting of L systems, now at each step of the rewriting process, exactly $\min \{k,|w|\}$ symbols in the word $w$ considered have to be rewritten (where $|w|$ is the length of $w$ ). A derivation step from $w_{1}$ to $w_{2}$ according to $G$ is denoted by $w_{1} \Longrightarrow_{G} w_{2}$. If no misunderstanding is possible we write $\Longrightarrow$ instead of $\Longrightarrow_{G}$. Let $\Longrightarrow{ }^{*}$ be the reflexive transitive closure of the relation $\Longrightarrow$. Then $L(G)=\left\{w \in \Sigma^{*} \mid \omega \Longrightarrow^{*} w\right\}$ is the $\mathrm{u} k \mathrm{lT} 0 \mathrm{~L}$ language generated $b y G$. If there is only one table, we talk of a ukl0L system and write $G=(\Sigma, h, \omega, k)$ where $h$ is a finite substitution on $\Sigma$. By $\mathcal{L}(u k l T 0 L)$ and $\mathcal{L}(u k l 0 L)$, we denote the corresponding families of all $u k l T 0 L$ or $u k 10 \mathrm{~L}$ languages, respectively.

If the derivation mechanism is changed in such a way that at each step of the rewriting process, for every $a \in \Sigma$ exactly $\min \left\{k, \#_{a} w\right\}$ occurrences of the symbol $a$ in the word $w$ considered have to be rewritten (where $\#_{a} w$ is the number of occurrences of the symbol $a$ in $w$ ), then we get the definition of $k l \mathrm{~T} 0 \mathrm{~L}$ and $k 10 \mathrm{~L}$ systems as introduced in [8].

Every derivation step of a $u k 1 T 0 L$ system (or $k I T 0 L$ system) has to be carried out with the same limitation $k$. If we want to change the limitation during the derivation process then we can reach this aim by replacing the grammars of cooperating distributed grammar systems by $u k 10 \mathrm{~L}$ systems (or $k 10 \mathrm{~L}$ systems, respectively) with different limitations $k$.

In the case of $k 10 \mathrm{~L}$ systems, such cooperating distributed limited 0 L systems (CDl0L systems) have been already investigated in [10]. Furthermore, in [11] there have been considered extended CDl0L systems. In this paper, we start the investigation of cooperated/distributed uniformly-limited 0L systems. The exact definition of such a system (CDul0L system) is given in Section 2. Quite a lot of different language families are defined. In Section 3 we compare CDul0L language families with each other in respect to inclusion. Relative to this aspect we get nice characterizations of the so-called $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L language families where only some special cases remain open. In Section 4 we compare the CDul0L language families with other families. Especially, all propagating CDul0L languages are context-sensitive. Finally, in Section 5 we shall see that all CDul0L families are anti-AFL's.

In the sequel, we denote by $\mathbf{N}$ the set of all natural numbers (where $0 \notin \mathbf{N}$ ). Then $\mathbf{N}_{0}=\mathbf{N} \cup\{0\}$.

## 2. CDul0L Systems, Definitions and Simple Results

A cooperating distributed uniformly limited 0L system (CDul0L system for short) is a construct

$$
G=\left(\Sigma,\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right)
$$

for $r \in \mathbf{N}$ (the number of components of the system), alphabet $\Sigma$, a word $\omega \in \Sigma^{*}$ (the axiom), finite substitutions $h_{\rho}$ (the tables of the system) and natural numbers $k_{\rho} \in \mathbf{N}$ (the limitations) where $\rho=1, \ldots, r$. Obviously, $G_{\rho}=\left(\Sigma, h_{\rho}, \omega, k_{\rho}\right), \rho=1, \ldots, r$, can be considered as a u $k_{\rho} 10 \mathrm{~L}$ system. Especially, a system $G$ as above is also called a $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L system. If $r=1$, we also write $\mathrm{CD} k_{1} \mathrm{ul} 0 \mathrm{~L}$ system. $G$ is called deterministic if all $h_{\rho}, \rho=1, \ldots, r$, are homomorphisms. $G$ is called propagating if the empty word $\varepsilon \notin h_{\rho}(a)$ for all $\rho \in\{1, \ldots, r\}$ and $a \in \Sigma$. If $w \in h_{\rho}(a)$ for some $a \in \Sigma$, $w \in \Sigma^{*}$, then $a \rightarrow w$ is called a production of $h_{\rho}$. We also talk of the production $w \in h_{\rho}(a)$.

Let $v, w \in \Sigma^{*}, \rho=1, \ldots, r$, and $s \in \mathbf{N}$. We write

$$
v \Longrightarrow_{\rho}^{s} w
$$

if there are words $w_{1}, \ldots, w_{s}=w \in \Sigma^{*}$ such that there exists a derivation

$$
v \Longrightarrow G_{G_{\rho}} w_{1} \Longrightarrow_{G_{\rho}} w_{2} \Longrightarrow_{G_{\rho}} \ldots \Longrightarrow_{G_{\rho}} w_{s-1} \Longrightarrow_{G_{\rho}} w_{s}=w
$$

according to the uniformly $k_{\rho}$-limited 0 L system $G_{\rho} . s$ is called the length of the derivation $v \Longrightarrow{ }_{\rho}^{s} w$. We write

$$
u \Longrightarrow_{\rho}^{\leq s} w \quad\left(u \Longrightarrow_{\rho}^{\geq s} w, \text { respectively }\right)
$$

if $u \Longrightarrow{ }_{\rho}^{s^{\prime}} w$ for some $s^{\prime} \leq s\left(s^{\prime} \geq s\right.$, respectively). Finally, let

$$
u \Longrightarrow_{\rho}^{*} w
$$

if $u \Longrightarrow_{p}^{s} w$ for some $s \in \mathbf{N}_{0}$. Sometimes, the index $\rho$ is replaced by $G_{\rho}$.
Let $G$ be a CDul0L system as above and

$$
m \in\{*, 1,2,3, \ldots, \leq 1, \leq 2, \leq 3, \ldots, \geq 1, \geq 2, \geq 3, \ldots\}
$$

The language generated according to the m-mode by $G$ is defined by

$$
\begin{aligned}
L_{m}(G)= & \left\{w \in \Sigma^{*} \mid w=\omega \text { or there exist } n \in \mathbf{N}_{0}, w_{i} \in \Sigma^{*} \text { and } \rho_{i} \in\{1, \ldots, r\},\right. \\
& \left.i=1, \ldots, n, \text { such that } \omega \Longrightarrow{ }_{\rho_{1}}^{m} w_{1} \Longrightarrow{ }_{\rho_{2}}^{m} \ldots \Longrightarrow_{\rho_{n}}^{m} w_{n}=w\right\}
\end{aligned}
$$

By $\mathcal{L}_{m}(C D u 70 L)$ we denote the family of all those languages generated according to the $m$-mode by CDul0L systems. Omitting the index $m$ we have $\mathcal{L}(C D u l 0 L)$ as the family of languages generated according to an arbitrary m-mode by CDulOL systems. We call it also family of CDul0L languages. If $k_{1}, \ldots, k_{r} \in \mathbf{N}$ for some $r \in \mathbf{N}$, then by $\mathcal{L}_{m}\left(k_{1}, k_{2}, \ldots, k_{r}, u l 0 L\right)$ we denote the family of those languages generated according to the m-mode by $C D\left(k_{1}, \ldots, k_{r}\right)$ ul0L systems. Especially, if $k_{1}=\ldots=k_{r}=k$, we write $\mathcal{L}_{m}\left(k^{r}, u l 0 L\right)$. For every $r \in \mathbf{N}$, we define

$$
\mathcal{L}_{m}^{r}(C D u l 0 L)=\bigcup_{\substack{k_{i} \in \mathbb{N} \\ i=1, \ldots, r}} \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)
$$

and furthermore, if $k \in \mathbf{N}$, we set

$$
\begin{aligned}
& \mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L)=\bigcup_{\substack{k_{i} \in \mathbb{N}, k_{i} \leq k \\
i=1, \ldots, r}} \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \text { for } r \in \mathbf{N} \\
& \mathcal{L}_{m}(\leq k)(C D u l 0 L)=\bigcup_{r \in \mathbb{N}} \mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L)
\end{aligned}
$$

We see that $k$ is a common bound for all limitations of the components of the systems generating these families. Let

$$
\begin{aligned}
& \mathcal{L}_{m}^{r}(k)(C D u l 0 L)=\bigcup_{\substack{k_{i}=k \\
i=1, \ldots, r}} \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \text { for } r \in \mathbf{N}, \\
& \mathcal{L}_{m}(k)(C D u l 0 L)=\bigcup_{r \in \mathbb{N}} \mathcal{L}_{m}^{r}(k)(C D u l 0 L)
\end{aligned}
$$

We remark that in all these cases we can consider deterministic and/or propagating such systems which give rise to corresponding language families. For instance, by $\mathcal{L}(C D u l P D 0 L)$ we denote the family of propagating and deterministic CDul0L languages. If we write $\mathcal{L}(C D u l(P)(D) 0 L)$ we mean that the letters P and D may be present in the corresponding position or not. This leads to four language families.

Because of the definitions the following results are obvious.
Theorem 2.1. Let $G$ be a CDulOL system. For all $t \in \mathbf{N}$, we have

$$
L_{*}(G)=L_{1}(G)=L_{\geq 1}(G)=L_{\leq t}(G)
$$

Corollary 2.1. Let $r \in \mathbf{N}, k_{1}, \ldots, k_{r} \in \mathbf{N}, t \in \mathbf{N}$. Then

$$
\begin{aligned}
& \mathcal{L}_{*}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)=\mathcal{L}_{1}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)= \\
& \mathcal{L}_{\geq 1}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)=\mathcal{L}_{\leq t}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)
\end{aligned}
$$

and

$$
\mathcal{L}_{*}(C D u l 0 L)=\mathcal{L}_{1}(C D u l 0 L)=\mathcal{L}_{\geq 1}(C D u l 0 L)=\mathcal{L}_{\leq t}(C D u l 0 L) .
$$

Because of this Corollary, the $m$-mode is considered in the following only for $m \in\{1,2,3, \ldots, \geq 2, \geq 3, \ldots\}$.

As in the case of uniformly $k$-limited T0L systems (see [9], Theorem 2.1) the growth of the lengths of the words in a CDul0L language is bounded. More precisely, let $G=\left(\Sigma,\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right)$ be a $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right) \mathrm{ul} 0 \mathrm{~L}$ system and $L_{m}(G)$ its language generated according to the $m$-mode. Let $m=t$ or $m=(\geq t)$. Set

$$
\begin{gathered}
s=\max \left(\left\{s_{\rho} \mid s_{\rho}=t k_{\rho}\left(s_{\rho}^{\prime}-1\right), s_{\rho}^{\prime}=\max \left\{|w| \mid w \in h_{\rho}(a), a \in \Sigma\right\}, \rho=1, \ldots, r\right\}\right. \\
\left.\cup\left\{\widetilde{s}_{\rho} \mid \widetilde{s}_{\rho}=t k_{\rho}, \varepsilon \in h_{\rho}(a), a \in \Sigma, \rho=1, \ldots, r\right\}\right)
\end{gathered}
$$

Then for all words $w, w^{\prime} \in L_{m}(G)$, there exist $q \in \mathbf{N}$ and words $w_{0}=w, w_{1}, \ldots, w_{q}=$ $w^{\prime} \in L_{m}(G)$ such that $\left|\left|w_{i}\right|-\left|w_{i-1}\right|\right| \leq s$ for all $i, i=1, \ldots, q$.

In case of the $t$ - or $\geq t$-mode, $t \geq 2$, for some $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L system $G$ there may exist symbols of the alphabet which are used in elementary derivation steps (according to some $\mathrm{u} k_{\rho} 10 \mathrm{~L}$ system $G_{\rho}$ ) but which do not occur in any word of $L(G)$. We consider the following example.

Example 2.1. We define the deterministic CD4ul0L system

$$
G=\left(\{a, b, c, d\},(h, 4), a^{2} c\right)
$$

with $h(a)=b, h(b)=c d, h(c)=c^{2}$ and $h(d)=d^{2}$. According to the 2-mode,

$$
a^{2} c \text { and } c d c d c^{4}
$$

are the shortest words of $L_{2}(G)$. Other words belong to $c^{+} d^{+} c^{+} d^{+} c^{+}$, but obviously,

$$
c^{4} d c d c^{4}, c^{2} d c^{2} d c^{4} \notin L_{2}(G) .
$$

Assume that this language is generated by a CD4ul0L system

$$
G^{\prime}=\left(\{a, c, d\},\left(h^{\prime}, 4\right), \omega\right)
$$

according to the 2 -mode. Assume that $\varepsilon \in h^{\prime}(c)$ or $u_{1} x u_{2} \in h^{\prime}(c)$ for $x \in\{a, d\}$ and some $u_{1}, u_{2} \in\{a, c, d\}^{*}$. We get the derivations
$c d c d c^{4} \Longrightarrow{ }_{h^{\prime}}^{2} c d c d$ or $c d c d c^{4} \Longrightarrow{ }_{h^{\prime}}^{2}\left(u_{1} x u_{2}\right) d\left(u_{1} x u_{2}\right) d c^{2}\left(u_{1} x u_{2}\right)^{2}$, respectively.
$c$ must be a prefix of $u_{1}$. It follows that both derivations lead to words not belonging to $L_{2}(G)$, a contradiction. We conclude that $h^{\prime}(c) \subset c^{+}$. Analogously, $h^{\prime}(d) \subset d^{+}$. Frequently, a similar conclusion shall be used in the sequel. It follows that $\omega=a^{2} c$ and

$$
D: a^{2} c \Longrightarrow{ }_{h^{\prime}}^{2} c d c d c^{4}
$$

First we note that $\varepsilon \in h^{\prime}(a)$ is not possible since otherwise a production $u_{1} x u_{2} \in h^{\prime}(c)$ with $x \neq c$ would be necesarry which is not possible as demonstrated above. Since there are words with arbitrary many occurrences of $c$, a production $c^{i} \in h^{\prime}(c)$ for some $i>1$ must exist. Therefore, if $a \in h^{\prime}(a)$, the word $a^{2} c$ would derive words with 2 occurrences of $a$ and more than one occurrence of $c$, a contradiction. If $c \in h^{\prime}(a)$, then from $a^{2} c$ words of $c^{+}$could be generated. If $c d c \in h^{\prime}(a)$ is used in $D$, then we need $d u \in h^{\prime}(a)$ to generate, if at all, the word $c d c d c^{4}$, but then a word beginning with $d$ would belong to $L_{2}(G)$. A production $c d c d \in h^{\prime}(a)$ would again lead to words not belonging to $L_{2}(G)$. We conclude that $c d \in h^{\prime}(a)$. Thus, the derivation $D$ is of the form

$$
a^{2} c \Longrightarrow_{h^{\prime}} c d c d c^{i} \Longrightarrow{h^{\prime}}^{c} c d c d c^{4}
$$

for some $i \in\{1,2,3,4\}$. If $i=1$ or $i=4$, then $\left\{c, c^{4}\right\} \subset h^{\prime}(c)$. We conclude that $c d c d c^{4} \Longrightarrow{ }_{h^{\prime}}^{2} c^{4} d c d c^{4}$. If $i=2$ or $i=3$, then $c^{2} \in h^{\prime}(c)$ and $c \in h^{\prime}(c)$ or $d \in h^{\prime}(d)$. It follows that $c d c d c^{4} \Longrightarrow{ }_{h^{\prime}}^{2} c^{2} d c^{2} d c^{4}$. In both cases we get a contradiction to the shape of the words in $L_{2}(G)$.

We see that the language $L_{2}(G)$ cannot be generated by a CD4ul0L system according to the 2 -mode without an auxiliary symbol.

While in this example a symbol not occurring in a word of the language has been necessary, it is trivial that in case of the 1 -mode every symbol occurring in a derivation belongs to a word of the language. The following lemma shows that for many languages we can assume that no auxiliary symbols occur.

Lemma 2.1. Let $m=t$ or $m=(\geq t)$ where $t \in \mathbf{N}$. Let $L \in \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}\right.$, $C D u l 0 L)$ with $L \subset \Sigma^{*}$ where every symbol of $\Sigma$ occurs in some word of $L$. If for every $a \in \Sigma$ there exists a word $w \in L$ with

$$
\#_{a} w \geq 1 \text { and }|w| \geq k_{\rho} t \forall \rho \in\{1, \ldots, r\}
$$

then $L$ can be generated by a $C D\left(k_{1}, \ldots, k_{r}\right)$ ul0L system with alphabet $\Sigma$.
Proof. Assume the contrary. Then there must exist a $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right) \mathrm{ul} 0 \mathrm{~L}$ system $G=\left(\Sigma^{\prime},\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right)$ with $\Sigma \subset \Sigma^{\prime}$ and $L_{m}(G)=L$ which fulfills the following property: there are symbols $x \in \Sigma^{\prime}-\Sigma$ and $a \in \Sigma$ such that $u_{1} x u_{2} \in h_{\rho}(a)$ for some $\rho \in\{1, \ldots, r\}$ and $u_{1}, u_{2} \in \Sigma^{\prime *}$. Let $w \in L$ with $\#_{a} w \geq 1$ and $|w| \geq k_{\rho} t$. We conclude that $w \Longrightarrow_{\rho}^{t} w^{\prime}$ with $w^{\prime} \in L$ and $\#_{x} w^{\prime} \geq 1$, a contradiction.

We mention that in the non-uniformly limited case, cooperated/distributed limited 0 L systems (CD10L systems) and languages are defined from $k 10 \mathrm{~L}$ systems analogously to the definition of CDul0L systems and languages from $\mathrm{u} k 10 \mathrm{~L}$ systems above (see [10]).

## 3. Comparison of Different Families of CDul0L Languages

The following lemma is obvious.
Lemma 3.1. Let $m \in\{1,2,3, \ldots, \geq 2, \geq 3, \ldots\}, r, s \in \mathbf{N}$ with $r \leq s$, and furthermore, let $k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{s}^{\prime} \in \mathbf{N}$. If the multiset $\left\{k_{1}, \ldots, k_{r}\right\}$ is included in the multiset $\left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$, then

$$
\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right)
$$

We shall see (Corollary 3.2) that this result can be strengthened in nearly all cases in such a way that the inclusion of the language families is strict if the multiset inclusion is strict. But the case of limitation 1 behaves a little bit individually. By the definitions, we get

Theorem 3.1. For all $r \in \mathbf{N}, \mathcal{L}_{1}\left(1^{r}, u l 0 L\right)=\mathcal{L}($ uelT $0 L)=\mathcal{L}($ uel0L $)$.
Lemma 3.2. For all $m \in\{1,2,3, \ldots, \geq 2, \geq 3, \ldots\}$ and all $r, s, k_{1}, \ldots, k_{s} \in \mathbf{N}$,

$$
\mathcal{L}_{1}\left(1^{\tau}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}, \ldots, k_{s}, u l 0 L\right)
$$

Proof. By Theorem 3.1, it suffices to consider an arbitrary u11T0L system $G=$ $(\Sigma, h, \omega, 1)$. We choose any $k \in\left\{k_{1}, \ldots, k_{s}\right\}$ and consider the CD $k^{\prime}$ ul0L system

$$
G^{\prime}=\left(\Sigma,\left(h^{\prime}, k^{\prime}\right), \omega\right) \text { with } h^{\prime}(a)=\{w \mid w \in h(a)\} \cup\{a\} \forall a \in \Sigma
$$

According to any $m$-mode, $G^{\prime}$ generates $L(G)$. With Lemma 3.1 we get $\mathcal{L}_{1}\left(1^{r}, u l 0 L\right) \subset$ $\mathcal{L}_{m}\left(k^{\prime}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}, \ldots, k_{s}, u l 0 L\right)$.

In the next theorems we shall show that in nearly all other cases, if the modes do not coincide, the resulting language families are incomparable.

Theorem 3.2. Let $m^{\prime}=t_{1}$ or $m^{\prime}=\left(\geq t_{1}\right)$ and $m=t_{2}$ or $m=\left(\geq t_{2}\right), t_{1}, t_{2} \in \mathbf{N}$, and let $r, s \in \mathbf{N}, k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{s}^{\prime} \in \mathbf{N}$. If $t_{1} \neq t_{2}, k_{p} t_{1} \neq 1$ for at least one $\rho \in\{1, \ldots, r\}$, and if it is not true that $k_{\rho}=1$ for all $\rho \in\{1, \ldots, r\}$ such that there exists $\sigma \in\{1, \ldots, s\}$ with $k_{\sigma}^{\prime}=2$ and $k_{\rho} t_{1}=t_{1}=2 t_{2}=k_{\sigma}^{\prime} t_{2}$, then

$$
\mathcal{L}_{m^{\prime}}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \not \subset \mathcal{L}_{m}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right) .
$$

Proof. There are two cases. In case (1),
(a) there exists $\rho \in\{1, \ldots, r\}$ such that $1 \neq k_{\rho} \cdot t_{1} \neq k_{\sigma}^{\prime} \cdot t_{2} \forall \sigma=1, \ldots, s$, or
(b) there exist $\rho \in\{1, \ldots, r\}, \sigma \in\{1, \ldots, s\}$ such that $k_{\rho} \cdot t_{1}=k_{\sigma}^{\prime} \cdot t_{2}$ and $k_{\sigma}^{\prime}<k_{\rho}$.

By the assumptions, in the opposite case (2),

$$
\begin{gathered}
\forall \rho \in\{1, \ldots, r\} \text {, there exists } \sigma \in\{1, \ldots, s\} \text { such that } \\
k_{\rho} \cdot t_{1}=k_{\sigma}^{\prime} \cdot t_{2}, k_{\sigma}^{\prime}>k_{\rho} \text { and } k_{\sigma}^{\prime} \geq 3 .
\end{gathered}
$$

We consider case (1). We choose an index $\rho$ with the properties above. Without restricting generality, we assume that $\rho=1$. Set $p=k_{1} t_{1}$ and $g=\max \left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$. We remember that by the assumptions $p>1$. We define a $\mathrm{CD} k_{1} \mathrm{ul} 0 \mathrm{~L}$ system (also being a $u k_{1} 10 \mathrm{~L}$ system)

$$
G_{1}=\left(\left\{a_{1}, \ldots, a_{p}\right\},\left(h, k_{1}\right), a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g}\right)
$$

by $h\left(a_{i}\right)=\left\{a_{i}^{2}\right\}$ for all $i \in\{1, \ldots, p\}$. By $L_{1}$, we denote the language generated by $G_{1}$ according to the $m^{\prime}$-mode. By Theorem 3.1, $L_{1} \in \mathcal{L}_{m^{\prime}}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)$. $L_{1}$ contains the axiom $a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g}$, and the words of second shortest length are of the form
$a_{1}^{1+x_{1}} \ldots a_{p}^{1+x_{p}} a_{1}^{g+x_{p+1}} \ldots a_{p}^{g+x_{2 p}}$ with $x_{1}+\cdots+x_{2 p}=k_{1} t_{1}$ for $x_{i} \in \mathbf{N}_{0}, i \in\{1, \ldots, p\}$.

Especially, we have $w_{1}=a_{1}^{2} \ldots a_{p}^{2} a_{1}^{g} \ldots a_{p}^{g} \in L_{1}$. Obviously, $L_{1} \subset a_{1}^{+} \ldots a_{p}^{+} a_{1}^{+} \ldots a_{p}^{+}$, and for every $n \in \mathbf{N}$ there exist $n_{i}, m_{i} \in \mathbf{N}, i \in\{1, \ldots, p\}, n_{i}, m_{i}>n$, with $a_{1}^{n_{1}} \ldots a_{p}^{n_{p}} a_{1}^{m_{1}} \ldots a_{p}^{m_{p}} \in L_{1}$.

Assume that $L_{1}$ is generated by a $\mathrm{CD}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right)$ ul0L system

$$
G_{1}^{\prime}=\left(\Sigma,\left(h_{1}, k_{1}^{\prime}\right), \ldots,\left(h_{s}, k_{s}^{\prime}\right), \omega\right)
$$

according to the $m$-mode. By Lemma 2.1 we can assume that $\Sigma=\left\{a_{1}, \ldots, a_{p}\right\}$. By the shape of the language $L_{1}$, it is clear that $G_{1}^{\prime}$ is propagating and $h_{\sigma}^{\prime}\left(a_{i}\right) \subset a_{i}^{+}$. for all $\sigma \in\{1, \ldots, s\}$ and $i \in\{1, \ldots, p\}$. Thus $\omega=a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g}$. Since there does not exist a production $\varepsilon \in h_{\sigma}^{\prime}\left(a_{i}\right)$ for any $i$ and $\sigma$, we conclude that no word of second shortest length can be generated from a longer word or from another word of second shortest length according to the 1 -mode or according to an arbitrary $m$-mode. Especially, it follows that there exists $\sigma \in\{1, \ldots, s\}$ such that

$$
D: a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g} \Longrightarrow{ }_{\sigma}^{m} a_{1}^{2} \ldots a_{p}^{2} a_{1}^{g} \ldots a_{p}^{g}=w_{1}
$$

Thus $a_{i}^{2} \in h_{\sigma}^{\prime}\left(a_{i}\right)$ for all $i \in\{1, \ldots, p\}$. If $m=\left(\geq t_{2}\right)$, then only the subderivations

$$
\omega \Longrightarrow{ }_{\sigma}^{t_{2}} \omega \Longrightarrow_{\sigma}^{*} w_{1} \text { or } \omega \Longrightarrow{ }_{\sigma}^{t_{2}} w_{1} \Longrightarrow_{\sigma}^{*} w_{1}
$$

are possible. In the first case there must exist an $i^{\prime} \in\{1, \ldots, p\}$ such that $a_{i^{\prime}} \in h_{\sigma}^{\prime}\left(a_{i^{\prime}}\right)$. It follows that

$$
\omega \Longrightarrow{ }_{\sigma}^{t_{2}} a_{1}^{2} a_{2} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g}
$$

Since $p>1$ the derived word does not belong to $L_{1}$, a contradiction. Thus we can assume that

$$
D: a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g} \Longrightarrow{ }_{\sigma}^{t_{2}} a_{1}^{2} \ldots a_{p}^{2} a_{1}^{g} \ldots a_{p}^{g}=w_{1} .
$$

We see that at least the first occurrences of the symbols $a_{1}, \ldots, a_{p}$ have to be substituted during this derivation process. Obviously, this is not possible for $k_{\sigma}^{\prime} t_{2}<k_{1} t_{1}$. For $k_{\sigma}^{\prime} t_{2}>k_{1} t_{1}$, there must exist an $i^{\prime} \in\{1, \ldots, p\}$ with $a_{i^{\prime}} \in h_{\sigma}^{\prime}\left(a_{i^{\prime}}\right)$. It follows that

$$
a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g} \Longrightarrow{ }_{\sigma}^{t_{2}} a_{1}^{2} a_{2} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g}
$$

which is a contradiction as proved above. In the subcase (a), we are ready. In the subcase (b) let the derivation $D$ be given by a table $h_{\sigma}^{\prime}$ with $k_{\sigma}^{\prime} t_{2}=k_{1} t_{1}$ and $k_{\sigma}^{\prime}<k_{1}$. Obviously, we get

$$
a_{1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g} \Longrightarrow{ }_{\sigma}^{t_{2}} a_{1}^{1+t_{2}} \ldots a_{k_{\sigma}^{\prime}}^{1+t_{2}} a_{k_{\sigma}^{\prime}+1} \ldots a_{p} a_{1}^{g} \ldots a_{p}^{g} .
$$

This derivation again leads to a word not belonging to $L_{\mathbf{1}}$, a contradiction.
Finally, we consider case (2). Since $k_{1}<k_{1}^{\prime}$ where $k_{1}^{\prime} \geq 3$ we know that $t_{1}>1$. Let $g=\max \left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$ again. We regard the $\mathrm{CD} k_{1}$ ul0L system

$$
G_{2}=\left(\{a, x\},\left(h, k_{1}\right), a^{k_{1}^{\prime}-2} x^{g} a\right)
$$

where $h(a)=\left\{a^{2}\right\}$ and $h(x)=\left\{x^{2}\right\}$. Let $L_{2}$ be the language generated by $G_{2}$ according to the $m^{\prime}$-mode. Then

$$
a^{k_{1}^{\prime}-2+k_{1} t_{1}-1} x^{g} a^{2}
$$

is one of the words of second shortest length $g+k_{1}^{\prime}+k_{1} t_{1}-1$ of $L_{2} \in$ $\mathcal{L}_{m^{\prime}}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)$. Obviously, $L_{2} \subset a^{+} x^{+} a^{+}$, and for every $n \in \mathbf{N}$ there exist $n_{1}, n_{2}, n_{3}$ such that $a^{n_{1}} x^{n_{2}} a^{n_{3}} \in L_{2}$.

Assume that $L_{2}$ is generated by a $\operatorname{CD}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right) u l 0 \mathrm{~L}$ system

$$
G_{2}^{\prime}=\left(\{a, x\},\left(h_{1}, k_{1}^{\prime}\right), \ldots,\left(h_{s}, k_{s}^{\prime}\right), \omega\right)
$$

according to the $m$-mode. Obviously, $G_{2}^{\prime}$ is propagating, $\omega=a^{k_{1}^{\prime}-2} x^{g} a, h(a) \subset a^{+}$, $h(x) \subset x^{+}$, and analogously to case (1) we can assume that

$$
D: \omega \Longrightarrow{ }_{\sigma}^{t_{2}} a^{k_{1}^{\prime}-2+k_{1} t_{1}-1} x^{g} a^{2}
$$

for some $\sigma \in\{1, \ldots, s\}$. Because of this derivation there must exist a production $a^{2} \in h_{\sigma}^{\prime}(a)$.

If $k_{\sigma}^{\prime} t_{2}<k_{1} t_{1}=k_{1}^{\prime} t_{2}$, then $k_{\sigma}^{\prime}<k_{1}^{\prime}$. Then from $\omega$, we may derive a word $w$ with $g+k_{1}^{\prime}-1<|w|<g+k_{1}^{\prime}+k_{1} t_{1}-1$ which does not belong to $L_{2}$, a contradiction.

If $k_{\sigma}^{\prime} t_{2} \geq k_{1} t_{1}$, then $k_{\sigma}^{\prime} \geq k_{1}^{\prime}$. Since $\#_{a} \omega=k_{1}^{\prime}-1$, in the first step of the derivation $D$ the symbol $x$ has to be substituted at least once. It follows that $x \in h_{\sigma}^{\prime}(x)$. Since $a^{2} \in h_{\sigma}^{\prime}(a)$, we conclude that $\omega \Longrightarrow{ }_{\sigma}^{t_{2}} a^{k_{1}^{\prime}-2} x^{g} a^{2}$. Because of $t_{1}>1$, such a word does not belong to $L_{2}$.

If $k_{\rho} t_{1}=1$ for all $\rho \in\{1, \ldots, r\}$, we have the situation of Lemma 3.2. If $k_{\rho}=1$ for all $\rho \in\{1, \ldots, r\}$ such that there exists $\sigma \in\{1, \ldots, s\}$ with $k_{\sigma}^{\prime}=2$ and $k_{\rho} t_{1}=t_{1}=$ $2 t_{2}=k_{\sigma}^{\prime} t_{2}$, then the exact status of the comparison is not known.

Corollary 3.1. Let $m \in\{t, \geq t \mid t \in \mathbf{N}\}, r, s \in \mathbf{N}, k_{1}, \ldots, k_{s} \in \mathbf{N}$, such that $k_{\sigma} \cdot t \neq 1$ for ar least one $\sigma \in\{1, \ldots, s\}$. Then

$$
\mathcal{L}_{1}\left(1^{r}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}, \ldots, k_{s}, u l 0 L\right)
$$

Proof. Case (1) of the proof of Theorem 3.2 shows that $\mathcal{L}_{m}\left(k_{1}, \ldots, k_{s}, u l 0 L\right) \not \subset$ $\mathcal{L}_{1}\left(1^{r}, u l 0 L\right)$. By Lemma 3.2, the result follows.

In Theorem 3.2 we have assumed that $t_{1} \neq t_{2}$. In the following theorems, we consider the case $t_{1}=t_{2}$ with $m \neq m^{\prime}$.

In Lemma 3.1, if $m=m^{\prime}$ and the multiset inclusion is given, then we have $\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right)$. If the multiset inclusion is not valid, non-inclusion results follow. More generally, we get the following theorem.

Theorem 3.3. Let $t \in \mathbf{N}, m=t$ or $m=(\geq t)$ and $m^{\prime}=t$ or $m^{\prime}=(\geq t)$. Furthermore, let $r, s \in \mathbf{N}$ and $k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{s}^{\prime} \in \mathbf{N}$. If there exists $k \in \mathbf{N}$ such that $\#\left\{\rho \mid k_{\rho}=k, \rho=1, \ldots, r\right\}>\#\left\{\sigma \mid k_{\sigma}^{\prime}=k, \sigma=1, \ldots, s\right\}$ and $k t \neq 1$, then we have

$$
\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \not \subset \mathcal{L}_{m^{\prime}}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right) .
$$

Proof. Set

$$
p=\#\left\{\rho \mid k_{\rho}=k, \rho=1, \ldots, r\right\} \text { and } q=\#\left\{\sigma \mid k_{\sigma}^{\prime}=k, \sigma=1, \ldots, s\right\}
$$

By the assumptions, $p>q$. Without restricting generality, let

$$
k_{1}=\ldots=k_{p}=k \text { and } k_{1}^{\prime}=\ldots=k_{q}^{\prime}=k
$$

Since $\mathcal{L}_{m}\left(k_{1}, \ldots, k_{p}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)$ it suffices to prove

$$
\mathcal{L}_{m}\left(k^{p}, u l 0 L\right) \not \subset \mathcal{L}_{m^{\prime}}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right)
$$

Let $g=\max \left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$. Consider the $\mathrm{CD} k^{p}$ ul0L system

$$
G=\left(\left\{a_{1}, \ldots, a_{k t}\right\},\left(h_{1}, k\right), \ldots,\left(h_{p}, k\right), a_{1}^{g} \ldots a_{k t}^{g}\right)
$$

where $h_{j}\left(a_{i}\right)=\left\{a_{i}^{p+j}\right\}$ for all $i \in\{1, \ldots, k t\}$ and $j \in\{1, \ldots, p\}$. Obviously, $L=$ $L_{m}(G) \subset a_{1}^{+} \ldots a_{k t}^{+}$. The words

$$
a_{1}^{g} \ldots a_{k t}^{g} \text { and } w_{j}=a_{1}^{g+p+j-1} \ldots a_{k t}^{g+p+j-1}, j=1, \ldots, p,
$$

belong to $L$ where $w_{1}$ is one of the words of second shortest length of $L$. For other words $w \in L$ there exists $i \in\{1, \ldots, k t\}$ with $\#_{a_{i}} w \geq g+2 p$.

Suppose that $L$ is generated by a $\mathrm{CD}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right) \mathrm{ul} 0 \mathrm{~L}$ system

$$
G^{\prime}=\left(\Sigma,\left(h_{1}^{\prime}, k\right), \ldots,\left(h_{q}^{\prime}, k\right),\left(h_{q+1}^{\prime}, k_{q+1}^{\prime}, \ldots,\left(h_{s}^{\prime}, k_{s}^{\prime}\right), \omega\right)\right.
$$

according to the $m^{\prime}$-mode. By Lemma 2.1, $\Sigma=\left\{a_{1}, \ldots, a_{k t}\right\}$. Obviously, $G^{\prime}$ is propagating and $\omega=a_{1}^{g} \ldots a_{k t}^{g}$. Since $G^{\prime}$ is propagating, all words $w_{j}, j=1, \ldots, p$, can only be directly generated, if at all, from $\omega$ or from some $w_{j^{\prime}}$ with $j^{\prime}<j$. A derivation $w_{j^{\prime}} \Longrightarrow{ }_{\sigma}^{m} w_{j}(\sigma \in\{1, \ldots, s\})$ would imply $\omega \Longrightarrow{ }_{\sigma}^{m} w$ with $g<\#_{a_{i}} w \leq g+p-1$ for all $i \in\{1, \ldots, k t\}$, a contradiction. We conclude that $D: \omega \Longrightarrow{ }_{\sigma}^{m} w_{j}$ where we can assume, analogously to the proof of Theorem 3.2, that

$$
D: \omega \Longrightarrow{ }_{\sigma}^{t} w_{j} .
$$

Obviously, if $k_{\sigma}^{\prime}<k$ such a derivation step is not possible. If $k_{\sigma}^{\prime}>k$, there must exist an $i \in\{1, \ldots, k t\}$ such that $a_{i}^{x_{i}} \in h_{\sigma}^{\prime}\left(a_{i}\right)$ with $x_{i} \leq p$ where at least two occurrences of $a_{i}$ are substituted in the course of the derivation $D$. If $1<x_{i} \leq p$, by substituting only one occurrence of $a_{i}$, we get $\omega \Longrightarrow{ }_{\sigma}^{t} w$ with $g<\#_{a_{i}} w \leq g+p-1$, but $w \notin L$. Else it is necessary that $\left\{a_{i}, a_{i}^{p+j}\right\} \subset h_{\sigma}^{\prime}\left(a_{i}\right)$ where both the corresponding productions have to be used in $D$. If an application of $a_{i} \rightarrow a_{i}^{p+3}$ in $D$ is replaced by an application of $a_{i} \rightarrow a_{i}$, then $\omega \Longrightarrow{ }_{\sigma}^{t} a_{1}^{g+p+j-1} \ldots a_{i-1}^{g+p+j-1} a_{i}^{g} a_{i+1}^{g+p+j-1} \ldots a_{k t}^{g+p+j-1} \notin L$, a contradiction. We conclude that $k_{\sigma}^{\prime}=k$.

Thus we know that for all $j \in\{1, \ldots, p\}, \omega \Longrightarrow_{\sigma^{\prime}}^{i} w_{j}$ for some $\sigma^{\prime} \in\{1, \ldots, q\}$. It follows that $a_{i}^{p+j} \in h_{\sigma^{\prime}}^{\prime}\left(a_{i}\right)$ for all $i \in\{1, \ldots, k t\}$. Assume that some $w_{j}$ and $w_{j^{\prime}}, j, j^{\prime} \in\{1, \ldots, p\}, j \neq j^{\prime}$, are generated by the same table $h_{\sigma^{\prime}}$. Then $\left\{a_{i}^{p+j}, a_{i}^{p+j^{\prime}}\right\} \subset h_{\sigma^{\prime}}^{\prime}\left(a_{i}\right)$ for all $i \in\{1, \ldots, k t\}$. It follows that from $\omega$, we may generate $a_{1}^{g+p+j^{\prime}-1} a_{2}^{g+p+j-1} \ldots a_{k t}^{g+p+j-1}$ which does not belong to $L$, a contradiction.

By Theorem 3.3 and Lemma 3.1 we get the following corollary.
Corollary 3.2. Let $m \in\{1,2,3, \ldots, \geq 2, \geq 3, \ldots\}, r, s \in \mathbf{N}$ with $r \leq s$, and furthermore, let $k_{1}, \ldots, k_{r}, k_{1}^{\prime}, \ldots, k_{s}^{\prime} \in \mathbf{N}$ where the multiset $\left\{k_{1}, \ldots, k_{r}\right\}$ is strictly included in the multiset $\left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$. If $m=1$, assume that there exists a $\sigma \in$ $\{1, \ldots, s\}$ with $k_{\sigma}^{\prime} \neq 1$. Then

$$
\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \subset \mathcal{L}_{m}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right)
$$

It remains the case that $t_{1}=t_{2}, m \neq m^{\prime}$ and that the multiset inclusion is given.

Theorem 3.4. Let $t \in \mathbf{N}, t \geq 2$, and $r, s \in \mathbf{N}, k_{1}, \ldots, k_{r} \in \mathbf{N}, k_{1}^{\prime}, \ldots, k_{s}^{\prime} \in \mathbf{N}$ where the multiset $\left\{k_{1}, \ldots, k_{r}\right\}$ is included in the multiset $\left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$. Then

$$
\mathcal{L}_{i}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \not \subset \mathcal{L}_{\geq t}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right)
$$

If in addition, there exists $\rho \in\{1, \ldots, r\}$ such that $k_{\sigma}^{\prime} \neq \frac{k_{\rho}(t+1)}{t}$ for all $\sigma \in\{1, \ldots, s\}$, then

$$
\mathcal{L}_{\geq t}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \not \subset \mathcal{L}_{t}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right) .
$$

Proof. Especially, we choose $k=k_{1}$. Let $g=\max \left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$. We define a CDkul0L system by $G_{t}=\left(\{a\},(h, k), a^{(g+1) k t}\right)$ with $h(a)=\{\varepsilon\}$. Obviously,

$$
\begin{aligned}
L_{t}\left(G_{t}\right) & =\left\{a^{(g+1) k t}\right\} \cup\left\{a^{\nu \dot{k} t} \mid \nu=0, \ldots, g\right\} \text { and } \\
L_{\geq t}\left(G_{t}\right) & =\left\{a^{(g+1) k t}\right\} \cup\left\{a^{\nu k} \mid \nu=0, \ldots, g t\right\}
\end{aligned}
$$

First, assume that $L_{t}\left(G_{t}\right)$ is generated by a $\operatorname{CD}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right)$ ul0L system $G_{t}^{\prime}=$ $\left(\Sigma,\left(h_{1}^{\prime}, k_{1}^{\prime}\right), \ldots,\left(h_{s}^{\prime}, k_{s}^{\prime}\right), \omega\right)$ according to the $(\geq t)$-mode. By Lemma 2.1 we can assume that $\Sigma=\{a\}$. We conclude that $\omega=a^{(g+1) k t}$ and $h_{\sigma}^{\prime}(a) \subset\{\varepsilon, a\}$. For some $\sigma \in\{1, \ldots, s\}$, we have

$$
D: a^{(g+1) k t} \Longrightarrow{ }_{\sigma}^{t} a^{g k t}
$$

Obviously, $\varepsilon \in h_{\sigma}^{\prime}(a)$. If $k_{\sigma}^{\prime}<k$, then we get $a^{(g+1) k t} \Longrightarrow a^{(g+1) k t-k_{\sigma}^{\prime} t}$ where $(g+1) k t-$ $k_{\sigma}^{\prime} t>g k t$, a contradiction. If $k_{\sigma}^{\prime}>k$, then we also need $a \in h_{\sigma}^{\prime}(a)$. We conclude that $\omega \Longrightarrow_{\sigma}^{t} a^{(g+1) k t-1} \notin L_{t}\left(G_{t}\right)$, a contradiction. This implies that the derivation $D$ is only possible if $k_{\sigma}^{\prime}=k$. It follows that the derivation

$$
a^{(g+1) k t} \Longrightarrow_{\sigma}^{t} a^{g k t} \Longrightarrow_{\sigma} a^{g k t-k}
$$

leads to a word of $L_{\geq t}\left(G_{t}^{\prime}\right)$ not belonging to $L_{t}\left(G_{t}\right)$, a contradiction.
Next, assume that the additional condition of the theorem is valid. Without restricting generality, let $k=k_{\rho}$ and $k_{\sigma}^{\prime} \neq \frac{k(t+1)}{t}$ for all $\sigma \in\{1, \ldots, s\}$. Suppose that $L_{\geq t}\left(G_{t}\right)$ is generated according to the $t$-mode by a $\operatorname{CD}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right)$ ul0L system $G_{t}^{\prime}$ as above. Again, we have $\omega=a^{(g+1) k t}$ and $h_{\sigma}^{\prime}(a) \subset\{\varepsilon, a\}$. Consider

$$
D^{\prime}: a^{g k t} \Longrightarrow{ }_{\sigma}^{t} a^{g k t-k}
$$

a derivation from the word of second longest length to the word of third longest length. If $k_{\sigma}^{\prime}<k$, we get a contradiction as demonstrated before. If $k_{\sigma}^{\prime} \geq k$, then the derivation $D^{\prime}$ would be only possible if $h_{\sigma}^{\prime}(a)=\{\varepsilon, a\}$. It follows that $a^{(g+1) k t} \Longrightarrow a^{(g+1) k t-1}$, a contradiction. This implies that

$$
\omega \Longrightarrow{ }_{\sigma}^{t} a^{g k t-k}
$$

As above, $a \notin h_{\sigma}^{\prime}(a)$. We conclude that

$$
k_{\sigma}^{\prime}=k t+k
$$

which contradicts the additional assumption. Thus, $L_{\geq t}\left(G_{t}\right)$ cannot be generated according to the $t$-mode.

Unfortunately, we have not succeeded in proving this theorem for all $k_{\sigma}^{\prime}$. The equation $k_{\sigma}^{\prime}=\frac{k_{\rho}(t+1)}{t}$ is only possible if $t$ divides $k_{\rho}$. If for all $\rho \in\{1, \ldots, r\}$ there
exists $\sigma \in\{1, \ldots, s\}$ such that this equation is fulfilled and if the multiset $\left\{k_{1}, \ldots, k_{r}\right\}$ is included in $\left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}$, then we do not know whether $\mathcal{L}_{\geq t}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \not \subset$ $\mathcal{L}_{t}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, u l 0 L\right)$ or not. To prove the non-inclusion result also for this case, we tried different examples of propagating systems, but all these examples only worked under the restriction of Theorem 3.4.

Example 3.1. We give some examples for the case $m=4, m^{\prime}=(\geq 4)$ and vice versa. By Theorem 3.3

$$
\mathcal{L}_{4}(4,5,8, u l 0 L) \not \subset \mathcal{L}_{\geq 4}(4, u l 0 L) \text { and } \mathcal{L}_{\geq 4}(4, u l 0 L) \not \subset \mathcal{L}_{4}(5,8, u l 0 L)
$$

By Theorem 3.4, we know that

$$
\mathcal{L}_{4}(4, u l 0 L) \not \subset \mathcal{L}_{\geq 4}(4,5,8, u l 0 L)
$$

but it is open whether $\mathcal{L}_{\geq 4}(4, u l 0 L) \not \subset \mathcal{L}_{4}(4,5,8, u l 0 L)$ or not.
Theorem 3.2, Theorem 3.3 and Theorem 3.4 give a nearly full characterization of the families $\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right)$ in respect to mutual inclusion, but some special cases remain open. For the different theorems, we have used different examples and we could not find a common example for all cases. In the non-uniform case, Theorem 3.1 of [10] gives a full characterization of the corresponding families $\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, 10 \mathrm{~L}\right)$. In contrast to the corresponding cases here, its proof has been carried out with the help of only one common example for all cases. Since the $k$-limitation of a $k 10 \mathrm{~L}$ system is imposed seperately on each symbol of the alphabet $\Sigma$, the special structure of the example in [10] implies that all its generating systems have to be deterministic. Thus, the possible derivations remain better arranged than in the case considered here.

In [9] we have introduced, for all $r \in \mathbf{N}$, the family $\mathcal{L}_{r}(\mathrm{uklT} 0 \mathrm{~L})$ of languages which are generated by uklT0L systems which possess $r$ tables. Since $\mathcal{L}_{1}\left(k^{r}, u l 0 L\right)=$ $\mathcal{L}_{r}(\mathrm{u} k \mathrm{lT} 0 \mathrm{~L})$, from Corollary 3.2 we derive

Corollary 3.3. For all $k \in \mathbf{N}, k \geq 2$, and $r \in \mathbf{N}, \mathcal{L}_{r}(\mathrm{u} k \mathrm{~T} 0 \mathrm{~L}) \subset \mathcal{L}_{r+1}(\mathrm{u} k \mathrm{lTOL})$.
Corollary 3.3 equals Theorem 5.1 of [9].
Corollary 3.4. Let $k, k^{\prime} \in \mathbf{N}, k \neq k^{\prime}, k \neq 1, k^{\prime} \neq 1$. Then any of the eight families of $\mathcal{L}(u k l P D T 0 L)$ is incomparable to any of the eight families of $\mathcal{L}\left(u k^{\prime} l P D T 0 L\right)$.

Proof. Consider $\mathcal{L}(u k l 0 L)=\mathcal{L}_{1}(k, u l 0 L)$ and, for all $s \in \mathbb{N}$, schr $L_{\mathbf{1}}\left(k^{\prime s}, u l 0 L\right)$. Let $L \in \mathcal{L}_{1}(k, u l 0 L)$ with $L \notin \mathcal{L}_{1}\left(k^{s s}, u l 0 L\right)$ for all $s \in \mathbf{N}$ be the language of the proof of Theorem 3.3 which is independent of $s$ because of $g=\max \left\{k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right\}=k^{\prime}$. It follows that $L \notin \mathcal{L}\left(u k^{\prime} \mathrm{lT} 0 \mathrm{~L}\right)=\bigcup_{s \in \mathrm{~N}} \mathcal{L}_{1}\left(k^{\prime s}, u l 0 L\right)$. The system $G$ of the proof of Theorem 3.3 is also deterministic and propagating. Thus we conclude that $L \in \mathcal{L}(u k$ IPD0L $)$. Since $\mathcal{L}(\mathrm{u} k \mathrm{PPDOL}) \subset \mathcal{L}_{1}(k, u l 0 L) \subset \mathcal{L}(u k l T 0 L)$, the result follows.

Corollary 3.4 equals Theorem 3.6 in [9]. The proof using Theorem 3.3 given here depends on another example than that of [9].

More generally than Corollary 3.3, we get
Theorem 3.5. Let $t \in \mathbf{N}, m=t$ or $m=(\geq t)$. Furthermore, let $r \in \mathbf{N}$ and $k \in \mathbf{N}$. Then

$$
\mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L) \subset \mathcal{L}_{m}^{r}(\leq(k+1))(C D u l 0 L)
$$

$$
\text { and } \mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L) \subset \mathcal{L}_{m}^{r}(C D u l 0 L) \subset \mathcal{L}_{m}^{r+1}(C D u l 0 L)
$$

If also $k t \neq 1$, then

$$
\mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L) \subset \mathcal{L}_{m}^{r+1}(\leq k)(C D u l 0 L)
$$

Proof. The simple inclusions are obvious by Lemma 3.1 and the definitions. To prove the last strict inclusion, for $k_{1}=\ldots=k_{r+1}=k \in \mathbf{N}$ with $k t \neq 1$, we define a $\mathrm{CD} k^{r+1} \mathrm{ul} 0 \mathrm{~L}$ system $G$ according to the proof of Theorem 3.3 where $g=k$. Clearly, $L=L(G) \in \mathcal{L}_{m}^{r+1}(\leq k)(C D u l 0 L)$. By the construction of the proof of Theorem $3.3, L \notin \mathcal{L}_{m}\left(k_{1}^{\prime}, \ldots, k_{r}^{\prime}, 10 \mathrm{~L}\right)$ for all $k_{i}^{\prime} \in \mathbf{N}, k_{i}^{\prime} \leq k, i=1, \ldots, r$. We conclude that $L \notin \mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L)$. Thus, the last inclusion is proved.

Similarly, we define a $\mathrm{CD}(k+1)^{r}$ ul0L system $G^{\prime}$ according to the proof of Theorem 3.3 where $g=k$ again. It follows that $L_{m}\left(G^{\prime}\right) \in \mathcal{L}_{m}^{r}(\leq(k+1))(C D u l 0 L)$, but $L_{m}\left(G^{\prime}\right) \notin \mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L)$ which proves $\mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L) \subset \mathcal{L}_{m}^{r}(\leq(k+$ 1) $)(C D u l 0 L)$ and thus also $\mathcal{L}_{m}^{r}(\leq k)(C D u l 0 L) \subset \mathcal{L}_{m}^{r}(C D u l 0 L)$.

The proof of $\mathcal{L}_{m}^{r}(C D u l 0 L) \subset \mathcal{L}_{m}^{r+1}(C D u l 0 L)$ cannot be directly carried over from Theorem 3.3 because there does not exist a common $g$ which may be used for all $\mathrm{CD}\left(k_{1}^{\prime}, \ldots, k_{r}^{\prime}\right) \mathrm{ul} 0 \mathrm{~L}$ systems in the same way as in that theorem. Therefore, the construction must be changed a little bit. We define a $\mathrm{CD} 2^{r+1}$ ul0L system

$$
G=\left(\left\{a_{1}, \ldots, a_{2 t}\right\},\left(h_{1}, 2\right), \ldots,\left(h_{r+1}, 2\right), a_{1}^{2} \ldots a_{2 t}^{2}\right)
$$

with $h_{\rho}\left(a_{i}\right)=\left\{a_{i}^{r+1+\rho}\right\}$ for all $i \in\{1, \ldots, 2 t\}$ and $\rho=1, \ldots, r+1$. Obviously, $L=L_{m}(G) \subset a_{1}^{+} \ldots a_{2 t}^{+}$. The words

$$
a_{1}^{2} \ldots a_{2 t}^{2} \text { and } w_{\rho}=a_{1}^{r+2+\rho} \ldots a_{2 t}^{r+2+\rho}, \rho=1, \ldots, r+1
$$

belong to $L$. For other words $w \in L$, there exists $i \in\{1, \ldots, 2 t\}$ with $\# a_{i} w \geq$ $2+2(r+1)$. Every word $w \in L$ fulfills $\# a_{i}=2$ or $\# a_{i} \geq r+3$ for all $i \in\{1, \ldots, 2 t\}$.

Suppose that, according to the $m$-mode, $L$ is generated by an arbitrary $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right) \mathrm{ul0L}$ system

$$
G^{\prime}=\left(\Sigma,\left(h_{\mathbf{1}}^{\prime}, k_{1}\right), \ldots,\left(h_{r}^{\prime}, k_{r}^{\prime}\right), \omega\right)
$$

By Lemma 2.1, $\Sigma=\left\{a_{1}, \ldots, a_{2 t}\right\}$. As in the case of the proof of Theorem 3.3, $G^{\prime}$ is propagating, $\omega=a_{1}^{2} \ldots a_{2 t}^{2}$ and the words $w_{\rho}, \rho=1, \ldots, r+1$, can only be generated, if at all, from $\omega$ or from some $w_{\rho^{\prime}}$ with $\rho^{\prime}<\rho$. Since $1<\# a_{i} w_{\rho}-\#{ }_{a_{i}} w_{\rho^{\prime}} \leq r$ for all $i \in\{1, \ldots, 2 t\}$, a derivation step $w_{\rho^{\prime}} \Longrightarrow{ }_{\sigma}^{m} w_{\rho}$ for some $\sigma \in\{1, \ldots, r\}$ would imply $a_{i}^{x_{i}} \in h_{\sigma}^{\prime}\left(a_{i}\right)$ with $1<x_{i} \leq r+1$ for all $i \in\{1, \ldots, 2 t\}$. Since $|\omega| \geq 4>2$ according to $G$ and using $h_{1}$ we may derive a word $w^{\prime}=a_{1}^{2} a_{2}^{2+z_{2}} \ldots a_{2 t}^{z_{2}+2 t} \in L$ with $z_{2}+\ldots z_{2 t}=2 t(r+1)$. Using the table $h_{\sigma}^{\prime}$ above and substituting one occurrence of $a_{1}$, we have a derivation $w^{\prime} \Longrightarrow{ }_{\sigma}^{t} w^{\prime \prime}$ with $2<\#_{a_{1}} w^{\prime \prime}=1+x_{1} \leq r+2$, a contradiction to the shape of the words of $L$. We conclude that for all $\rho \in\{1, \ldots, r+1\}$,

$$
D: \omega \Longrightarrow_{\sigma}^{t} w_{\rho}
$$

for some $\sigma \in\{1, \ldots, r\}$. Obviously, if $k_{\sigma}^{\prime}<k$, such a derivation step is not possible. We consider the case $k_{\sigma}^{\prime} \geq k$. By the considerations above we know that $a_{i}^{x_{i}} \in h_{\sigma}^{\prime}\left(a_{i}\right)$ with $1<x_{i} \leq r+1$ is not possible. This implies that the derivation $D$ is only
possible if $a_{i}^{r+1+\rho} \in h_{\sigma}^{\prime}\left(a_{i}\right)$ for all $i \in\{1, \ldots, 2 t\}$. It follows that the $r+1$ derivations $\omega \Longrightarrow{ }_{\sigma}^{t} w_{\rho}$ are carried out by at most $r$ different tables $h_{\sigma}^{\prime}$. Assume that $w_{\rho}$ and $w_{\rho^{\prime}}$, $\rho<\rho^{\prime}$, are generated by the same table $h_{\sigma^{\prime}}$. Then $\left\{a_{i}^{r+1+\rho}, a_{i}^{r+1+\rho^{\prime}}\right\} \subset h_{\sigma^{\prime}}^{\prime}\left(a_{i}\right)$ for all $i \in\{1, \ldots, 2 t\}$. In the last step of the derivation $\omega \Longrightarrow{ }_{\sigma^{\prime}}^{t} w_{\rho}$ using a non-trivial production $a_{i} \rightarrow a_{i}^{r+1+\rho}$ for some $i$, we replace this production by $a_{i} \rightarrow a_{i}^{r+1+\rho^{\prime}}$ which leads to a derivation $\omega \Longrightarrow{ }_{\sigma^{\prime}}^{t} a_{1}^{r+2+\rho} \ldots a_{i-1}^{r+2+\rho} a_{i}^{r+2+\rho^{\prime}} a_{i+1}^{r+2+\rho} \ldots a_{2 t}^{r+2+\rho}$ generating a word not belonging to $L$, a contradiction.

By Theorem 3.1 we know that $\mathcal{L}_{1}^{r}(\leq 1)(C D u l 0 L)=\mathcal{L}(u e l 0 L)$.
The different results show that there exist infinitely many language families which are incomparable to one another. But on the other side we have also recognized that there exist infinitely many infinite hierarchies of language families.

## 4. Comparison of CDul0L Language Families with Other Language Families

In case of the non-uniformly limited systems, we have shown in [10], Theorem 4.1, that $\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, 10 \mathrm{~L}\right), \mathcal{L}\left(k_{1} 1 \mathrm{~T} 0 \mathrm{~L}\right), \mathcal{L}_{m}(C D 10 L), \mathcal{L}_{m_{m}}^{r}(C D l 0 L), \mathcal{L}_{m}^{r}\left(\leq k^{\prime}\right)(C D l 0 L)$ (for all $k^{\prime} \in \mathbf{N}$ ) and $\mathcal{L}(C D l 0 L)$ are incomparable with any family of $\mathcal{L}((\mathrm{P})(\mathrm{D})(\mathrm{T}) 0 \mathrm{~L})$ or with the families of finite, regular or context-free languages. We begin this section with the comparison of CDul0L language families with the families of TOL languages and with the families of CDl0L languages. The proof of the corresponding results is similar to that of the special case of the comparison of $\mathcal{L}(u k l T 0 L)$ with $\mathcal{L}((\mathrm{P})(\mathrm{D})(\mathrm{T}) 0 \mathrm{~L})$ and $\mathcal{L}(k l(\mathrm{P})(\mathrm{D})(\mathrm{T}) 0 \mathrm{~L})$ in $[9]$, Theorem 3.1 and Theorem 3.2, but some modifications are necessary.

Theorem 4.1. For all $m \in\{1,2,3, \ldots, \geq 2, \geq 3, \ldots\}, r, s, k_{1}, \ldots, k_{r} \in \mathbf{N}$ with $k_{1} \cdot \ldots \cdot k_{r} \neq 1$, and $k_{1}^{\prime}, \ldots, k_{s}^{\prime} \in \mathbf{N}$, any family

$$
\begin{aligned}
& \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l p d 0 L\right), \mathcal{L}\left(k_{1} u l p d T 0 L\right), \mathcal{L}_{m}(C D u l p d 0 L), \\
& \mathcal{L}_{m}^{r}(C D u l p d 0 L), \mathcal{L}_{m}^{r}\left(\leq k^{\prime}\right)(C D u l p d 0 L)
\end{aligned}
$$

for all $k^{\prime} \in \mathbf{N}$ and $\mathcal{L}(C D u l p d 0 L)$ is incomparable with any family

$$
\begin{aligned}
& \mathcal{L}((P)(D)(T) 0 L), \mathcal{L}_{m}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}, l p d 0 L\right), \mathcal{L}\left(k_{1}^{\prime} l p d T 0 L\right) \\
& \mathcal{L}_{m}(C D l p d 0 L), \mathcal{L}_{m}^{s}(C D l p d 0 L), \mathcal{L}_{m}^{s}\left(\leq k^{\prime \prime}\right)(C D l p d 0 L)
\end{aligned}
$$

for all $k^{\prime \prime} \in \mathbf{N}$ and $\mathcal{L}(C D l p d 0 L)$, but the famities are not disjoint.
Proof. $\{a\}$ is a member of all language families considered. Furthermore, we have $L=\left\{a^{2^{n}} \mid n \in \mathbf{N}_{0}\right\} \in \mathcal{L}($ PDT0L $)$, but $L$ is not a member of any of the CDul0L language families because of the remarks after Corollary 2.1 concerning the difference of the lengths of the words in a CDul0L language. By the definitions we know that

$$
\begin{aligned}
\mathcal{L}_{m}\left(k_{1}, u l 0 L\right) \subset & \mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right) \subset \mathcal{L}_{m}^{r}(C D u l 0 L) \subset \mathcal{L}_{m}(C D u l 0 L) \subset \mathcal{L}(C D u l 0 L) \\
& \mathcal{L}_{m}\left(k_{1}, u l 0 L\right) \subset \mathcal{L}_{m}^{r}\left(\leq k_{1}\right)(C D u l 0 L) \subset \mathcal{L}(C D u l 0 L) \text { and } \\
& \mathcal{L}_{1}\left(k_{1}, u l 0 L\right)=\mathcal{L}\left(k_{1} u l 0 L\right) \subset \mathcal{L}\left(k_{1} u l T 0 L\right) \subset \mathcal{L}(C D u l 0 L)
\end{aligned}
$$

The corresponding inclusions are also valid in the propagating and/or deterministic case and also for non-uniformly limited systems. It remains to prove that there exists
$L^{\prime} \in \mathcal{L}_{m}\left(k_{1}, u l P D 0 L\right)$ with $L^{\prime} \notin \mathcal{L}(T 0 L) \cup \mathcal{L}(C D l 0 L)$ and that there exists $L^{\prime \prime} \in$ $\mathcal{L}_{m}\left(k_{1}, l P D 0 L\right)$ with $L^{\prime \prime} \notin \mathcal{L}(C D u l 0 L)$. We begin with the latter case. Denote $k=k_{1}$ and consider the CDkIPDOL system

$$
G_{2}=\left(\{a, b\},(h, k), a^{k} b^{k}\right) \text { with } h(a)=a^{2} \text { and } h(b)=b^{2} .
$$

Let $m=t$ or $m=(\geq t)$ for some $t \in \mathbf{N}$. Obviously, $\left\{a^{k+s t k} b^{k+s t k} \mid s \in \mathbf{N}_{0}\right\}$ subset $L^{\prime \prime}=$ $L_{m}\left(G_{2}\right) \subset a^{+} b^{+}$, and if $w \in L^{\prime \prime}$, then $\#_{a} w=\#_{b} w$. Let $m=t^{\prime}$ or $m^{\prime}=\left(\geq t^{\prime}\right)$ for some $t^{\prime} \in \mathbf{N}$. Assume that according to the $m^{\prime}$-mode, $L^{\prime \prime}$ is generated by a $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L system

$$
G_{2}^{\prime \prime}=\left(\Sigma,\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right) .
$$

By Lemma 2.1, $\Sigma=\{a, b\}$. Obviously, $G_{2}^{\prime \prime}$ must be propagating. There must exist a table $h_{\rho}, \rho \in\{1, \ldots, r\}$, with $a^{i} \in h_{\rho}(a)$ and $i>1$. Choose an $s_{0} \in \mathbf{N}$ with $k+s_{0} t k>$ $k_{\rho} \cdot t^{\prime}$. Then a derivation $a^{k+s_{0} t k} b^{k+s_{0} t k} \Longrightarrow{ }_{\rho}^{m^{\prime}} w^{\prime \prime}$ with $\#_{a} w^{\prime \prime} \neq k+s_{0} t k=\#_{b} w^{\prime \prime}$ is possible. But this contradicts the shape of the language $L^{\prime \prime}$. Thus $L^{\prime \prime} \notin \mathcal{L}(C D u l 0 L)$.

Next, for $k \geq 2$ we consider the CD $k$ ulPD0L system

$$
G_{1}=(\{a, b\},(h, k), a b) \text { with } h(a)=a^{2}, h(b)=b^{2} .
$$

Assume that $k=2^{p}+q$ for some $q$ with $0 \leq q<k$. Depending on $m$, the shortest words of $L^{\prime}=L_{m}\left(G_{1}\right)$ are among the words

$$
a b, a^{2} b^{2}, a^{4} b^{4}, \ldots, a^{2^{p}} b^{2^{p}}
$$

Other words of $L^{\prime}$ which do not possess more than $k$ occurrences of $a$, are of the form $a^{k} b^{2^{p+1}+\nu k}$ for appropriate $\nu \in \mathbf{N}$ depending on $m$. But obviously, there exist infinitely many different such words belonging to $L^{\prime}$. Assume that $L^{\prime}$ is generated according to the $m^{\prime}$-mode by a $\mathrm{CD}\left(k_{1}^{\prime}, \ldots, k_{s}^{\prime}\right) 10 \mathrm{~L}$ system

$$
G_{1}^{\prime}=\left(\{a, b\},\left(h_{1}^{\prime}, k_{1}^{\prime}\right), \ldots,\left(h_{s}^{\prime}, k_{s}^{\prime}\right), \omega\right) .
$$

It is clear that $G_{1}^{\prime}$ must be propagating. Suppose that there exists a $\sigma \in\{1, \ldots, s\}$ and an $i \in \mathbf{N}, i>1$, such that $a \in h_{\sigma}^{\prime}(a)$ and $b^{i} \in h_{\sigma}^{\prime}(b)$. It follows that $a b \Longrightarrow \Longrightarrow_{\sigma}^{m^{\prime}} a b^{j}$ for an appropriate $j \in \mathbf{N}, j>1$. Since $k \neq 1, a b^{j} \notin L^{\prime}$. Therefore, the infinitely many words of $L^{\prime}$ of the form $a^{k} b^{b^{p+1}+\nu k}$ can only be directly generated from words with less than $k$ occurrences of $a$. But there are only finitely many such words, a contradiction. Thus $L^{\prime} \notin \mathcal{L}(C D l 0 L)$.

If we assume that $L^{\prime}$ is generated by a T 0 L system, we get the same contradiction.

By $\mathcal{L}(F I N), \mathcal{L}(R E G), \mathcal{L}(C F), \mathcal{L}(C S)$, we denote the families of finite, regular, context-free, or context-sensitive languages, respectively. The following result shows that in case of propagating systems, all generated languages are context-sensitive.

Theorem 4.2. $\mathcal{L}(C D u l P 0 L) \subset \mathcal{L}(C F)$.
Proof. We consider an arbitrary $t \in \mathbf{N}$ and an arbitrary $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right) \mathrm{ulP} 0 \mathrm{~L}$ system

$$
G=\left(\Sigma,\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right) .
$$

We define a grammar $H$ generating $L_{t}(G)$ which can be generalized to a grammar for $L_{\geq t}(G)$. The terminal alphabet of $H$ is given by $\Sigma$. The nonterminal symbols are given, together with the productions, in the course of the following construction. Let $X_{0}$ be the start symbol. The production

$$
X_{0} \rightarrow \omega
$$

is only necessary to derive the axiom of $G$. After an application of a production

$$
X_{0} \rightarrow L T_{0}^{\rho} \omega R_{1} \text { for } \rho \in\{1, \ldots, r\}
$$

begins the simulation of a derivation step $\omega \Longrightarrow_{\rho}^{t} \hat{w}$ according to a table $h_{\rho}$. If $L T_{0}^{\rho} w R_{1}$ with $w \in L_{t}(G)$ has already been derived, then

$$
D: w \Longrightarrow_{\rho}^{t} w^{\prime}
$$

is simulated with the help of the following productions where the non-terminals $T_{i}^{\rho}$, $i=0, \ldots, k$, count the number of substitutions effected in a single derivation step of $D$ while the non-terminals $R_{j}, j=1, \ldots, t$, count the number of these single derivation steps. First, a single derivation step of $D$ is simulated with the help of the productions

$$
T_{i}^{\rho} a \rightarrow a^{\prime} T_{i}^{p}, T_{i}^{\rho} a \rightarrow v T_{i+1}^{p} \text { for } a \in \Sigma, v \in h_{\rho}(a) \text { and } i \in\left\{0, \ldots, k_{\rho}-1\right\}
$$

where, for every $a \in \Sigma, a^{\prime}$ is a new nonterminal symbol. By these productions, the symbol $T_{i}^{\rho}$ passes from left to right in the course of which the index $i$ is incremented by 1 if an application of a production is simulated. If at the right side of the word considered, the symbol $T_{k_{\rho}}^{p}$ meets $R_{j}$, then in this simulation step exactly $k_{\rho}$ symbols of the word considered have been substituted. By the productions

$$
\begin{aligned}
& T_{k_{p}^{\rho}}^{\rho} R_{j} \rightarrow Z^{\rho} R_{j+1}, j \in\{1, \ldots, t-1\}, \\
& a Z^{\rho} \rightarrow Z^{\rho} a, a^{\prime} Z^{\rho} \rightarrow Z^{\rho} a \text { for } a \in \Sigma \text { and } L Z^{\rho} \rightarrow L T_{0}^{p},
\end{aligned}
$$

the $(j+1)$-st derivation step according to $h_{\rho}$ is initiated. If instead of the situation above, at the right side of the word considered, a symbol $T_{i}^{\rho}, i \in\left\{0, \ldots, k_{\rho}-1\right\}$, meets a symbol $R_{j}$, then a single derivation step has only been successfully simulated if no symbol $a^{\prime}$ for $a \in \Sigma$ occurs in the word considered. Thus, by

$$
\begin{aligned}
& T_{i}^{\rho} R_{j} \rightarrow \hat{Z}^{\rho} R_{j+1}, j \in\{1, \ldots, t-1\}, i \in\left\{0, \ldots, k_{\rho}-1\right\}, \\
& a \hat{Z}^{\rho} \rightarrow \hat{Z}^{\rho} a \text { for } a \in \Sigma \text { and } L \hat{Z}^{\rho} \rightarrow L T_{0}^{\rho}
\end{aligned}
$$

only if there is no such $a^{\prime}$, a next single derivation step according to $h_{\rho}$ is initiated. Otherwise, the derivation stops. After the last single derivation step, that is after the simulation of $D, T_{i}^{\rho}, i \in\left\{0, \ldots, k_{\rho}\right\}$, meets the symbol $R_{t}$ at the right side of the word considered. Then by a production

$$
T_{k}^{\rho} R_{t} \rightarrow Z^{\rho^{\prime}} R_{0} \text { for } \rho^{\prime} \in\{1, \ldots, r\}
$$

or

$$
T_{i}^{\rho} R_{t} \rightarrow \hat{Z}^{\rho^{\prime}} R_{0} \text { for } \rho^{\prime} \in\{1, \ldots, r\}, i \in\left\{0, \ldots, k_{\rho}-1\right\}
$$

we can start a further derivation $w^{\prime} \Longrightarrow{ }_{\rho^{\prime}}^{t} w^{\prime \prime}$, or else by

$$
T_{k}^{\rho} R_{t} \rightarrow S, a S \rightarrow S a, a^{\prime} S \rightarrow S a \text { for } a \in \Sigma \text { and } L S \rightarrow \varepsilon
$$

or

$$
T_{i}^{\rho} R_{t} \rightarrow \hat{S}, a \hat{S} \rightarrow \hat{S} a \text { for } i \in\left\{0, \ldots, k_{\rho}-1\right\}, a \in \Sigma \text { and } L \hat{S} \rightarrow \varepsilon
$$

we derive the word $w^{\prime} \in L_{t}(G)$. By the construction it is obvious that the grammar generates $L_{t}(G)$. Since $G$ is propagating, the workspace theorem (see [7], Theorem III.10.1) shows that $L_{t}(G)$ is context-sensitive. If we want to generate $L_{\geq t}(G)$, then it is clear that we only have to add the productions

$$
T_{k}^{\rho} R_{t} \rightarrow Z^{\rho} R_{t} \text { and } T_{i}^{\rho} R_{t} \rightarrow \hat{Z}^{\rho} R_{t}, i \in\left\{0, \ldots, k_{\rho}-1\right\}
$$

The language $\left\{a^{2^{n}} \mid n \in \mathbf{N}_{0}\right\} \in \mathcal{L}(C F)$ cannot be a CDu0L language because of the considerations following Corollary 2.1. Thus the strict inclusion holds.

It is open if the result of Theorem 4.2 is also valid for arbitrary CDul0L languages.
The following theorem shows that the different CDul0L language families cannot be inserted into the hierarchy $\mathcal{L}(F I N) \subset \mathcal{L}(R E G) \subset \mathcal{L}(C F)$ of Chomsky language families. The corresponding result for the families $\mathcal{L}\left(k^{\prime} 1 \mathrm{~T} 0 \mathrm{~L}\right)$ has already been proved in [9], Theorem 3.9, and for the families of CDl0L languages in [10], Theorem 4.2.

Theorem 4.3. For all

$$
\begin{aligned}
& \mathcal{L}_{1} \in\{\mathcal{L}(F I N), \mathcal{L}(R E G)-\mathcal{L}(F I N), \mathcal{L}(C F)-\mathcal{L}(R E G), \mathcal{L}(C F)-\mathcal{L}(C F)\} \\
& \mathcal{L}_{2} \in\left\{\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right), \mathcal{L}_{m}^{r}(C D u l 0 L), \mathcal{L}_{m}(C D u l 0 L), \mathcal{L}_{m}^{r}\left(\leq k_{1}\right)(C D u l 0 L),\right. \\
&\left.\mathcal{L}(C D u l 0 L), \mathcal{L}\left(k_{1} u l T 0 L\right) \mid m=t \text { or } m=(\geq t), t \in \mathbf{N}, r \in \mathbf{N}, k_{1}, \ldots, k_{r} \in \mathbf{N}\right\}
\end{aligned}
$$

there exist languages $L_{1} \in \mathcal{L}_{1}$ with $L_{1} \in \mathcal{L}_{2}$ (with the exception of the case $\mathcal{L}_{1}=$ $\mathcal{L}(C F)-\mathcal{L}(C F)$ together with $\mathcal{L}_{2} \in\left\{\mathcal{L}_{m}\left(k_{1}, \ldots, k_{r}, u l 0 L\right), \mathcal{L}\left(k_{1} u l T 0 L\right) \mid k_{1}, \ldots \cdot k_{r}=\right.$ 1\}) and $L_{2} \in \mathcal{L}_{1}$ with $L_{2} \notin \mathcal{L}_{2}$.

Proof. Let $m=t$ or $m=(\geq t)$ for $t \in \mathbf{N}$. We begin by proving the first half of the statement of the theorem. Because of the inclusions of the proof of Theorem 4.1, it suffices to demonstrate that for every $\mathcal{L}_{1}$ as above there exists $L_{1} \in \mathcal{L}_{m}\left(k_{1}, u l 0 L\right)$ with $L_{1} \in \mathcal{L}_{1}$. We set $k=k_{1}$.

Obviously, $\{b\} \in \mathcal{L}_{m}(k, u l 0 L) \cap \mathcal{L}(F I N)$. Furthermore, the CDkulPD0L system $G_{1}=\left(\{b\},\left(h_{1}, k\right), b^{k}\right)$ with $h_{1}(b)=b^{2}$ generates

$$
\begin{aligned}
& L_{t}\left(G_{1}\right)=b^{k}\left(b^{t k}\right)^{*} \in \mathcal{L}_{t}(k, u l 0 L) \cap(\mathcal{L}(R E G)-\mathcal{L}(F I N)) \text { and } \\
& L_{\geq t}\left(G_{1}\right)=b^{k} \cup b^{(t+1) k}\left(b^{k}\right)^{*} \in \mathcal{L}_{\geq t}(k, u l 0 L) \cap(\mathcal{L}(R E G)-\mathcal{L}(F I N)) .
\end{aligned}
$$

The language $\left\{a^{k+n} b a^{k+n} \mid n \in \mathbf{N}_{0}\right\} \in \mathcal{L}(C F)-\mathcal{L}(R E G)$ is generated, according to any $m$-mode, by the CD $k$ ulPD0L system $G_{2}=\left(\{a, b\},\left(h_{2}, k\right), a^{k} b a^{k}\right)$ with $h_{2}(a)=a$ and $h_{2}(b)=a b a$.

For $k \geq 2$, we consider the CD $k$ ulPD0L system

$$
G_{3}=\left(\left\{a_{1}, \ldots, a_{k}\right\},\left(h_{3}, k\right), a_{1} \ldots a_{k} a_{1}\right)
$$

with $h_{3}\left(a_{1}\right)=a_{1}^{2} a_{2}, h_{3}\left(a_{2}\right)=a_{2} a_{3}, \ldots, h_{3}\left(a_{k}\right)=a_{k} a_{1}$. Obviously,

$$
\begin{aligned}
& L_{t}\left(G_{3}\right) \cap a_{1}^{+} a_{2}^{+} \ldots a_{k}^{+} a_{1}^{+}=\left\{a_{1}^{1+t n} \ldots a_{k}^{1+t n} a_{1}^{1+t n} \mid n \in \mathbf{N}_{0}\right\} \text { and } \\
& L_{\geq t}\left(G_{3}\right) \cap a_{1}^{+} a_{2}^{+} \ldots a_{k}^{+} a_{1}^{+}=\left\{a_{1} \ldots a_{k} a_{1}\right\} \cup\left\{a_{1}^{t+n} \ldots a_{k}^{t+n} a_{1}^{t+n} \mid n \in \mathbf{N}\right\} .
\end{aligned}
$$

By the Lemma of Bar-Hillel, these intersections are not context-free. Since $a_{1}^{+} \ldots a_{k}^{+} a_{1}^{+}$ is regular, $L_{t}\left(G_{3}\right)$ and $L_{\geq t}\left(G_{3}\right)$ cannot be context-free, too. On the other side, by Theorem 4.2 we know that $L_{t}\left(G_{3}\right)$ and $L_{\geq t}\left(G_{3}\right)$ are context-sensitive.

For the second half of the proof it suffices to show that for every family $\mathcal{L}_{1}$ as above there exists a language of $\mathcal{L}_{1}$ which cannot be generated by any $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L system. First we consider the finite language $L_{1}=\left\{b, b^{2}\right\}$ and assume that it is generated by a system $G=\left(\Sigma,\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right)$. (Note that for $t \neq 1$ we cannot assume that $\Sigma=\{b\}$.) If $\omega=b$ is the axiom of $G$ then $b \Longrightarrow{ }_{p}^{m} b^{2}$ for some $\rho, \rho=1, \ldots, r$. This means that there exists $t^{t} \in \mathbf{N}, t^{t} \geq t$, such that $b^{2}$ is derived from $b$ in $t^{\prime}$ derivation steps according to the underlying $u k_{\rho} 10 \mathrm{~L}$ system. We continue the derivation with further $t^{\prime}$ steps according to $h_{\rho}$ such that from the first $b$ of $b^{2}$ the derivation is carried out exactly as before. From the second $b$ we try to do the same but depending on $k_{\rho}$, it might be possible that some substitutions have to be postponed to later steps. But in any case it is obvious that in any intermediate word of this derivation $b^{2} \Longrightarrow{ }_{\rho}^{m} w$, there exists at least one symbol arising from the second b. It follows that $|w| \geq 3$, a contradiction. If $\omega=b^{2}$, then $b^{2} \Longrightarrow{ }_{\rho}^{m} b$ according to $t^{\prime}$ steps as before. Similarly as before, it follows that $b \Longrightarrow{ }_{\rho}^{m} \varepsilon$, a contradiction.

For the next cases, consider $L_{i}=\left\{b, b^{2}\right\} \cup A_{i}, i=2,3$, where $A_{2}=\left\{b^{2}\right\}^{+} c^{+}$and $A_{3}=\left\{b^{n} c^{n} \mid n \in \mathbf{N}, n \geq 2\right\}$. Obviously, $L_{2} \in \mathcal{L}(R E G)-\mathcal{L}(F I N), L_{3} \in \mathcal{L}(C F)-$ $\mathcal{L}(R E G)$. Assume that $L_{i}, i=2,3$, is generated by a $\operatorname{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L system. By Lemma 2.1 we can assume that $\Sigma=\{b, c\}$. It follows that $G$ is propagating, $\omega=b$ and $h_{\rho}(b) \subset b^{+}, h_{\rho}(c) \subset c^{+}$for all $\rho, \rho=1, \ldots, r$. $h_{\rho}(b) \subset b^{+}$implies that $\omega=b$ cannot derive $b^{2} c^{2} \in L_{i}, i=2,3$, a contradiction.

Finally, let $L_{4}=\left\{a^{2^{n}} \mid n \in \mathbf{N}_{0}\right\} \in \mathcal{L}(C F)-\mathcal{L}(C F)$. In Theorem 4.2 we have shown that $L_{4} \notin \mathcal{L}(C D u l 0 L)$.

## 5. Non-Closure Properties

Theorem 5.1. All CDul0L language families $\mathcal{L}_{2}$ of the set of Theorem 4.3 are not closed with respect to (a) union, (b) intersection with regular sets, (c) $\varepsilon$-free iteration, (d) $\varepsilon$-free homomorphism, (e) inverse homomorphism, (f) concatenation.

Proof, For a derivation according to the $m$-mode we assume that $m=t$ or $m=(\geq t)$ for some $t \in \mathbf{N}$.
(a) Obviously, $\{b\},\left\{b^{2}\right\} \in \mathcal{L}_{2}$ for all such language families, but $\left\{b, b^{2}\right\} \notin$ $\mathcal{L}(C D u l 0 L)$ (see proof of Theorem 4.3.).
(b) For an arbitrary $k \in \mathbf{N}$, consider the CDkul0L system $G=(\{b\},(h, k), b)$ with $h(b)=\left\{b, b^{2}\right\}$. According to any $m$-mode, $\left\{b, b^{2}\right\} \subset L_{m}(G)$. But $\left\{b, b^{2}\right\} \in$ $\mathcal{L}(R E G)$, and $L_{m}(G) \cap\left\{b, b^{2}\right\}=\left\{b, b^{2}\right\} \notin \mathcal{L}(C D u l 0 L)$.
(c) We have $\left\{b^{2} c^{2}\right\} \in \mathcal{L}_{2}$ for all CDul0L language families $\mathcal{L}_{2}$. Let $L=$ $\left\{b^{2} c^{2}\right\}^{+} \in \mathcal{L}(C D u l 0 L)$. By Lemma 2.1 we can assume that $L$ is generated by a $\mathrm{CD}\left(k_{1}, \ldots, k_{r}\right)$ ul0L system $G=\left(\{b, c\},\left(h_{1}, k_{1}\right), \ldots,\left(h_{r}, k_{r}\right), \omega\right)$. Obviously, $G$ is propagating. To derive words longer than the axiom $b^{2} c^{2}$, it is necessary that there exists $h_{\rho}, \rho=1, \ldots, r$, such that $\beta \in h_{\rho}(b)$ or $\gamma \in h_{\rho}(c)$ with $|\beta| \geq 2$ or $|\gamma| \geq 2$. Without loss of generality let $\beta \in h_{p}(b)$. Consider $\left(b^{2} c^{2}\right)^{k_{p} t} \in L$. Then there is a derivation step $\left(b^{2} c^{2}\right)^{k_{\rho} t} \Longrightarrow{ }_{\rho}^{t}\left(\beta b c^{2}\right)^{k_{\rho} t}$. Since $|\beta| \geq 2,\left(\beta b c^{2}\right)^{k_{\rho} t} \in L$ implies that $b^{2}$ is a prefix of $\beta$. Now we consider the also possible derivation step $\left(b^{2} c^{2}\right)^{k_{\rho} t} \Longrightarrow{ }_{\rho}^{t}\left(b \beta c^{2}\right)^{k_{\rho} t}$. We recognize that $b^{3}$ is a prefix of the derived word, a contradiction.
(d) For an arbitrary $k \in \mathbf{N}$, consider the CDkul0L system $(\{c, d\},(h, k), c)$ with $h(c)=d$ and $h(d)=d$ which generates $\{c, d\}$. Let $g$ be an $\varepsilon$-free homomorphism defined by $g(c)=b, g(d)=b^{2}$. Then $g(\{c, d\})=\left\{b, b^{2}\right\} \notin \mathcal{L}(C D u l 0 L)$.
(e) For any $k \in \mathbf{N}$, the language $\left\{c, b, b^{2}\right\}$ is generated by the $\mathrm{CD} k \mathrm{ul} 0 \mathrm{~L}$ system $G=$ $(\{b, c\},(h, k), c)$ with $h(c)=\left\{b, b^{2}\right\}$ and $h(b)=\{b\}$. Define a homomorphism $g$ by $g(b)=b$. It follows that $g^{-1}\left(\left\{c, b, b^{2}\right\}\right)=\left\{b, b^{2}\right\} \notin \mathcal{L}(C D u l 0 L)$.
(f) Obviously, $\{b\}$ and $\{\varepsilon, b\}$ are languages of every CDul0L language family $\mathcal{L}_{2}$. But $\{b\}\{\varepsilon, b\}=\left\{b, b^{2}\right\} \notin \mathcal{L}(C D u l 0 L)$.

The theorem proves that all CDul0L language families are anti-AFL's. The case $\mathcal{L}(k u l T 0 L)$ has been proved in [9], Theorem 4.1. The proof given here is shorter than that of [9]. As a simple positive closure result we get at once that all CDul0L language families are closed with respect to mirror image.
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#### Abstract

The study of teams in grammar systems so far has evolved around teams being formed from a finite number of sets of context-free productions. Here, the generative power of teams in grammar systems consisting of regular, linear and metalinear sets of productions is investigated.


For these sub-context-free cases the forming of teams strictly increases the generative power of the underlying grammar systems in many cases.

## 1. Introduction

When an agent is unable to tackle a complex problem, due to limited capabilities, it seems natural to try to tackle the problem by more than one agent. This results in what they call in Artificial Intelligence (AI) a multi-agent system. An example of the idea of multi-agent systems in Distributed AI are is the so-called blackboard model of problem solving.

This model starts with a given problem specified on the blackboard. Several knowledge sources contribute, regulated by a certain strategy, to solving the problem by changing the current state of the blackboard. During the problem solving, the only way in which these knowledge sources can communicate with each other is by using the blackboard. Finally, in the case of successful cooperation, the solution appears on the blackboard.

The link between this blackboard model of problem solving and formal languages was established in [5]. The knowledge sources correspond to grammars, changing the current state of the blackboard corresponds to rewriting the sentential form, the strategy is regulated by so-called derivation modes and the solution is represented by a terminal word. In [3], cooperating distributed grammar systems, CD grammars systems for short, have been introduced as a formal realisation of this link. These systems have been investigated intensively. Moreover, they have initiated the development of the theory of grammar systems. This theory has already resulted in the monograph [4], which contains an exhaustive survey of the state of the art in the area until ca. 1992.

Already, several well-motivated enhancements of these CD grammar systems have been introduced, such as hybrid CD grammar systems ([15]), team CD grammar systems ([13]) and, most recently, hybrid team CD grammar systems ([2]). In hybrid CD grammar systems, a more realistic approach to cooperation is considered, by assuming the grammars to have different capabilities. In team CD grammar systems the

[^8]natural idea of work being done in teams is incorporated in the system by grouping several grammars and use them to rewrite in parallel. The teams are either formed automatically or prescribed and several versions of the maximal competence strategy in CD grammar systems are defined. Hybrid team CD grammar systems combine these two ideas.

In [13] it was shown that there are situations in which the forming of teams enlarges the power of the underlying CD grammar system and that they form an AFL when working in the maximal competence strategy. Moreover, in [6] it was proved that teams of size two suffice. In [19] it was shown that there are situations in which exactly the power of programmed grammars is obtained (recursively enumerable when $\lambda$-productions are allowed) and in [11], this result was extended to cover more cases of teams in grammar systems. Another surprising result is that the different maximal competence strategies introduced in each of these papers lead to the same generative power. In [2], finally, it was proved that when hybrid teams are allowed the generative power is not enlarged any further. However, every recursively enumerable language can be generated by a hybrid prescribed team CD grammar system with teams of two members. Moreover, concerning syntactic complexity these systems could well be favoured.

Until now, only team CD grammar systems with context-free productions have been considered. Here, the case of a restriction to regular, linear and metalinear productions is studied. For (hybrid) prescribed team CD grammar systems with teams of constant size and regular productions, the team-forming enlarges their generative power beyond the class of regular languages to the class of regular simple matrix grammars. Hence it extends also beyond the power of regular (hybrid) CD grammar systems. The same holds in the case of a restriction to linear productions. These results lead to several corollaries, one of these being that the class generated by (hybrid) prescribed team CD grammar systems with a restriction to regular or linear productions and teams of constant size is incomparable with the class of context-free languages. On the other hand, (hybrid) (team) CD grammar systems with contextfree productions include that class, whereas for the metalinear case, incomparability is only conjectured.

In the case of teams of variable size, no more than the class of regular or linear languages can be generated by (hybrid) prescribed team CD grammar systems with only regular or linear productions, respectively. However, when restricted to metalinear productions, the generative power of (hybrid) prescribed team CD grammar systems extends beyond the class of metalinear languages. Moreover, already the class generated by prescribed team CD grammar systems with this restriction to metalinear productions is equal to the class of programmed grammars with the same restriction and appearance checking in the case of the maximal competence strategies. For the other modes of derivation, the results hold only without appearance checking.

## 2. Preliminaries

In this section, some prerequisites necessary for understanding the sequel are defined. For details and unexplained notions, the reader is referred to [22] for formal languages, [9] for regulated rewriting, [21] for Lindenmayer systems and [4], [7], [8] and [17] and [2] for (variants of) grammar systems.

The set of all non-empty strings over an alphabet $V$ is denoted by $V^{+}$. If the empty
string, $\lambda$, is included, the notation becomes $V^{*}$. The length of a string $x$ is denoted by $|x|$.

An inclusion is denoted by $\subseteq$, whereas a proper inclusion is denoted by $\subset$.
Sometimes, the notation for a family of languages contains a $\lambda$ between the brackets [ and ]. This means that the statement holds in the case of allowing $\lambda$-productions (indicated by the $\lambda$ inbetween brackets) as well as in the case of a restriction to $\lambda$-free productions (thus neglecting the $\lambda$ inbetween brackets). Also other symbols between brackets must now be understood.

Without definition, the family of regular ( $R E G$ ), linear ( $L I N$ ), metalinear ( $M L I N$ ), context-free $(C F)$ and context-sensitive $(C S)$ languages are used in the sequel. Their definitions can be found in, e.g., [9]. The same holds for the family of languages generated by ETOL systems ( $E T 0 L$ ). Finally, also the family of languages generated by [hybrid] CD grammar systems $([H] C D)$ shall not be defined here. However, their definitions can be found in [4] and will become clear in the sequel.

None of the above families of languages will be used in any construction in the proofs. Those families of languages that are used in (some of) the proofs below, are defined next.

An unordered scattered context grammar with appearance checking ([14]) is a construct $G=(N, T, S, P, F)$, where $N$ is the set of nonterminals, $T$ is the set of terminals, $S \in N$ is the axiom, $P=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$ is a finite set of rules (rules are of the form $p_{i}:\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m_{i}}\right) \rightarrow\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m_{i}}\right)$, where $\alpha_{j} \rightarrow \beta_{j}$ are productions over $\left.N \cup T\right)$ and $F$ is a set of occurrences of productions in $P, 1 \leq i \leq n$. For $w, w^{\prime} \in(N \cup T)^{*}$ and $1 \leq i \leq n$ it is said that $w$ directly derives $w^{\prime}$, written as

$$
\begin{aligned}
w \Longrightarrow w^{\prime} \quad \text { iff } \quad & w=w_{1} \alpha_{i_{1}} w_{2} \alpha_{i_{2}} \ldots w_{m} \alpha_{i_{m}} w_{m+1}, w^{\prime}=w_{1} \beta_{i_{1}} w_{2} \beta_{i_{2}} \ldots w_{m} \beta_{i_{m}} w_{m+1}, \\
& p_{i}:\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}\right) \rightarrow\left(\beta_{1}, \beta_{2}, \ldots, \beta_{p}\right) \in P,\left(\alpha_{i_{1}}, \alpha_{i_{2}}, \ldots, \alpha_{i_{m}}\right) \text { is a } \\
& \text { permutation of a subsequence of }\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}\right), w_{l} \in(N \cup T)^{*} \\
& \text { and } 1 \leq l \leq m+1 \\
\text { and } & \alpha_{j} \text { in }\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}\right\} \text { and not in }\left\{\alpha_{i_{1}}, \alpha_{i_{2}}, \ldots, \alpha_{i_{m}}\right\} \text { implies that } \\
& \alpha_{j} \text { is not contained in } w \text { and } \alpha_{j} \rightarrow \beta_{j} \in F .
\end{aligned}
$$

If $F=\emptyset$, the unordered scattered context grammar is called an unordered scattered context grammar without appearance checking and $F$ is omitted from the construct. Moreover, if $F$ contains all occurrences of productions in $P$, the unordered scattered context grammar is called with unconditional transfer. The language generated by $G$ is $L(G)=\left\{w \in T^{*} \mid S \Longrightarrow^{*} w\right\}$, where $\Longrightarrow^{*}$ denotes the reflexive and transitive closure of $\Longrightarrow$.

The family of languages generated by unordered scattered context grammars with $\lambda$-free context-free productions in $P$ is denoted by $U S C_{a c}$ in the case of grammars with appearance checking; when grammars without appearance checking are considered the subscript $a c$ is omitted and when grammars with unconditional transfer are considered the subscript $a c$ is replaced by $u t$.

A programmed grammar $([20])$ is a construct $G=(N, T, S, P)$, where $N$ is the set of nonterminals, $T$ is the set of terminals, $S \in N$ is the axiom and $P$ is a finite set of productions of the form $(r: \alpha \rightarrow \beta, \sigma(r), \varphi(r))$, where $r: \alpha \rightarrow \beta$ is a production over $N \cup T$, labelled by $r$. Denote by $\operatorname{Lab}(P)=\{r \mid(r: \alpha \rightarrow \beta, \sigma(r), \varphi(r)) \in P\}$ the set of labels of productions of $G$. Then $\sigma(r) \subseteq L a b(P)$ is called the success field of
production $r$ and $\varphi(r) \subseteq L a b(P)$ the failure field. For $\left(r_{1}: \alpha \rightarrow \beta, \sigma\left(r_{1}\right), \varphi\left(r_{1}\right)\right) \in P$ and $w, w^{\prime} \in(N \cup T)^{*}$ it is said that $w$ directly derives $w^{\prime}$, written as

$$
\begin{array}{ll}
\left(w, r_{1}\right) \Longrightarrow\left(w^{\prime}, r_{2}\right) & \text { iff } \quad w=w_{1} \alpha w_{2}, w^{\prime}=w_{1} \beta w_{2} \text { and } r_{2} \in \sigma\left(r_{1}\right) \\
& \text { or } \quad w=w^{\prime}, \alpha \rightarrow \beta \text { cannot be applied to } w \text { and } r_{2} \in \varphi\left(r_{1}\right)
\end{array}
$$

If the failure fields are empty for every production, the programmed grammar is called without appearance checking; otherwise it is called with appearance checking. Moreover, if the success field and the failure field coincide for every labeled production, the programmed grammar is called with unconditional transfer. The language generated by $G$ is $L(G)=\left\{w \in T^{*} \mid\left(S, r_{0}\right) \Longrightarrow \Longrightarrow^{*}\left(w, r_{1}\right), r_{0}, r_{1} \in L a b(P)\right\}$, where $\Longrightarrow{ }^{*}$ denotes the reflexive and transitive closure of $\Longrightarrow$.

The family of languages generated by programmed grammars with $\lambda$-free contextfree productions in $P$ is denoted by $P R_{a c}$ in the case of grammars with appearance checking; when grammars without appearance checking are considered the subscript $a c$ is omitted and when grammars with unconditional transfer are considered the subscript $a c$ is replaced by $u t$.

A matrix grammar with appearance checking is a construct $G=(N, T, S, M, F)$, where $N$ is the set of nonterminals, $T$ is the set of terminals, $S \in N$ is the axiom, $M$ is a finite set of matrices of the form $m:\left(r_{1}, r_{2}, \ldots, r_{n}\right)$, where $r_{i}: \alpha_{i} \rightarrow \beta_{i}$ are productions over $N \cup T$ and $|\alpha|_{N} \geq 1,1 \leq i \leq n$ and $F$, finally, is a set of occurrences of productions in $M$. For $w, w^{\prime} \in(N \cup T)^{*}$ and $m:\left(\alpha_{1} \rightarrow \beta_{1}, \alpha_{2} \rightarrow \beta_{2}, \ldots, \alpha_{n} \rightarrow \beta_{n}\right) \in M$ it is said that $w$ directly derives $w^{\prime}$, written as

$$
\begin{aligned}
w \Longrightarrow w^{\prime} \quad \text { iff } & \text { there exist } w_{0}, w_{1}, \ldots, w_{n} \in(N \cup T)^{*} \text { such that } \\
& w_{0}=w \text { and } w_{n}=w^{\prime} \text { and for all } 0 \leq i \leq n-1 \\
\text { either } & w_{i-1}=w_{i-1}^{\prime} \alpha_{i} w_{i-1}^{\prime \prime} \text { and } w_{i}=w_{i-1}^{\prime} \beta_{i} w_{i-1}^{\prime \prime} \\
& \text { for some } w_{i-1}^{\prime}, w_{i-1}^{\prime \prime} \in(N \cup T)^{*} \\
\text { or } \quad & \text { the production } \alpha_{i} \rightarrow \beta_{i} \text { cannot be applied to } w_{i-1}, \\
& \alpha_{i} \rightarrow \beta_{i} \in F \text { and } w_{i}=w_{i-1} .
\end{aligned}
$$

If $F=$, the matrix grammar is called a matrix grammar without appearance checking and $F$ is omitted from the construct. Moreover, if $F$ contains all occurrences of productions in $M$, the matrix grammar is called with unconditional transfer. The language generated by $G$ is $L(G)=\left\{w \in T^{*} \mid S \Longrightarrow^{*} w\right\}$, where $\Longrightarrow^{*}$ denotes the reflexive and transitive closure of $\Longrightarrow$.

The family of languages generated by matrix grammars with $\lambda$-free context-free productions in $M$ is denoted by $M A T_{a c}$ in the case of grammars with appearance checking; when grammars without appearance checking are considered the subscript $a c$ is omitted and when grammars with unconditional transfer are considered the subscript ac is replaced by $u t$.

A simple matrix grammar ([12]) of degree $n, n \geq 1$, is a construct $G=$ ( $N_{1}, N_{2}, \ldots, N_{n}, T, S, M$ ), where $N_{1}, N_{2}, \ldots, N_{n}$ (sets of nonterminals) and $T$ (the set of terminals) are pairwise disjoint alphabets, $S \notin\left(\bigcup_{i=1}^{n} N_{i} \cup T\right)$ is the start symbol and $M$ is a finite set of matrices, each of one of the following forms.
(a) $(S \rightarrow x)$, for $x \in T^{*}$,
(b) $\left(S \rightarrow A_{1} A_{2} \ldots A_{n}\right)$, for $A_{i} \in N_{i}$ and $1 \leq i \leq n$ or
(c) $\left(A_{1} \rightarrow x_{1}, A_{2} \rightarrow x_{2}, \ldots, A_{n} \rightarrow x_{n}\right)$, for $A_{i} \in N_{i}, x_{i} \in\left(N_{i} \cup T\right)^{*}$ and $\left|x_{i}\right|_{N_{i}}=\left|x_{j}\right|_{N_{j}}$ for all $1 \leq i, j \leq n$.

For $w, w^{\prime} \in\left(\bigcup_{i=1}^{n} N_{i} \cup T \cup\{S\}\right)^{*}$ it is said that $w$ directly derives $w^{\prime}$, written as

$$
\begin{aligned}
w \Longrightarrow w^{\prime} \quad \text { iff } & w=S \text { and }\left(S \rightarrow w^{\prime}\right) \in M \\
& \text { or } \quad \\
& w=v_{1} A_{1} w_{1} v_{2} A_{2} w_{2} \ldots v_{n} A_{n} w_{n}, w^{\prime}=v_{1} x_{1} w_{1} v_{2} x_{2} w_{2} \ldots v_{n} x_{n} w_{n}, \\
& A_{i} \in N_{i}, v_{i} \in T^{*}, w_{i}, x_{i} \in\left(N_{i} \cup T\right)^{*}, 1 \leq i \leq n \text { and } \\
& \left(A_{1} \rightarrow x_{1}, A_{2} \rightarrow x_{2}, \ldots, A_{n} \rightarrow x_{n}\right) \in M .
\end{aligned}
$$

The language generated by $G$ is $L(G)=\left\{w \in T^{*} \mid S \Longrightarrow^{*} w\right\}$, where $\Longrightarrow^{*}$ denotes the reflexive and transitive closure of $\Longrightarrow$.

A simple matrix grammar is called regular, linear, context-free or $\lambda$-free iff the productions appearing in matrices of type (c) in $M$ are all regular, linear, contextfree or $\lambda$-free, respectively. The family of languages generated by $\lambda$-free context-free simple matrix grammars of degree $n, n \geq 1$, is denoted by $S M(n)$. Furthermore, denote $S M=\bigcup_{n>1} S M(n)$ and likewise for the other cases.

For all generative devices mentioned above, only the notation in the case of $\lambda$-free context-free productions was given. However, when the productions are of type $X$, for $X \in\{R E G, L I N, M L I N\}$, a subscript $X$ is added to the notation. Moreover, when there is no restriction to $\lambda$-free productions a superscript $\lambda$ is added to the notation.

## 3. Hybrid Prescribed Teams of Grammars

Definition 1. Let $N$ and $T$ be two disjoint alphabets. A production over $(N, T)$ is a pair $(A, x) \in N \times(N \cup T)^{*}$. Usually, $A \rightarrow x$ shall be written instead of $(A, x)$. If $x \neq \lambda$, then $A \rightarrow x$ is called a $\lambda$-free production. A team over $(N, T)$ is a multiset of sets of productions over $(N, T)$. The sets of productions occurring in a team shall be referred to as components.

A team rewrites a string in the following manner.
Definition 2. Let $N$ and $T$ be two disjoint alphabets. Let $Q$ be a team over ( $N, T$ ) and $x, y \in(N \cup T)^{*}$. Then $x$ is rewritten by $Q$ into $y$, written as

$$
\begin{aligned}
x \Longrightarrow Q \quad \text { iff } \quad & x=x_{1} A_{1} x_{2} A_{2} \ldots x_{n} A_{n} x_{n+1}, y=x_{1} y_{1} x_{2} y_{2} \ldots x_{n} y_{n} x_{n+1}, \\
& x_{i} \in(N \cup T)^{*}, 1 \leq i \leq n+1, A_{j} \rightarrow y_{j} \in P_{j}, 1 \leq j \leq n \text { and } \\
& Q=\left\{P_{1}, P_{2}, \ldots, P_{n}\right\} .
\end{aligned}
$$

A derivation step of a team thus consists of choosing a production from each component of this team and apply these in parallel on the string to be rewritten. If $Q$ is a singleton team, i.e. $Q=\{P\}$ for some set of productions $P$, then $x \Longrightarrow_{P} y$ shall be written instead of $x \Longrightarrow_{\{P\}} y$. It is clear that in that case only one symbol in $x$ is rewritten, using a production from $P$.

So-called modes of derivation are used to prescribe halting requirements on the use of a team. These modes can be divided into three groups. Firstly, mode $*$ has no restrictions whatsoever. Any number of derivation steps is allowed. Secondly, modes $\leq k,=k$ and $\geq k$ restrict the number of derivation steps to at most, exactly
and at least $k$ derivation steps, respectively. Thirdly, modes $t_{0}, t_{1} \mathrm{f}$ derivation steps. All three prescribe a slightly different condition which needs to be fulfilled before a team is considered to have successfully worked in that mode. In the case of mode $t_{0}$ the work of a team ends successfully when no further derivation step can be done as a team, in the case of mode $t_{1}$ the work ends when no component of the team can apply one of its productions any longer and in mode $t_{2}$, finally, the work of a team ends when there is at least one component that can no longer apply one of its productions.

Definition 3. Let $Q=\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}$ be a team over $(N, T)$ and let $f \in$ $\{\leq k,=k, \geq k \mid k \geq 1\} \cup\left\{*, t_{0}, t_{1}, t_{2}\right\}$ be a mode (of derivation). Furthermore, let $x, y, z \in(N \cup T)^{*}$ and $k \in \mathbf{N}$. Then $x$ is rewritten by $Q$, working in mode $f$, into $y$, written as

$$
\begin{aligned}
& x \Longrightarrow{ }_{\square}^{\leq k} y \text { iff } x \Longrightarrow{ }_{Q}^{k^{\prime}} y \text { for some } k^{\prime} \leq k, \\
& x \Longrightarrow \overline{\bar{Q}}^{k} y \quad \text { iff } \quad x \Longrightarrow{ }_{Q}^{k} y \text {, } \\
& x \Longrightarrow \Longrightarrow_{\bar{Q}}^{Z_{k}^{k}} y \text { iff } x \Longrightarrow{ }_{Q}^{k^{\prime}} y \text { for some } k^{\prime} \geq k \text {, } \\
& x \Longrightarrow{ }_{Q}^{*} \quad y \quad \text { iff } \quad x \Longrightarrow{ }_{Q}^{k} y \text { for some } k \text {, } \\
& x \Longrightarrow{ }_{Q}^{t_{0}} y \quad \text { iff } \quad x \Longrightarrow_{Q}^{*} y \text { and there is no } z \text { such that } y \Longrightarrow_{Q} z \text {, } \\
& x \Longrightarrow{ }_{Q}^{t_{1}} y \text { iff } x \Longrightarrow{ }_{Q}^{*} y \text { and for no component } P_{i} \in Q \text { and no } z \\
& \text { there is a derivation } y \Longrightarrow_{P_{i}} z \text { and } \\
& x \Longrightarrow{ }_{Q}^{t_{2}} y \text { iff } x=\vec{Q}_{Q}^{*} y \text { and there is a component } P_{i} \in Q \\
& \text { for which there is no derivation } y \Longrightarrow{ }_{P_{i}} z \text {. }
\end{aligned}
$$

The three variants of the $t$-mode of derivation first appeared in [11] $\left(t_{0}\right)$, [13] $\left(t_{1}\right)$ and [19] $\left(t_{2}\right)$; the other modes of derivation are the natural extension of the modes in CD grammar systems (see [4]) to teams of grammars.

Now the definition of hybrid prescribed teams in the theory of grammar systems from [2] can be introduced.

Definition 4. A hybrid prescribed team CD grammar system is a construct

$$
\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n},\left(Q_{1}, f_{1}\right),\left(Q_{2}, f_{2}\right), \ldots,\left(Q_{m}, f_{m}\right)\right)
$$

where $N$ is the set of nonterminals, $T$ is the set of terminals, with $N \cap T=\emptyset, S \in N$ is the axiom, $P_{1}, P_{2}, \ldots, P_{n}$ are sets of productions over $(N, T), Q_{1}, Q_{2}, \ldots, Q_{m}$ are teams with components from $P_{1}, P_{2}, \ldots, P_{n}$ and $f_{1}, f_{2}, \ldots, f_{m}$ are modes of derivation.

This definition is more general than those from [13] and [19]. If, in this construct, $f_{i}=f_{j}$ for all $1 \leq i, j \leq m$, the definition of a prescribed team CD grammar system as in [19] is obtained.

Note that in this definition, there is no restriction on the size of a team. In the original definition of teams in [13], however, they are of constant size. A natural number $s \geq 1$ is given and the teams are formed such that the number of components of every team is exactly $s$; these teams are called of constant size $s$. Moreover, in that definition the teams are not prescribed, but each set of components can be a team (so-called free teams) as long as the size restriction is fulfilled.

It is now clear that one can differentiate between the following four variants of teams in the theory of grammar systems. For all four, hybridity is another possibility.

Free teams of constant size: this is the original definition of [13], as explained above.
Free teams of variable size: each subset of components can be a team.
Prescribed teams of constant size: all prescribed teams consist of the same number of components.

Prescribed teams of variable size: these are defined in Definition 4.

In the case of teams of constant size, whether prescribed or free, a finite set of axioms $W \subseteq(N \cup T)^{*}$, with only one string in it containing nonterminals, is allowed. This is done since otherwise in the case of $\lambda$-free productions no string shorter than $s$ could be generated. In the case of free teams with teams of constant size, the construct thus becomes $\Gamma=\left(N, T, W, P_{1}, P_{2}, \ldots, P_{n}\right)$. The modifications in the other cases are obvious.

Definition 5. Consider a hybrid prescribed team CD grammar system $\Gamma$ as in Definition 4. Then the language generated by $\Gamma$ is

$$
L(\Gamma)=\left\{z \in T^{*} \mid S \Longrightarrow{ }_{Q_{i_{1}}}^{f_{i_{1}}} w_{i_{1}} \Longrightarrow{ }_{Q_{i_{2}}}^{f_{i_{2}}} \ldots \Longrightarrow{ }_{Q_{i_{p}}}^{f_{i_{p}}} w_{i_{p}}=z, 1 \leq i_{j} \leq m, 1 \leq j \leq p\right\} .
$$

When dealing with a language generated by teams of constant size, the notation of Definition 5 is modified to $L(\Gamma, s)$. When the teams are not hybrid, the mode of derivation is added as a subscript to this notation.

The family of languages generated by CD grammar systems with hybrid prescribed teams of variable size and $\lambda$-free productions of type $X$ is denoted by $H P T_{*} C D_{X}$. When teams are of constant size $s$, the $*$ in the notation is replaced by $s$ and when there is no restriction to $\lambda$-free productions, $\lambda$ is added to the notation as a superscript. When dealing with context-free productions this need not be specified and the subscript is thus omitted. Finally, when the teams are not hybrid (prescribed) the $H$ $(P)$ in the notation is omitted.

Some relations concerning the generative power of several of these grammar systems discussed above are given next. A more complete overview can be found in [1]. In the first paper on teams in grammar systems, [13], it was proved that, for $f \in\{=1, \geq 1, *\} \cup\{\leq k \mid k \geq 1\}$,

$$
\begin{aligned}
& C F=T_{1} C D(f) \subset T_{2} C D(f) \text { and } \\
& E T 0 L=T_{1} C D(t) \subset T_{2} C D\left(t_{1}\right) .
\end{aligned}
$$

These relations prove that there are modes of derivation for which the forming of teams strictly increases the power of CD grammar systems, since $C D(t)=E T 0 L$ and $C F=C D(=1)=C D(\geq 1)=C D(*)=C D(\leq k)$ for a $k \geq 1$ were already known to hold (see, e.g., [4]). In [6] it was proved that teams of size two suffice, i.e. for $s \geq 2$

$$
T_{s} C D\left(t_{1}\right) \subseteq T_{2} C D\left(t_{1}\right)
$$

The main results of [19] are, for $s \geq 2, f \in\{*\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\left\{t_{1}, t_{2}\right\}$,

$$
\begin{aligned}
& P R^{[\lambda]}=P T_{s} C D^{[\lambda]}(f)=P T_{*} C D^{[\lambda]}(f) \text { and } \\
& P R_{a c}^{[\lambda]}=T_{s} C D^{[\lambda]}(g)=P T_{s} C D^{[\lambda]}(g)=P T_{*} C D^{[\lambda]}(g)
\end{aligned}
$$

and the main result of [11] is, for $s \geq 2$ and $h \in\left\{t_{0}, t_{1}\right\}$,

$$
M A T_{a c}^{[\lambda]}=T_{s} C D^{[\lambda]}(h)=P T_{s} C D^{[\lambda]}(h)=P T_{*} C D^{[\lambda]}(h)=T_{*} C D^{[\lambda]}(h) .
$$

In [2] it was proved that $H P T_{*} C D \subseteq M A T_{a c}$ which, together with the results stated above, leads to the following relations for hybrid teams. For $s \geq 2$

$$
P R_{a c}^{[\lambda]}=H P T_{s} C D^{[\lambda]}=H P T_{*} C D^{[\lambda]} .
$$

## 4. The Sub-Context-Free Cases

In the previous section, results concerning (hybrid) (prescribed) team CD grammar systems with context-free productions were presented. In this section some results concerning a restriction to regular, linear or metalinear types of productions will be presented.

Recall the fact that, whether free or prescribed, teams with constant size are allowed to have a string axiom, whereas teams of variable size always have a single start symbol.

### 4.1. The Regular and the Linear Cases

First, a result for the regular case of prescribed team CD grammar systems with constant team-size 1 is presented.

Lemma 1. For $f \in\{*, t\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\{=k, \geq k \mid k \geq$ $2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$

$$
R E G=C D_{R E G}(f) \subset P T_{1} C D_{R E G}(g)
$$

Proof. The equality is proved in [4] and it is obvious that $C D_{R E G}(f) \subseteq$ $P T_{1} C D_{R E G}(g)$ for $f \in\{*, t\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq$ $k,=k, \geq k \mid k \geq 1\}$. Furthermore, the prescribed team CD grammar system, with teams of constant size 1 ,

$$
\Gamma_{1}=\left(\left\{A_{0}, A_{0}^{\prime}, A_{1}, A_{1}^{\prime}, \ldots, A_{k-2}^{\prime}, B, B^{\prime}\right\},\{a, b\}, A B, P_{1}, P_{2}, P_{3},\left\{P_{1}\right\},\left\{P_{2}\right\},\left\{P_{3}\right\}\right)
$$

where

$$
\begin{aligned}
& P_{1}=\left\{A_{0} \rightarrow A_{1}, A_{1} \rightarrow A_{2}, \ldots, A_{k-2} \rightarrow a A_{0}^{\prime}, B \rightarrow b B^{\prime}\right\} \\
& P_{2}=\left\{A_{0}^{\prime} \rightarrow A_{1}^{\prime}, A_{1}^{\prime} \rightarrow A_{2}^{\prime}, \ldots, A_{k-2}^{\prime} \rightarrow A_{0}, B^{\prime} \rightarrow B\right\} \text { and } \\
& P_{3}=\left\{A \rightarrow A_{1}, A_{1} \rightarrow A_{2}, \ldots, A_{k-2} \rightarrow a, B \rightarrow b\right\} .
\end{aligned}
$$

contains only regular productions and it generates $L_{f}\left(\Gamma_{1}, 1\right)=\left\{a^{n} b^{n} \mid n \geq 1\right\} \in$ $P T_{1} C D_{R E G}(f) \backslash R E G$ for $f \in\{=k, \geq k \mid k \geq 2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$.

Hence already a prescribed team CD grammar system with only regular productions and teams of size 1 can generate more than the class of regular languages and
more than a CD grammar system with only regular productions. The next lemma states that also in the linear case the prescribed team CD grammar systems with teams of any constant size can generate more than the class of linear languages as well as more than CD grammar systems with only linear productions.

Lemma 2. For $f \in\{*, t\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}, g \in\{=k, \geq k \mid k \geq$ $2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$ and $g^{\prime} \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$

$$
L I N=C D_{L I N}(f) \subset P T_{1} C D_{L I N}(g) \subseteq P T_{1} C D\left(g^{\prime}\right)=C D(f)
$$

Proof. The first equality can be proved with a similar proof as for the regular case (see Lemma 1) and $C D_{L I N}(f) \subseteq P T_{1} C D_{L I N}(g)$ is obvious, for $f \in\{*, t\} \cup\{\leq k,=$ $k, \geq k \mid k \geq 1\}$ and $g \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$. Furthermore, the prescribed team CD grammar system, with teams of constant size 1 ,

$$
\Gamma_{2}=\left(\left\{A_{0}, A_{0}^{\prime}, A_{1}, A_{1}^{\prime}, \ldots, A_{k-2}^{\prime}, B, B^{\prime}\right\},\{a, b, c\}, A B, P_{1}, P_{2}, P_{3},\left\{P_{1}\right\},\left\{P_{2}\right\},\left\{P_{3}\right\}\right)
$$

where

$$
\begin{aligned}
& P_{1}=\left\{A_{0} \rightarrow A_{1}, A_{1} \rightarrow A_{2}, \ldots, A_{k-2} \rightarrow a A_{0}^{\prime} b, B \rightarrow c B^{\prime}\right\}, \\
& P_{2}=\left\{A_{0}^{\prime} \rightarrow A_{1}^{\prime}, A_{1}^{\prime} \rightarrow A_{2}^{\prime}, \ldots, A_{k-2}^{\prime} \rightarrow A_{0}, B^{\prime} \rightarrow B\right\} \text { and } \\
& P_{3}=\left\{A \rightarrow A_{1}, A_{1} \rightarrow A_{2}, \ldots, A_{k-2} \rightarrow a b, B \rightarrow c\right\} .
\end{aligned}
$$

contains only linear productions and it generates $L_{f}\left(\Gamma_{2}, 1\right)=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \in$ $P T_{1} C D_{L I N}(f) \backslash L I N$ for $f \in\{=k, \geq k \mid k \geq 2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$. The last inclusion in the statement of the lemma is obvious and to prove the last equality, only the inclusion $P T_{1} C D\left(g^{\prime}\right) \subseteq C D(f)$ is not obvious. To prove this inclusion, all teams of size 1 become a component of the CD grammar system and a component $\{S \rightarrow S, S \rightarrow w \mid$ $w \in W\}, S$ being the axiom of the CD grammar system and $W$ being the finite set of string axioms of the prescribed team CD grammar system with teams of constant size, is added. The mode of derivation remains the same, except that for $t_{0}, t_{1}$ and $t_{2}$ it becomes $t$.

These two results lead to the following corollary for hybrid prescribed team CD grammar systems with teams of constant size 1 and only regular or linear productions.

## Corollary 1.

$$
\begin{aligned}
& R E G=H C D_{R E G} \subset H P T_{1} C D_{R E G} \subseteq H P T_{1} C D_{L I N} \text { and } \\
& L I N=H C D_{L I N} \subset H P T_{1} C D_{L I N} \subseteq H P T_{1} C D=H C D .
\end{aligned}
$$

Proof. The equality $R E G=H C D_{R E G}$ is proved in [15], a similar proof can prove this equality for the linear case. The inclusions of hybrid CD grammar systems with only regular or linear productions in hybrid prescribed team CD grammar systems with teams of constant size 1 and only regular or linear productions, respectively, are obvious. Moreover, Lemma 1 and 2 prove their properness. The remaining two inclusions are also obvious and the last equality can be proved with a similar construction as for the proof of $P T_{1} C D\left(g^{\prime}\right)=C D(f)$ in Lemma 2.

Hence also hybrid prescribed team CD grammar systems with only regular (linear) productions and teams of size 1 can generate more than the class of regular (linear)
languages as well as more than hybrid CD grammar systems with only regular (linear) productions can.

In fairness, it must be noted that all proper inclusions proved in this section so far are due to the existence of a "non-linear" axiom, not to the very use of teams.

In fact, the following holds. To be more precise, denote $[H] P_{n} T_{1} C D_{X}(f)$ for the class of [hybrid] prescribed team CD grammar systems with at most $n$ occurrences of nonterminals in the string axiom, teams of size 1 , only components of type $X$ and working in mode $f$ (omitted in the hybrid case).

Theorem 1. For $n \geq 1, X \in\{R E G, L I N\}$ and $f \in\left\{t_{0}, t_{1}, t_{2}\right\} \cup\{=k, \geq k \mid k \geq 2\}$

$$
\begin{aligned}
& H P_{n} T_{1} C D_{X}=P_{n} T_{1} C D_{X}(f)=S M_{X}(n)= \\
& S M_{X}^{\lambda}(n)=P_{n} T_{1} C D_{X}^{\lambda}(f)=H P_{n} T_{1} C D_{X}^{\lambda}
\end{aligned}
$$

Proof. In [4], so-called extended $C D^{\prime}$ grammar systems are defined. In the terminology of this paper, these systems are CD grammar systems with a string axiom. In [10] these extended $C D^{\prime}$ grammar systems with only regular productions, at most $n$ nonterminals in the string axiom and working in mode $f \in\{t\} \cup\{=k, \geq k \mid k \geq 2\}$ ( $E_{n} C D_{R E G}^{\prime}(f)$ ) are proved to be equal to the regular simple matrix grammars of degree $n$.

Clearly, $E_{n} C D_{R E G}^{\prime}(f)=P_{n} T_{1} C D_{R E G}(f)$ for $f \in\{*\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $E_{n} C D_{R E G}^{\prime}(t)=P_{n} T_{1} C D_{R E G}(g)$ for $g \in\left\{t_{0}, t_{1}, t_{2}\right\}$. When observing the proof, it can be seen that it holds for the linear case as well. Moreover, the construction can easily be modified to hold for the hybrid case as well. (One just has to code all nonterminals, thus indicating which mode is currently being simulated.) Finally, $S M_{X}^{\lambda}(n)=S M_{X}(n)$ for $X \in\{R E G, L I N\}$ was proved in [16] and the proof thus holds for both the case of forbidding and the case of allowing $\lambda$-productions.

This theorem has some interesting corollaries, since the families of regular and linear simple matrix grammars are well-investigated. A survey of simple matrix grammars can be found in [9], where the proofs of the results corresponding to the coming corollaries can be found.

Corollary 2. For $n \geq 1$ and $f \in\{=k, \geq k \mid k \geq 2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$

$$
P_{n} T_{1} C D_{R E G}(f)=H P_{n} T_{1} C D_{R E G} \subset P_{n} T_{1} C D_{L I N}(f)=H P_{n} T_{1} C D_{L I N}
$$

Corollary 3. The number of nonterminal occurrences in the axioms of prescribed team CD grammar systems, with teams of size 1 and only regular or only linear productions, defines an infinite hierarchy of languages generated in all modes $f \in\{=k, \geq k \mid k \geq 2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$. The same holds for the hybrid versions of these families of languages.

Corollary 4. For $s \geq 1$ and $f \in\{=k, \geq k \mid k \geq 2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$
$[H] P T_{s} C D_{R E G}(f)$ is incomparable with LIN and $[H] P T_{s} C D_{L I N}(f)$ is incomparable with $C F$.
The question is now what can be said about the generative power of (hybrid) prescribed team CD grammar systems with only regular or linear productions and teams of constant size $s$, for $s \geq 2$. From the results presented in Section 3, a
comparison with the programmed (or matrix) grammars with only regular or linear productions seems natural. These, however, are equal to the classes of regular and linear languages, respectively, even when appearance checking is used. The proofs for these equalities in the regular case can be found in [9] and the proofs for the linear case can be proved similarly. Hence the inclusions $P R_{R E G}=P R_{R E G, a c} \subset P T_{1} C D_{R E G}(f)$ and $P R_{L I N}=P R_{L I N, a c} \subset P T_{1} C D_{R E G}(f)$, for $f \in\{=k, \geq k \mid k \geq 2\} \cup\left\{t_{0}, t_{1}, t_{2}\right\}$, are obvious.

Moreover, the equalities between the programmed grammars and matrix grammars hold in the regular and linear case as well, even with appearance checking. Again, proofs of these equalities can be found in [9]. Note that these proper inclusions hold already for teams of constant size 1 . Thus to find a good comparison for the generative power of (hybrid) prescribed team CD grammar systems with only regular or linear productions and teams of constant size $s, s \geq 2$, remains an open problem.

After these results for (hybrid) prescribed team CD grammar systems with teams of constant size, some results for the case of teams of variable size are presented next. The difference is the use of a single nonterminal as axiom in the case of teams of variable size, whereas in the case of teams with constant size a finite set of string axioms, with only one of them containing nonterminals, is used.

Lemma 3. For $f \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$

$$
\begin{aligned}
& H P T_{*} C D_{R E G}=P T_{*} C D_{R E G}(f)=R E G \text { and } \\
& H P T_{*} C D_{L I N}=P T_{*} C D_{L I N}(f)=L I N
\end{aligned}
$$

Proof. For teams with more than one component at least two nonterminals must be present in a sentential form, in order to use that team to rewrite that sentential form. This is in contradiction with the facts that every $\Gamma \in\left\{H P T_{*} C D_{R E G}\right.$, $P T_{*} C D_{R E G}(f), H P T_{*} C D_{L I N}, P T_{*} C D_{L I N}(f) \mid f \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq$ 1\}\} has a single nonterminal as axiom and regular or linear productions, respectively. For teams of size one, the equality with (hybrid) CD grammar systems is obvious for the regular case as well as for the linear case, keeping in mind the use of a single nonterminal as axiom. From [4] ([15]) it is known that (hybrid) CD grammar systems with only regular productions do not generate more than the class of regular languages and similar proofs can be used to prove these results for the linear case as well.

### 4.2. The Metalinear Case

It is obvious that the (hybrid) prescribed team CD grammar systems with teams of variable size and metalinear productions are able to generate languages beyond the class of regular or linear languages. What's more, the following lemma holds.

Lemma 4. For $f \in\{*, t\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\left\{=1, \geq 1, *, t_{0}, t_{1}, t_{2}\right\} \cup$ $\{\leq k \mid k \geq 1\}\}$

$$
M L I N=C D_{M L I N}(f)=H C D_{M L I N} \subset P T_{*} C D_{M L I N}(g)
$$

Proof. The first two equalities can be proved by the proofs of $R E G=C D_{R E G}(f)$ ([4]) and $R E G=H C D_{R E G}([15])$, with the obvious modifications. Furthermore, it is clear that MLIN $\subseteq P T_{*} C D_{M L I N}(f)$, for $\left.f \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}\right\}$. Moreover, the prescribed team CD grammar system

$$
\Gamma_{3}=\left(\{S, A, B, C\},\{a, b, c\}, S, P_{1}, P_{2}, \ldots, P_{7},\left\{P_{1}\right\},\left\{P_{2}, P_{3}, P_{4}\right\},\left\{P_{5}, P_{6}, P_{7}\right\}\right),
$$

with teams of variable size and the metalinear productions

$$
\begin{array}{lll}
P_{1}=\{S \rightarrow A B C\}, & P_{2}=\{A \rightarrow a A\}, & P_{5}=\{A \rightarrow a\}, \\
& P_{3}=\{B \rightarrow b B\}, & P_{6}=\{B \rightarrow b\}, \\
& P_{4}=\{C \rightarrow c C\} \text { and } & P_{7}=\{C \rightarrow c\},
\end{array}
$$

generates $L\left(\Gamma_{3}\right)=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \in P T_{*} C D_{M L I N}(g) \backslash C F$, for $g \in\{=1, \geq$ $\left.\left.1, *, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k \mid k \geq 1\}\right\}$. Since it is known that $\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \in C S \backslash C F$ and from the Chomsky hierarchy that $M L I N \subset C F \subset C S$, the inclusion is proper indeed.

Hence even languages beyond the class of metalinear languages can be generated already by a prescribed team CD grammar system with teams of variable size and metalinear productions for some modes of derivation. For prescribed team CD grammar systems with teams of constant size, no version containing only metalinear productions is defined due to the string axiom they already possess. Note, however, that the lemma above does not cover all modes of derivation, which Lemma 7 below will.

The following theorem is obtained by combining the results of the previous section and the results obtained so far in this section.

Theorem 2. For $f \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\{=1$, $\left.\geq 1, *, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k \mid k \geq 1\}$

$$
\begin{array}{r}
P T_{*} C D_{R E G}(f)=H P T_{*} C D_{R E G} \subset P T_{*} C D_{L I N}(f)=H P T_{*} C D_{L I N} \subset \\
M L I N \subset P T_{*} C D_{M L I N}(g) \subseteq H P T_{*} C D_{M L I N}
\end{array}
$$

The question is now how far these (hybrid) prescribed team CD grammar systems with teams of variable size and metalinear productions extend beyond the class of metalinear languages. Before presenting a theorem that answers this question, two lemmas are needed.

The proofs of these lemmas are given because the metalinear case is not covered in [9]. Moreover, since the proofs are based on the proofs for the context-free case in [9], they explain the techniques that are used to prove those frequently used results of the next lemmas in the context-free case.

## Lemma 5.

$$
U S C_{M L I N}^{[\lambda]} \subseteq P R_{M L I N}^{[\lambda]} \text { and } U S C_{M L I N, a c}^{[\lambda]} \subseteq P R_{M L I N, a c}^{[\lambda]}
$$

Proof. Only the second statement is proved here (for the $\lambda$-free case), the others can be proved in a similar way. Consider an unordered scattered context grammar

$$
G=(N, T, S, P, F)
$$

with appearance checking and only metalinear productions. Define the homomorphism $h$ from $(N \cup T)^{*}$ into $\left(\left\{A^{\prime} \mid A \in N\right\} \cup T\right)^{*}$ by

$$
h(a)=a \text { for } a \in T \text { and } h(A)=A^{\prime} \text { for } A \in N .
$$

Next, for a rule $r:\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \rightarrow\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in P$, denote $h\left(\beta_{1} \beta_{2} \ldots \beta_{n}\right)=$ $w_{1} B_{1}^{\prime} w_{2} B_{2}^{\prime} \ldots w_{m} B_{m}^{\prime} w_{m+1}$ with $w_{i} \in T^{*}$ for $1 \leq i \leq m+1$. To simulate this unordered
scattered context grammar with appearance checking, construct the programmed grammar with appearance checking

$$
G^{\prime}=\left(N^{\prime}, T, S^{\prime}, P^{\prime}\right)
$$

where

$$
\begin{array}{ll}
N^{\prime}= & N \cup\left\{A^{\prime} \mid A \in N\right\} \cup\left\{S^{\prime}\right\} \text { and } \\
P^{\prime} \text { contains } & \text { for } S^{\prime} \text { the starting productions }\left(s: S^{\prime} \rightarrow S,\{[r, 1,0] \mid r \in P\}, \emptyset\right) \\
& \text { and for every production } r:\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \rightarrow\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \\
& \text { in } P \text { the productions } \\
& \left([r, i, 0]: \alpha_{i} \rightarrow h\left(\beta_{i}\right),\{[r, i+1,0]\},\left\{\emptyset \mid \alpha_{i} \rightarrow \beta_{i} \notin F\right\} \cup\right. \\
& \left.\left\{[r, i+1,0] \mid \alpha_{i} \rightarrow \beta_{i} \in F\right\}\right), \\
& \left([r, n, 0]: \alpha_{n} \rightarrow h\left(\beta_{n}\right),\{[r, 1,1]\},\left\{\emptyset \mid \alpha_{n} \rightarrow \beta_{n} \notin F\right\} \cup\right. \\
& \left.\left\{[r, 1,1] \mid \alpha_{n} \rightarrow \beta_{n} \in F\right\}\right), \\
& \left.\left([r, j, 1]: B_{j}^{\prime} \rightarrow B_{j}\right),\{[r, j+1,1]\},\{[r, j+1,1]\}\right) \text { and } \\
& \left.\left([r, m, 1]: B_{m}^{\prime} \rightarrow B_{m}\right),\{[p, 1,0] \mid p \in P\},\{[p, 1,0] \mid p \in P\}\right) \\
& \text { for } 1 \leq i \leq n \text { and } 1 \leq j \leq m .
\end{array}
$$

Since the scattered context grammar contains only metalinear productions, it is clear that also the productions in this programmed grammar are all metalinear. Moreover, the productions in the programmed grammar simulating the productions in a scattered context rule are applied in a fixed order, possibly passing over a production in case it is contained in $F$. The use of primes guarantees that the simulating productions are applied only to nonterminals already appearing in the sentential form to be rewritten and not to the ones introduced by a former production of the scattered context rule that is being simulated.

This allows the parallel fashion of a scattered context rule to be simulated by the sequential order of programmed grammar productions. Note that the proof requires the unordered characteristic of the scattered context grammar, for a production $\alpha \rightarrow \beta$ can rewrite any occurrence of $\alpha$ in the current sentential form. Obviously, $L(G)=$ $L\left(G^{\prime}\right)$ and thus $U S C_{M L I N, a c} \subseteq P R_{M L I N, a c}$ holds.

## Lemma 6.

$$
M A T_{M L I N}^{[\lambda]} \subseteq U S C_{M L I N}^{[\lambda]} \text { and } M A T_{M L I N, a c}^{[\lambda]} \subseteq U S C_{M L I N, a c}^{[\lambda]}
$$

Proof. Again, only the second statement is proved (for the $\lambda$-free case), the others can be proved in a similar way. Consider a matrix grammar

$$
G=(N, T, S, M, F)
$$

with appearance checking and only metalinear productions. Denote

$$
\begin{array}{r}
\operatorname{Lab}(M)=\left\{m_{i, j} \mid m_{i}:\left(\alpha_{1} \rightarrow \beta_{1}, \alpha_{2} \rightarrow \beta_{2}, \ldots, \alpha_{n} \rightarrow \beta_{n}\right) \in M,\right. \\
\left.M=\left\{m_{1}, m_{2}, \ldots, m_{m}\right\}, 1 \leq i \leq m, 1 \leq j \leq n\right\} .
\end{array}
$$

To simulate this matrix grammar with appearance checking, construct the unordered scattered context grammar with appearance checking

$$
G^{\prime}=\left(N^{\prime}, T, S^{\prime}, P^{\prime}, F\right)
$$

where

$$
\begin{array}{cl}
N^{\prime}= & N \cup\{[\alpha, \beta] \mid \alpha \in(N \cup T), \beta \in L a b(M)\} \cup\left\{S^{\prime}\right\} \text { and } \\
P^{\prime} \text { contains } & \text { for } S^{\prime} \text { the starting rules }\left(S^{\prime}\right) \rightarrow\left(\left[S, m_{i, 1}\right]\right) \text { for } 1 \leq i \leq n \text { and } \\
& \text { for every matrix (with only metalinear productions) } \\
& m_{i}:\left(\alpha_{1} \rightarrow \beta_{1} \gamma_{1}, \alpha_{2} \rightarrow \beta_{2} \gamma_{2}, \ldots, \alpha_{n} \rightarrow \beta_{n} \gamma_{n}\right) \in M, \\
& \beta_{j} \in(N \cup T), \gamma_{j} \in(N \cup T)^{*} \text { and } 1 \leq j \leq n \\
& \text { the scattered context rules } \\
& \left(\left[\alpha_{j}, m_{i, j}\right]\right) \rightarrow\left(\left[\beta_{j}, m_{i, j+1}\right] \gamma_{j}\right), \\
& \left(\left[\alpha_{n}, m_{i, n}\right]\right) \rightarrow\left(\left[\beta_{n}, m_{k, 1}\right] \gamma_{n}\right), \\
& \left(\left[\delta, m_{i, j}\right], \alpha_{j}\right) \rightarrow\left(\left[\delta, m_{i, j+1}\right], \beta_{j} \gamma_{j}\right) \\
& \left(\left[\delta, m_{i, n}\right], \alpha_{n}\right) \rightarrow\left(\left[\delta, m_{k, 1}\right], \beta_{n} \gamma_{n}\right) \text { and } \\
& \left(\left[\tau, m_{i, 1}\right]\right) \rightarrow(\tau) \\
& \text { for } 1 \leq i, k \leq m, \delta \in(N \cup T) \text { and } \tau \in T^{*} .
\end{array}
$$

The matrices can be simulated by unordered scattered context rules by adding a label to every symbol of the alphabet. The matrices are split and for every production of it some scattered context rules are created. The labels define an ordering on the use of the various scattered context rules, thus simulating the strict order of matrices by unordered scattered context rules.

At any moment in time, the number of symbols with a label in the sentential form is zero or one. This can be seen from the definitions. If the number is zero, either the sentential form is a terminal one and the derivation is terminated or the sentential form contains a nonterminal and the derivation is blocked since every rule requires a labeled symbol (except the initial rules). If the number is one, it can be replaced by another labeled symbol (the label being the one of the next production in the matrix or the one of the first production of a new matrix if it was the last production of the matrix) while rewriting the symbol according to the production of a matrix being simulated.

Naturally, a production of a scattered context rule can be "passed over" if the same production could be passed over in the matrix grammar, in which case the other production of the scattered context rule replaces the label by the label from the next production in the matrix or the one from the first production of a new matrix if this was the last production of the matrix. Naturally, terminating rules eliminating the labels are present, to be used only when a matrix has been completely simulated. It can now be seen that $L(G)=L\left(G^{\prime}\right)$ and $M A T_{M L I N, a c} \subseteq U S C_{M L I N, a c}$ holds.

Theorem 3. For $f \in\{*\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\left\{t_{0}, t_{1}, t_{2}\right\}$

$$
\begin{aligned}
& U S C_{M L I N}^{[\lambda]}=P R_{M L I N}^{[\lambda]}=M A T_{M L I N}^{[\lambda]}=P T_{*} C D_{M L I N}^{[\lambda]}(f) \subseteq H P T_{*} C D_{M L I N}^{[\lambda]} \text { and } \\
& U S C_{M L I N, a c}^{[\lambda]}=P R_{M L I N, a c}^{[\lambda]}=M A T_{M L I N, a c}^{[\lambda]}=P T_{*} C D_{M L I N}^{[\lambda]}(g)=H P T_{*} C D_{M L I N}^{[\lambda]} .
\end{aligned}
$$

Proof. It can be seen from the proofs of $P R_{a c}^{[\lambda]} \subseteq T_{s} C D^{[\lambda]}\left(t_{1}\right)$ and $P R_{a c}^{[\lambda]} \subseteq$ $T_{s} C D^{[\lambda]}\left(t_{2}\right)$ in [19] that these results continue to hold in the metalinear case. The same holds for the proofs, in [19] as well, of $P R^{[\lambda]} \subseteq P T_{s} C D^{[\lambda]}(f)$ and $P T_{*} C D^{[\lambda]}(f) \subseteq$
$M A T^{[\lambda]}$, for $f \in\{*\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$. Finally, also the proof of $H P T_{*} C D^{[\lambda]} \subseteq M A T_{a c}^{[\lambda]}$ in [2] can be seen to hold in the case of a restriction to metalinear productions as well. The theorem is hence a simple combination of these results and some obvious inclusions with Lemma 5 and 6.

Note that this theorem strengthens Theorem 2 to an equality for modes $t_{0}, t_{1}$ and $t_{2}$ instead of the last inclusion there. An open problem remains, however, for the other modes of derivation. The next lemma strengthens Lemma 4 and thereby Theorem 2, even more.

Lemma 7. For $f \in\{*\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $g \in\left\{t_{0}, t_{1}, t_{2}\right\}$

$$
\begin{array}{r}
M L I N \subset U S C_{M L I N}=P R_{M L I N}=M A T_{M L I N}=P T_{*} C D_{M L I N}(f) \subseteq \\
P T_{*} C D_{M L I N}(g)=H P T_{*} C D_{M L I N}
\end{array}
$$

Proof. The first three equalities are proved in Theorem 3. Moreover, the unordered scattered context grammar

$$
G_{1}=\left(\{S, A, B, C\},\{a, b, c\}, S,\left\{p_{1}, p_{2}, p_{3}\right\}\right),
$$

with the rules (consisting of only metalinear productions)

$$
\begin{aligned}
p_{1} & :(S) \rightarrow(A B C) \\
p_{2} & :(A, B, C) \rightarrow(a A, b B, c C) \text { and } \\
p_{3} & :(A, B, C) \rightarrow(a, b, c)
\end{aligned}
$$

generates $L\left(G_{\mathbf{1}}\right)=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \in U S C_{M L I N} \backslash C F$. Since it is known that $\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \in C S \backslash C F$ and from the Chomsky hierarchy that $M L I N \subset C F \subset C S$, the first inclusion is proper indeed. The last inclusion is obvious, since clearly $U S C_{M L I N} \subseteq U S C_{M L I N, a c}$ and, according to Theorem 3, $U S C_{M L I N, a c}=P T_{*} C D_{M L I N}(f)$ for $f \in\left\{t_{0}, t_{1}, t_{2}\right\}$. Finally, the last equality was proved in Theorem 3.

Hence already an unordered scattered context, programmed or matrix grammar without appearance checking and with $\lambda$-free productions and only metalinear productions can generate languages beyond the class of metalinear languages. Moreover, also a prescribed team CD grammar system (for all modes of derivation) and a hybrid prescribed team CD grammar system, both with teams of variable size and only metalinear productions, can already generate languages beyond this class of metalinear languages.

For matrix and programmed grammars (with appearance checking) and regular, linear, context-sensitive or recursively enumerable productions only, it is known (see, e.g., [9]) that these cannot generate more than the class of regular, linear, contextsensitive or recursively enumerable languages, respectively. Hence, no interesting results may be expected for unordered scattered context grammars in these cases either.

The next lemma says something about the relation between prescribed team CD grammar systems with teams of bounded size and exactly 1 metalinear production per component and linear simple matrix grammars of degree $n$. Because of Theorem 1 and its corollaries, this establishes a relation, presented in Corollary 5 right after the
coming proof, with the (hybrid) prescribed team CD grammar systems with teams of size 1 and linear or regular productions only.

To be more precise, denote $P T_{(1, n)} C D_{M L I N, 1}(f)$ for the class of prescribed team CD grammar systems with teams of size 1 for the teams containing a production with the axiom as its left-hand side, teams of size $n$ for the teams containing other productions, only 1 production per component (the second 1 in the notation), working in mode $f$ and containing only metalinear productions.

Lemma 8. For $n \geq 1$ and $f \in\left\{=1, \geq 1, *, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k \mid k \geq 1\}$

$$
S M_{L I N}(n) \subseteq P T_{(1, n)} C D_{M L I N, 1}(f)
$$

Proof. Consider the linear simple matrix grammar

$$
G=\left(N_{\mathbf{1}}, N_{2}, \ldots, N_{k}, T, S, M\right)
$$

of degree $k, k \geq 1$. To simulate this linear simple matrix grammar, construct the prescribed team CD grammar system

$$
\Gamma=\left(N, T, S, P_{1}, P_{2}, \ldots, P_{n}, Q_{1}, Q_{2}, \ldots, Q_{m}\right)
$$

where

$$
\begin{aligned}
& N= \bigcup_{i=1}^{n} N_{i} \\
& P_{1}, P_{2}, \ldots, P_{n} \text { are the components }\{\alpha \rightarrow \beta\} \text { for every } \alpha \rightarrow \beta \text { in matrices } \\
& \text { of } M, \alpha \in\{S\} \cup \bigcup_{i=1}^{n} N_{i} \text { and } \beta \in\left(\bigcup_{i=1}^{n} N_{i} \cup T\right)^{*} \text { and } \\
& Q_{1}, Q_{2}, \ldots, Q_{m} \text { are the teams }\{\{S \rightarrow \beta\}\} \text { for every matrix }(S \rightarrow \beta) \in M \\
& \text { and } \beta \in \bigcup_{i=1}^{n} N_{i} \cup T^{*} \text { and }
\end{aligned}
$$

the teams $\left\{\left\{A_{j} \rightarrow x_{j}\right\}\right\}$ for every matrix of the form

$$
\begin{aligned}
& \left(A_{1} \rightarrow x_{1}, A_{2} \rightarrow x_{2}, \ldots, A_{k} \rightarrow x_{k}\right) \in M, A_{i} \in N_{i} \\
& x_{i} \in\left(N_{i} \cup T\right)^{*} \text { and } 1 \leq i, j \leq k .
\end{aligned}
$$

Note that due to the pairwise disjoint alphabets of simple matrix languages a production $A_{j} \rightarrow x_{j}, 1 \leq j \leq k$, does not rewrite a nonterminal introduced by a production $A_{i} \rightarrow x_{j}, 1 \leq i<j \leq k$, of the same matrix, but a nonterminal already present in the sentential form before applying this particular matrix to it. It is this property of simple matrix grammars that allows the strict sequential order of rewriting of them to be simulated by one parallel rewriting step of a team of a prescribed team CD grammar system.

Do note also that a characteristic of linear simple matrix grammars is that there can never be two of the same nonterminals in any sentential form. Hence leftmost rewriting is equal to free rewriting in linear simple matrix grammars, thus free rewriting in the simulating prescribed team CD grammar system suffices. These notes imply the restriction to the modes of derivation as stated in the lemma. Moreover, the metalinear productions of the prescribed team CD grammar system allow exactly the
axiom to be the left-hand side of non-linear productions, which are precisely the only non-linear productions in a linear simple matrix grammar.

It is clear that $L(G)=L(\Gamma)$. Furthermore, it is easy to see that teams with one component are constructed for productions with the axiom as left-hand side and teams of $k$ components, $k$ being the degree of the simple matrix grammar, are constructed for the other productions. Moreover, all these components of the prescribed team CD grammar system contain only one production.

Compare the following relations with Theorem 2.
Corollary 5. For $f \in\left\{t_{0}, t_{1}, t_{2}\right\} \cup\{=k, \geq k \mid k \geq 2\}, g \in\{*\} \cup\{\leq k,=k, \geq k \mid$ $k \geq 1\}$ and $g^{\prime} \in\left\{t_{0}, t_{1}, t_{2}\right\}$

$$
\begin{array}{r}
P T_{1} C D_{R E G}(f)=H P T_{1} C D_{R E G} \subset P T_{1} C D_{L I N}(f)=H P T_{1} C D_{L I N} \subseteq \\
P T_{*} C D_{M L I N}(g) \subseteq P T_{*} C D_{M L I N}\left(g^{\prime}\right)=H P T_{*} C D_{M L I N} .
\end{array}
$$

Remark 1. According to Corollary 4, there is a language that can be generated by a (hybrid) prescribed team CD grammar system with teams of size 1 and only linear productions, but which cannot be generated by a context-free grammar. Hence the inclusion $P T_{1} C D_{L I N}(f) \subseteq P T_{*} C D_{M L I N}(g)$ in the above corollary is either proper and $C F \subseteq P T_{*} C D_{M L I N}(g)$ holds or the family of languages generated by prescribed team CD grammar systems with teams of variable size and only metalinear productions is incomparable with the class of context-free languages.

My conjecture is an incomparability result. An intuition supporting a possible proof is the following. It is clear that the context-free grammar $G_{2}=$ $(\{S, A\},\{a, b\}, S,\{S \rightarrow a A b S, S \rightarrow a A b, S \rightarrow a b, A \rightarrow a A b, A \rightarrow a b\}$ ) generates $L\left(G_{2}\right)=\left\{a^{n} b^{n} \mid n \geq 1\right\}^{+} \in C F$. A characteristic of this language is its unknown width and depth, i.e. the number of $a^{n} b^{n} \mid n \geq 1$ 's next to each other and for each the amount of $n$ are unknown. Obviously, metalinear productions can simulate the depth with productions similar to the last four productions in $G_{2}$. The width, however, has to be known in advance in the case of metalinear productions since the axiom is the only production which can have more than one nonterminal on its right-hand side and should thus introduce a sufficient amount of them. This amount has to be known in advance and the set of productions is finite, hence it seems that $\left\{a^{n} b^{n} \mid n \geq 1\right\}^{+} \notin\left(P T_{*} C D_{M L I N}(f) \cup P T_{*} C D_{M L I N}^{\lambda}(f)\right)$ for $f \in\left\{*, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$.

Finally, note that if this conjecture holds, then also the classes of unordered scattered context, matrix and programmed grammars (even with appearance checking) with only metalinear productions are incomparable with the class of context-free languages. For a proof of this, consider for example Theorem 3 and the proof of Lemma 7.

Hence for linear (and regular) simple matrix grammars, a prescribed team CD grammar system with only metalinear productions can be constructed generating the same language. Whether this also holds the other way around and for other modes of derivation, is an open problem.

Another open problem is the relation between simple matrix grammars with only context-free productions and prescribed team CD grammar systems and hence also matrix grammars with only context-free productions (and appearance checking). The leftmost rewriting of simple matrix grammars makes it unlikely to have a similar
relation between them and prescribed team CD grammar systems, though. For matrix grammars with only metalinear productions, however, the following corollary does present an interesting relation with regular and linear simple matrix grammars.

Corollary 6. For $n \geq 1$

$$
S M_{R E G}(n)=S M_{R E G}^{\lambda}(n) \subset S M_{L I N}(n)=S M_{L I N}^{\lambda}(n) \subseteq M A T_{M L I N} \subseteq M A T_{M L I N}^{\lambda}
$$

Proof. For $n \geq 1, S M_{R E G}(n)=S M_{R E G}^{\lambda}(n) \subset S M_{L I N}(n)=S M_{L I N}^{\lambda}(n)$ (see, e.g., [9]) From Lemma 8 follows that $S M_{L I N}(n) \subseteq P T_{(1, n)} C D_{M L I N, 1}(f)$ for $n \geq 1$ and $f \in$ $\left\{=1, \geq 1, *, t_{0}, t_{1}, t_{2}\right\} \cup\{\leq k \mid k \geq 1\}$. Moreover, it is clear that $P T_{(1, n)} C D_{M L I N, 1}(f) \subseteq$ $P T_{*} C D_{M L I N}(f)$ for all modes of derivation and thus $S M_{L I N}(n) \subseteq P T_{*} C D_{M L I N}(f)$ is obtained for $n \geq 1$ and $f \in\{=1, \geq 1, *\} \cup\{\leq k \mid k \geq 1\}$. Finally, Theorem 3 finishes the proof of the corollary.


A very interesting corollary indeed, knowing that $S M_{L I N}(n) \subseteq S M(n)$ for $n \geq 1$ (see, e.g., [9]) and keeping in mind the unknown relation between simple matrix grammars and matrix grammars, in the case of context-free productions only, already mentioned above.

## 5. Summary

A summary of the results presented here will be given in the form of a diagram. A hierarchy along the lines of (the sub-context-free part of) the Chomsky hierarchy (see, e.g., [9]), is chosen. In this way, readers will obtain a clear insight into the power of teams in grammar systems in the sub-context-free cases.

In this diagram, a dashed arrow indicates an inclusion which is not known to be proper, whereas a straight arrow indicates a proper inclusion; in both cases the class the arrow leaves is included in the class the arrow points at. Families which are not
connected are not necessarily incomparable. Moreover, all relations of which a proof is included in here are printed in boldface.

Observing this diagram, it is clear that some open problems remain, even though a good insight into the power of (hybrid) prescribed teams in CD grammar systems is offered. One such an open problem concerns a possible hierarchy that can be found in this diagram and it is formulated next.

What is the generative power of prescribed (hybrid) team CD grammar systems with only regular or linear productions and teams of constant size $s$, for $s \geq 2$ ?
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#### Abstract

We show that the family of languages generated by cooperating distributed (CD) grammar systems with context-free components in the derivation modes $=k, \geq k$, for $k \geq 2$, and the family of EOL languages are incomparable.


## 1. Notions and Results

For formal definitions we refer the reader to the monograph [1]. We only specify some notations. A CD grammar system of degree $n$ is a construct

$$
G=\left(T, G_{1}, G_{2}, \ldots, G_{n}, S\right)
$$

where $G_{i}=\left(N_{G_{i}}, T_{G_{i}}, P_{i}\right), 1 \leq i \leq n$, are Chomsky grammars without an axiom, $T$ is the terminal alphabet such that $T \subseteq \cup_{i=1}^{i=n} T_{G_{i}}$ and $S \in \cup_{i=1}^{i=n} N_{G_{i}}$.

A $k$ step derivation with respect to a component grammar $G_{i}$ is denoted $\Longrightarrow \overline{\bar{G}}_{i}^{k}$ and $\Longrightarrow \stackrel{<k}{G_{i}}, \Longrightarrow \underset{G_{i}}{>k}, \Longrightarrow{ }_{G_{i}}^{*}$, denote a derivation consisting of at most $k$ steps, at least $k$ steps, an arbitrary number of steps, respectively. If $x \Longrightarrow_{G_{i}}^{*} y$ and there is no $z \in$ $\left(\cup_{i=1}^{i=n}\left(T_{G_{i}} \cup N_{G_{i}}\right)\right)^{*}$, such that $y \Longrightarrow{ }_{G_{i}}^{*} z$ then we write $x \Longrightarrow{ }_{G_{i}}^{t} y$.

The language generated by $G$ according to the mode of derivation $f$, for $f \in$ $\{*, t\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ is defined as

$$
\begin{gathered}
L_{f}(G)=\left\{x \in T^{*} \mid S=x_{0} \Longrightarrow{ }_{G_{i_{1}}}^{f} x_{1} \Longrightarrow{ }_{G_{i_{2}}}^{f} x_{2} \ldots \Longrightarrow \Longrightarrow_{G_{i_{m}}}^{f} x_{m}=x,\right. \\
\left.m \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq m\right\} .
\end{gathered}
$$

We denote by $\mathcal{L}_{f}(C D C F)$ the family of languages generated by CD grammar systems with context-free components working in the mode $f$, for $f \in\{*, t\} \cup\{\leq k$, $=k, \geq k \mid k \geq 1\}$. We also denote by $\mathcal{L}(C F), \mathcal{L}(E 0 L), \mathcal{L}(E T 0 L), \mathcal{L}(M A T)$ the families of context-free, EOL, ETOL and matrix languages, respectively.

Recall that the length set of an arbitrary language $L$ is the collection of lengths of its words, that is $\lg (L)=\{|x| \mid x \in L\}$.

We have

[^9]Theorem 1. [2] If $L \in \mathcal{L}_{f}(C D C F), f \in\{=k, \geq k \mid k \geq 2\}$, is an infinite language, then $\lg (L)$ includes an infinite arithmetical progression.

Theorem 2. The family $\mathcal{L}(E 0 L)$ is incomparable with each of the families $\mathcal{L}_{f}(C D C F), f \in\{=k, \geq k \mid k \geq 2\}$.

Proof. Consider the languages

$$
\begin{aligned}
& L_{1}=\left\{a^{2^{n}} \mid n \geq 1\right\} \\
& L_{2}=\left\{a^{n} b^{m} a^{n} \mid m \geq n \geq 1\right\}
\end{aligned}
$$

The first language is in $\mathcal{L}(E 0 L)$ [4] and not in $\mathcal{L}_{f}(C D C F), f \in\{=k, \geq k \mid k \geq 2\}$ (as a consequence of Theorem 1). In Corollary 4.7 in [4] it is proved that the second language $L_{2} \notin \mathcal{L}(E 0 L)$. On the other hand, for the CD grammar system

$$
\Gamma_{2}=\left(\{a, b\}, G_{1}, G_{2}, G_{3}, G_{4}, G_{5}, S\right)
$$

with

$$
\begin{aligned}
& G_{1}=(\{A, B\},\{a\},\{A \rightarrow a, B \rightarrow a\}), \\
& G_{2}=\left(\{A, B\},\left\{a, b, X, A^{\prime}, B^{\prime}\right\},\left\{A \rightarrow a A^{\prime} X, B \rightarrow a B^{\prime}\right\}\right), \\
& G_{3}=\left(\left\{A^{\prime}, B^{\prime}\right\},\{A, B\},\left\{A^{\prime} \rightarrow A, B^{\prime} \rightarrow B\right\}\right), \\
& G_{4}=\left(\left\{S, S^{\prime},\right\},\{A, B, X\},\left\{S \rightarrow S^{\prime}, S^{\prime} \rightarrow A X B\right\}\right) \\
& G_{5}=\left(\left\{X, X^{\prime}\right\},\{b\},\left\{X \rightarrow X^{\prime}, X^{\prime} \rightarrow b X^{\prime}, X^{\prime} \rightarrow X^{\prime}, X^{\prime} \rightarrow b\right\}\right) .
\end{aligned}
$$

we have

$$
L_{=2}\left(\Gamma_{2}\right)=L_{\geq 2}\left(\Gamma_{2}\right)=\left\{a^{n} b^{m} a^{n} \mid m \geq n \geq 1\right\}
$$

In the above grammar system, we note that

- every symbol $X$ is eventually replaced by one $b$ or several $b^{\prime} s$,
- the derivations start by using $G_{4}$, thus generating the string $A X B$,
- all sentential forms contain at most one occurrence of the nonterminal pair $(A, B)$ or $\left(A^{\prime}, B^{\prime}\right)$.

The component grammar $G_{2}$ transforms a string $a^{i} A X^{i-q+1}\left(b^{m_{q}}\right)^{q} a^{i} B, i, q \geq$ $0, q \leq i, m_{q}>0$ to $a^{i+1} A^{\prime} X^{i-q+2}\left(b^{m_{q}}\right)^{q} a^{i+1} B^{\prime}$ (at the beginning, after using $G_{4}$, we have $i=0$ and either $G_{1}, G_{5}$, or $G_{2}$ can be applied). After using $G_{2}$ we have to apply $G_{3}$ and we get the string $a^{i+1} A X^{i-q+2}\left(b^{m q}\right)^{q} a^{i+1} B$ which is of the form we have started with, hence $G_{2}, G_{3}$ can be iterated. This iterative process ends by applying $G_{1}$ and finally (or possibly between two uses of $G_{2}, G_{3}$ ) we use $G_{5}$ to rewrite $X$ by $b$ or generating arbitrary many number of $b^{\prime} s$. In conclusion we obtain $a^{n} b^{m} a^{n}, m \geq n \geq 1$, hence the derivation is terminated. (Clearly, the $\geq 2$ derivations in $\Gamma_{2}$ are in fact $=2$ derivations.)

For $k \geq 3$ we replace the first rule, let us denote it by $Z \rightarrow w$, of each set $P_{i}$, $1 \leq i \leq 5$, by the following $k-1$ rules (all $Z_{j}, 1 \leq j \leq k-2$, are new symbols)

$$
Z \rightarrow Z_{1}, Z_{1} \rightarrow Z_{2}, \ldots, Z_{k-3} \rightarrow Z_{k-2}, Z_{k-2} \rightarrow w
$$

Denote by $\Gamma_{k}$ the obtained CD grammar system. As in the case of $\Gamma_{2}$, it is easy to see that $L_{=k}\left(\Gamma_{k}\right)=L_{\geq k}\left(\Gamma_{k}\right)=L_{2}$, which completes the proof.

In Corollary 1 in [2] it is shown that $\mathcal{L}(E 0 L)$ is incomparable with each of the families $\mathcal{L}_{f}(C D C F), f \in\{=k, \geq k \mid k \geq 2\}$. To this aim, one uses the languages

$$
\begin{aligned}
& L_{1}=\left\{a^{2^{n}} \mid n \geq 1\right\} \\
& L_{2}=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}
\end{aligned}
$$

The language $L_{2}=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}$ is supposed not to be in $\mathcal{L}(E 0 L)$, which however is not true: see Example 1.13 in [4].

The above theorem shows that the result in [2] is still true, there are languages $L \in \mathcal{L}_{f}(C D C F)-\mathcal{L}(E 0 L), f \in\{=k, \geq k \mid k \geq 2\}$ (hence the involved families are incomparable, indeed).

At the end of [2] it is asked whether or not the one-letter languages in families $\mathcal{L}_{f}(C D C F), f \in\{=k, \geq k \mid k \geq 2\}$, are regular. Because the similar conjecture for $\mathcal{L}(M A T)$ has been recently confirmed, [3], in view of the inclusion $\mathcal{L}_{f}(C D C F) \subseteq \mathcal{L}(M A T), f \in\{=k, \geq k \mid k \geq 2\}$ [1], the property holds also for the families $\mathcal{L}_{f}(C D C F), f$ as above. On the other hand, in view of the relations,

$$
\begin{aligned}
& \mathcal{L}_{f}(C D C F)=\mathcal{L}(C F), f \in\{*,=1, \geq 1\} \cup\{\leq k, \mid k \geq 1\} \\
& \mathcal{L}_{t}(C D C F)=\mathcal{L}(E T 0 L)
\end{aligned}
$$

(shown in [1]), the family $\mathcal{L}_{t}(C D C F)$ contains non-regular one-letter alphabet languages. Thus we have a full characterization of languages over one-letter alphabet generated in the basic derivation modes by CD grammar systems.
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## 1. Introduction

Considering complex systems we typically need - cf. (McClamrock, 1995) - to know what a complex system is doing at a higher level in order to find out how at the lower level it accomplishes that task. In other words, we often need to know the function of the complex system being analyzed to know what aspects of structure to look at. Understanding the behavior of a complex system requires knowing which aspects of the complex mass of lower-level properties are significant in making a contribution to the overall behavior of the system. In real situations such a distinction may be problematic because the identification of which aspects of the lower-level activity of the system are significant and which are noise - the process of the so called destillation strategy (McClamrock, 1995) - is often complicated.

In the following we deal with complex systems which behave without noises. We will concentrate to systems which produce (infinite) sets of strings of symbols, and we will look for as simple as possible structure (architecture) of such systems. Simplicity means in our context, roughly speaking,

- the simplicity of rules which describe the behavior of the components of our complex systems, and
- the simplicity of communication between the components in order to provide the behavior of the complex system.

Another difficult problem is to find the right boundaries of a complex system; cf. (Bechtel, Richardson, 1993). The solution is crucial for identification of the loci of control of the complex systems. There are two extremes here:

- to consider the environment of the system as the locus of control - the case of external control, and
- to consider the system itself as the locus of its own control - the case of internal control.

The result of emphasizing the external factors is, according to (Bechtel, Richardson, 1993), to reduce the importance of the system, treating it as responding to external factors, or shaped by them, but not itself an important element in accounting for the responses. On the other hand, limited responsivness in the face of wide environmental variation it taken as an indicative of internal control, and the solution is to search for specialized and complex internal mechanisms. The system makes its own contribution and influences what happens to it. We will deal with both of the mentioned cases in the framework of the presented formalisation.

[^10]Concerning complex systems, our considerations will be motivated mainly by the situation in today artificial intelligence (AI) research. In AI, two main point of views appeared in the past decade - the traditional deliberative line of systems designing, and the point of view which stress the idea of situated action, or reactivity of systems (Maes, 1993), (Kushmerick, 1996).

The traditional view of AI emphasizes the role of internal symbolic representation of the outer environment of the systems, and the symbolic computations of plans of systems behavior on the base of these representations, so, this view supposes the internal control of the systems. The situated action view stresses the pure reactivity of systems to situations sensed when observing their outer environment. Systems components purely react to the observed situations. Their behavior is controlled externally, by situations sensed in the systems environments.

The situated action and the symbolic deliberative approaches are often considered to be antithetical. However, (Vera, Simon, 1993) argues that there is no such antithesis ${ }^{2}$ : situated action systems are in fact symbol systems, and some past and present symbol systems are situated action systems. We will show a possibility to deal with situated action (reactive) systems in the symbolic formal framework, and we will sketch a border-line between the pure reactive symbol systems and those capable to deliberate. We will formulate precisely the possible behavior (generative power) of some classes of reactive symbol systems.

## 2. Reactive Systems

The destillation strategy applied in the following to study complex systems leads us to consider as simple as possible components appearing in the architecture of complex systems organized in as simple as possible ways. We will attempt to describe the possible behaviors of complex systems set up from such simple components with respect to the principles of their communication.

To consider as simple as possible components leads to considering outer control of the complex systems. The control of actions of complex systems lays in this case in the structure and dynamics of the systems environment. Actions are in such cases in fact reactions of systems components to environment structure and changes, only.

In the case of reactivity, the systems macro-goals may be explicit. However, the local details of the (generation of) behaviors are determined by reactions of systems components to the feedback acquired during the activities; cf. (McClamrock, 1995). In this sense the current state of the environment may trigger some macro-goals, too. Benson and Nilsson (1994) write in this context on teleo-reactivity: teleo-reactive systems can react appropriately and rapidly to commonly occurring situations that require stereotypical programs of actions. But their functions are influenced by their macro-goals (hence "teleo"). Teleo-reactivity in dynamic, uncertain environments implies a short sense-act cycle of the sort common in feedback control systems.

In order to emphasize the "short sense-act cycles" and the requirement to allocate the control into the environment in the framework of symbol processing systems, a reactive component will be formalized as a component capable to execute only a finite number of computations which need no iterations (because of the shortness of the sense-act cycle), and triggered only by appearence of some "start-symbols" in the

[^11]structures which will formalize the environment of the systems. So, the simplest type of components - when triggered by start-symbols appearing in their environment will generate - without any iterations - only a finite number of behaviors.

To be reactive only to the states of the outer environment of the systems, the simplest organizational principle of cooperation of reactive components consist in sharing the common symbolic environment in which the components are able to execute changes (rewritings), and which they are able to "sense".

Systems set up from just specified reactive components which communicate only through the shared environment we will call reactive systems.

## 3. Colonies - Models of Reactive Systems in Structured but Static Environments

A colony is a formal model of reactive systems, where the systems reactive components are modelled by very simple formal grammars, and the structured (but static) environment by a string of symbols over which the formal grammars operate either in sequential or in parallel manner. Very simple means regular grammars which generate finite languages only. This capacity of grammars models the intuitively specified capacity of already mentioned reactive components of reactive systems. The environment (the string of symbols) is static in the sense that its changes appear as consequences of components activity (rewritings of symbols appearing in the string by grammars) only.

Colonies represent the simplest architecture reflecting the idea of total decentralization and completely emergent behavior of systems set up from purely reactive components. Particular experiences, e.g. in (Connell, 1990), prove the practical usability of the architecture, e.g. in real-world robotic systems design. The formalized concept of colonies proposed first in (Kelemen, Kelemenová 1992) offers a formal framework for description and study of the behaviors of systems set up according this architecture principles from purely reactive (non-iterating) components. For further technical details and results concerning colonies see e.g. (Dassow et al. 1993), (Csuhaj-Varjú, Păun, 1993-1994), (Kelemenová, Csuhaj-Varjú 1994a,b), (Kelemenová, Kelemen 1994), (Păun, 1995), (Baník 1996), etc.

### 3.1. The Basic Model

The above described basic model of a colony as well as of some of the closely related notions are formally described as follows.

A colony $\mathcal{C}$ is a 3 -tuple $\mathcal{C}=(\mathcal{R}, V, T)$, where
(i) $\mathcal{R}=\left\{R_{i} \mid 1 \leq i \leq n\right\}$ is a finite set of regular grammars $R_{i}=\left(N_{i}, T_{i}, P_{i}, S_{i}\right)$ producing finite languages $L\left(R_{i}\right)=F_{i}$ for each $i$. $R_{i}$ will be referred to as $a$ component of $\mathcal{C}$.
(ii) $V=\bigcup_{i=1}^{n}\left(T_{i} \cup N_{i}\right)$ is an alphabet of the colony, and
(iii) $T \subseteq V$ is a terminal alphabet of the colony.

We note that a terminal symbol of one grammar can occur as a nonterminal symbol of another grammar.

Elementary changes of strings are determined by a basic derivation step of a colony: For $x, y \in V^{*}$ we define $x \stackrel{b}{\Rightarrow} y$ iff

$$
x=x_{1} S_{i} x_{2}, y=x_{1} z x_{2}, \text { where } z \in F_{i} \text { for some } i, 1 \leq i \leq n .
$$

The language determined by a colony $\mathcal{C}$ starting with the word $w_{0} \in V^{*}$ is given by

$$
L\left(\mathcal{C}, w_{0}\right)=\left\{v \mid w_{0} \stackrel{b}{\Longrightarrow}^{*} v, v \in T^{*}\right\} .
$$

A colony $\mathcal{C}$ is stable on a set $W \subset(N \cup T)^{*}$ iff $L\left(\mathcal{C}, w_{i}\right)=L\left(\mathcal{C}, w_{j}\right)$ for arbitrary $w_{i}$ and $w_{j}$ from $W$. The language generated by $\mathcal{C}$ from elements of $W$ will be denoted by $L(\mathcal{C}, W)$.

If it is sufficient for formulation and solution of problems, components are characterized simply by pairs ( $S_{i}, F_{i}$ ).

### 3.2. Some Variations of the Basic Model

Many natural variants of colonies have been defined which differ in the definition of single derivation step, in the choice of terminal alphabet or other termination mode, in global characterization of derivation process (additional limitations and controls of derivation process can be considered), etc.

Basic differences among the definitions of derivation steps are due to the number of components used in one step as well as to the amount of start symbols (of components), rewritten in one step by each component.

In a colony with sequential derivation exactly one component works in a derivation step. The basic derivation step $\stackrel{b}{\Longrightarrow}$ is a sequential derivation step in which one component changes one letter of the string.

In a sequential model discussed in (Kelemenová, Csuhaj-Varjú, 1994a), in the derivation step (denoted by $\xrightarrow{t}$ ) one component is used to rewrite all occurrences of its start symbol in string (not necessary by the same word).

In (Păun, 1995), intermediate situations between $x \stackrel{b}{\Longrightarrow} y$ and $x \xlongequal{t} y$ are studied for a given $k$, where exactly (less than, more than) $k$ occurrences of $S_{i}$ are rewritten.

In (Dassow et al., 1993) a parallel model of derivation is proposed and studied. According to this model of rewriting all components of a colony which can work must work simultaneously on the tape and each of them rewrites at most one occurrence of its start symbol. The case when more components ( $S_{i}, F_{i}$ ) have the same associated nonterminal $S_{i}$ requires a special discussion:

If ( $S, F_{i}$ ), and ( $S, F_{j}$ ) are two components of a colony $\mathcal{C}$ and if (at least) two symbols $S$ appear in a current string, then both these components must be used, each rewriting one occurrence of $S$.

If only one $S$ appears in a current string, then each component can be used, but not both in parallel, hence in such a case we discuss two possibilities:

- the derivation is blocked - strongly competitive parallel way of derivation denoted by $\xlongequal{s p}$, and
- the derivation continues and the maximal number of components is used, nondeterministically chosen from all the components which can be used - weakly competitive parallel way of derivation denoted by $\stackrel{w n}{\Longrightarrow}$.

If the start symbols of all components in a colony are different, then both $\xrightarrow{s p}$ and $\stackrel{w_{p}}{\Longrightarrow}$ define the same relation denoted by $\xlongequal{p}$.

According to different selections of the terminal set of a colony colonies with different styles of acceptance are distinguised in (Kelemenová, Csuhaj-Varjú, 1994a,b).

The colony $\mathcal{C}=(\mathcal{R}, V, T)$ with components $R_{i}=\left(N_{i}, T_{i}, P_{i}, S_{i}\right),(1 \leq i \leq n)$ has by the definition - an acceptance style

- "arb" iff $T \subseteq \bigcup_{i=1}^{n} T_{i}$;
- "one" iff $T=T_{i}$ for some $i(1 \leq i \leq n)$;
- "ex" iff $T=\bigcup_{i=1}^{n} T_{i}$;
- "all" iff $T=\bigcap_{i=1}^{n} T_{i}$;
- "dist" iff $T=\left(\bigcup_{i=1}^{n} T_{i}\right)-\left(\bigcup_{i=1}^{n} N_{i}\right)$.

The language generated by $\mathcal{C}$ with the derivation step $\xlongequal{\Rightarrow}$ for $x \in\{b, t,=k, \leq$ $k, \geq k, s p, w p, p\}$ starting with $w_{0} \in V^{*}$ is defined by

$$
L_{x}\left(\mathcal{C}, w_{0}\right)=\left\{v \mid w_{0} \xrightarrow{x} * u, v \in T^{*}\right\} .
$$

The corresponding families of languages are denoted by $C O L_{x}$ or by $C O L_{x}^{f}$ in order to stress the style of acceptance $f \in\{o n e, a r b, e x, a l l, d i s t\}$. If colonies with exactly $n$ components are considered, $C O L_{x}(n)$ and $C O L_{x}^{f}(n)$ are used to denote this fact.

Further mechanisms used for regulation of derivation in colonies are time delays of components, hypothesis languages and transducer-colony pairs.

A time delay, associated to each component of a colony, was proposed and studied in (Kelemen, Kelemenová, 1992). It determines a minimal "time" period between two consecutive applications of a component using the so called delay vector $d=$ $\left(d_{1}, \ldots, d_{k}\right)$ of nonnegative integers for a colony $\mathcal{C}_{\mathcal{T}}$.

A derivation step of a colony with delay is defined for pairs $\langle w, t\rangle$, where $w$ is a string and $t$ is a $n$-tuple of integers (determining possible active components of a colony). So, Let $\mathcal{C}_{\tau}=(\mathcal{R}, V, T, d)$ be a colony with delay. Then
$\left\langle w_{1}, t\right\rangle \Longrightarrow \mathcal{c}_{T}\left\langle w_{2}, t^{\prime}\right\rangle$ iff $w_{1}=x_{1} S_{j} x_{2}, t=\left(t_{1}, \ldots, t_{n}\right)$ with $t_{j}=0$ for some $j$, $1 \leq j \leq n w_{2}=x_{1} z x_{2}$ for some $z \in L\left(G_{j}\right), t^{\prime}=\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right)$, where $t_{j}^{\prime}=d_{j}$ and $t_{i}^{\prime}=\max \left\{0, m_{i}-1\right\}$ for all $i, i \neq j$.

Note that to put $d=(0, \ldots, 0)$ gives the basic definition of colonies. The derivation step for a colony without delay corresponds to $t$ being the zero vector.

A language defined by a colony $\mathcal{C}_{T}$ with axiom $w_{0}$ and with start delay vector $t_{0}$ is the set

$$
L\left(\mathcal{C}_{T}, w_{0}, t_{0}\right)=\left\{w \in T^{*} \mid\left\langle w_{0}, t_{0}\right\rangle \Longrightarrow \stackrel{\mathcal{C}}{T}_{*}^{*}\langle w, t\rangle\right\} .
$$

The corresponding family of languages is denoted by $\mathcal{D C O L}$.
A colony is a model of a system designed for solving certain problems, hence it is supposed that its actions tend to some expected results. This can be captured in the framework of colonies e.g. by considering a target language for selecting the sentential forms generated by the colony (Păun, 1995).

A colony with a (regular) hypothesis language is a quadruple

$$
\mathcal{C}_{\mathcal{H}}=(\mathcal{R}, V, T, H),
$$

where $(\mathcal{R}, V, T)$ is a colony and $H$ is a regular language in $V^{*}-T^{*}$.
For $f \in\{*, t\} \cup\{\leq k,=k, \geq k \mid k \geq 1\}$ and $i(1 \leq i \leq n$, the colony accepts a derivation $x \xrightarrow{f} y$ only if $y \in H$ or $y \in T^{*}$.

The language generated by $\mathcal{C}_{\mathcal{H}}$ in the mode $f$ starting with $w_{0}$ is the set

$$
\begin{gathered}
L_{f}\left(\mathcal{C}_{\mathcal{H}}, w_{0}\right)=\left\{x \in T^{*} \mid w_{0} \stackrel{f}{\Longrightarrow} w_{1} \stackrel{f}{\Longrightarrow} \ldots \stackrel{f}{\Longrightarrow} w_{s}=x,\right. \\
\\
s \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq s, \text { and } \\
\\
\left.w_{j} \in H, 1 \leq j \leq s-1\right\} .
\end{gathered}
$$

(No hypothesis is made about the last string, the terminal word.)
(Păun, 1995) proposes a model for situation when different components "speak different languages", and a transducer is required to intermediate them:

A colony-transducer pair is a couple ( $\mathcal{C}, g$ ), where $\mathcal{C}=(\mathcal{R}, V, T)$ is a colony, and $g=\left(V, V, Q, s_{0}, F, P\right)$ is a generalized sequential machine (gsm) ( $Q$ is the set of states, $s_{0}$ is the initial state, $F$ is the set of final states, $P$ is the set of translation rules of the form $\left.s a \rightarrow x s^{\prime}, s, s^{\prime} \in Q, a \in V, x \in V^{+}\right)$.

The language generated by a colony $(\mathcal{C}, g)$ in the mode $f$ starting with $w_{0}$ is

$$
\begin{aligned}
L_{f}\left(\mathcal{C}, g, w_{0}\right)=\left\{x \in T^{*} \mid w\right. & \Longrightarrow{ }_{i_{1}}^{f} w_{1} \Longrightarrow g\left(w_{1}\right) \Longrightarrow{ }_{i_{2}}^{f} w_{2} \Longrightarrow g\left(w_{2}\right) \Longrightarrow \ldots \\
\ldots & \left.i_{i_{s}}^{f} w_{s}=x, s \geq 1,1 \leq i_{j} \leq n, 1 \leq j \leq s\right\}
\end{aligned}
$$

Variants of colonies for modelling "life-like" features as parasitism and symbiosis the so called structured colonies - are proposed and studied in (Csuhaj-Varjú, Păun, 1993-1994):

A structured colony is a construct $\sigma=\left(N, T, w, C_{1}, \ldots, C_{n}, \phi\right)$, where $\left(N, T, w, C_{1}, \ldots, C_{n}\right)$ is a colony and $\phi:\left\{C_{1}, \ldots, C_{n}\right\} \rightarrow 2^{\left\{C_{1}, \ldots, C_{n}\right\}}$ is a mapping. ( $\phi$ describes the dependences between the components.)

By different usage of $\phi$ different modes of derivation can be defined, for instance:
For $x, y \in(N \cup T)^{*}$ we say that $x$ derives $y$ in $\sigma$ by a direct derivation step under strong dependence relation, denoted by $x \Longrightarrow_{s d} y$, iff either
$-x=x_{1} S_{i} S_{j_{1}} S_{j_{2}} \ldots S_{j_{s}} x_{2}, \phi\left(C_{i}\right)=\left\{C_{j}\right\}$, and $y=x_{1} z_{i} z_{j_{1}} z_{j_{2}} \ldots z_{j_{s}} x_{2}$ or
$-x_{1} S_{j_{s}} \ldots S_{j_{2}} S_{j_{1}} S_{i} x_{2}, \phi\left(C_{i}\right)=\left\{C_{j}\right\}$, and $x_{1} z_{j_{s}} \ldots z_{j_{2}} z_{j_{1}} z_{i} x_{2}$
for $z_{i} \in L_{i}, z_{j} \in L_{j}, z_{k_{r}} \in L_{k_{r}}, 1 \leq s, \phi\left(C_{j}\right) \subseteq\left\{C_{i}, C_{k_{1}}\right\}, C_{k_{1}} \in \phi\left(C_{j}\right), \phi\left(C_{k_{1}}\right) \subseteq$ $\left\{C_{k_{2}}, C_{j}\right\}, C_{k_{2}} \in \phi\left(C_{k_{1}}\right), \phi\left(C_{k_{r}}\right) \subseteq\left\{C_{k r-1}, C_{k_{r+1}}\right\}, C_{k_{r+1}} \in \phi\left(C_{k_{r}}\right), 2 \leq r \leq s-1$, $\phi\left(C_{k_{r}}\right) \subseteq\left\{C_{k_{s-1}}\right\}$. or
$-x=x_{1} S_{k_{s}} \ldots S_{k_{1}} S_{j} S_{i} S_{l} S_{i_{1}} \ldots S_{i_{p}} x_{2}, \phi\left(C_{i}\right)=\left\{C_{j}, C_{l}\right\}$ and
$y=x_{1} z_{k_{s}} \ldots z_{k_{1}} z_{j} z_{i} z_{l} z_{t_{1}} \ldots z_{t_{p}} x_{2}$ or
$-x=x_{1} S_{t_{p}} \ldots S_{t_{1}} S_{l} S_{i} S_{j} S_{k_{1}} \ldots S_{k_{s}} x_{2}, \phi\left(C_{i}\right)=\left\{C_{j}, C_{\}}\right\}$and
$y=x_{1} z_{t_{p}} \ldots z_{t_{1}} z_{l} z_{i} z_{j} z_{k_{1}} \ldots z_{k_{s}} x_{2}$
for $z_{i} \in L_{i}, z_{j} \in L_{j}, z_{l} \in L_{l}, z_{t_{r}} \in L_{t_{r}}, 1 \leq r \leq p, z_{k_{r}} \in L_{k_{r}}, 1 \leq r \leq s$, and for
$-\phi\left(C_{j}\right) \subseteq\left\{C_{i_{2}} C_{k_{1}}\right\}, C_{k_{1}} \in \phi\left(C_{j}\right), \phi\left(C_{k_{1}}\right) \subseteq\left\{C_{k_{2}}, C_{j}\right\}, C_{k_{2}} \in \phi\left(C_{k_{1}}\right), \phi\left(C_{k_{r}}\right) \subseteq$ $\left\{C_{k_{r-1}}, C_{k_{r+1}}\right\}, C_{k_{r+1}} \in \phi\left(C_{k_{r}}\right), 2 \leq r \leq s-1, \phi\left(C_{k_{s}}\right) \subseteq\left\{C_{k_{s-1}}\right\}$, and
$\phi\left(C_{l}\right) \subseteq\left\{C_{i}, C_{t_{1}}\right\}, C_{t_{1}} \in \phi\left(C_{l}\right), \phi\left(C_{t_{1}}\right) \subseteq\left\{C_{t_{2}}, C_{l}\right\}, C_{t_{2}} \in \phi\left(C_{t_{1}}\right), \phi\left(C_{t_{r}}\right) \subseteq$ $\left\{C_{t_{r-1}}, C_{t_{r+1}}\right\}, C_{t_{r+1}} \in \phi\left(C_{t_{r}}\right), 2 \leq r \leq p-1, \phi\left(C_{t_{p}} \subseteq\left\{C_{t_{p-1}}\right\}\right.$.

The language $L_{\alpha}(\sigma)$ generated by a colony $\sigma$ (by $\alpha$-derivations, where $\alpha$ means a particular type of derivation step among those definable for structured colonies) is

$$
L_{\alpha}(\sigma)=\left\{w \mid S \Longrightarrow_{\alpha}^{*} w, w \in T^{*}\right\}
$$

The above notion of strong dependence covers both the symbiosis and the parasitism: when $C_{j} \in \phi\left(C_{i}\right)$ and $C_{i} \in \phi\left(C_{j}\right)$ we have a symbiotic dependence of $C_{i}$ and
$C_{j}$ but when $C_{j} \in \phi\left(C_{j}\right), C_{i} \notin \phi\left(C_{j}\right)$ we can say that a parasitic dependence of $C_{i}$ and $C_{j}$ is met ( $C_{i}$ is supported by $C_{j}$, cannot live alone, whereas $C_{j}$ is independent of $C_{i}$ ).

The most intensively studied topic of colonies is their generative power. The reader can find such type of result in all of the above cited literature. However, in the following we will concentrate on slighly different questions.

## 4. On the Rationality of Behavior of Reactive Systems

Considering another aspect of colonies behavior, we start with an example of a very simple mechanical device mentioned in (Thorpe, 1989). Ch. Thorpe in his critics of the idea of reactive robotics mentioned that "it is possible to build an extremely simple robot with no models, only reflexes, that does some tasks such as wanders on a table top and turns when it encounters an edge. Such robots don't need models, computers, or even electronics; everything is done mechanically."

The next three figures offer a particular design of the Thorpe's Machine - a fully
 its subsumed parts $\mathcal{F O R}$ providing the forward motion, and $\mathcal{C U R V}$ making curving possible.


Figure 1. The $\mathcal{L A D Y B U G}$
The $\mathcal{L A D Y B U \mathcal { G }}$ wanders a table top, and turns when it encounters an edge, so it (almost) never crashes off the table. In other words, the behavior of the $\mathcal{L A D Y B U G}$ is in certain intuitive sense a rational because:

- it has perceptual capabilities (to identify the edge of the table by its antennae), - it has a possibility to execute different actions (through wheels it may roll straightforward and it may change the direction of rolling) - it executes actions having the maximal expected utility for it (it finds the direction of the rolling in order to avoid crashing off the table).

In terms of expectations and beliefs about utilities of performable acts in actual states of environment the systems rationality means that the executed acts are of the maximal expected utility for the agent among the actions available at some instant (Doyle 1988). This is the core of the formalization of rationality in the framework of the classical decision theory.

The mathematical way of formalization of such concept of rationality is as follows; cf. (Pollock 1992):

Let $\mathcal{A}$ be a system with sensation and action capabilities which connect it with its environment - the so called agent-described by a finite set $A$ of alternative acts between which it must decide, a finite set $O$ of possible states of the world, a function $u$ assigning numerical values - utilities - to the possible states of the world, and a set
of beliefs about the values of the probabilities $p(O / A)$ of each possible state of the world on each act. The expected utility of an act $a$ is then defined as

$$
e(a)=\sum_{o \in O} u(o) p(o / a)
$$

A decision problem for the agent $\mathcal{A}$ consists in maximizing the expected utility of its acts. An agent which is able to solve the decision problem is a rational agent.


Figure 2. The part $\mathcal{F O R}$ of the $\mathcal{L A D Y B U G}$

In (Kelemen 1996) a special type of rationality - the so called low-level rationality of agents - is defined and studied. The idea behind that level of rationality consists of eliminating probabilities and minimizing the number of considered states of the world.


Figure 3. The part $\mathcal{C U R V}$ of the $\mathcal{L A D Y B U G}$

Formally, an agent $\mathcal{A}$ with a finite set $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ of acts has the property of low-level rationality (is an llr-agent) if it is able to solve the decision problem under the conditions that:
(i) $\mathcal{A}$ "recognizes" only two states of its world, so $O=\{t, f\}$,
(ii) $\mathcal{A}$ has a binary utility function defined by $u(t)=1$ and $u(f)=0$,
(iii) the belief function of $\mathcal{A}$ for given $a_{i}$ is either

$$
p\left(t / a_{i}\right)=1 \text { and } p\left(f / a_{i}\right)=0
$$

or

$$
p\left(t / a_{i}\right)=0 \text { and } p\left(f / a_{i}\right)=1
$$

Consequently,

$$
e\left(a_{i}\right)= \begin{cases}1 & \text { for } p\left(t / a_{i}\right)=1 \\ 0 & \text { for } p\left(t / a_{i}\right)=0\end{cases}
$$

The behavior $L_{\mathcal{A}}$ of an llr-agent $\mathcal{A}$ is the set of all sequences $a_{1} \ldots a_{k}(k \geq 1)$ of acts of $\mathcal{A}$ such that $e\left(a_{1} \ldots a_{k}\right)=1$ where $e\left(a_{1} \ldots a_{k}\right)=e\left(a_{1}\right) \ldots e\left(a_{k}\right)$.

An equivalent characterization of the behaviors of llr-agents can be given as follows: The behavior $L_{\mathcal{A}}$ of an llr-agent $\mathcal{A}$ is the set of all sequences $a_{1} \ldots a_{k}(k \geq 1)$ of acts of $\mathcal{A}$ such that $p\left(t / a_{i}\right)=1$ for arbitrary $a_{i}(1 \leq i \leq k)$ appearing in $a_{1} \ldots a_{k}$. For the proof see (Kelemen 1996).

## 5. A Language-Theoretic Treatment of Systems Rationality

To act in an environment means for an agent to perform a sequence of acts. Each such sequence may be labeled by the corresponding sequence of symbols denoting the individual acts performed by the agent. From a language-theoretic point of view, the set of symbols denoting acts from $A$ of an agent $\mathcal{A}$ may be understood as a finite alphabet, and a behavior of $\mathcal{A}$ (the set of sequences of acts performed by this agent) can be considered as a language $L_{\mathcal{A}}$ over that alphabet. Formally, $L_{\mathcal{A}} \subseteq A^{*}$, where $A^{*}$ states for the set of all (finite) sequences (including the empty sequence) defined from the elements of $A$ with respect of the binary operation of concatenation of (strings of) symbols. Thus:

- $A^{*}$ states, in fact, for all possible sequences (including the empty one) which may be formed from the acts performable by $\mathcal{A}$,
$-L_{\mathcal{A}}$ is the set of all sequences, which can be effectively generated by $\mathcal{A}$,
- if $\mathcal{A}$ is a procedurally rational agent, then there are some mechanisms of $\mathcal{A}$ for selecting (generating) only a subset $L_{\mathcal{A}}^{r a t} \subseteq L_{\mathcal{A}}$ of rational behaviors of $\mathcal{A}$,
- if $\mathcal{A}$ is a substantively rational ${ }^{3}$ agent, then $\mathcal{A}$ is able to produce only behaviors from $L_{\mathcal{A}}^{\text {rat }}$, so $L_{\mathcal{A}}^{\text {rat }}=L_{\mathcal{A}}$.

From the definition of the expected utility function it follows that the behavior $L_{\mathcal{A}}$ of an arbitrary llr-agent $\mathcal{A}$ has the following property:

For arbitrary $i, j(1 \leq i \leq k ; 1 \leq j \leq k)$, if $a_{1} \ldots a_{i} \ldots a_{j} \ldots a_{k} \in L_{\mathcal{A}}$ then $a_{1} \ldots a_{j} \ldots a_{i} \ldots a_{k} \in L_{\mathcal{A}}$. There exists an infinite class of infinite languages which satisfy this property.

The rational behavior of the $\mathcal{L A D Y B U G}$ can be (approximately) described by the set of all finite sequences of acts $f$ (executable because of the physical limitations of the table maximally $k$-times) and $c$ (executable because of the same reason maximally $l$-times), so we have:

$$
L_{\tau \mathcal{M}}=\left\{\left(g^{m} c^{n} g^{r}\right)^{+} \mid 1 \leq m \leq k ; 1 \leq n \leq l ; 1 \leq r \leq k\right\}
$$

Clearly, this is a regular language.

## 6. Low-Level Rationality of Colonies

The decision-theoretic model of the $\mathcal{L A D Y B Z} \mathcal{G}$ presents it as a system with internal and centralized control. It does not reflect the architectural principle applied in construction of the $\mathcal{L A D Y B U G}$ considered as a totally decentralized set of independent, autonomous, fully reactive components acting in a shared environment.

However, we mentioned already that the $\mathcal{L A D} \mathcal{Y} \mathcal{Z} \mathcal{G}$ is set up from two functionally separable mechanical parts, $\mathcal{F O R}$ and $\mathcal{C U R} \mathcal{V}$. Realize now that none of these

[^12]parts has any level of rationality - both of them (under suitable conditions, see below) crash off the table. But subsuming them into an agent they generate a rational behavior thanks to their reactivity to situations sensed in their shared environment. So, we can consider the $\mathcal{L A D} \mathcal{D B} \mathcal{U} \mathcal{G}$ also as a decentralized system with an external control.

Let the behaviors of the parts are

$$
L_{\mathcal{F O R}}=\left\{f^{m} s_{1} \mid 0 \leq m \leq k\right\}
$$

and

$$
L_{C U R V}=\left\{c^{n} s_{2} \mid 0 \leq n \leq l\right\} .
$$

Both of behaviors are finite because in all cases the strings of actions of the components lead (after executing a number of forward or curving steps) inevitably to the state $s_{1}$ and $s_{2}$, resp. (by crashing of the $\mathcal{F O \mathcal { R }}$ or $\mathcal{C U R} \mathcal{V}$ off the table; let us suppose a slighly idealized conditions that the table is quite small, so that the "infinite" rotation of $\mathcal{C U R V}$ is eliminated, that there are no obstacles on the table, no problems with parts' energy income, etc.).

Trying to describe $\mathcal{F O R}$ and $\mathcal{C U R} \mathcal{V}$ as llr-agents in the decision-theoretic framework we have serious troubles with defining the beliefs: accepting the previous idealizations we may easily realize, that if the parts $\mathcal{F O R}$ or $\mathcal{C U R V}$ roll towards the table's edge, they necessarily crash (so, that $p(c r a s h / g)=p(c r a s h / c)=1$ ). Thereupon, the parts $\mathcal{F O R}$ and $\mathcal{C U R V}$ are not llr-agents. However, both of the behaviors can be described by corresponding formal grammars in an obvious way.

The languages $L_{\mathcal{F O R}}$ and $L_{\mathcal{C U R V}}$ are finite, while the colony formed with their grammars generates an infinite language, $L_{\tau \mathcal{M}}$.

In (Kelemen 1996) is proved that the class of llr-agents with behaviors generated by colonies is infinite.

This proposition shows, that at least the low-level rationality of systems may appear as an emergent effect of unsupervised individual behaviors of a finite number of autonomous purely reactive and non-rational components. It is also clear that this rationality is substantive in its nature, because of the lack of any internal control mechanisms in colonies.

## 7. Integrative Societies of Agents

Societies (at least the animal and robotic ones) can be grouped into two basic categories (Parker 1993): In the case of differentiating societies the individual members of the societies are formed within the group according to the needs of the society. In this case, the individual exists for the good of the society. On the contrary, societies that integrate depend upon the attraction of individual independent components to each other. In the case of integrating behavior, the components of the society are driven by a selfish motivation which leads them to seek group life because it is in their own best interests.

One of the most important problems of inventing any particular architecture for robots intended as individual agents in integrative societies consists of inventing mechanisms of adaptive action selection by an individual agent which selects actions appropriate with respect its individual mission. Actions must be selected on the one hand without any global control strategy, on the other, they must contribute to emergence of a global behavior of the society accomplishing certain global task. This section
shows how one mechanism of action selection - the mechanism of motivation proposed in (Parker 1993) - may be considered as externally controlled and treated in the formal framework of colonies; for more details see (Kelemen 1993).

According to Parker's proposal, the individual agents are supposed to be designed using the behavior-based approach as collections of simple reactive components each receiving sensory input and controlling some aspects of the actuator output. The behavior of each agent emerges from the behaviors of its parts without any central control or global strategy of cooperation of its components.

A robot receives information from its environment through its sensors and through an explicite communication with the other robots. Communication is, however, treated as a behavior. Both sensory data and explicit communication are inputs, and make the action selection adaptive to tasks performed by other agents without introducing any global control.

Unlike typical behavior-based approaches, the architecture delineates several behavior sets that are either active as a group or are hibernating. Each behavior set corresponds to those levels of competence required to perform some task.

Because of the alternative goals that may be pursued by the agents, they must have some means of selecting the appropriate behavior set to become active. For achieving this action selection the motivational behavior is utilized, which controls the activation of each behavior set.

The output of a motivational behavior is the activation level of its corresponding behavior set. When this activation level exceeds a given threshold, the behavior set becomes active. Once a behavior set is activated, other behavior sets are suppressed. Then, over the time, the motivation for performing a behavior set increases as long as the corresponding task is not accomplished, as determined from sensory feedback.

Suppose now that a robot belonging to a society is described formally by a colony $\mathcal{C}$ each component of which being a description of the reactive behavior of a corresponding component of the robot. Suppose $\mathcal{C}$ to be stable on a set $W$, and the behavior of $\mathcal{C}$ to be $L$. Let $W$ be the set of the samples of data observed by the real agent and communicated by other real agents. Because of the finite scalling capacity of any sensor and the limited exchange of information among the real agents, we suppose $W$ to be finite.

As it was already mentioned, a real agent is able to perform different (but a finite number of) behavior sets. Describing the real agent by a corresponding colony $\mathcal{C}$, these sets can be formally expressed as subsets $L_{i}$ of the behavior $L$ of a colony $\mathcal{C}$ such that $L=\bigcup_{i=1}^{n} L_{i}$. A motivational behavior for the behavior set $L_{i}$ is then a set $W_{i}$ such that $\mathcal{C}$ is stable on $W_{i}$ and $L\left(\mathcal{C}, W_{i}\right)=L_{i}$.

Having in the mind the sensory and communication limitations of real agents it is meaningful to suppose also $W_{i}$ to be finite. Then to motivate an agent to select a behavior set $L_{i}$ means to generate the appropriate motivational behavior $W_{i}$ for it. Because $W_{i}$ is finite, this task can be done by extending the original architecture of $\mathcal{C}$ by a simple specialized component-like agent with behavior $W_{i}$ which is stable on certain set $U_{i}$. Note that the set $U_{i}$ may contain also elements consisting of sensed/communicated data which are inaccesible to the original $\mathcal{C}$. This extension models certain aspects of action selection and envisions the basic architectural principle which makes the purely distributive cooperative control scheme possible. Since individual agents remain fully autonomous, they have the ability to perform useful
actions even amidt the failure of other agents.
The basic theoretical question concerning action selection by motivation can be now posed as follows: Is it possible to find an appropriate motivational behavior $W_{i}$ for a given behavior set $L_{i}$ of $\mathcal{C}$, and a colony with the behavior $W_{i}$ which is stable on a set $U_{i}$ ? The answers proved formally in (Kelemen 1993) may be recapitulated as follows:

For motivation of disjoint behavior sets the corresponding motivational behaviors must be disjoint. If the motivational behaviors are not disjoint, then they cannot motivate different behavior sets.

If the behavior sets are disjoint then motivational behaviors for them must be disjoint, too.

If disjoint finite sets are given then it is possible to construct an agent with such sets as behavior sets motivated by disjoint motivational behaviors.

## 8. The Role of the Environment

In the previous sections we demonstrated how some "mentalistic" explanations of rationality may be (at least in certain level) replaced by "interactionistic" ones which emphasize the interactions among the (relatively) independent (autonomous) non-rational parts of a rational system. Now, we complete our views by adding some remarks on the role of interactions of rational systems with their environments.

It is clear, that an agent is rational only in some "natural" surrounding environment. (All the human rationality disappears if the hunam being is faced with an absolutely unknown environment; in fact, we can't imagine such an environment. Similarly, all the low-level rationality of the $\mathcal{L A D} \mathcal{Y} \mathcal{B U G}$ disappears in an environment with vertical obstacles - say, boxes on the table top.) As (Horswill 1995) pointed out, a rational agent should take advantage of the special properties of its environments which may simplify the decision problems which face it. Thus, from the standpoint of the agent and its designer, environments have some important properties. If we try to understand the behavior of an agent in its environment, we must make these properties explicite and draw out their significance for the agent. We will try to do that and expand appropriately our previous grammatical model.

Horswill (1995) considers an environment as a concrete thing, a place in which a particular agent acts. The set of environments in which an agent can perform its activities he calls a habitat. A habitat constraint is a predicate on environments. Its extension is the set of environments which satisfy it. A given environment or habitat can be partially characterized by the set of constraints which it satisfies. Thus the habitat forms a useful descriptive language for environments and habitats.

In our framework we understand a habitat of an agent as a formal specification of the states of agent's environment in terms in which the agent's possibitities to act in this environments are expressed.

Formally, let $L_{\mathcal{C}}^{\text {rat }}$ be the set of rational behaviors of an agent modelled by the colony $\mathcal{C}$. Then the set $H \subseteq\left(N_{\mathcal{C}} \cup T_{\mathcal{C}}\right)^{*}$ we will call the habitat of $\mathcal{C}$ if for arbitrary $w \in H, w \Longrightarrow{ }^{*} x$ implies $x \in L_{\mathcal{C}}^{r a t}$.

Relating the concept of habitat to the concept of the stability defined in Section 3 , we can-immediatly on the base of definitions - state that every set in which the colony $\mathcal{C}$ is stable forms a habitat for the agent modelled by $\mathcal{C}$.

With respect of the $\mathcal{L A D Y B U \mathcal { G }}$, in Section 5 we specified its behavior as the language $L_{\mathcal{T} \mathcal{M}}$. The parameters $k$ and $l$ appearing in its specification reflect some
physical properties of a particular table on which the $\mathcal{L A D Y B U G}$ rolls, some properties of $\mathcal{L} \mathcal{A D} \mathcal{Y} B \mathcal{G}$ 's environment. To construct a habitat for the $\mathcal{L} \mathcal{A D Y B U \mathcal { B }}$ means to determine the descriptions of $\mathcal{L A D} \mathcal{Y} \mathcal{B U G}$ 's environments in which it behaves rationally (does not fall the table top). What is very important in this respect is to express the environments regularities (the minitheory of the environment) in concepts which are related to the $\mathcal{L A D} \mathcal{A B U G}$ 's concepts of it environment. In this particular example this means to express the characteristics of the environment in $\mathcal{L A D Y B U G}$ 's possibilities to sense the table tops edge, and to move forward or to change the direction of the motion.

## 9. Colonies in Dynamic Environments

The agent/environment interactions play a crucial role mainly in situations when the environments in which the agents act have their own dynamics. For the situations when the laws of environment dynamics are known and may be characterized in the symbolic level, in (Csuhaj-Varjú et al. 1994b, 1996) a formal framework - the concept of so called eco-grammar system is proposed and studied. Colonies may be considered as a simplfyied variant of such systems based on purely reactive components sharing a common string - their environment - which has its own dynamics governed by some rules. We may imagine these rules in the form of rewritings. The overall dynamics of the whole system set up in this style consists then in two main phases: In the first one the colony executes one step of its modification of the environment. Then, in the second phase, the rules describing environments dynamics are applied - in parallel and execute environment changes.

More formally, a colony with dymanic environment - or an extended colony, according (Csuhaj-Varjú, 1996) - may be defined as a structure

$$
E=\left(V, T, H_{1}, \ldots, H_{s}, R_{1}, \ldots, R_{n}, S\right)
$$

where $V$ and $T(T \subseteq V)$ are the total and the terminal alphabets of $E, H_{i}$ is a finite set of context-free or regular rewriting rules defined over $V, R_{i}$ is a component defined as in the basic case of colonies ( $V_{i} \subseteq V$ ), $S$ - the starting symbol of $E$ - is an element from $V$, and $T$ is a subset of the union of all $T_{i}$ s.

The functioning of the structure consists of an action of a component on the environment as in the case of basic colonies, and of a development of the environment acording the rules included in $H_{i}$ s and applied in a parallel way in the sense accepted in the theory of $L$-systems - in the $0 L$ manner; cf. (Rozenberg, Salomaa, 1980).

The basic model of derivation in colonies with dynamic environment can be defined as follows:

Let $x, y \in V^{+}$. Then $x$ directly derives $y$ (in the basic mode of derivation; in the $b$-mode), if one of the following cases hold:

- there is a start symbol $S_{i}$ of some of components $R_{i}$ such that $x=x_{1} S_{i} x_{2}, x_{1}, x_{2} \in$ $V^{*}$. Then $y=y_{1} w y_{2}, w \in L\left(R_{i}\right)$, and $x_{1} \Longrightarrow{ }_{H_{j}} y_{1}, x_{2} \Longrightarrow{ }_{H_{j}} y_{2}$, for some $j$, and $H_{j}$ is applied in the $0 L$ style.
$-x \neq x_{1} S_{i} x_{2}$ for any $i$ for $x_{1}, x_{2} \in V^{*}$. Then $x \Longrightarrow_{H_{j}} y$ for some $j$, and $H_{j}$ is applied in the $0 L$ manner.

The language defined by such a type of colonies can be defined in the usual way. Similarly as in the cases discussed in Section 3, we can define the acceptance styles arb, one, all and ex.

The generative power of the just defined type of colonies overcomes the generative power of $E T 0 L$-systems for the basic variant of derivation and the acceptance style arb.

## 10. Conclusions

The previous sections present a conceptual framework for dealing with some properties of systems set up from simple, purely reactive components. The framework is based on the theory of grammar systems - a well-founded mathematical approach to distributed or decentralized processing simple symbol structures (Csuhaj-Varjú et al., 1994a). Thus, the presented approach is in many directions limited. No formalization reflects the whole complexity and all of the details of the formalized entities and/or phenomena.

The presented framework is intended mainly to express formally the idea of pure reactivity, and minimal comunication of the individually simple components - the architectural principle of and the mechanisms of emergence of complicated behaviors from the simple ones. It is not intended for dealing with another very important aspect of systems set up from real reactive parts - their situatedness in real dynamic environments with a lot of uncertainties and sensory noises. Any sensor of a real robotic system realizes only a many-to-one mapping from states of a world to the just sensed data. Moreover, the robot deals with noises when interpreting sensor data. The robotic system decides its actions based on these data, leading to unexpected changes in the environment caused by robots actuators.

In a grammar agent, however, when a symbol is read, the agent is assured that it really did read that particular symbol - i.e. it does not have to deal with noises when interpreting the sensed data nor when expecting the changes in the sentential form just under rewriting, when executes a rewriting step. Likewise, when a grammar agent changes some part of a string, it can be assured that the update was what the agent intend - writing a symbol A will result in an A being written. When a robot decides to grasp an object $A$, the result may or may not the A being grasped. Thus, the abstract description of an environment equals the actual environment for the grammar agents which is not the usual situation in the case of real embodied robots situated in real changing environments. Only having these in mind we can state that the components of a colony of grammars are situated in their symbolic environments.

However, the behavior of a colony really emerges from interactions of its components acting autonomously in their symbolic environment and can considerably overcome the individual behaviors of the components. Similarly, the analysis of the level of rationality of colonies proves that at least this level of rationality may in principle appear in behaviors of the real purely reactive robots or other kinds of agents. The framework enables also to deal with some aspects of the interactions of environments and agents, and with some phenomena appearing when we see agents as societies of simple autonomous components.

As a generalization, let us repeat the position expressed first in (Kelemen 1993): We recognize four main principles reflected by the grammatical theory of colonies, which appear in behavior-based robotics and in some other branches of research connected with autonomous agents as well. There are:

- The principle of total decentralization of complex systems into simple components.
- The transparent simplicity of components behaviors in comparison with the behavior performed by the whole system.
- The principle of liberalism - components behave without any explicitly defined obligatory strategy of cooperation.
- The principle of emergence - the behavior of the system emerges as some kind of side-effect of the behavior of components.

The sketched framework enables us to deal with any of these principles in a symbolmanipulating level. In discussions on the reactionistic and cognitive approaches to intelligent systems (cf. e.g. (Vera, Simon 1993)) our framework supports the idea that some of the principles are present in both of them, but has been emphasized with different intensity up to now.
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#### Abstract

A concept of accepting colonies is introduced. A hybrid connectionist-symbolic architecture ("neural pushdown automaton") for inference of colonies based on presentation of positive and negative examples of strings is then described, together with an algorithm for extracting a colony from trained neural network. Some examples of the inference of colonies generating/accepting simple context-free languages illustrate the function of the architecture.


## 1. Introduction

The problem of grammatical inference is generally hard and even for regular languages it is NP in the worst cases. There have been various heuristic methods developed, trying to find a suitable solution with reasonable computational expenses. We shall focus our attention on hybrid architectures coupling principles of neural and symbolic computation.

There have been many such architectures presented, concerning mostly (but not exclusively) the connectionist-symbolic grammatical inference of regular [1], [6], context-free [22] or context-sensitive [2] language acceptors. For a broader description of these results we refer to [21]; a brief overview can be found in [20]. The unifying approach of these results inheres mostly in unfolding input strings into the time-series, so they are presented one symbol at a time and processed serially. This seems to be not due to the nature of artificial neural networks (ANNs), which is inherently parallel. In fact, this drawback isn't overcome in this paper still, but some attention is devoted to accepting grammar systems (GS) - possibly parallel accepting devices.

There are many links between ANNs and GSs: parallelism, independently working elements (agents/neurons), communication of the elements, absence of centralized control. On the other hand, there remain many problems of representing one paradigm by another: fixed communication graph of ANN vs. dynamic communication of GS, virtually unlimited potential of GS agents (each agent must be able to act simultaneously on an arbitrary number of symbols of the generated string), and so on [20]. The model of the accepting grammar system presented here doesn't involve some of these problems (balanced by its less accepting power) and can be successfully extracted from a trained ANN.

## 2. Basic Definitions and Properties

In this section the basic definitions of the constructions necessary to describe our model are given. Often only a special form of a definition is given, simple enough to have the properties necessary for the model; the general forms can be found in the references cited. Also some properties of accepting colonies are derived.

[^13]We denote the classes of finite languages, regular languages, linear languages, Dyck languages, languages accepted by the deterministic pushdown automata without $\lambda$ transitions (DPDA) and context-free (CF) languages by $\mathcal{L}(F I N), \mathcal{L}(R E G), \mathcal{L}(L I N)$, $\mathcal{L}(D Y C K), \mathcal{L}(D P D A)$ and $\mathcal{L}(C F)$, respectively.

If $x \in V^{*}$, where $V$ is some alphabet, and if $W \subseteq V$, then $|x|_{W}$ denotes the number of occurrences of letters from $W$ in $x$.

### 2.1. Artificial Neural Networks

Here we only briefly describe the basics of the ANN model used below. For a more detailed tutorial we refer to [9], a broad explanation can be found in [8].

Our ANN is a finite set of interconnected autonomous agents - neurons. All the neurons in the network compute the same function

$$
y_{i}=\theta\left(\sum_{j=1}^{N} a_{i j} x_{j}\right),
$$

where $x_{i j}$ are the inputs, the $y_{i}$ is the output of the neuron, $\theta$ is the threshold function, see figure 1 . The constants $a_{i j}$ are called the weights of the inputs.

The input of ANN is some $n$-tuple and the output some $m$-tuple of real-valued signals. There are feedforward and feedback connections, which leads to nontrivial dynamics of the network. Such a type of network is called a recurrent neural network (RNN).


Figure 1. The basic model of neuron and the treshold function.

### 2.2. Colonies

Colonies and the languages they generate have been described e.g. in [15], [11], [12]. There have been various generating modes and styles of acceptance defined. Here we restrict ourselves to the basic mode and the dist style of acceptance used in our model, although the other styles could be modelled as well. In this sense the following definitions are simplified compared to the original ones.

Definition 2.1. A colony is an $(n+3)$-tuple $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$, where
(i) $N$ is the set of nonterminals of $C$;
(ii) $T$ is the set of terminals of $C ; N \cap T=\emptyset$;
(iii) $R_{i}=\left(S_{i}, F_{i}\right)$, for every $i, 1 \leq i \leq n$, is the component of $C ; S_{i} \in N$ is the start symbol of $R_{i} ; F_{i} \subseteq\left(T \cup N-\left\{S_{i}\right\}\right)^{*}$ is a finite language;
(iv) $S=S_{i}$ for some $i, 1 \leq i \leq n ; S$ is the start symbol of $C$.

We denote the total alphabet of $C$ by $V$, i.e. $V=T \cup N$. We can assume $N=\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ and $F_{i} \neq \emptyset$ for every $i, 1 \leq i \leq n$, without loss of generality.

Definition 2.2. Let $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ be a colony and let $x, y \in V^{*}$, where $V$ is the total alphabet of $C$. We write $x \Rightarrow_{\text {gen }} y$, iff there is a component $R_{i}$ of $C$ for some $i, 1 \leq i \leq n$, such that $x=x_{1} S_{i} x_{2}$ and $y=x_{1} w x_{2}$ holds, where $x_{1}, x_{2} \in V^{*}$ and $w \in F_{i}$.

Definition 2.3. Let $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ be a colony. The language generated by $C$ is defined by $L_{\text {gen }}(C)=\left\{w \mid S \Rightarrow_{\text {gen }}^{*} w, w \in T^{*}\right\}$, where $\Rightarrow_{\text {gen }}^{*}$ denotes the reflexive transitive closure of $\Rightarrow$ gen .

Let us denote $\mathcal{L}_{\text {gen }}(C O L)$ the class of languages generated by the colonies defined above. It has been proven in [10], that $\mathcal{L}_{\text {gen }}(C O L)=\mathcal{L}(C F)$.

### 2.3. Accepting Colonies

A concept of accepting grammar systems has been introduced in [3], [4], [5]. We now introduce accepting colonies in a similar way, together with the concept of determinism, since our neural model is deterministic.

Definition 2.4. Let $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ be a colony and let $x, y \in V^{*}$, where $V$ is the total alphabet of $C$. We write $y \Rightarrow_{\text {acc }} x$, iff $x \Rightarrow_{\mathrm{gen}} y$.

Definition 2.5. Let $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ be a colony. The language accepted by $C$ is defined by $L_{\text {acc }}(C)=\left\{w \mid w \Rightarrow_{\text {acc }}^{*} S, w \in T^{*}\right\}$, where $\Rightarrow{ }_{\text {acc }}^{*}$ denotes the reflexive transitive closure of $\Rightarrow$ acc .

We denote $\mathcal{L}_{\text {acc }}(C O L)$ the class of languages accepted by the colonies defined above.

If $y \Rightarrow_{\text {acc }} x_{1}$ and $y \Rightarrow_{\text {acc }} x_{2}$ implies $x_{1}=x_{2}$ for every $y \in L_{\text {acc }}(C)$, then we call the system dynamically deterministic; in this case, we add the letter $D_{d}$ to the notation of the system. This form of determinism guarantees that the accepting colony can at each derivation step perform at most one possible action; if there are more possibilities, the string is rejected.

If $F_{i} \cap F_{j}=\emptyset$ for every $i, j, 1 \leq i<j \leq n$, we call the system statically deterministic; in this case, we add the letter $D_{s}$ to the notation of the system. This guarantees that for every $y$ there is at most one $i$ such that $y \Rightarrow_{\text {acc }} S_{i}$.

If no set $F_{i}$ contains the empty word $\lambda$, we call the system propagating; in this case, we add the letter $P$ to the notation of the system.

Theorem 2.6.
(i) $\mathcal{L}_{\text {acc }}\left([P]\left[D_{d} / D_{s}\right] C O L\right)=\mathcal{L}_{\text {gen }}\left([P]\left[D_{d} / D_{s}\right] C O L\right)$,
(ii) $\mathcal{L}_{\mathrm{acc}}\left(P D_{d} C O L\right)=\mathcal{L}_{\mathrm{acc}}\left(D_{d} C O L\right) \subset \mathcal{L}(L I N) ; \mathcal{L}_{\mathrm{acc}}\left(D_{d} C O L\right)$ and $\mathcal{L}(R E G)$ are incomparable,
(iii) $\mathcal{L}_{\text {gen }}\left(D_{s} C O L\right)=\mathcal{L}_{\text {gen }}(C O L)$.

Proof. (i) The statement follows directly from definitions. Note that the concept of both the dynamic and the static determinism is the same for the generating and the accepting case.
(ii) First, note that the existence of the empty word $\lambda$ in some $F_{i}$ would destroy the dynamical determinism. Now, let $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ be a colony in the class $D_{d} C O L$. Without loss of thee geenerality, we can assume that for every $x \in \bigcup_{i=1}^{n} F_{i}$ there exists a derivation $S \Rightarrow_{\text {gen }}^{*} w S_{i} y \Rightarrow{ }_{\text {gen }} w x y \Rightarrow_{\text {gen }}^{*} u, u \in T^{*}$ for some $i, 1 \leq i \leq n$. Then $|x|_{N} \leq 1$ for every $x \in \bigcup_{i=1}^{n} F_{i}$. Let us assume for contradiction, that there existed a derivation $S \Rightarrow_{\text {gen }}^{*} w S_{i} y \Rightarrow_{\text {gen }} w x_{1} S_{j} x_{2} S_{k} x_{3} y \Rightarrow_{\text {gen }}^{*} w^{\prime} x_{1}^{\prime} z_{1}^{\prime} x_{2}^{\prime} z_{2}^{\prime} x_{3}^{\prime} y^{\prime} \equiv u, u \in T^{*}$ such, that $S_{j} \Rightarrow_{\text {gen }}^{*} z_{1} \Rightarrow_{\text {gen }} z_{1}^{\prime}$ and $S_{k} \Rightarrow_{\text {gen }}^{*} z_{2} \Rightarrow_{\text {gen }} z_{2}^{\prime}$ for some $i, j, k, 1 \leq i, j, k \leq n$ and some $w^{\prime}, x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}, y^{\prime} \in T^{*}, w, x_{1}, x_{2}, x_{3}, y \in V^{*}, z_{1}^{\prime}, z_{2}^{\prime} \in T^{+}$and $z_{1}, z_{2} \in V^{+}$. Then $u \in L_{\mathrm{acc}}(C)$ and $u \Rightarrow_{\mathrm{acc}} w^{\prime} x_{1}^{\prime} z_{1} x_{2}^{\prime} z_{2}^{\prime} x_{3}^{\prime} y^{\prime}$ and $u \Rightarrow_{\text {acc }} w^{\prime} x_{1}^{\prime} z_{1}^{\prime} x_{2}^{\prime} z_{2} x_{3}^{\prime} y^{\prime}$ would hold.

Now, let $G=(N, T, P, S)$ be a context-free grammar such that $P=\bigcup_{i=1}^{n}\left(\bigcup_{x \in F_{i}} S_{i} \rightarrow\right.$ $x)$. Then $L(G)=L_{\text {acc }}(C)$ and $G$ is linear. For the proof of the second statement, note that $\left\{a^{n} \mid n \geq 1\right\} \notin \mathcal{L}_{\text {acc }}\left(D_{d} C O L\right)$ and $\left\{a^{n} b^{n} \mid n \geq 1\right\} \in \mathcal{L}_{\text {acc }}\left(D_{d} C O L\right)$.
(iii) We follow the proof of Lemma 2.3 in [4].

Let $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ be a colony. We define $N^{\prime}=N \cup\left\{S_{n+1}\right\}$, where $S_{n+1}$ is a new symbol. Let $R_{n+1}=\left(S_{n+1},\{\lambda\}\right)$ be a new component of the colony.

For each $F_{i}, 1 \leq i \leq n$, we define

$$
\begin{gathered}
\operatorname{conflict}\left(F_{i}\right)=\left\{x \in F_{i} \mid(\exists j \neq i)\left(x \in F_{j}\right)\right\}, \\
\text { no }-\operatorname{conflict}\left(F_{i}\right)=F_{i}-\operatorname{conflict}\left(F_{i}\right) .
\end{gathered}
$$

Define

$$
\operatorname{DET}\left(R_{i}\right)=\left(S_{i}, \text { no }-\operatorname{conflict}\left(F_{i}\right) \cup\left\{x S_{n+1}^{i} \mid x \in \operatorname{conflict}\left(F_{i}\right)\right\}\right) .
$$

Consider the statically deterministic system

$$
C^{\prime}=\left(N^{\prime}, T, \operatorname{DET}\left(R_{1}\right), \ldots, \operatorname{DET}\left(R_{n}\right), R_{n+1}, S\right)
$$

It is easily seen that $L_{\text {gen }}(C)=L_{\text {gen }}\left(C^{\prime}\right)$.
We do not know much about the class $\mathcal{L}_{\text {acc }}\left(P D_{s} C O L\right)$; we conjecture that it contains $\mathcal{L}($ DPDA $)$.

## 3. Hybrid Neural-Symbolic Architecture

The idea of these architectures was introduced first in the classical paper [13]. As it was mentioned in [20], RNN needs some external stimuli during its work, otherwise it tends to reach a stable state soon, which is in contrast with recurrent application of the same rules during the accepting of a string by a grammar system. Moreover, the RNN should be of finite size, but the grammar system should be able to accept a string of an arbitrary length.

The simplest possibility of how to solve these problems is to present the input string serially, which nevertheless leads to a lack of parallelism. The occurrence of the empty string $\lambda$ in some $F_{i}$ would cause another problem, so we will restrict ourselves to the propagating systems.

Consider an accepting colony $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ with the serial access to the accepted string $w$. We start with the leftmost part of the string $w$ and find a
component $R_{i}$ for some $i, 1 \leq i \leq n$, such that there is $x \in F_{i}, x=u y$ and $w=u v$ for some $u, v \in T^{+}$and some $y \in\left(\{\lambda\} \cup N V^{*}\right)$. Hence the component $R_{i}$ becomes active. Whenever there occurs the symbol $S_{j} \in N$ within $x$ for some $j, 1 \leq j \leq n$, the component $R_{j}$ becomes active, but we must remember that after it finishes its work, the component $R_{i}$ may has to continue. On the one hand it becomes clear that there has to be a stack for storing calling sequence of the components of the colony.

On the other hand, we must take into the account the fact that in the phase of inference we know neither the number nor the language of components of the colony being inferred; they must be the result of the inference algorithm. As it seems to be much more difficult to change the structure of the RNN in the phase of learning than to change the weights of the neurons only, it follows that we perhaps should not incorporate an expected structure of the colony into the network topology. Moreover, as storing and retrieving information to/from the stack have to be subjected to adaptation, these operations must be continuous in some sense (see the next section).

Again, the simplest solution seems to be the use of a homogeneous RNN, which can store/retrieve to/from the stack some information, no matter what they represent. Then after training we can extract the result from the structure of the internal states of the network and assign an interpretation to it.

### 3.1. Neural Deterministic Pushdown Automaton

It has become clear during the last years that enhancing the computational power of an RNN over that of finite automata requires an expansion of resources. The disadvantage of many models as in [17], [18] is that they do not involve effective adaptation.

The idea of deterministic neural pushdown automaton (NPDA) has been reported first by [17]. We follow the model described in [22], which has the following advantages:

- the stack is considered to be external and not necessarily represented within the RNN; some arguments supporting this approach can be found in [20];
- the model needs only very brief preliminary information about the expected size of the inferred system;
- both the finite neural automaton and the stack operations are subjected to an adaptation process, thanks to the concept of continuous stack memory;
- effective procedures for training such a system have been provided, together with algorithms for extracting the pushdown automaton from the trained network.

There are also some necessary restrictions of the described model; the most important seems to be the request that every rule of the NPDA must be in one of the following forms:
(a) $\delta\left(q_{i}, a, b\right)=\left(q_{j}, \lambda\right)$,
(b) $\delta\left(q_{i}, a, b\right)=\left(q_{j}, b\right)$,
(c) $\delta\left(q_{i}, a, b\right)=\left(q_{j}, a b\right)$.

Moreover, the tape and the stack alphabets are the same, except the starting stack symbol $\perp$. No $\lambda$ transitions are allowed. If there are no restrictions applied to the strings stored into the stack in the rule forms (b) and (c), the automaton is be equivalent to a CF grammar in the 2-SNF [23] and it is be able to accept any language in $\mathcal{L}(D P D A)$. With these restrictions the class of accepted languages is reduced.

Theorem 3.1. Let $M=(Q, \Sigma, \Gamma, \delta, s, F)$ be a DPDA such, that $\Gamma=\Sigma \cup\{\perp\}$ and each rule of $\delta$ is in one of the forms ( $a$ ),(b),(c), where $q_{i}, q_{j} \in Q, a \in \Sigma, b \in \Gamma$. Denote $\mathcal{L}(M)$ the class of the languages accepted by the automata of the described type. Then $\mathcal{L}(D Y C K) \subset \mathcal{L}(M) \subset \mathcal{L}(D P D A)$ and $\mathcal{L}(M)$ is incomparable with $\mathcal{L}(L I N)$.

Proof. As it has been shown in [23], the rule forms (a) and (c) are enough for constructing a DPDA with one state accepting any Dyck language. The form (b) together with more states extends the power of the automaton over the class of DYCK languages. Note, that for instance $\left\{a^{2 n} b^{n} \mid n \geq 1\right\} \in \mathcal{L}(M)$ and $\left\{a^{2 n} b^{n} \mid n \geq 1\right\} \notin$ $\mathcal{L}(D Y C K)$.

Now, consider the language generated by the linear grammar $G=$ $(\{S\},\{a, b, u, v, w, x\},\{S \rightarrow a a S u / a b S v / b a S w / b b S x / \lambda\}, S)$. It is easily seen that $L(G) \in \mathcal{L}(D P D A)$ and $L(G) \notin \mathcal{L}(M)$. To finish the proof, it remains to note that there are nonlinear Dyck languages.

The whole NPDA consists of a finite size neural network controller (an extended version of a neural network finite state automata) and an infinite continuous stack memory. The controller is an RNN consisting of third order neurons (also second order would be possible) trained by the real-time recurrent learning (RTRL) algorithm. The infinite continuous stack memory consists of two parallel stacks: the discrete one, which stores the symbols, and the continuous one, which stores the continuous length $L$ of every symbol, $0 \leq L \leq 1$. There are three actions defined upon the stack memory, each of them having the strength $A_{i}, 0 \leq A_{i} \leq 1$ :

- push, which stores the input tape symbol onto the top of the stack with the assigned length $A_{i}$;
- pop, which removes the top symbol(s) so that the total depth of the continuous stack is decreased by $A_{i}$;
- no-op, which causes no change in the stack memory.

The configuration of the automaton is defined in the usual way. The language accepted by the NPDA consists of the strings which transfer the automaton from the initial configuration $\left(q_{1}, \perp, w\right)$ to the configuration $\left(q_{F}, \lambda, \lambda\right)$, so that the final state must be reached and simultaneously the stack must be emptied. Each input string is finished with a special symbol $e$.

The schematic diagram of the model is presented in figure 2. For more details about the continuous stack, training algorithm, symbol representation and state dynamics we refer to [22], [14].

### 3.2. Extraction of a Colony from the Trained NPDA

The NPDA is trained using a set of positive and negative samples of strings (that have to be accepted/rejected) of some language in $\mathcal{L}(M)$. During the training the topology of the NPDA is not changing, but the space of the internal states is evolving.

The training is finished, when (almost) every string of the training set is correctly classified. But the final output state consist of analogous values between 0 and 1 , so the classification is not strict. There exist analogous errors, which can accumulate as the input string become longer, due to the NPDA nature of a continuous dynamic system.


Figure 2. The architecture of the NPDA.

For a correct classification of strings of an arbitrary length, it is necessary to extract a discrete accepting device from the trained NPDA. The result of this process highly depends on the quality of the extracting algorithm, based mostly on clustering in the space of neuron states. Generally, we want to extract as small an accepting device as possible, but still homogeneous with the set of training samples. More detailed descriptions of the clustering algorithms can be found in [1], [6], [22], etc.

We present here an algorithm for extracting a colony from the NPDA $M=$ ( $Q, \Sigma, \Gamma, \delta, s, F$ ) having already performed hierarchical clustering of states. It employs some special features of the NPDA to obtain as simple a grammar system as possible. Let us denote by $q_{1}, \ldots, q_{F}$ the clusters of state neuron output values of NPDA, let us quantize the action neuron states to three levels with assigned labels push, pop, no-op. Let us express the state transitions in the form of the oriented graph with the starting node $q_{1}$ and the final node $q_{F}$. To every edge a triple ( $a, b, a c t$ ) is assigned, for $a \in \Sigma, b \in \Gamma, a c t \in\{p u s h$, pop, no-op\}. The nodes from which the final node is inaccessible are ignored.

## Algorithm 3.2.

1. Let us denote $C=\left(N, T, R_{1}, \ldots, R_{n}, S\right)$ the derived colony. Let us assign $T:=$ $\Sigma, N:=\left\{\left[q_{1}, \perp, q_{F}\right]\right\}, n:=0$.
2. If there is $\left[q_{i}, b, q_{j}\right] \in N$ such that $\left[q_{i}, b, q_{j}\right]$ is not the starting symbol of any component $R_{k}$ for some $k, 1 \leq k \leq n$, then continue, otherwise go to step 5 .
3. Assign $n:=n+1$, add a new component $R_{n}:=\left(\left[q_{i}, b, q_{j}\right], \emptyset\right)$ to the colony. For every edge ( $a, b, a c t$ ) from the node $q_{i}$ to the node $q_{m}$ for some $q_{m} \in Q$ do the following:
(a) if act $=p o p$ and $q_{m}=q_{j}$, add the string $a$ to the $F_{n}$;
(b) if $a c t=n o-o p$, add the string $a\left[q_{m}, b, q_{j}\right]$ to the $F_{n}$; add the symbol $\left[q_{m}, b, q_{j}\right]$ to $N$;
(c) if $a c t=p u s h$, add the string $a\left[q_{m}, a, q_{p}\right]\left[q_{p}, b, q_{j}\right]$ to the $F_{n}$ for every $q_{p} \in Q$ such that the node $q_{p}$ is accessible from the node $q_{i}$ and $q_{j}$ is accessible from $q_{p}$; add the symbols $\left[q_{m}, a, q_{p}\right],\left[q_{p}, b, q_{j}\right]$ to $N$; accessible means the transitive non-reflexive closure of the graph edge transitions.
4. Go to step 2.
5. Apply an algorithm for excluding the nonterminating components of the colony (quite similar as excluding the nonterminating symbols of the CF grammar). Exclude $S_{i}$ from $N$ for any nonterminating component ( $S_{i}, F_{i}$ ). Exclude the strings containing $S_{i}$ from $F_{j}$ for every $j, 1 \leq j \leq n$. Adjust the value of $n$.
6. For every component $\left(S_{i}, F_{i}\right)$ for some $i, 1 \leq i \leq n$, such that $F_{i} \subset T^{*}$, do the following:
(a) Replace every string $x_{1} S_{i} x_{2}$ in $F_{j}$ for some $j, 1 \leq j \leq n$ and $x_{1}, x_{2} \in V^{*}$ with the strings $x_{1} y x_{2}$ for every $y \in F_{i}$.
(b) Exclude the component ( $S_{i}, F_{i}$ ) from the colony.
7. For every two components $\left(S_{i}, F_{i}\right),\left(S_{j}, F_{j}\right)$, for some $i, j, 1 \leq i<j \leq n$, such that $F_{i}=F_{j}$, do the following:
(a) Replace every string $x_{1} S_{j} x_{2}$ in $F_{k}$ for some $k, 1 \leq k \leq n$ and $x_{1}, x_{2} \in V^{*}$ with the string $x_{1} S_{i} x_{2}$.
(b) Exclude the component $\left(S_{j}, F_{j}\right)$ from the colony.
8. For every component ( $S_{i}, F_{i}$ ) for some $i, 1 \leq i \leq n$, such that there is a string $x_{1} S_{i} x_{2} \in F_{i}$ for some $x_{1}, x_{2} \in V$, do the following:
(a) Assign $n:=n+1$, add a new component $R_{n}:=\left(S_{n},\left\{S_{i}\right\}\right)$ to the colony.
(b) Replace all occurrences of $S_{i}$ within the strings in $F_{i}$ with $S_{n}$.

It is easily seen that $L(C)=L(M)$, where $C$ is the colony derived from $M$ by the use of the algorithm described above.

## 4. Simulation Results

There are three examples given in [22]. Due to the fact that we use the same training process in our model, we can utilize these results at the situation when the RNN has been trained and the hierarchical clustering of the states has been already performed. Then our algorithm for extracting a colony from the trained network will be applied and the results will be presented.

## Example 4.1. The Balanced Parenthesis Language

The input alphabet consists of symbols [, ] (we omit the final transition coupled with an end symbol $e$ ). The training set contains fifty strings with an approximately balanced number of the strings to accept and to reject. The trained NPDA is presented
in figure 3 (the nodes from which the final node is inaccessible are omitted). The state $(1, .25, .25)$ is final.


Figure 3. Trained NPDA accepting balanced parenthesis language.
After applying Algorithm 3.2, the resulting colony with five components looks as follows: $C=\left(\left\{S, S_{1}, S_{2}, S_{3}, S_{4}\right\},\{[], e\},,\left(S,\left\{\left[S_{1} S_{2}\right\}\right),\left(S_{1},\left\{\left[S_{3} S_{3}, 0\right\}\right)\right.\right.\right.$, $\left.\left(S_{2},\left\{1 S_{1} S_{4}, e\right\}\right),\left(S_{3},\left\{S_{1}\right\}\right),\left(S_{4},\left\{S_{2}\right\}\right), S\right)$.

## Example 4.2. The language $1^{n} 0^{n}$

The input alphabet is $\{0,1\}$. The training set consists of 12 legal and 15 illegal strings. In order to have only short strings in the training set, and due to the fact there are relatively few short legal strings in this language, the training set replicates some of the short legal strings. The trained NPDA is presented in figure 4. The state $(1,1,1,1,1),(1,0,1,1,1)$ is final. This state (and the second one denoted by two vectors of the neuron outputs) was created by merging of two equivalent clusters.


Figure 4. Trained NPDA accepting $0^{n} 1^{n}$ language.
The resulting colony with three components is $C=\left(\left\{S, S_{1}, S_{2}\right\},\{0,1, e\}\right.$, $\left.\left(S,\left\{1 S_{1} e\right\}\right),\left(S_{1},\left\{1 S_{2} 0,0\right\}\right),\left(S_{2},\left\{S_{1}\right\}\right), S\right)$.

## Example 4.3. The Palindrom Language

This problem was found to be the most difficult among the presented ones. It has been shown in [14] that the described neural structures are not able to learn this grammar without "hints". The so called full third-order network structure has been used in [22] to overcome this problem.

The input alphabet is $\{a, b, c\}$, the palindroms are of the form $w c w^{T}, w \in\{a, b\}^{+}$. Two training sets containing 39 and 363 strings were used. The trained NPDA has six states from which the final state is accessible. The resulting colony with five components is $C=\left(\left\{S, S_{1}, S_{2}, S_{3}, S_{4}\right\},\{a, b, e\},\left(S,\left\{b S_{1} e, a S_{2} e\right\}\right),\left(S_{1},\left\{\left[b S_{3} b, a S_{4} b, c b\right\}\right)\right.\right.$, $\left.\left(S_{2},\left\{a S_{4} a, b S_{3} a, c a\right\}\right),\left(S_{3},\left\{S_{1}\right\}\right),\left(S_{4},\left\{S_{2}\right\}\right), S\right)$.

## 5. Conclusion

The class of accepting colonies has been defined and some of its properties have been derived. It was shown that to present an input string serially (which is needed for the described hybrid connectionist-symbolic architecture), it is necessary to have an infinite memory (stack).

The adaptive neural pushdown automaton together with the algorithm for extracting a colony from the learned neural network was presented and some colonies were successfuly inferred. This documents the possibility of constructing the artificial life models with the ability of adaptation to the surrounding environment.

The drawback of this model is its serial access to the input string. So the direction of the further research is constructing parallel adaptive neural models of parallel working grammar systems, which could couple the abilities of the both paradigms.
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#### Abstract

It is shown that nondeterministic logarithmic space-bounded Turing machines recognize exactly the closure (under log-space reduction) of the languages generated by a variant of regular parallel communicating grammars systems.


## 1. Introduction

Establishing correspondences between resource-bounded computational models and classes of generative grammars has long been an important research activity in theoretical computer science. Such correspondences yield valuable insights into the behavior of both computational models and grammars. Typical examples include the equivalence of finite state automata and regular grammars, nondeterministic pushdown automata and context-free grammars, and nondeterministic linear space-bounded Turing machines and context-sensitive grammars [7]. Some resourcebounded computational models do not seem to have equivalent grammars. One approach to characterizing those systems grammatically has been to show that they are equivalent to a closure of the class of languages generated by a given grammar, under an appropriate notion of reduction. For instance, it has been proven that logarithmic space-bounded nondeterministic Turing machines (log-space NTMs) with the help of a stack (e.g., auxiliary push-down automata) recognize exactly the closure (under log-space reduction) of the context-free languages [4], [18]. Although contextfree grammars characterize auxiliary push-down automata from the point of view of complexity theory, we know of no grammar that has been shown to characterize
logarithmic space-bounded nondeterministic Turing machines (without a stack). This paper demonstrates that the closure (under log-space reduction) of the languages generated by a variant of regular parallel communicating grammars systems characterizes this model of computation.

Recently, parallel communicating grammar (PCG) systems have been introduced to characterize, at the syntactic level, the behavior of complex systems [13]. Characteristics of PCG systems have been studied by several authors [5], [6], [10], [12], [14], [16], [17]. A PCG system consists of a finite number of grammars whose derivations proceed synchronously in parallel. The separate derivations can query one another, and so communicate. The querying mechanism allows any component to copy what another component has produced. To make a query, a derivation generates a query symbol that refers to the grammar whose derivation is to be queried. Several components may copy the same string by generating the same query symbol at the same time.

It has been proven that PCG systems with more than one component grammar of any type in the Chomsky hierarchy is more powerful than a single grammar of the same type. For example, there are regular PCG systems that generate non-contextfree languages. The complexity of languages generated by PCG systems have been studied by [2], [3], [8], [9].

The generative power of PCG systems depends on the communicating protocol or the query mechanism for derivations. Under the query mechanism introduced in [13], it has been proven that any language generated by a linear PCG system can be recognized by a log-space NTM [2], [3]. The query mechanism of [13] does not seem powerful enough to generate the computationally hardest languages recognizable in logarithmic space. A small, natural change to the query mechanism, however, increases the power of regular PCG systems sufficiently to generate log-space complete languages. According to the definition in [13], when one component queries another, it gets the string generated by the latter so long as that string does not contain any query symbols. If this string happens to contain a nonterminal symbol that is not in the grammar of the querying component, the entire derivation fails. We propose allowing the querying component to wait until every nonterminal in the string being queried is in its grammar. The motivation for extending the query mechanism in this way is that the information returned from a query would always be coherent with the querying grammar. Moreover, this protocol allows a querying component to wait any number of steps before completing a query, making synchronization among components much easier to achieve. We call this query mechanism coherent queries. Grammar systems whose derivations use coherent queries are called coherent PCG systems, or CPGC systems.

We prove that regular CPCG systems can generate one of the computationally hardest languages that can be recognized by log-space NTMs. In particular, we show that the language ORDERED REACHABILI'TY (a variant of graph reachability) can be generated by a CPCG system of fifteen regular grammar components. On the other hand, we show that log-space NTMs are still powerful enough to recognize any language generated by a regular CPCG system. These two results establish that logspace NTMs recognize exactly the closure (under log-space reduction) of the languages generated by regular CPCG systems.

The paper is organized as follows. Section 2 defines CPCG systems. In Section

3, we define the language ORDERED REACHABILITY and construct a regular CPCG system that generates it. Section 4 presents the main result. We conclude in Section 5.

## 2. Preliminaries

In this section we define CPCG systems. We are only interested in PCG systems whose components are regular grammars. See [5], [13] for more general definitions of PCG systems, on which our definition will be based.

We assume that the reader is familiar with $\log$-space NTMs and $\log$-space reducibility, as described for example in [7], [1], [11], and with basic concepts of formal language theory as can be found in [15]. We use $\lambda$ to denote the empty string.

Definition. A Coherent Parallel Communicating grammar system (CPCG system) with $k \geq 1$ regular components is a ( $k+2$ )-tuple $\Gamma=\left(Q, \Sigma, G_{1}, \ldots, G_{k}\right)$ where $\Sigma$ is a terminal alphabet, $Q=\left\{Q_{1}, Q_{2}, \ldots, Q_{k}\right\}$ is a set of query symbols, and each $G_{i}=\left(N_{i} \cup\left(Q-\left\{Q_{i}\right\}\right), \Sigma, P_{i}, S_{i}\right)$, for $i=1, \ldots, k$, is a Chomsky regular grammar with nonterminal set $N_{i} \cup\left(Q-Q_{i}\right)$, terminal set $\Sigma$, productions $P_{i}$ and start symbol $S_{i}$. It is required that sets $N_{1} \cup \cdots \cup N_{k}, Q$ and $\Sigma$ are mutually disjoint. Let $\Longrightarrow{ }_{i}$ be the single-step derivation relation for grammar $G_{i}$.

Informally, a derivation in a CPCG system consists of parallel, synchronized derivations of its component grammars. The separate derivations are independent of one another up to the point where one derivation does a query of one of the others, in which case information can flow from one component to another.

Derivations for system $\Gamma$ are defined as follows. Consider a $k$-tuple ( $x_{1}, \ldots, x_{k}$ ) that has been derived so far. For $i=1, \ldots, k$, if $x_{i} \notin \Sigma^{*}$, choose $X_{i}$ to be the member of $N_{i} \cup Q$ that occurs at the end of $x_{i}$, and let $x_{i}=z_{i} X_{i}$. If $x_{i} \in \Sigma^{*}$, then let $X_{i}=\lambda$. Let $\Longrightarrow_{i}$ be the single-step derivation relation for grammar $G_{i}$. Say that $\left(x_{1}, \ldots, x_{k}\right) \Longrightarrow\left(y_{1}, \ldots, y_{k}\right)$ if one of the following cases holds.

1. If $X_{i}=\lambda$, then one of the following holds.
(a) If there is no $j$ such that $X_{j}=Q_{i}$, then $y_{i}=x_{i}$.
(b) If there is a $j$ such that $X_{j}=Q_{i}$, then $y_{i}=S_{i}$.
2. If $X_{i} \in N_{i}$, then one of the following holds.
(a) If there is no $j$ such that $X_{j}=Q_{i}$ and $X_{i} \in N_{j}$, then $x_{i} \Longrightarrow_{i} y_{i}$.
(b) If there is a $j$ such $X_{j}=Q_{i}$ and $X_{i} \in N_{j}$, then $y_{i}=S_{i}$.
3. If $X_{i}=Q_{j}$, then one of the following holds.
(a) If $X_{j}=\lambda$ or $X_{j} \in N_{i}$, then $y_{i}=z_{i} x_{j}$.
(b) If $X_{j} \neq \lambda$ and $X_{j} \notin N_{i}$, then $y_{i}=x_{i}$.

We would like to explain the difference between our definition of PCG systems and the original definition in [13]. According to [13], when one component queries to another, it waits and gets the word generated by the latter so long as the word does not contain query symbols. However, the word to be queried might contain a nonterminal symbol that never occurs in the querying component. This causes the
derivation to cease, and no string of terminals to be derived. When coherence is introduced, this circumstance is avoided by allowing the querying component to wait until all nonterminal symbols in the word to be queried also belong to the grammar of the querying component.

The CPCG systems defined here are called returning systems since each derivation component returns to its start symbol once it is queried by another component. A system is non-returning if a queried component proceeds with its normal derivation in spite of the query. Only returning PCG systems are discussed in this paper.

By $\Longrightarrow$ * we denote the reflexive transitive closure of relation $\Longrightarrow$. Say that $\left(y_{1}, \ldots, y_{k}\right)$ is derivable in $t$ steps from $\left(x_{1}, \ldots, x_{k}\right)$ if there is a chain of tuples $s_{0} \Longrightarrow s_{1} \Longrightarrow \cdots \Longrightarrow s_{t}$ where $s_{0}=\left(x_{1}, \ldots, x_{k}\right)$ and $s_{t}=\left(y_{1}, \ldots, y_{k}\right)$.

The language generated by a PCG system $\Gamma$ is

$$
L(\Gamma)=\left\{x \in \Sigma^{*} \mid\left(S_{1}, S_{2}, \ldots, S_{k}\right) \Longrightarrow^{*}\left(x, \alpha_{2}, \ldots, \alpha_{k}\right) \text { for some } \alpha_{2}, \ldots, \alpha_{k}\right\}
$$

## 3. Generating NL-Complete Languages

In this section, we show that regular CPCG systems are powerful enough to generate $N L$-complete languages.

We will use a variant of the graph reachability problem, which is known to be $N L$-complete. Stated in terms of graphs, the graph reachability problem is "Given a directed graph $G$ and vertices $s$ and $t$ of $G$, decide whether there is a directed path in $G$ from $s$ to $t^{\prime \prime}$. For discussing languages, we must encode graphs as strings. Let $\langle G\rangle$ be an encoding of $G$ of the form $\left(u_{1} \$ v_{1}\right) \cdots\left(u_{m} \$ v_{m}\right)$, where $\left.\left(u_{1}, v_{1}\right), \ldots, u_{m}, v_{m}\right)$ are the edges of $G$. Vertices are encoded as strings over alphabet $\{0,1\}^{*}$, where the vertices of a graph with $n$ vertices must be encoded as the binary representations of the numbers $0, \ldots, n-1$. Our encodings of graphs do not explicitly mention vertices; the vertices are those mentioned in edges, and we forbid graphs with isolated vertices. In our encodings of graphs, we permit an edge to occur more than once in the encoding; duplicated edges occur only once in the graph though.

We use the following variant of the graph reachability problem. Given an encoding $\langle G\rangle$ of a directed graph $G$, an ordered path in $\langle G\rangle$ is a directed path $p$ in $G$ whose edges occur in $\langle G\rangle$ in the same order in which they occur in path $p$. So if a $\langle G\rangle$ has an ordered path from vertices $s$ to $t$, then $\langle G\rangle$ must be of the form $\cdots\left(s \$ v_{1}\right) \cdots\left(v_{1} \$ v_{2}\right) \cdots\left(v_{h-1} \$ v_{h}\right) \cdots\left(v_{h} \delta t\right) \cdots$ for some $h \geq 1$, where $v_{i} \in\{0,1\}^{*}$, for $i=1, \cdots, h$. Define

## Ordered Reachability =

$$
\{s \# t \#\langle G\rangle:\langle G\rangle \text { has an ordered path from } s \text { to } t\}
$$

## Theorem 3.1. Language Ordered Reachability is NL-complete.

Proof. First we show Ordered Reachability to be in the class NL. It is easy to see that the syntax of the encoding $s \# t \#\langle G\rangle$ can be checked deterministically in logarithmic space. To check for an ordered path from $s$ to $t$, copy $s$ and $t$ to a work tape, and copy $s$ to a tape that holds the "current vertex". Scan through the edge list for a nondeterministically chosen distance until an edge of the form $(s, v)$ is found, and copy $v$ to the current vertex tape. Continue scanning ahead, each time searching a nondeterministic distance for an edge that goes from the current vertex to another vertex. At the end of the edge list, check that the current vertex is $t$.

It is straightforward to reduce graph reachability to ordered graph reachability. Given a graph $G$ of $n$ vertices, simply write $n$ consecutive copies of all of the edges in $G$, and ask whether there is an ordered path in the resulting encoding.

In the following, we show that there is a regular PCG system that generates language Ordered Reachability.

Theorem 3.2. There are regular $P C G$ systems generating language OrDERED REACHABILITY.

Proof. We construct a PC grammar system $\Gamma$ with 15 components that can exactly generate members of Ordered reachability. Let $\Gamma=\left(Q, \Sigma, G_{0}, G_{1}, \cdots, G_{14}\right)$ where $Q=\left\{Q_{0}, \cdots, Q_{14}\right\}$ is the set of query symbols, $\Sigma=\{0,1,(),, \$, \#\}$ is the set of terminal symbols and the components $G_{0}, \cdots, G_{14}$, categorized in six groups, are described as follows.
Group I consists of three components that generate word $s$ and duplicate it.

$$
\begin{array}{lll}
G_{1}: & & G_{2}: \\
\cline { 1 - 1 } & & G_{3}: \\
S_{2} \rightarrow Q_{1}\left|1 S_{1}\right| 0 S \mid 1 S & S_{3} \rightarrow Q_{1} \\
S \rightarrow S & S \rightarrow V & S \rightarrow J \\
& V \rightarrow V & J \rightarrow J
\end{array}
$$

Group II, similarly to group I, consists of three components that generate the word $t$ and its duplicate.

$$
\begin{array}{llll}
G_{4}: & G_{5}: & G_{6}: \\
\cline { 1 - 1 } & & S_{5} \rightarrow Q_{4}\left|1 S_{4}\right| 0 T \mid 1 T & \\
T \rightarrow T & T \rightarrow L & T \rightarrow K \\
T \rightarrow L & & T \rightarrow K \\
& L \rightarrow L & K \rightarrow K
\end{array}
$$

Group III consists of two components that generate a sequence of edges of the form $(u \$ v) \cdots(x \$ y)$

$$
\begin{array}{ll}
G_{7}: & \\
\cline { 1 - 1 } \rightarrow(A & G_{8}: \\
A \rightarrow 0 A|1 A| 0 \$ B \mid 1 \$ B & \\
\hline Q_{8} \rightarrow Q_{7} \mid \lambda \\
B \rightarrow 0 B|1 B| 0) C \mid 1) C & \\
C \rightarrow D \\
C \rightarrow C &
\end{array}
$$

Group IV consists of three components generating word $w_{i}$ and its duplicate for each i

$$
\begin{array}{llll}
G_{9}: & G_{10}: & & G_{11}: \\
\cline { 1 - 1 } 9 \rightarrow 0 S_{9}\left|1 S_{9}\right| 0 W \mid 1 W & & S_{10} \rightarrow Q_{11} & \\
W \rightarrow W & H \rightarrow I & & H \rightarrow Q_{9} \\
W & I \rightarrow Q_{9} & & W \rightarrow Y \\
& W \rightarrow X & & Y \rightarrow Y \mid Z \\
& X \rightarrow X & &
\end{array}
$$

Group V consists of two components that can generate the first and last sequences of edges in the graph

$$
\begin{array}{lll}
\frac{G_{12}:}{} & & G_{13}: \\
\cline { 1 - 1 } \rightarrow(A & & G_{14}: \\
A \rightarrow 0 A|1 A| 0 \$ B \mid 1 \$ B & & C \rightarrow Q_{12} \mid C \\
& & S_{14} \rightarrow Q_{12} \mid E \\
B \rightarrow 0 B|1 B| 0) C \mid 1) C & & \\
C \rightarrow C & &
\end{array}
$$

Group VI consists of only one component, the master component

$$
\begin{array}{ll}
G_{0}: & \\
S_{0} \rightarrow Q_{2} & D \rightarrow\left(Q_{11}\right. \\
V \rightarrow \# Q_{5} & Y \rightarrow \$ Q_{10} \\
L \rightarrow \# Q_{13} & Z \rightarrow \$ Q_{6} \\
C \rightarrow\left(Q_{3}\right. & K \rightarrow) Q_{14} \\
J \rightarrow \$ Q_{10} & F \rightarrow \lambda \\
X \rightarrow) Q_{8} &
\end{array}
$$

We briefly explain how the system $\Gamma$ works to generate a word of the form $s \# t \# \cdots\left(s \$ w_{1}\right) \cdots\left(w_{1} \$ w_{2}\right) \cdots\left(w_{h-1} \$ w_{h}\right) \cdots\left(w_{h} \$ t\right) \cdots$

In order to derive the $s \# t \#$, component $G_{0}$ first makes a query to component $G_{2}$ that derives the word $s$, a copy of which is derived by component $G_{3}$. Then $G_{0}$ makes a query to component $G_{5}$ that derives word $t$. A copy of $t$ is derived by $G_{6}$ at the same time. $G_{0}$ then is ready to derive the encoding of a graph.
$G_{0}$ generates an arbitrary sequence of edges by making a query to component $G_{13}$. Then $G_{0}$ derives an edge ( $s, w_{1}$ ) by making queries to $G_{3}$ that has kept the copy of $s$ and to $G_{10}$ that derives word $w_{1}$. At the same time, component $G_{11}$ generates the duplicate of $w_{1}$. The subsequent derivation process of $\Gamma$ can be described in the following loop.

Let $i=1$. $G_{0}$ makes a query to component $G_{8}$ that generates an arbitrary sequence edges. Then $G_{0}$ derives edge ( $w_{i}, w_{i+1}$ ) by making queries to component $G_{11}$ that has kept the copy of $w_{i}$ and to component $G_{10}$ that has just generated word $w_{i+1}$. At the same time, component $G_{11}$ generates the duplicate of $w_{i+1}$. Let $i \leftarrow i+1$. The system repeats the above process until $G_{0}$ derives an edge ( $w_{h}, t$ ) by making queries to component $G_{6}$ and $G_{11}$ that have kept the copies of $t$ and of $w_{h}$ respectively. Finally, $G_{0}$ makes a query to $G_{13}$ to get the last sequence of edges.

It is instructive to examine the interactions among $G_{0}, G_{9}, G_{10}$ and $G_{11}$. Grammar $G_{9}$ is responsible for derive a new word $w_{i}$. Grammar $G_{10}$ carries this to $G_{0}$, and $G_{11}$ keeps a copy of $w_{i}$. It is necessary to make simultaneous copies of queried strings, since the derivation rules are returning. Note that $G_{10}$ will not be able to query $G_{9}$ to get a new word $w_{i+1}$ until the copy of $w_{i}$ maintained by $G_{11}$ is queried by $G_{0}$. The production rules in $G_{10}$ force $G_{10}$ to query $G_{11}$ before querying $G_{9}$. Since $G_{11}$ holds a word $w_{i} Y$ in which symbol $Y$ does not belong to component $G_{10}, G_{10}$ has to wait until $G_{11}$ being queried by by $G_{0}$ and returning to its start. Therefore the synchronization is established for $G_{10}$ and $G_{11}$ to generate the same copy of the new word $w_{i+1}$, for $i=1, \cdots, h-1$.

Whether to terminate the looping process or not can be decided by choosing rules $Y \rightarrow Y$ or $Y \rightarrow Z$ in component $G_{11}$. Symbol $Y$ allows the loop process to repeat, and symbol $Z$ forces $G_{0}$ to derive ( $w_{h}, t$ ) and may lead to terminating the whole process.

Finally, it is easy to see that our construction of the grammar system only generate words that encode $s \# t \#\langle G\rangle$ where $G$ contains an ordered path from $s$ to $t$.

Corollary 3.1. There are NL-complete languages that can be generated by regular $P C G$ systems.

## 4. Simulating Regular PC Grammar Systems in Small Space

Theorem 4.1. All languages generated by regular CPCG systems can be recognized by log-space NTMs.

Proof. Given a CPCG system $\Gamma=\left(Q, \Sigma, G_{1}, \cdots, G_{k}\right)$ with $k$ regular components, we construct a Turing machine $M$ such that, for any input $x \in \Sigma^{*}, M$ simulates the derivation of $x$ by $\Gamma$ and accepts $x$ if and only if $x \in L(\Gamma)$.

During the process of a derivation by the system $\Gamma$, at each step and for each $i=1, \cdots, k$, component $i$ would like to remember the string $\alpha_{i} X_{i}$ derived up to that step, where $\alpha_{i} \in \Sigma^{*}$ and $X_{i} \in N_{i} \cup Q \cup\{\lambda\}$. Unfortunately, the length of $\alpha_{i}$ may be larger than logarithm of the input length, so $\alpha_{i}$ cannot be directly stored in the work-tape of the machine $M$. We follow the construction in [2] to overcome this difficulty.

The idea for the construction of $M$ is based on the following observation. If component $G_{i}$ derives word $\alpha_{i} X_{i}$ where $\alpha_{i}$ is not a substring of the input $x$, then $\alpha_{i}$ will not contribute to recognition of the input $x$. The reason is that if the master component $G_{1}$ makes a query to $G_{i}$, then it will not derive $x$ unless it is later queried by some other component and returns to its start symbol.

If component $G_{i}$ derives word $\alpha_{i} X_{i}$ for some $\alpha_{i}$ that is not a substring of the input $x$, then $G_{i}$ is called void until it is queried and returns to its start symbol. Note that it suffices to store only the terminal strings derived by components that are not void. Because any such a string is a substring of $x$, its information can be recorded by two indices that point to the beginning and ending positions of the terminal string $x$ in the input tape. Turing machine $M$ stores the indices instead of the terminal string in the simulation. As a result, $M$ is $\log$-space bounded.

Besides the terminal strings $\alpha_{i}$ and nonterminal symbols $X_{i}$, machine $M$ records the query relationship between each pair of components. At each step, $M$ works according the the information given in the $k$-tuple ( $\alpha_{1} X_{1}, \cdots, \alpha_{k} X_{k}$ ). Initially, $\alpha_{i}=\lambda$, $X_{i}=S_{i}$ and $\operatorname{void}\left(G_{i}\right)=F A L S E$ for $i=1, \cdots, k$. For each $i=1, \cdots, k$, and each step, $M$ performs one of the following computations

1. If $X_{i} \in \Sigma^{*}$ and there is no $j$ such that $X_{j}=Q_{i}$ then $M$ does not change $\alpha_{i}$ or $X_{i}$.
2. If $X_{i} \notin Q$ and if there is no $j$ such that $X_{j}=Q_{i}$ or there is a $j$ such that $X_{j}=Q_{i}$ but $X_{i} \notin N_{j} \cup\{\lambda\}$, then $M$ choose a production $X_{i} \rightarrow \beta_{i} Y_{i}$. If there is no such production, then $M$ rejects $x$ and halts. Otherwise, $M$ updates $X_{i}$ with $Y_{i}$ and $\alpha_{i}$ with $\alpha_{i} \beta_{i}$. If the new $\alpha_{i}$ is not a substring of $x, M$ sets $\operatorname{void}\left(G_{i}\right)=T R U E$;
3. If $X_{i} \notin Q$ and there is a $j$ such that $X_{j}=Q_{i}$ and $X_{i} \in N_{j} \cup\{\lambda\}$, then $M$ sets $X_{j}$ to be $X_{i}, \alpha_{j}$ to be $\alpha_{j} \alpha_{i}, X_{i}$ to be $S_{i}$, and $\alpha_{i}$ to be $\lambda . M$ sets $\operatorname{void}\left(G_{i}\right)=F A L S E$. If the new $\alpha_{j}$ is not a substring of $x, M$ sets $\operatorname{void}\left(G_{j}\right)=T R U E$;
$M$ repeats (if it can) the above steps until either $G_{1}$ derives the word $x$ or there is a circular query. In the former case, it accepts $x$. In the latter, it rejects $x$.

It is easy to verify that the above strategies follow precisely the derivation process defined in Section 2, and that the space is logarithmic in the length of the input.

Now we are ready for our main result
Theorem 4.2. Log-space NTMs recognize exactly the closure under log-space reductions of the class of languages generated by regular CPCG systems.

Proof. Since the composition of two $\log$-space reductions is also a log-space reduction, by Theorem 4.1, the closure under log-space reductions of the class of languages generated by regular PC grammar systems can be recognized by log-space NTMs.

On the other hand, by Theorem 3.2, any language reducible via log-space reduction to language Ordered Reachability is in that closure. By Theorem 3.1, all languages recognized by log-space NTMs belong to the closure.

Finally, note the following relationship between regular CPCG systems and a longstanding open problem in computational complexity.

Theorem 4.3. If regular CPCG systems can generate all context-free languages, then log-space NTMS are equivalent in power to auxiliary pushdown automata.

Proof. It has been shown [18], [4] that auxiliary pushdown automata recognized exactly the closure of context-free languages under log-space reduction.

## 5. Conclusion

We have shown that the class $N L$ is exactly the closure under the log-space reduction of the class of languages generated by regular CPCG systems, and have given the first grammatical characterization for logarithmic space-bounded Turing computations.

We would like to point out that the query mechanism adopted for CPCG systems is natural for describing inter-component communications of complex systems. Yet it does not greatly increase the power of regular PCG systems.
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#### Abstract

In this paper we investigate the computational complexity for Parallel Communicating Grammar Systems (PCGSs) whose components are context-free grammars. We show that languages generated by nonreturning context-free PCGSs can be recognized by $O(n)$ space-bounded Turing machines. Also we state a sufficient condition for linear space complexity of returning context-free PCGSs. Based on this complexity characterization we also investigate the generative power of context-free PCGSs with respect to context-sensitive PCGSs and context-sensitive grammars.


## 1. Introduction

Parallel Communicating Grammar Systems (PCGSs) have been introduced as a language-theoretic treatment of multiagent systems [4]. A PCGS consists of several components (grammars) which work in parallel, in a synchronized manner. This is done according to the communicating protocol in which one grammar (component) may query strings generated by others and several components may make queries at the same time [4]. Formal definitions will be reviewed in the next section. Because of the synchronization and communication facilities, PCGSs whose components are of a certain type are more powerful than a single Chomsky grammar of the same type [1], [4].

The study of computational complexity of PCGS is a stand alone problem. It is also a feasible approach toward the generative power of PCGSs. By proving the upper-bound or lower-bound complexity for PCGSs of a certain type, it is possible to find out the relationship between the generative power of such PCGSs and that of other generative devices.

In this paper, the study of the computational complexity of context-free PCGSs is based on space-bounded Turing machines. We will show that languages generated by non-returning context-free PCGSs can be recognized by nondeterministic Turing machines using $O(|w|)$ tape cells for each input instance $w$. This result is obtained for both centralized and non-centralized non-returning PCGSs and a sufficient condition for the returning case was stated. Starting from these results, we will analyze the generative power of context-free PCGSs according to the generative power of contextsensitive grammars and context-sensitive PCGSs.

The present paper is organized as follows. The next section reviews some fundamental concepts, the third section presents the computational complexity of contextfree PCGSs and the fourth section discusses the generative power of this kind of PCGSs. We present some final remarks and further studies in the last section.

## 2. Fundamentals

In this section, we will briefly review the notion of PCGS and that of spacebounded Turing computation. More detailed descriptions can be found in [1] and [2] respectively. We also assume that the reader is familiar with basic concepts in formal language and computational complexity theories.

We will use the notations from [1]. For $x \in V^{*}$, and a set $U,|x|_{U}$ denotes the number of occurrences of elements of $U$ in $x$. We also define $\|U\|$ to be the cardinality of set $U$. The null string is denoted by $\lambda$.

The next definitions are also conforming to [1].
Definition 2.1. Let $n \geq 1$ be a natural number. A PCGS with $n$ components is a ( $n+3$ )-tuple

$$
\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right),
$$

where $N$ is the set of nonterminals, T is a terminal alphabet, $K=\left\{Q_{1}, Q_{2}, \ldots, Q_{n}\right\}$ (the sets $N, K$ and $T$ are mutually disjoint) and $G_{i}=\left(N \cup K, T, P_{i}, S_{i}\right), 1 \leq i \leq n$, are Chomsky grammars. Let $V_{\Gamma}=N \cup K \cup T$.

The grammars $G_{i}, 1 \leq i \leq n$, are the components of the system and the elements of $K$ are called query symbols; their indices point to $G_{1}, \ldots, G_{n}$ respectively.

The derivation in a PCGS is defined as follows.
Definition 2.2. Given a PCGS $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ as in the definition above, for the tuples $\left(x_{1}, x_{2}, \ldots, x_{n}\right),\left(y_{1}, y_{2}, \ldots, y_{n}\right), x_{i}, y_{i} \in V_{\Gamma}^{*}, 1 \leq i \leq n$, we write $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ if one of the following cases holds:

1. $\left|x_{i}\right|_{K}=0,1 \leq i \leq n$, and for all $i, 1 \leq i \leq n$, we have $x_{i} \Rightarrow y_{i}$ in $G_{i}$ or $x_{i} \in T^{*}$ and $x_{i}=y_{i}$;
2. there is $i, 1 \leq i \leq n$, such that $\left|x_{i}\right|_{K}>0$ and for each such $i$ let $x_{i}=$ $z_{1} Q_{i_{1}} z_{2} Q_{i_{2}} \dot{s} z_{t} Q_{i_{t}} z_{t+1}, t \geq 1$; in that case, for $z_{j} \in V_{\Gamma}^{*},\left|z_{j}\right|_{K}=0,1 \leq j \leq t+1$, if $\left|x_{i_{j}}\right|_{K}=0,1 \leq j \leq t$, then $y_{i}=z_{1} x_{i_{1}} z_{2} x_{i_{2}} \ldots z_{t} x_{i_{t}} z_{t+1}$ [and $y_{i_{j}}=S_{i_{j}}, 1 \leq j \leq t$ ]. If exists $j, 1 \leq j \leq t$, and $\left|x_{i_{j}}\right|_{K} \neq 0$ then $y_{i}=x_{i}$. For all $i, 1 \leq i \leq n$, for which $y_{i}$ was not specified above we have $y_{i}=x_{i}$.

The first case is called a componentwise derivation step and the second a communication step. Note that communications have priority over componentwise derivations. The query symbol to which a string has been communicated is called satisfied.

A tuple $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is called a configuration of the system. We will call $x_{i}$ a component of the configuration.

Note that rules $Q_{j} \rightarrow \alpha$ are never used, so we can assume that there are no such rules [1].

The derivation in a PCGS is blocked if no rewriting rule can be applied to a nonterminal symbol in any component or circular queries appear (this happens when $G_{i_{1}}$ introduces $Q_{i_{2}}, G_{i_{2}}$ introduces $Q_{i_{3}}, \ldots, G_{i_{k-1}}$ introduces $Q_{i_{k}}$ and $G_{i_{k}}$ introduces $Q_{i_{1}}$; in this case no rewriting step is applicable, because the communication has priority, but also no communication steps are applicable).

Definition 2.3. The language generated by a PCGS $\Gamma$ is: $L(\Gamma)=\left\{x \in T^{*} \mid\right.$ $\left.\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(x, \alpha_{2}, \ldots, \alpha_{n}\right), \alpha_{i} \in V_{\Gamma}^{*}, 2 \leq i \leq n\right\}$.

The derivation starts from the tuple of axioms ( $S_{1}, S_{2}, \ldots, S_{n}$ ). A number of rewriting and/or communication steps are performed until $G_{1}$ produces a terminal string. Note that $L(\Gamma)$ contains only strings generated by the first component, with
no care about the strings generated by the others, which may contain query symbols.

Definition 2.4. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a PCGS. If only $G_{1}$ is allowed to introduce query symbols, then $\Gamma$ is called centralized. The unrestricted case is called non-centralized.

Definition 2.5. A PCGS is called returning (to the axiom) if, after communication, a component which has communicated a string resumes the work from its axiom as described by sentence [and $y_{i_{j}}=S_{i_{j}}, 1 \leq j \leq t$ ] in the second case of Definition 2.2. A PCGS is called non-returning if components continue working using the current string after a query (i.e. the sentence above is erased from the definition).

Notations: A centralized, returning PCGS with components of type $X$ is denoted by $P C_{*} X$. For the centralized case we add a $C$ and for non-returning case a $N$ (see [1] for details). We obtain the classes $P C, C P C, N P C, N C P C$.

The notion of the coverability tree of a non-returning PCGS has been introduced in [5]. We will summarize here this notion and its relevant properties for this paper.

The set of natural numbers $\mathbf{N}$ is extended by a special symbol $\omega$ to the set $\mathbf{N}_{\omega}=$ $\mathbf{N} \cup\{\omega\}$. The operations,,$+- \cdot$ and the relation $\leq$ over $\mathbf{N}$ are extended to $\mathbf{N}_{\omega}$ by $\omega+\omega=\omega+n=n+\omega=\omega, \omega-n=\omega, \omega \cdot n=n \cdot \omega=\omega, n \leq \omega$ for all $n \in \mathbf{N}$.

The set $N$ (of nonterminals) of a PCGS $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ is ordered: $A_{1}, \ldots, A_{n+m}, m \geq 0$, such that $A_{1}=S_{1}, \ldots, A_{n}=S_{n}$.

Let $w=\left(w_{1}, \ldots, w_{n}\right)$ be a configuration of $\Gamma . M_{w}$ denotes the vector
$M_{w}=\left(\left(\left|w_{1}\right|_{X_{1}}, \ldots,\left|w_{1}\right|_{X_{2 n+m}}\right), \ldots,\left(\left|w_{n}\right|_{X_{1}}, \ldots,\left|w_{n}\right|_{X_{2 n+m}}\right)\right)$,
where $X_{i}=A_{i}, 1 \leq i \leq n+m, X_{n+m+j}=Q_{j}, 1 \leq j \leq n . M_{w}(i, j)$ denotes the element $\left|w_{i}\right|_{X_{j}}$.

We can assume [5] that for each component of $\Gamma$ there is a phantom production which does not change the string and which can be applied only to terminal strings in the synchronized case. So, a rewriting step in $\Gamma$ is an $n$-tuple $t=\left(r_{1}, \ldots, r_{n}\right)$, where $r_{i}$ denotes either a production in $G_{i}$ or the phantom production, for all $1 \leq i \leq n$. For uniformity, we say that communication steps are produced by a special transition $\Lambda$. The set of all $t=\left(r_{1}, \ldots, r_{n}\right)$ as above is denoted by $T R(\Gamma), \Lambda \in T R(\Gamma)$. A transition $t$ is enabled in a certain configuration if the corresponding rewriting or communication step can be applied in that configuration.

If a transition $t$ is enabled for a configuration $w$ of $\Gamma$ then we write $M_{w}\left[t>_{\Gamma}\right.$; if, after $t$ is performed, the new configuration is $w^{\prime}$ then we write $M_{w}\left[t>_{\Gamma} M_{w^{\prime}}\right.$.

Let $A$ and $B$ be two arbitrary sets. $\mathcal{T}\left(V, E, l_{1}, l_{2}\right)$ is an $(A, B)$-labeled tree if $(V, E)$ is a tree and $l_{1}: V \rightarrow A$ is the node labelling function and $l_{2}: E \rightarrow B$ is the edge labelling function. We denote by $d_{T}\left(v_{1}, v_{2}\right)$ the set of all nodes on the path from $v_{1}$ to $v_{2}$.

For each PCGS $\Gamma$ there is a $\left(\left(\mathbf{N}_{\omega}^{2 n+m}\right)^{n}, T R(\Gamma)\right)$-labeled tree called the coverability tree for $\Gamma$ defined as follow, [5].

Definition 2.6. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a PCGS. An $\left(\left(\mathbf{N}_{\omega}^{2 n+m}\right)^{n}\right.$, $T R(\Gamma))$-labeled tree, $\mathcal{T}=\left(V, E, l_{1}, l_{2}\right)$, is called a coverability tree of $\Gamma$ if the following hold:

1. the root, denoted by $v_{0}$, is labeled by $M_{x_{0}}$, where $x_{0}=\left(S_{1}, \ldots, S_{n}\right)$ (the initial configuration);
2. for any node $v \in V$ the number of outgoing edges $\left|v^{+}\right|$is

- 0 , if either there is no transition enabled at $l_{1}(v)$ or there is $v^{\prime} \in d_{\mathcal{T}}\left(v_{0}, v\right)$ such that $v \neq v^{\prime}$ and $l_{1}(v)=l_{1}\left(v^{\prime}\right)$
- the number of transitions enabled at $l_{1}(v)$ otherwise;

3. for any $v \in V$ with $\left|v^{+}\right|>0$ and any transition $t$ which is enabled at $l_{1}(v)$ there is a node $v^{\prime}$ such that:
(a) $\left(v, v^{\prime}\right) \in E$,
(b) $l_{2}\left(v, v^{\prime}\right)=t$,
(c) $l_{1}\left(v^{\prime}\right)$ is given by

- let $M$ be such that $l_{1}(v)\left[t>_{\Gamma} M\right.$;
- if $M$ contains queries then $l_{1}\left(v^{\prime}\right)=M$ else
if exists $v^{*} \in d_{\mathcal{T}}\left(v_{0}, v\right)$ such that $l_{1}\left(v^{*}\right) \leq M$ and $l_{1}\left(v^{*}\right)(i, j)<M(i, j)$ then $l_{1}\left(v^{\prime}\right)(i, j)=\omega$ else $l_{1}\left(v^{\prime}\right)(i, j)=M(i, j)$, for all $i, j, 1 \leq i \leq n$ and $1 \leq j \leq 2 n+m$.

For non-returning synchronized PCGSs such a tree is always finite and can be effectively constructed (see [5] for demonstrations and details). The coverability tree for a PCGS $\Gamma$ is denoted by $\mathcal{T}(\Gamma)$.

From the construction of the coverability tree it follows that if, for some configuration $w, M_{w}(i, j)=\omega$, then, in that configuration, the number of occurrences of $X_{j}$ in the $i$-th component can be made arbitrarily large [5]. This implies that if $M_{w}(i, j)=\omega$ then $X_{j}$ cannot be totally removed by any successive derivation steps from $x_{i}$, i.e. such nonterminals cannot block the derivation.

Definition 2.7. Given a Turing machine $M$ and an input string $x \in T^{*}$, the working space of $M$ on $x$ is the length of work tapes for $M$ to halt on $x$. More generally, let $S$ be any function from $\mathbf{N}$ to $\mathbf{N}$; let $L \subseteq T^{*}$. We say that $M$ decides ${ }^{1} L$ in space $S$ provided that $M$ decides $L$ and uses at most $S(n)$ tape cells on any input of length $n$ in $T^{*}$. If $M$ is a nondeterministic Turing machine we write $L \in \operatorname{NSPACE}(S(n))$. We say also that $M$ is a $S(n)$ space-bounded Turing machine.

For the rate of growth of a function we have the following definition [2]:
Definition 2.8. Let $f$ and $g$ be natural functions. We write $f=O(g)$ iff there is a constant $c>0$ and an integer $n_{0}$ such that $f(n) \leq c \cdot g(n)$ for all $n \geq n_{0}$.

## 3. The Complexity of Context-Free PCGS

In this section we will study the computational complexity of PCGSs whose components are context-free grammars. We suppose that there are not $\lambda$-productions. A discussion on $\lambda$-productions will be done at the end of this section.

[^14]Definition 3.1. During a derivation process in a PCGS, a component of the current configuration $x_{i}$ is called non-direct-significant for the recognizing of the string $w$ if
(i) either $i \neq 1$ and $x_{i}$ is not queried anymore or
(ii) $\mathrm{i}=1$ and the derivation from $x_{1}$ to $w$ in $G_{1}$ cannot end successfully unless $x_{1}$ is reduced to the axiom sometime in the future or
(iii) $i \neq 1$ and $x_{i}$ is queried by $x_{j}, j \neq i$, and $x_{j}$ becomes non-direct-significant.

All the others components are called direct-significant. Any component which is reduced to the axiom becomes direct-significant.

In other words, a non-direct-significant component of a PCGS cannot directly participate at a successful derivation. It can only produce lateral effects (by queries which can modify other components) or block the derivation (by circular queries or by its nonterminals for which there are no applicable rewriting rules).

This definition introduces the class of components for which the structure is irrelevant for the derivation. Therefore, these components can be erased if the information relevant for lateral effects is kept.

Starting from this definition we can consider the following lemmas.
Lemma 3.1. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a centralized $P C G S(\Gamma \in$ $\left.C P C_{*} C F \cup N C P C_{*} C F\right)$ and $w \in T^{*}$ a string. Let also $\left(x_{1}, \ldots, x_{n}\right)$ be a configuration of the system. Then, if the length of a component $x_{i}$ becomes greater than $|w|$, that component becomes non-direct-significant for the recognizing of $w$.

Proof. We will consider two situations:
(i) Let $i=1$. If $\left|x_{1}\right|_{K}=0$, then $x_{1}$ will be rewrited using the rules of $G_{1}$. But these are context-free rules and there are not $\lambda$-productions, so the length of $x_{1}$ does not decrease. If $\left|x_{1}\right|_{K} \neq 0$, a communication step will be performed. But the communication step does not reduce the length of the component because there are not null components to be queried (there are not $\lambda$-productions). So, the length of $x_{1}$ does not decrease anymore and this leads to the rejection of $w$ because the first component is not queried (we have a centralized PCGS) so it can not be reduced to the axiom. Therefore $x_{1}$ is non-direct-significant according to the Definition 3.1.
(ii) For $i \geq 2$, only the first component can introduce query symbols, so if $x_{i}$ is queried by the first component (if $x_{i}$ is not queried then it is obviously non-directsignificant), the length of $x_{1}$ becomes greater than $|w|$, therefore $x_{1}$ becomes non-direct-significant (according to the point (i)). So $x_{i}$ is non-direct-significant.

Lemma 3.2. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a non-centralized non-returning $P C G S\left(\Gamma \in N P C_{*} C F\right)$ and $w \in T^{*}$ a string, Let also $\left(x_{1}, \ldots, x_{n}\right)$ be a configuration of the system. Then, if the length of a component $x_{i}$ becomes greater than $|w|$, that component becomes non-direct-significant for the recognizing of $w$.

Proof. The proof is basically similar to the proof of Lemma 3.1. The case $\dot{i}=1$ has the same proof as the case (i) in the proof above, because $x_{1}$ can not decrease even if it is queried (the system is non-returning).

For $i \geq 2$, either the component $x_{i}$ is never queried therefore it is non-directsignificant, or it is queried by the first component and we have the same situation as in the case (ii) of the proof above, or it is queried by another component $x_{j}, j \neq i$, $j \neq 1$, which becomes in this way longer than $w$ and also can not decrease.

Lemma 3.3. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a non-centralized returning $P C G S$ $\left(\Gamma \in P C_{*} C F\right)$ and $w \in T^{*}$ a string. Let also $\left(x_{1}, \ldots, x_{n}\right)$ be a configuration of the system. Then, if the length of a component $x_{i}$ becomes greater than $|w|$, that component becomes non-direct-significant for the recognizing of $w$.

Proof. We have the same proof as for Lemma 3.2 with the mention that, if a component is queried, it is reduced to the axiom and then it become direct-significant. But this situation is allowed by the definition (a non-direct-significant component can become direct-significant iff it is reduced to the axiom).

Using the lemmas above, the complexity of context-free PCGS can be studied. We first consider the non-returning case.

Lemma 3.4. Let $\Gamma$ be a non-returning PCGS with $n$ context-free components $(n \geq 1)$. Then there is a Turing machine $M$ that recognizes the language $L(\Gamma)$ using at most $O(|w|)$ amount of work tape space for each input instance $w$.

Proof. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a non-returning PCGS, where $G_{i}=$ ( $N \cup K, T, P_{i}, S_{i}$ ), $1 \leq i \leq n$, are context-free grammars. We will construct the nondeterministic Turing machine $M$ which recognizes $L(\Gamma)$.
$M$ will be a standard Turing machine, with a work tape equipped with a $\mathrm{read} /$ write-head. The alphabet of the tape of $M$ is $N \cup K \cup T \cup\{@, \omega\}, @, \omega \notin N \cup K \cup T$. Given an input string $w \in T^{*}, M$ will simulate step by step the derivation of $w$ by $\Gamma$. First, $M$ computes the coverability tree $\mathcal{T}(\Gamma)$ of $\Gamma$. Note that this computation can be done [5] and its space complexity is not $w$-dependent, so it does not modify the space complexity of the whole computation if this complexity is a function of $w$. Then $M$ finds the number $m_{\text {max }}=\max \left\{l_{1}(v)(i, j) \mid 1 \leq i \leq n, 1 \leq j \leq 2 n+m, l_{1}(v)(i, j) \neq \omega\right\}$. After that, $M$ erases the coverability tree and keeps on its tape the number $m_{\max }{ }^{2}$.

The simulation of the derivation is done according to Definition 2.2. Therefore, there are two types of derivation steps to simulate: the componentwise rewriting and the communication. $M$ will keep on its tape the current configuration and will work on it as follows:
(i) If $\left|x_{i}\right|_{K}=0$ for all $i, 1 \leq i \leq n, M$ simulates rewriting for each component $x_{i}$, $1 \leq i \leq n$. If $\left|x_{i}\right|_{N}=0$, then $x_{i}$ remains unchanged. Otherwise, $M$ nondeterministicaly selects a rule from the rule set $P_{i}$ and rewrites $x_{i}$ according to this rule. If there are some $i$ for which such a rule does not exist, then $M$ rejects the input and halts.

If $\left|x_{i}\right|>|w|$ then, according to Lemma 3.1 (if we have a centralized PCGS) or 3.2 (if the system is non-centralized), $x_{i}$ becomes non-direct-significant. Therefore its structure is irrelevant and it will be replaced by the string

$$
\begin{equation*}
@ t_{1} T_{1} \ldots t_{j} T_{j} q_{1} Q_{1} \ldots q_{k} Q_{k} \tag{1}
\end{equation*}
$$

where @ is a special symbol ( $@ \notin N \cup T \cup K$ ), $T_{1}, \ldots, T_{j}$ are the distinct nonterminals in $x_{i}$ and $Q_{1}, \ldots, Q_{k}$ are the distinct query symbols in $x_{i} ; t_{h}(1 \leq h \leq j)$ is either the number of occurrences of the nonterminal $T_{h}$ in $x_{i}$ if the number of these occurrences is smaller than $m_{\max }$ or $\omega$ otherwise. Also $q_{h}(1 \leq h \leq k)$ is either the number of occurrences of the query symbol $Q_{h}$ in $x_{i}$ if these occurrences are fewer than $m_{\text {max }}$ or $\omega$ otherwise.

[^15]Note than if the number of occurrences of $X$ in $x_{i}, X \in K \cup N$, becomes greater than $m_{m a x}$, then $l_{1}(v)$ must contain $\omega$ in the position corresponding to $x_{i}$ and $X$ (where $v$ is the node in $\mathcal{T}(\Gamma)$ corresponding to the current configuration), so the number of occurrences of $X$ cannot decrease (in fact it can grow indefinitely), therefore $X$ cannot be eliminated from $x_{i}$, so it is not necessary to count its occurrences in $x_{i}$ anymore.

We have to explain now how the rewriting works on strings of the form (1). Let the rewriting rule be $A \rightarrow \alpha_{1} A_{1} \alpha_{2} A_{2} \ldots \alpha_{m} A_{m} \alpha_{m+1}$, where $A \in N, A_{1}, \ldots, A_{m} \in N \cup K$ and $\alpha_{1}, \ldots, \alpha_{m} \in T^{*}$. Then, there is $T_{r}=A, 1 \leq r \leq j$ (if not, the rule is not applicable) and $M$ increases the counter for each nonterminals or query symbol $A_{j}$ (if that counter is $\omega$ then it remains unchanged), $1 \leq j \leq m$, in $x_{i}$; if that counter becomes greater than $m_{m a x}$, then it is replaced by $\omega$ and if $A_{j}$ does not already exists in $x_{i}$, then a new pair $1 A_{j}$ is added to $x_{i}$. Finally, $M$ decrements the counter of $A$, excepting when this counter is $\omega$, when it remains unchanged. If that counter becomes zero, both this counter and $A$ are erased from $x_{i}$.

The reason for keeping nonterminals in non-direct-significant components is that these nonterminals can introduce query symbols when a rewriting is performed. Also the absence of a nonterminal can block the derivation.
(ii) If there are query symbols in the current configuration, then $M$ simulates communication steps. If there are circular queries, $M$ rejects the input and halts. Otherwise, $M$ nondeterministicaly selects a component $x_{i}$ for which $Q_{j}, 1 \leq j \leq q$, are all the query symbols and $\left|x_{j}\right|_{K}=0,1 \leq j \leq q$. $M$ sequentially replaces $Q_{j}$ by $x_{j}$. If either the current $x_{j}$ is of the form (1) or, after replacement, $x_{i}$ becomes longer than $|w|$, then $x_{i}$ becomes non-direct-significant, so it will be replaced by a string of the form (1).

This communication step is repeatedly performed until there are no query symbols in the current configuration.
$M$ repeats steps of type (i) and (ii) until:

1. either $x_{1}$ and $w$ are identical or,
2. the first symbol of $x_{1}$ is @ or,
3. the number of iterations exceeds a fixed positive number $c$.

In the first case $M$ accepts the input and halts, in the other two cases $M$ rejects $w$ and halts.

Let us count the amount of work space used by $M$ during the derivation. If the length of a component $x_{i}$ is smaller than $|w|$ then this component is kept on the tape as it is, so less than $|w|$ tape cells are necessary in order to keep it. If a component has a length greater than $|w|$, it become of the form (1). Because we have a fixed finite number $t$ of nonterminals for a given PCGS and exactly $n$ query symbols, the length of such component on the tape is independent of $|w|$ and is less than $1+\log m_{\max }(t+n)$, where $t=\|N\|$.

A communication step may use temporary an amount of tape space double than the space used by a single component (e.g. a string of length $|w|$ is queried by another string of length $|w|$; before the reduction to form (1) we have to use $2|w|$ tape cells).

Therefore, the number of cells used by a component is smaller than

$$
2 \max \left(|w|, 1+\log m_{\max }(t+n)\right)
$$

We have $n$ components and we need some extra space on the tape to keep the rules
of the system and $m_{\max }$. So, the space used by $M$ is upper-bounded by

$$
2 n \cdot \max \left(|w|, 1+\log m_{\max }(t+n)\right)+p l+\log m_{\max } .
$$

But $t, n$ and $m_{\text {max }}$ are not $|w|$-dependent so, conforming to Definition 2.8 of the rate of growth of the functions, the space used is

$$
O\left(2 n|w|+p l+\log m_{m a x}\right)
$$

Finally we have to show that the fixed integer $c$ we claimed before exists. But this is immediate from the following property of space-bounded Turing machines [2]:

$$
N S P A C E(S) \subseteq \cup\left\{N T I M E\left(d^{S}\right) \mid d \geq 1\right\}
$$

If the number of the iterations of $M$ becomes greater than $c, M$ have repeated some configurations, so $M$ should reject the input because, if the input is in $L(\Gamma)$, it would have been accepted before the configuration is repeated at the second time (this happens because of the nondeterminism of $M$ ).

The same result cannot be obtained for returning PCGS unless there is a limit for the number of significant occurrences for each nonterminal (i.e. if the number of occurrences of any nonterminal in any component $x_{i}$ of the configuration exceeds that limit, then that nonterminal cannot be eliminated from $x_{i}$ by any further derivation). We will call this limit a limit of significant occurrences.

Note that this limit was found for the non-returning case by constructing and inspecting the coverability tree of the system in discussion. This is possible because this tree can be effectively constructed for the non-returning case [5]. The construction of the coverability tree is not necessary effective for returning PCGSs.

Lemma 3.5. Let $\Gamma$ be a returning centralized PCGS with $n$ context-free components, $(n \geq 1)$. Then there is a Turing machine $M$ that recognizes the language $L(\Gamma)$ using at most $O(|w|)$ amount of work tape space for each input instance $w$ if there is a finite limit $m_{\max }=m(|w|)$ of significant occurrences for any nonterminal, where $m: \mathbf{N} \rightarrow \mathbf{N}, m=O\left(d^{n}\right), d>1$.

Proof. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$ be a non-returning PCGS, where $G_{i}=$ ( $N \cup K, T, P_{i}, S_{i}$ ), $1 \leq i \leq n$, are context-free grammars. We will construct the nondeterministic Turing machine $M$ which recognizes $L(\Gamma)$.
$M$ will be a standard Turing machine, with a work tape equipped with a read/write-head. The alphabet of the tape of $M$ is $N \cup K \cup T \cup\{@, \omega$,$\} . Given$ an input string $w \in T^{*}, M$ will simulate step by step the derivation of $w$ by $\Gamma$. The construction of $M$ is basically similar to the one used in the proof of Lemma 3.4 excepting that $M$ does not compute the coverability tree of $\Gamma$.

The reference to Lemma 3.2 from the above demonstration should be replaced in the current demonstration by the reference to Lemma 3.3.

Differently from the non-returning case, when a component $x_{i}$ is queried, $M$ has to simulate the returning of $x_{i}$ to the axiom. This is done by replacing $x_{i}$ by the axiom of its grammar ( $S_{i}$ ).

Note that this replacement does not depend of the form of $x_{i}$ so the processing of strings longer than $|w|$ is correct, i.e. the rewriting of such components in the form (1) does not lose any necessary information. Moreover, a number of occurrences (of
any terminal $X$ in any component of the configuration $x_{i}$ ) greater than $m_{m a x}$ implies that $X$ cannot be eliminated from $x_{i}$, as in the proof of Lemma 3.4. Therefore, the non-direct-significant components are correctly stored.
$M$ halts if

1. $x_{1}$ is identical with $w$; in this case $M$ accepts the input or
2. no derivation steps are available (there are not rules applicable for some components or there are circular queries) and $M$ rejects the input or
3. the number of iterations exceeds a fixed positive number (similar with the one in Lemma 3.4); also in this case $M$ rejects the input.

Even if the circularity of a PCGS is not a decidable problem for the returning case, $M$ halts in any situation because of the limit $c$ of its possible configurations. $M$ does not decide the circularity of the system at the beginning of the derivation (which can be an undecidable problem) but it halts when any circularity appears.

Finally, the space used by $M$ is, analogous with the proof of Lemma 3.4,

$$
\begin{aligned}
& O\left(2 n \cdot \max \left(|w|, 1+\log m_{\max }(t+n)\right)+p l+\log m_{\max }\right)= \\
& =O\left(2 n \cdot \max (|w|, 1+\log m(|w|)(t+n))+p l+\log m_{\max }\right)= \\
& \left.=O\left(2 n \cdot \max \left(|w|, 1+\log d^{|w|}\right)(t+n)\right)+p l+\log d^{|w|}\right)= \\
& =O(\max (|w|,|w|)+|w|)=O(|w|)
\end{aligned}
$$

(because $m_{\text {max }}=O\left(2^{|w|}\right)$ ), and a limit $c$ for the possible configurations of the tape can be found.

By Lemmas 3.4 and 3.5 we have
Theorem 3.1. $\mathcal{L}\left(X_{*} C F\right) \subseteq N S P A C E(n)$ for $X \in\{N P C, N C P C\}$ and there are no $\lambda$-productions.

Theorem 3.2. $\mathcal{L}\left(X_{*} C F\right) \subseteq N S P A C E(n)$ for $X \in\{P C, C P C\}$ and there are no $\lambda$-productions if a limit in $O\left(d^{|w|}\right), d>1$, of significant occurrences exists.

Also we can consider a subclass of context-free PCGS with $\lambda$-productions. This subclass is very restrictive but we can consider in this way PCGSs which can generate the null string.

Definition 3.2. We say that $\Gamma \in X_{*} C F_{\lambda^{*}}, X \in\{P C, N P C, C P C, N C P C\}$, if $\Gamma \in X_{*} C F, X$ as above, and either $\Gamma$ does not contain $\lambda$-productions or
(i) $P_{i}, i>1$, do not contain $\lambda$-productions and
(ii) $P_{1}$ contains only the three productions $S_{1} \rightarrow \lambda, S_{1} \rightarrow S_{1}$ and $S_{1} \rightarrow Q_{2}$ and
(iii) $x_{1}$ is not queried anymore (i.e. $Q_{1}$ does not appear in the right side of any production of the system).

Note than the subclasses introduced by this definition are similar with usual context-free grammars in which $\lambda$-productions are eliminated [2].

We have the following theorem.
Theorem 3.3. $\mathcal{L}\left(X_{*} C F_{\lambda^{*}}\right) \subseteq N S P A C E(n), X \in\{N P C, N C P C\}$.
Proof. Let $\Gamma=\left(N, K, T, G_{1}, \ldots, G_{n}\right)$. We will construct Turing machines which simulate the derivation of an input string $w$. Such a machine $M$ works as follows:

If $w$ is the null string, which belongs to the language in discussion, $M$ accepts it and halts. Otherwise, $M$ continues the derivation for the system $\Gamma^{\prime}=$
( $N, K, T, G_{2}, \ldots, G_{n}$ ) as the machine for the appropriate class $X_{*} C F$ does. Note that, by erasing the first component, the system becomes without $\lambda$-productions, so the machine works properly. Also, the first component in $\Gamma$ only waits for the second component to obtain a terminal string and queries it.

Corollary 3.1. $\mathcal{L}\left(X_{*} C F_{\lambda^{*}}\right) \subseteq \operatorname{NSPACE}(n), X \in\{P C, C P C\}$, if a limit in $O\left(d^{|w|}\right), d>1$, of significant occurrences exists.

## 4. Generative Power of Context-Free PCGS

In this section we will analyze the generative power of context-free PCGS with respect to context-sensitive grammars but also to other types of PCGSs.

Theorrem 4.1. $\mathcal{L}\left(X_{*} C F\right) \subseteq \mathcal{L}(C S), X \in\{N P C, N C P C\}$.
Proof. It has been proved that the class of languages recognized by linear spacebounded Turing machines is identical to the class of context-sensitive languages [2]. This and Theorem 3.1 imply that $\mathcal{L}(C S)$ includes $\mathcal{L}\left(X_{*} C F\right)$.

Corollary 4.1. $\mathcal{L}\left(X_{*} C F\right) \subseteq \mathcal{L}\left(Y_{*} C S\right), X \in\{N P C, N C P C\}, Y \in\{N P C$, $N C P C\}$.

We have proved that any language generated by non-returning context-free PCGSs is context-sensitive. An open problem is if there are context-sensitive languages which can not be generated by such PCGS, i.e. if the inclusion in the Theorem 4.1 is proper.

The above results are obtained for the classes $X_{*} C F, X \in\{N P C, N C P C\}$, but they can be extended for $X \in\{P C, C P C\}$ if a limit of significant occurrences as above exists. Also these results are true for the classes $X_{*} C F_{\lambda^{*}}, X$ as above.

## 5. Conclusions

In this paper we have investigated the computational complexity of context-free PCGSs. We have proved the linear space complexity of languages generated by nonreturning context-free PCGS, proving so that these languages are context-sensitive. Also, we have found some results concerning returning systems. Finding the limit of significant occurrences we mentioned above is an open problem which we are working on.

Systems which contains $\lambda$-productions were not considered and this is a possible extension of this study. We think a feasible approach to this problem consists in finding some transformations which eliminates $\lambda$-productions (in the same manner as for context-free grammars [2]) even if there are synchronization problems. Theorem 3.3 is a support for this approach. We believe that these systems have linear space complexity too.

Also a possible extension of this study is the investigation of time-bounded complexity of context-free PCGSs. We intend to pursue further studies on these issues.
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#### Abstract

We consider PC grammar systems with communication by request, but with the communicated strings defined dynamically, according to certain regular languages associated to system components (like in $C C P C$ grammar systems). The power of such systems is investigated.


## 1. Introduction

The orientation of the contemporary operating systems to multitasking, the building of computers with multiprocessor architectures, as well as the last projects in the area of the distributed operating systems (for instance: Plan 9, Spring) show us the great importance of the parallel and distributed architectures.

To investigate them it can be a valuable source to elaborate relevant theoretical models of the parallel and distributed computing. In view of this, we consider, as a start point, the UNIX operating system, a first major system oriented to multitasking, that can be met on all hardware platforms (from microcomputers to supercomputers) and that has decisively influenced the building of most of the contemporary operating systems.

It is often desirable to construct software systems that consist of several cooperating processes rather than a single, monolithic program. There are several possible reasons for this:

- a single program might, for example, to be too large for the machine it is running on (in terms of physical memory or available address space, for instance),
- part of the required functionality may already reside in an existing program,
- it is easier to design small programs, with a well-defined functionality, rather than a big program with several functionalities.

Therefore, the problem might be solved in a better way with a server process that cooperates with an arbitrary number of client processes. Of course, for two or more processes to cooperate in performing a task, they need to have interprocess communication mechanisms and, luckily, UNIX is rich in such mechanisms.

In what follows we shortly describe one of the most used mechanisms in UNIX, the communication by signals (see [4], [5]). In UNIX a signal is a query sent from a process to another process or from a process to a group of processes. Whenever a process receives a signal it performs a special routine to handle this signal (for instance, the routine transmits on a communication channel some information that was processed of it).

Several facts are worth mentioning:

- on a UNIX system, there exists a well-defined number of signal types (regardless of the number of processes in the system);
- for each type of signal, a process has at most one routine to handle it, whatever process has sent it;
- if, for a type of signal, a process has not a routine to handle it, then there exists a default routine defined by system, the same for any process;
- the process that receives the signal has no information about the sender process, hence, the responsibility for the correctness of the received dates belongs to the receiver process.

Because, from the point of view of the receiver process, the signal may come asynchronously with the execution of the process (for instance, the receiver process can not communicate the information to the sender process because it has not processed all data), we need a mechanism to synchronize the execution of the processes according to the reception of the signals.

For this, the UNIX systems provides a waiting mechanism by means of which a process turns on an inactivity state. This action will be performed a well-determined period of time or a undetermined period that lasts until a event would occur. Thus a process may turn on a waiting state whenever a signal was not satisfied and waits until it is satisfied.

## 2. Preliminaries

For an alphabet $V$, we denote by $V^{*}$ the free monoid generated by $V$ under the operation of concatenation. The empty string is denoted by $\lambda$ and $V^{+}=V^{*}-\{\lambda\}$. The length of $x \in V^{*}$ is denoted by $|x|$. If $x \in V^{*}$ and $U \subseteq V$ then $|x|_{U}$ is the number of occurrences in $x$ of symbols in $U$ (the length of the string obtained by erasing from $x$ all symbols in $V-U$ ). If $V a$ is a set of symbols we denote $V^{\prime}=\left\{a^{\prime} \mid a \in V\right\}$. A Chomsky grammar is denoted by $G=(N, T, S, P)$, where $N$ is the non terminal alphabet, $T$ is the terminal alphabet, $S \in N$ is the axiom and $P$ is the set of rewriting rules (written in the form $u \rightarrow v, u, v \in(N \cup T)^{*},|u|_{N} \geq 1$ ).

The direct derivation step with respect to $G$ is defined by:

$$
x \Rightarrow y \text { iff } x=x_{1} u x_{2}, y=x_{1} v x_{2}, \text { for some } u \rightarrow v \in P .
$$

Denoting by $\stackrel{*}{\Rightarrow}$ the reflexive and transitive closure of the relation $\Rightarrow$, the language generated by $G$ is define as follows:

$$
L(G)=\left\{x \in T^{*} \mid S \stackrel{*}{\Rightarrow} x\right\} .
$$

A PC grammar system ([6], [1]) is a construct of the form:

$$
\Gamma=\left(N, T, K,\left(S_{1}, P_{1}\right),\left(S_{2}, P_{2}\right), \ldots,\left(S_{n}, P_{n}\right)\right),
$$

for some $n \geq 1$, where $N$ is the nonterminal alphabet, $T$ is the terminal alphabet, $K=\left\{Q_{1}, Q_{2}, \ldots, Q_{n}\right\}$ is the set of query symbols ( $N, T, K$ are pairwise disjoint sets), and $\left(S_{i}, P_{i}\right), 1 \leq i \leq n$, are the components of the system.
$S_{i}$ is the axiom, and $P_{i}$ is the set of rewriting rules (over $N \cup T \cup K$ ) of the $i$-th component.

The work of the system starts from the initial configuration $\left(S_{1}, \ldots, S_{n}\right)$ and proceeds by componentwise rewriting steps and communication steps, resulting in new configurations.

In the case of componentwise rewriting steps each component rewrites its current sentential form by applying a rule to it.

In the case of communication steps, when a component $G_{j}$ introduces some query symbol $Q_{i}, 1 \leq i \leq n$, then the currently generated string of the $i$-th component is transmitted to the $j$-th component in order to replace $Q_{i}$ in its sentential form.

The communication has priority over rewriting. If a query symbol appears in the sentential form of some component, then a communication must be executed. If circular queries are introduced, then the process is blocked; the system also gets stuck when a derivation must be done and a component is not able to rewrite its sentential form, although it is not a terminal string. After sending its sentential form to another component, a component either resumes working from its axiom (the returning mode), or it continues processing the current string (the non-returning mode).

The set of terminal strings generated in this way by the first component is the language generated by the system.

We denote by $R E G, L I N, C F, R E$ the families of regular, linear, context-free, context-sensitive, recursively enumerable languages, respectively.

## 3. Definitions and Examples

Definition 3.1. Let $n \geq 1$ be a natural number. A parallel communicating grammar system with communication by signals (an SPC grammar system, for short) of degree $n$ is a $(n+3)$-tuple:

$$
\Gamma=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right), \ldots,\left(S_{n}, P_{n}, R_{n}\right)\right),
$$

where $N$ is a nonterminal alphabet, $T$ is a terminal alphabet, $K=\left\{Q_{1}, Q_{2}, \ldots, Q_{p}\right\}$ is the set of signals of the system (the sets $N, T, K$ are mutually disjoint), $P_{i}$ is a finite set of rewriting rules over $N \cup T \cup K, S_{i} \in N$, and $R_{i}$ is a set of $p$ regular languages over $N \cup T$ associated to symbols $Q_{1}, \ldots, Q_{p}$, for all $1 \leq i \leq n$

We denote $V_{\Gamma}=N \cup T \cup K$. The sets $P_{i}, 1 \leq i \leq n$, are called components of the system.

Here we work only with $\lambda$-free SPC grammar systems.
The derivation in an SPC grammar system is defined as follows:
Definition 3.2. Let $\Gamma=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right), \ldots,\left(S_{n}, P_{n}, R_{n}\right)\right)$ be a $S P C$ grammar system and two $n$-tuples $\left(x_{1}, x_{2}, \ldots, x_{n}\right),\left(y_{1}, y_{2}, \ldots, y_{n}\right), x_{i}, y_{i} \in$ $V_{\Gamma}^{*}, 1 \leq i \leq n$ (we call them configurations). We define two types of derivation:

1. (derivation without waiting): $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, where $x_{i} \Rightarrow y_{i}$ by a rule from $P_{i}, x_{i} \in(N \cup T)^{*}, 1 \leq i \leq n$, or $y_{i}=x_{i}$ if $x_{i} \in T^{*}, 1 \leq i \leq n$.
2. (derivation with waiting): $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, where $x_{i} \Rightarrow y_{i}$ by a rule from $P_{i}, x_{i} \in(N \cup T \cup K)^{*}, 1 \leq i \leq n$ or $y_{i}=x_{i}$ if $x_{i} \in T^{*}, 1 \leq i \leq n$, or $x_{i} \in(N \cup T \cup K)^{*}$ contains at least a signal $Q_{l} \in K, 1 \leq l \leq p$, and we cannot use any rules from $P_{i}$ to derive $x_{i}$. If there exist no components to derive the configuration and $x_{1} \notin T^{*}$, then $\Gamma$ is blocked.

Definition 3.3. We denote the step of communication by

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \vdash\left(y_{1}, y_{2}, \ldots, y_{n}\right)
$$

and we define it as follows:
For $x_{i}=\alpha_{1} Q_{i_{1}} \alpha_{2} Q_{i_{2}} \ldots Q_{i_{j}} \alpha_{j+1}$ a word with $Q_{i_{l}} \in K, 1 \leq l \leq p$, and $\alpha_{l} \in$ $(T \cup N)^{*}, 1 \leq l \leq j+1$, we define for each $Q_{i_{l}}$ :

$$
\delta_{i}\left(Q_{i_{l}}, x_{k}\right)=\left\{\begin{array}{rll}
x_{k}, & \text { if } & x_{k} \in R_{Q_{i_{l}}}^{i}, k \neq i \\
\lambda, & \text { if } & x_{k} \notin R_{Q_{i}}^{i} \\
\text { or } k=i
\end{array}\right.
$$

for $1 \leq k \leq n$.
We denote $\delta_{i}\left(Q_{i_{l}}\right)=\delta_{i}\left(Q_{i_{l}}, x_{1}\right) \delta_{i}\left(Q_{i_{l}}, x_{2}\right) \ldots \delta_{i}\left(Q_{i_{l}}, x_{n}\right)$ and

$$
\Delta_{i}\left(Q_{i_{l}}\right)=\left\{\begin{array}{rll}
\delta_{i}\left(Q_{i_{l}}\right), & \text { if } & \delta_{i}\left(Q_{i_{l}}\right) \neq \lambda, \\
Q_{i_{l}}, & \text { if } & \delta_{i}\left(Q_{i_{l}}\right)=\lambda .
\end{array}\right.
$$

Finally:

$$
y_{i}=\alpha_{1} \Delta_{i}\left(Q_{i_{1}}\right) \alpha_{2} \Delta_{i}\left(Q_{i_{2}}\right) \ldots \Delta_{i}\left(Q_{i_{j}}\right) \alpha_{j+1}
$$

Definition 3.4. We define the language generated by $\Gamma$ as follows:

$$
\begin{aligned}
L(\Gamma)= & \left\{w \in T^{*} \mid\left(S_{1}, S_{2}, \ldots S_{n}\right) \Rightarrow\left(x_{1}^{(1)}, x_{2}^{(1)}, \ldots, x_{n}^{(1)}\right) \vdash\left(y_{1}^{(1)}, y_{2}^{(1)}, \ldots, y_{n}^{(1)}\right)\right. \\
& \Rightarrow\left(x_{1}^{(2)}, x_{2}^{(2)}, \ldots, x_{n}^{(2)}\right) \vdash\left(y_{1}^{(2)}, y_{2}^{(2)}, \ldots, y_{n}^{(2)}\right) \Rightarrow \ldots \vDash\left(x_{1}^{(s)}, x_{2}^{(s)}, \ldots, x_{n}^{(s)}\right)
\end{aligned}
$$ for some $s \geq 1$ such that $w=x_{1}^{(s)}$, where $\left.\models \in\{\Rightarrow, \vdash\}\right\}$.

In words, $\Gamma$ has a set of signal types $K$ and the appearance of a symbol $Q_{l} \in K$ in the sentential form of the component $G_{i}$ means sending of the signal $Q_{l}$ from $G_{i}$ to all other components of the system $\Gamma$ (all components of $\Gamma$ are seen as a group of processes). The routine of any component $G_{j}, 1 \leq j \leq n$, for handling the signal $Q_{l}$ consists in the writing of its sentential form on an accessible communication channel to all components of $\Gamma$ (i.e., the group of processes). From the communication channel the component $G_{i}$ selects the data sent by $G_{j}$ only if them are acceptable according to the regular language $R_{Q_{i}}^{i}$ (thus $G_{i}$ verifies that the signal $Q_{l}$ was properly satisfied by $G_{j}$ ). With respect to the type of derivation of $\Gamma$ we have:

- in the case of the derivation without waiting, the system is blocked whenever a signal is not satisfied,
- in the case of derivation with waiting, if a signal (of a component $G_{i}$ ) is not satisfied at a step of communication and at the next step (of derivation) we can not perform a rule from $P_{i}$, then $G_{i}$ turns on a waiting state (until the signal will be satisfied).

Definition 3.5. Let $\Gamma=\left(N, T, K, G_{1}, G_{2}, \ldots, G_{n}\right)$ be an SPC grammar system. If only $G_{1}$ is allowed to introduce signals, then we say that $\Gamma$ is a centralized SPC grammar system; in the unrestricted case $\Gamma$ is called non-centralized.

A SPC grammar system is said to be returning (to axiom) if, after a communicating step, each component that has communicated its string to another component returns to axiom. The other systems are called non-returning.

Notations. We denote $S P C_{n} X$ the class of non-centralized, returning SPC grammar systems of degree at most $n$ of type $X$ with derivation without waiting. When we use only centralized SPC grammar systems we add the letter $C$, thus obtaining the classes $C S P C_{n} X$. When non-returning systems are considered, we add the letter $N$, thus obtaining the classes $N S P C_{n} X, N C S P C_{n} X$. If we consider the systems with derivation with waiting we denote that by $W G$ where $G \in\left\{S P C_{n} X, C S P C_{n} X\right.$, $\left.N S P C_{n} X, N C S P C_{n} X\right\}$. We denote all these classes by $C_{S P C} . X$ can be REG, LIN, $C F, C S, R E$ (for $R E G$ we consider right-linear grammars) and we suppose that $P_{i}$, $1 \leq i \leq n$, contains only $\lambda$-free rules.

If we consider $n=\infty$ in the previously notations, then we say that we have grammar systems with an arbitrary number of components.

The first component of $\Gamma$ is called the master of the system.
In the following constructions we shall assume that when the regular language associated to a signal $Q_{l} \in K$ is not specified, then, by default, $R_{Q_{l}}^{i}=\emptyset$ (and $Q_{l}$ does not appear in any right member of the rules from $P_{i}$ ).

Here are two examples:
Example 3.1. Consider the system

$$
\begin{aligned}
& \Gamma_{1}=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right)\right) \\
& N=\left\{S_{1}, S_{1}^{\prime}, S_{2}\right\}, K=\left\{Q_{1}\right\}, T=\{a, b\}, \\
& P_{1}=\left\{S_{1} \rightarrow a^{2} S_{1}^{\prime}, S_{1}^{\prime} \rightarrow a S_{1}^{\prime}, S_{1}^{\prime} \rightarrow a Q_{1}, S_{2} \rightarrow b\right\} \\
& P_{2}=\left\{S_{2} \rightarrow b S_{2}\right\}, R_{Q_{1}}^{1}=b^{*} S_{2}
\end{aligned}
$$

We have:

$$
\begin{aligned}
& \left(S_{1}, S_{2}\right) \Rightarrow\left(a^{2} S_{1}^{\prime}, b S_{2}\right) \Rightarrow \ldots \Rightarrow\left(a^{n-1} S_{1}^{\prime}, b^{n-2} S_{2}\right) \\
& \Rightarrow\left(a^{n} Q_{1}, b^{n-1} S_{1}\right) \vdash\left(a^{n} b^{n-1} S_{2}, S_{2}\right) \Rightarrow\left(a^{n} b^{n}, b S_{2}\right)
\end{aligned}
$$

Hence, $L\left(\Gamma_{1}\right)=\left\{a^{n} b^{n} \mid n \geq 3\right\} \in L I N-R E G$.
Example 3.2. Consider the system

$$
\begin{aligned}
& \Gamma_{2}=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right)\right) \\
& N=\left\{S_{1}, S_{1}^{\prime}, S_{2}\right\}, K=\left\{Q_{1}\right\}, T=\{a, b, c\} \\
& P_{1}=\left\{S_{1} \rightarrow a^{2} S_{1}^{\prime} c^{2}, S_{1}^{\prime} \rightarrow a S_{1}^{\prime} c, S_{1}^{\prime} \rightarrow a Q_{1} c, S_{2} \rightarrow b\right\}, \\
& P_{2}=\left\{S_{2} \rightarrow b S_{2}\right\}, R_{Q_{1}}^{1}=b^{*} S_{2}
\end{aligned}
$$

We have:

$$
\begin{aligned}
& \left(S_{1}, S_{2}\right) \Rightarrow\left(a^{2} S_{1}^{\prime} c^{2}, b S_{2}\right) \Rightarrow \ldots \Rightarrow\left(a^{n-1} S_{1}^{\prime} c^{n-1}, b^{n-2} S_{2}\right) \\
& \Rightarrow\left(a^{n} Q_{1} c^{n}, b^{n-1} S_{1}\right) \vdash\left(a^{n} b^{n-1} S_{2} c^{n}, S_{2}\right) \Rightarrow\left(a^{n} b^{n} c^{n}, b S_{2}\right)
\end{aligned}
$$

Hence, $L\left(\Gamma_{1}\right)=\left\{a^{n} b^{n} c^{n} \mid n \geq 3\right\} \in C S-C F$.

## 4. On the Generative Capacity

From definitions, the following results are true:
Lemma 4.1. $X=G_{1} X \subseteq G_{2} X \subseteq \ldots \subseteq G_{\infty} X$, for all $X \in\{R E G, L I N, C F, C S$, $R E\}, G \in C_{S P C}$.

Lemma 4.2. $G_{n} X \subseteq G_{n} Y$, for all $n \geq 1, X \subseteq Y, X, Y \in\{R E G, L I N, C F, C S$, $R E\}, G \in C_{S P C}$.

From the previous examples, we have:
Lemma 4.3. (1) $R E G \subset G_{2} R E G$, (2) LIN $\subset G_{2} L I N$, where $G \in C_{S P C}$.
Lemma 4.4. WSPC $C_{3} R E G$ contains one-letter non context-free languages.
Proof. Let $\Gamma$ be the system

$$
\begin{aligned}
& \Gamma=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right),\left(S_{3}, P_{3}, R_{3}\right)\right), \\
& N=\left\{S_{1}, S_{2}, S_{3}, A, B\right\}, K=\left\{Q_{1}\right\}, T=\{a\}, \\
& P_{1}=\left\{S_{1} \rightarrow A, B \rightarrow A, B \rightarrow a, S_{1} \rightarrow Q_{1}\right\}, R_{Q_{1}}^{1}=B^{+}, \\
& P_{2}=\left\{S_{2} \rightarrow Q_{1}, A \rightarrow B\right\}, R_{Q_{1}}^{2}=A^{+}, \\
& P_{3}=\left\{S_{3} \rightarrow Q_{1}, A \rightarrow B\right\}, R_{Q_{1}}^{3}=A^{+} .
\end{aligned}
$$

Examine a derivation in $\Gamma$. From $\left(S_{1}, S_{2}, S_{3}\right)$ we can either perform $\left(S_{1}, S_{2}, S_{3}\right) \Rightarrow\left(Q_{1}, Q_{1}, Q_{1}\right)$ or $\left(S_{1}, S_{2}, S_{3}\right) \Rightarrow\left(A, Q_{1}, Q_{1}\right) \vdash\left(S_{1}, A, A\right)$. In the first case we are blocked. In the second one we can either continue ( $S_{1}, A, A$ ) $\Rightarrow$ $(A, B, B)$ and we are blocked, or $\left(S_{1}, A, A\right) \Rightarrow\left(Q_{1}, B, B\right) \vdash\left(B B, S_{2}, S_{3}\right)$ $\Rightarrow \quad\left(A B, Q_{1}, Q_{1}\right) \Rightarrow \quad\left(A A, Q_{1}, Q_{1}\right) \vdash \quad\left(S_{1}, A A, A A\right)$. We can continue with $\left(S_{1}, A A, A A\right) \Rightarrow(A, B A, B A)$ and we are blocked, or $\left(S_{1}, A A, A A\right) \Rightarrow\left(Q_{1}, B A, B A\right) \Rightarrow$ $\left(Q_{1}, B B, B B\right) \vdash\left(B^{4}, S_{2}, S_{3}\right) \stackrel{*}{\Rightarrow}\left(A^{4}, Q_{1}, Q_{1}\right) \vdash\left(S_{1}, A^{4}, A^{4}\right) \Rightarrow \ldots \vdash\left(S_{1}, A^{2^{n-1}}, A^{2^{n-1}}\right) \stackrel{*}{\Rightarrow}$ $\left(Q_{1}, B^{2^{n-1}}, B^{2^{n-1}}\right) \vdash\left(B^{2^{n}}, S_{2}, S_{3}\right) \stackrel{*}{\Rightarrow}\left(a^{2^{n}}, Q_{1}, Q_{1}\right)$.

It follows that $L(\Gamma)=\left\{a^{2^{n}} \mid n \geq 1\right\}$, which is not a context-free language.
Theorem 4.1. LIN $\subset W S P C_{\infty}(R E G)$.
Proof. Because $W S P C_{3}(R E G)-C F \neq \emptyset$ (Lemma 4.4), we have to prove $L I N \subseteq$ $W S P C_{\infty}(R E G)$.

Let $L \in L I N$ and $G=(N, T, S, P)$ such that $L=L(G)$. We can write:

$$
L=(L \cap\{\lambda\}) \cup \bigcup_{a \in T} \partial_{a}^{r}(L)\{a\},
$$

(where $\partial_{a}^{r}$ denotes the right derivative with respect to the symbol $a$ ). We denote $L_{a}=\partial_{a}^{r}(L)$. We have $L_{a} \in L I N$ for each $a \in T$.

Let $G_{a}=\left(N_{a}, T_{a}, S_{a}, P_{a}\right)$ be a grammar such that $L\left(G_{a}\right)=L_{a}$. We construct $\Gamma_{a} \in W S P C_{\infty}(R E G)$ such that $L\left(\Gamma_{a}\right)=L_{a}\{a\}$. We define a relation $\bowtie$ on the set of rules $P_{a}$ such that, if:

$$
r: X_{1} \rightarrow u X_{2} v \in P_{a}, r^{\prime}: X_{1}^{\prime} \rightarrow u^{\prime} X_{2}^{\prime} v^{\prime} \in P_{a}
$$

with $X_{1}, X_{2}, X_{1}^{\prime}, X_{2}^{\prime} \in N_{a}$ and $u, v, u^{\prime}, v^{\prime} \in T^{*}$, we say that $r \bowtie r^{\prime}$ iff $X_{2}=X_{2}^{\prime}$.
The relation $\bowtie$ divides $P_{a}$ in a set of classes $\mathcal{M}$ such that each $M \in \mathcal{M}$ is associated to a nonterminal $A \in N_{a}$ such that

$$
M=\left\{X \rightarrow u Y v \in P_{a} \mid X, Y \in N_{a}, u, v \in T^{*}, Y=A\right\}
$$

If $p=\max \{2, \max \{\operatorname{card}(M) \mid M \in \mathcal{M}\}\}$ then we define $K=\left\{Q, Q_{1}, Q_{2}, \ldots, Q_{p}\right\}$. Let $m=\operatorname{card}(\mathcal{M})$. For each $M_{k} \in \mathcal{M}, 1 \leq k \leq m$, we number its rules with $1,2, \ldots, r_{k}$. We define $\Gamma_{a}$ as
$\Gamma_{a}=\left(\bar{N}, T_{a}, K,\left(S_{0}, P_{0}, R_{0}\right),\left(S_{1}, P_{1}, R_{1}\right),\left(S_{1}^{\prime}, P_{1}^{\prime}, R_{1}^{\prime}\right), \ldots,\left(S_{m}, P_{m}, R_{m}\right),\left(S_{m}^{\prime}, P_{m}^{\prime}, R_{m}\right)\right)$,
where:

$$
\bar{N}=\left\{\bar{S}, S_{0}, S_{1}, S_{1}^{\prime}, \ldots, S_{m}, S_{m}^{\prime}\right\} \cup N_{a} \cup N_{a}^{\prime} \cup \bigcup_{k=1}^{m} \bigcup_{i=1}^{r_{k}}\left\{[X, k, i] \mid X \in N_{a}\right\}
$$

We define the components of $\Gamma_{a}$ as follows:
$P_{0}=\{\bar{S} \rightarrow a\} \cup\left\{S_{0} \rightarrow Q\right\} \cup\left\{A^{\prime} \rightarrow A \mid \forall A \in N_{a}\right\} \cup\left\{S_{0} \rightarrow x A \mid A \rightarrow x \in P_{a}, x \in T^{*}\right\}$.
Moreover, $R_{Q}^{0}=T^{*} \bar{S} \cup\left\{T^{*} A^{\prime} \mid A \in N_{a}\right\}$. Let $M_{k} \in \mathcal{M}$ be the class associated to the nonterminal $A \in N_{a}$. To $M_{k}$ we associate the components $P_{k}, P_{k}^{\prime}$ of $\Gamma_{a}$ defined by

$$
P_{k}=\left\{S_{k} \rightarrow Q\right\} \cup\{A \rightarrow v[X, k, j] \mid j: X \rightarrow u A v\}
$$

where $j$ is the number of the rule in $M_{k}$. Moreover $R_{Q}^{k}=T^{*} A$.

$$
\begin{aligned}
P_{k}^{\prime} & =\left\{S_{k}^{\prime} \rightarrow u Q_{j} \mid j: X \rightarrow u A v\right\} \cup\left\{[A, k, j] \rightarrow A^{\prime} \mid 1 \leq j \leq r_{k}\right\} \\
& \cup\left\{[A, k, j] \rightarrow \bar{S} \mid 1 \leq j \leq r_{k}, \text { if } A=S_{a}\right\} .
\end{aligned}
$$

Moreover, $R_{Q_{j}}^{k}=T^{*}[X, k, j]$.
From the definition of the languages $R_{0}, R_{j}, R_{j}^{\prime}, 1 \leq j \leq m$, we observe that $P_{0}$ communicates to $P_{i}, 1 \leq i \leq m, P_{i}$ communicates to $P_{i}^{\prime}, 1 \leq i \leq m$, and $P_{i}^{\prime}$ communicates to $P_{0}, 1 \leq i \leq m$. If

$$
\begin{align*}
& S_{0} \Rightarrow u_{1} X_{1} v_{1} \Rightarrow u_{1} u_{2} X_{2} v_{2} v_{1} \Rightarrow \ldots \Rightarrow u_{1} u_{2} \ldots u_{n} X_{n} v_{n} v_{n-1} \ldots v_{1} \\
& \Rightarrow u_{1} u_{2} \ldots u_{n} w v_{n} v_{n-1} \ldots v_{1}=x \in T^{*}, \quad(*) \tag{*}
\end{align*}
$$

is a derivation in $G_{a}$ then we have in $\Gamma_{a}$ a derivation that gets $x a$, in the reverse way to ( $*$ ), with the following rules:
i) $S_{0}$ starts the derivation by the rule $S_{0} \rightarrow w X_{n}$.
ii) If $X_{i-1} \rightarrow u_{i} X_{i} v_{i} \in M_{k_{i}}$ (with the number $j$ in $M_{k_{i}}$ ) is a rule that has to be used in $(*)$, then a communication step between $P_{0}$ and $P_{k_{i}}$ (being in a waiting state after using the rule $S_{k_{i}} \rightarrow Q$ ) we shall apply the rule $X_{i} \rightarrow v_{i}\left[X_{i-1}, k_{i}, j\right]$ and, after that, we shall communicate to $P_{k_{i}}^{\prime}$ (being in a waiting state after using the rule $S_{k_{i}}^{\prime} \rightarrow u_{i} Q_{j}$ ). In $P_{k_{i}}^{\prime}$ we use the rule $\left[X_{i-1}, k_{i}, j\right] \rightarrow X_{i-1}^{\prime}$ if $i>1$, otherwise (when $X_{i-1}=S_{a}$ ) we can, also, use the rule $\left[X_{i-1}, k_{i}, j\right] \rightarrow \bar{S}$ and we communicate to $P_{0}$ (being in a waiting state after using the rule $S_{0} \rightarrow Q$ ).
iii) The last rule to apply will be in $P_{0}$, that is $\bar{S} \rightarrow a$, obtaining the string $x a$.

We can easily observe that any deviation from this scenario leads to blocked derivations in $\Gamma_{a}$. Consequently, we obtain $L\left(\Gamma_{a}\right)=L_{a}\{a\}$.

We suppose that we constructed $\Gamma_{a}$, for all $a \in T$.
Let $\Gamma_{a}, \Gamma_{b}$ be two systems as above. We construct $\Gamma_{a b}$ such that $L\left(\Gamma_{a b}\right)=L\left(\Gamma_{a}\right) \cup$ $L\left(\Gamma_{b}\right)$. We assume:

$$
\begin{aligned}
& \Gamma_{a}=\left(N^{\prime}, T^{\prime}, K^{\prime}, G_{1}^{\prime}, G_{2}^{\prime}, \ldots, G_{n}^{\prime}\right) \\
& \Gamma_{b}=\left(N^{\prime \prime}, T^{\prime \prime}, K^{\prime \prime}, G_{1}^{\prime \prime}, G_{2}^{\prime \prime}, \ldots, G_{m}^{\prime \prime}\right)
\end{aligned}
$$

We define:

$$
\begin{aligned}
\Gamma_{a b}= & \left(N^{\prime} \cup N^{\prime \prime} \cup\left\{S_{0}\right\}, K^{\prime} \cup K^{\prime \prime} \cup\left\{Q_{0}^{\prime}, Q_{0}^{\prime \prime}\right\}, T^{\prime} \cup T^{\prime \prime}, G_{0}, G_{1}^{\prime}, G_{2}^{\prime}\right. \\
& \left.\ldots, G_{n}^{\prime}, G_{1}^{\prime \prime}, G_{2}^{\prime \prime}, \ldots, G_{m}^{\prime \prime}\right)
\end{aligned}
$$

with $S_{0}, Q_{0}^{\prime}, Q_{0}^{\prime \prime}$ new symbols. The rules of $G_{0}$ are $S_{0} \rightarrow Q_{0}^{\prime}, S_{0} \rightarrow Q_{0}^{\prime \prime}$, and the associated languages are $R_{Q_{0}^{\prime}}^{0}=T^{\prime *} a, R_{Q_{0}^{\prime \prime}}^{0}=T^{\prime \prime *} b$. Obviously, we have $L\left(\Gamma_{a b}\right)=$ $L\left(\Gamma_{a}\right) \cup L\left(\Gamma_{b}\right)$.

In the same manner we recursively construct a grammar system such that $L(\Gamma)=$ $\bigcup_{a \in T} L\left(\Gamma_{a}\right)$.

The following example illustrates the previous algorithm.
Example 4.1. Consider the linear language $L=\left\{a^{n} b^{n} \mid n \geq 1\right\}$. We have

$$
L=\partial_{b}^{r}(L)\{b\}, \partial_{b}^{r}(L)=\left\{a^{n} b^{n-1} \mid n \geq 1\right\}
$$

and $\partial_{b}^{r}(L)$ is generated by $G_{b}=(\{X, A\},\{a, b\}, X,\{X \rightarrow a A, A \rightarrow a A b\})$. We construct $\Gamma_{b}$ such that $L\left(\Gamma_{b}\right)=\partial_{b}^{r}(L)\{b\}$, with

$$
\begin{aligned}
& \bar{N}=\left\{\bar{S}, S_{0}, S_{1}, S_{1}^{\prime}\right\} \cup\left\{X, A^{\prime}, X, A^{\prime}\right\} \cup\{[X, 1,1],[X, 1,2]\} \cup\{[A, 1,1],[A, 1,2]\}, \\
& P_{0}=\left\{S_{0} \rightarrow Q, X^{\prime} \rightarrow X, A^{\prime} \rightarrow A, \bar{S} \rightarrow b, S_{0} \rightarrow a b A\right\}, R_{Q}^{0}=T^{*} \bar{S} \cup T^{*} X^{\prime} \cup T^{*} A^{\prime}, \\
& P_{1}=\left\{S_{1} \rightarrow Q, A \rightarrow[X, 1,1], A \rightarrow b[A, 1,2]\right\}, R_{Q}^{1}=T^{*} A \\
& P_{1}^{\prime}=\left\{S_{1}^{\prime} \rightarrow a Q_{1}, S_{1}^{\prime} \rightarrow a Q_{2},[X, 1,1] \rightarrow X^{\prime},[A, 1,2] \rightarrow A^{\prime},[X, 1,1] \rightarrow \bar{S}\right\} .
\end{aligned}
$$

Moreover $R_{Q_{1}}^{\prime}=T^{*}[X, 1,1], R_{Q_{2}}^{\prime}=T^{*}[A, 1,2]$.
Here is a derivation in $\Gamma$ :

$$
\begin{aligned}
& \left(S_{0}, S_{1}, S_{1}^{\prime}\right) \Rightarrow\left(a b A, Q, a Q_{2}\right) \vdash\left(S_{0}, a b A, a Q_{2}\right) \Rightarrow\left(Q, a b^{2}[A, 1,2], a Q_{2}\right) \vdash \\
& \left(Q, S_{1}, a^{2} b^{2}[A, 1,2]\right) \Rightarrow\left(Q, Q, a^{2} b^{2} A^{\prime}\right) \vdash\left(a^{2} b^{2} A^{\prime}, Q, S_{1}^{\prime}\right) \Rightarrow\left(a^{2} b^{2} A, Q, a Q_{1}\right) \vdash \\
& \left(S_{0}, a^{2} b^{2} A, a Q_{1}\right) \Rightarrow\left(Q, a^{2} b^{2}[X, 1,1], a Q_{1}\right) \vdash\left(Q, S_{1}^{\prime}, a^{3} b^{2}[X, 1,1]\right) \Rightarrow \\
& \left(Q, S_{1}^{\prime}, a^{3} b^{2} \bar{S}\right) \vdash\left(a^{3} b^{2} \bar{S},-,-\right) \Rightarrow\left(a^{3} b^{3},-,-\right) .
\end{aligned}
$$

Theorem 4.2. $C S \subseteq W S P C_{\infty}(C F)$.
Proof. Let $L$ be a context-sensitive language and $G=(N, T, S, P)$ such that $L(G)=L$.

We suppose that $G$ is in (weak) Kuroda normal form, hence it has the rules of the form: $A \rightarrow a, A \rightarrow B, A \rightarrow B C, A B \rightarrow C D$, where $A, B, C, D \in N$ and $a \in T$. Without loss of the generality, we may assume that $A \neq B$ in rules of the form $A B \rightarrow C D$ (if $r: A A \rightarrow C D \in P$, then we replace it by $A \rightarrow[A, r],[A, r] A \rightarrow C D)$.

We define a relation $\bowtie$ on the set $P$ of the rules. If

$$
r_{1}: X Z \rightarrow \alpha \in P, r_{2}: Y Z^{\prime} \rightarrow \beta \in P
$$

where $Z, Z^{\prime} \in N \cup\{\lambda\}, X, Y \in N$ and $\alpha, \beta \in(N \cup T)^{*}$, we say that $r_{1} \bowtie r_{2}$ iff $X=Y$. The relation $\bowtie$ divides $P$ in a set of classes $\mathcal{M}$; let $n=\operatorname{card}(\mathcal{M})$. We define $\Gamma$ a grammar system such that $L(\Gamma)=L$ as:

$$
\Gamma=\left(\bar{N}, T, K, G_{0}, G_{1}, G_{2}, \ldots, G_{n}\right)
$$

where

$$
\begin{aligned}
\bar{N}= & N \cup N^{\prime} \cup\left\{S_{0}, S_{1}, \ldots, S_{n}\right\} \\
& \cup[A, r] \mid A \in N \text { and } r: A \rightarrow x \in P \text { or } r: A B \rightarrow C D \in P \\
& \text { or } r: B A \rightarrow C D \in P\}
\end{aligned}
$$

$$
\begin{aligned}
K= & \left\{Q_{0}, Q_{1}, Q_{2}, \ldots, Q_{n}\right\}, \\
P_{0}= & \left\{S_{0} \rightarrow Q_{0}\right\} \cup\left\{A^{\prime} \rightarrow A \mid \forall A \in N\right\} \\
& \cup\{A \rightarrow[A, p] \mid p: A \rightarrow a \in P \text { or } p: A \rightarrow B \in P \text { or } p: A \rightarrow B C \in P\} \\
& \cup\{A \rightarrow[A, q], B \rightarrow[B, q] \mid q: A B \rightarrow C D \in P\}, \\
R_{Q_{s}}^{0}= & \left(T \cup N^{\prime}\right)^{*}, \\
P_{k}= & \left\{S_{k} \rightarrow Q_{k}\right\} \cup\{[A, p] \rightarrow a \mid p: A \rightarrow a\} \cup\left\{[A, r] \rightarrow B^{\prime} C^{\prime} \mid r: A \rightarrow B C\right\} \\
\cup & \left\{[A, s] \rightarrow B^{\prime} \mid s: A \rightarrow B\right\} \cup\left\{[A, q] \rightarrow C^{\prime},[B, q] \rightarrow D^{\prime} \mid q: A B \rightarrow C D\right\}, \\
R_{Q_{k}}^{k}= & \left\{\alpha[A, p] \beta \mid \alpha, \beta \in(N \cup T)^{*}, p: A \rightarrow a \in P \text { or } p: A \rightarrow B \in P\right. \\
& \text { or } p: A \rightarrow B C \in P\} \\
\cup & \left\{\alpha[A, q][B, q] \beta \mid \alpha, \beta \in(N \cup T)^{*}, q: A B \rightarrow C D \in P\right\}, \\
& \text { for } M_{k} \in \mathcal{M} \text { asssociated to } A \in N .
\end{aligned}
$$

From the definition of the languages $R_{i}, 0 \leq i \leq n$, we observe that the communication is made only between $G_{0}$ and a unique component $G_{i}, 1 \leq i \leq n$, or between $G_{i}$, $1 \leq i \leq n$, and $G_{0}$ (the communication between $G_{i}$ and $G_{j}, 1 \leq i, j \leq n$, is not possible). From this construction, it follows that $L(G)=L(\Gamma)$.

Definition 4.1. Let $\Gamma$ be a $P C$ grammar system given by:

$$
\Gamma=\left(N, T, K, G_{1}, G_{2}, \ldots, G_{n}\right)
$$

and a query symbol $Q_{i} \in K, 1 \leq i \leq n$.
We say that $Q_{i}$ has "the property C " if every replacing of it by a communicated string $u_{1} X_{1} u_{2} X_{2} \ldots X_{p} u_{p+1}\left(X_{i} \in N, 1 \leq i \leq p, u_{i} \in T^{*}, 1 \leq i \leq p+1\right)$ in a component $G_{k}, 1 \leq k \leq n$, is followed by the transformation of all non-terminal symbols $X_{1}, X_{2}, \ldots, X_{n}$ (by rules from $G_{k}$ ) before $G_{k}$ performs a communication step.

A derivation in $\Gamma$ is called "with the property $C$ " if all query symbols that appear in it, have the property C. We define:

$$
L^{C}(\Gamma)=\left\{x \in T^{*} \mid x \in L(\Gamma) \text { and } x \text { is obtained by a derivation with propery } \mathrm{C}\right\} .
$$

Moreover, we define $P C_{n}^{C}(X)$, the set of languages generated by derivation with property C in PC grammar systems of type $X$ and degree $n$. Analogously we define $C P C_{n}^{C}(X), N P C_{n}^{C}(X), N C P C_{n}^{C}(X)$.

From the definitions we obtain the following result:
Lemma 4.5. $G_{n}^{C}(X)=G_{n}(X)$ where $n \geq 1, G \in\{P C, C P C, N P C, N C P C\}$ and $X \in\{R E G, L I N\}$.

Theorem 4.3. $G_{n}^{C}(X) \subseteq H_{n}(X)$ where $n \geq 1, X \in\{R E G, L I N, C F, C S, R E\}$ and $(G, H) \in\{(P C, S P C),(C P C, C S P C),(N P C, N S P C),(N C P C, N C S P C)\}$.

Proof. We suppose $X=C F$ and $(G, H)=(P C, S P C)$ (the other cases are analogous).

Let $\Gamma=\left(N, T, K, G_{1}, G_{2}, \ldots, G_{n}\right)$ be a PC grammar system with property C . We construct a SPC system $\Gamma^{\prime}=\left(\bar{N}, T, K^{\prime}, G_{1}^{\prime}, G_{2}^{\prime}, \ldots, G_{n}^{\prime}\right)$ such that $L^{C}\left(\Gamma^{\prime}\right)=L(\Gamma)$, as follows:

$$
\bar{N}=\bigcup_{j=1}^{n}\left\{[A, j]\{A \in N\} \text { and } K^{\prime}=\left\{Q_{1}^{\prime}, Q_{2}^{\prime}, \ldots, Q_{n}^{\prime}\right\}\right.
$$

Let $G_{i}=\left(N \cup K, T, S_{i}, P_{i}\right), 1 \leq i \leq n$. We define $G_{i}^{\prime}=\left(\bar{N} \cup K^{\prime}, T,\left[S_{i}, i\right], P_{i}^{\prime}\right)$ where $P_{i}^{\prime}$ is given by:

$$
\begin{aligned}
P_{i}^{\prime}= & \bigcup_{j=1}^{n}\left\{[A, j] \rightarrow u_{1}\left[X_{1}, i\right] u_{2}\left[X_{2}, i\right] \ldots\left[X_{p}, i\right] u_{p+1} \mid A \rightarrow u_{1} X_{1} u_{2} X_{2} \ldots X_{p} u_{p+1} \in P_{i},\right. \\
& \left.u_{1}, u_{2}, \ldots, u_{p+1} \in T^{*}, X_{1}, X_{2} \ldots, X_{p} \in N\right\} .
\end{aligned}
$$

Moreover, we define $R_{Q_{j}^{\prime}}^{i}=\left(T \cup N_{j}\right)^{*}$, where $N_{j}=\{[A, j] \mid A \in N\}, 1 \leq j \leq n$.
The theorem follows from the following observation: $\Gamma^{\prime}$ works like $\Gamma$ and the property $C$ of $\Gamma$ gives us the possibility to communicate atthe same time as in $\Gamma$.

Corollary 4.1. LIN $\subset S P C_{\infty}(R E G)$.
Proof. It is known that $L I N \subset P C_{\infty}(R E G)$ (see [3]). From Lemma 4.5 and Theorem 4.3 we have $L I N \subset P C_{\infty}(R E G)=P C_{\infty}^{C}(R E G) \subseteq S P C_{\infty}(R E G)$.

## 5. A Generalization

As we said in Introduction, in UNIX it is possible to send signals to a group of processes (a case modeled by SPC grammar systems), but also to a process with a defined address.

We model this general case by the concept of "Parallel communicating grammars systems with communication by signals to addresses" (ASPC, for short).

Definition 5.1. Let $n \geq 1$ be a natural number. A parallel communicating grammar system of degree $n$ with communication by signals to addresses is an ( $n+3$ ) -tuple:

$$
\Gamma=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right), \ldots,\left(S_{n}, P_{n}, R_{n}\right)\right)
$$

where $N$ is a nonterminal alphabet, $T$ is a terminal alphabet, $K=\left\{Q_{1}, Q_{2}, \ldots, Q_{p}\right\}$ is the set of signals of the system (the sets $N, T, K$ are mutually disjoint). We define: $\bar{K}=\bigcup_{k=1}^{p} Q_{k}(-1) \cup \bigcup_{k=1}^{p} \bigcup_{i=1}^{n} Q_{k}(i) . Q_{k}(-1)$ means that the signal $Q_{k}$ is sent to all components of the systems (like in SPC systems) and $Q_{k}(i)$ means that the signal $Q_{k}$ is sent to the component $P_{i}$ of the system.
$P_{i}$ is a finite set of rewriting rules over $N \cup T \cup \bar{K}$ and $S_{i} \in N$, for all $1 \leq i \leq n$
For all $1 \leq i \leq n, R_{i}$ is defined as a set of regular languages $R_{i}=\left(R_{Q_{j}}^{i}\right)_{1 \leq j \leq p}$ where $R_{Q_{j}}^{i}$ is a regular language associated to the signal $Q_{j}$ (of the component $P_{i}$ of $\Gamma$ ).

We assume that the rules of $P_{i}, 1 \leq i \leq n$, are $\lambda$-free and there exist no rules $Q_{l}(j) \rightarrow \alpha \in P_{i}, 1 \leq i \leq n, 1 \leq l \leq p, j=-1$ or $1 \leq j \leq n$.

The derivation in an ASPC grammar systems is defined as follows:
Definition 5.2. Let $\Gamma=\left(N, T, K,\left(S_{1}, P_{1}, R_{1}\right),\left(S_{2}, P_{2}, R_{2}\right), \ldots,\left(S_{n}, P_{n}, R_{n}\right)\right)$ be an ASPC grammar system and two $n$-tuples $\left(x_{1}, x_{2}, \ldots, x_{n}\right),\left(y_{1}, y_{2}, \ldots, y_{n}\right), x_{i}, y_{i} \in$ $V_{\Gamma}^{*}, 1 \leq i \leq n$. We define two types of derivation:

1. (derivation without waiting): $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, where $x_{i} \Rightarrow y_{i}$ by a rule from $P_{i}, x_{i} \in(N \cup T)^{*}, 1 \leq i \leq n$ or $y_{i}=x_{i}$ if $x_{i} \in T^{*}, 1 \leq i \leq n$.
2. (derivation with waiting): $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, where $x_{i} \Rightarrow y_{i}$ by a rule from $P_{i}, x_{i} \in(N \cup T \cup \bar{K})^{*}, 1 \leq i \leq n$, or $y_{i}=x_{i}$ if $x_{i} \in T^{*}, 1 \leq i \leq n$, or $x_{i} \in(N \cup T \cup \bar{K})^{*}$ contains at least a signal $Q_{l}(j) \in \bar{K}, 1 \leq l \leq p$, and we can not use any rules from $P_{i}$ to derive $x_{i}$. If there exist no components to derive the configuration and $x_{1} \notin T^{*}$ then $\Gamma$ is blocked.

Definition 5.3. We denote the step of communication by $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \vdash$ $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ and we define it as follows:

If $x_{i}=\alpha_{1} Q_{i_{1}}\left(j_{1}\right) \alpha_{2} Q_{i_{2}}\left(j_{2}\right) \ldots Q_{i_{l}}\left(j_{l}\right) \alpha_{l+1}$ a word with $Q_{i_{k}}\left(j_{k}\right) \in \bar{K}, 1 \leq k \leq l$, and $\alpha_{k} \in(T \cup N)^{*}, 1 \leq k \leq l+1$, then, for $Q_{i_{k}}\left(j_{k}\right)$ with $j_{k}=-1$ communication is done like in the SPC systems, otherwise (when $1 \leq j_{k} \leq n$ ) we replace $Q_{i_{k}}\left(j_{k}\right)$ by $x_{j_{k}}$ if $x_{j_{k}} \in R_{Q_{i_{k}}}^{i}$ else it remains unmodified.

The definition of the language generated by an ASPC grammar system is the same as for SPC systems.

From the definitions, we have:
Theorem 5.1. i) The SPC systems are a particular case of ASPC systems when all addresses are -1 .
ii) The PC systems are a particular case of ASPC systems with derivation without waiting, withall addresses different from -1 and no control on the received information by communication (i.e, $\left.R_{Q_{j}}^{i}=(N \cup T)^{*}, 1 \leq i, j \leq n\right)$.
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#### Abstract

We systematically examine the possibility of generating the three basic non-context-free constructions in natural and artificial languages - replication, multiple agreements and crossed agreements - by means of various types of parallel communicating grammar systems. Answering a problem left open in [2], we prove that also the last construction specified above can be covered by centralized (context-free) parallel communicating grammar systems, both in the returning and the non-returning case. Several problems remain open (mainly concerning stronger forms of the results mentioned here).


## 1. Introduction

The parallel communicating ( PC ) grammar systems were introduced in [7], as a grammatical model of parallel computing. Roughly speaking, several grammars work together, synchronously, each one on its own sentential form; when certain special symbols are introduced, a communication operation is performed; the current sentential form of a component grammar is transmitted to the component which has introduced the query symbol, and the occurrences of the query symbol in the sentential form of the receiving component are replaced by the communicated string. The language generated in this way by a specified component of the system (the master) is the language generated by the system.

Two basic classifications of PC grammar systems are the following ones. When only the master is allowed to introduce query symbols, then the system is said to be centralized; non-restricted systems are called non-centralized. On the other hand, a system is called returning if every component resumes working from its axiom after communicating its string to another component; if, after communicating, the components continue the rewriting of the current string, then the system is called nonreturning. According to the form of the rules, a PC grammar system can be regular, linear, context-free, etc.

We refer to the monograph [1], to [2], etc. for results in this area. We only mention that the cooperation of grammars in the form of a PC grammar system increases the power of regular and of context-free grammars: systems of all forms mentioned above with regular rules are able to generate non-context-free languages. This is useful in view of the fact that one knows that natural languages as well as most of the significant artificial languages are not context-free (see, e.g., [3], [4], [8]).

The three basic non-context-free constructions in natural and artificial languages are the replication, the multiple agreements, and the crossed agreements, modelled by the following languages

$$
\begin{aligned}
L_{1} & =\left\{x x \mid x \in\{a, b\}^{+}\right\} \\
L_{2} & =\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \\
L_{3} & =\left\{a^{n} b^{m} c^{n} d^{m} \mid n, m \geq 1\right\}
\end{aligned}
$$

They are used in many papers as common examples of languages generated by PC grammar systems of various types. However, several problems are still open in this area. For instance, in [6] it is proved that $L_{3}$ can be generated by context-free non-centralized PC grammar systems both in the returning and the non-returning modes, but it is formulated the conjecture that centralized systems cannot generate this language. The problem of the place of this language in the hierarchy of families of languages generated by PC grammar systems is formulated as open also in [2].

We solve here this problem, proving that $L_{3}$ can be generated by centralized systems both in the returning and the non-returning modes. Still, we do not know whether or not regular PC grammar systems can generate this language (the answer is affirmative in the case of the language $L_{1}$, for systems working in the non-returning mode).

## 2. PC Grammar Systems

As usual, we denote by $V^{*}$ the free monoid generated by an alphabet $V$; its identity (the empty string) is denoted by $\lambda$ and $V^{*}-\{\lambda\}$ is denoted by $V^{+}$. The length of $x \in V^{*}$ is denoted by $|x|$, whereas $|x|_{U}$ is the number of occurrences of symbols in $U \subseteq V$ in the string $x \in V^{*}$. The families of regular, linear, context-free, contextsensitive, and recursively enumerable languages are denoted by $R E G, L I N, C F, C S$, $R E$, respectively. Further elements of formal language theory we shall use here can be found in [9], [10], etc.

A PC grammar system (of degree $n, n \geq 1$ ) is a construct

$$
\Gamma=\left(N, K, T,\left(S_{1}, P_{1}\right), \ldots,\left(S_{n}, P_{n}\right)\right)
$$

where $N, K, T$ are mutually disjoint alphabets, with $K=\left\{Q_{1}, \ldots, Q_{n}\right\}, S_{i} \in N$, and $P_{i}$ are finite sets of rewriting rules over $N \cup K \cup T, 1 \leq i \leq n$.

The alphabet $N$ is the nonterminal one, $T$ is the terminal alphabet, the elements of $K$ are called query symbols, and the pairs $\left(S_{i}, P_{i}\right)$ are the components of the system. Often, we call $P_{i}$ a component. Note the one-to-one correspondence between the query symbols and the components. The symbol $S_{i}$ is the axiom of the component $i$. An $n$-tuple $\left(x_{1}, \ldots, x_{n}\right)$, with $x_{i} \in(N \cup K \cup T)^{*}$, is called a configuration of $\Gamma$.

For two configurations $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right)$ with $x_{1} \notin T^{*}$, we write $\left(x_{1}, \ldots, x_{n}\right) \Longrightarrow{ }_{r w}\left(y_{1}, \ldots, y_{n}\right)$ iff the following conditions hold:

1. $\left|x_{i}\right|_{K}=0$, for all $1 \leq i \leq n$;
2. either $x_{i} \Longrightarrow P_{i} y_{i}$, or $x_{i}=y_{i} \in T^{*}, 1 \leq i \leq n$.

For two configurations as above, we write $\left(x_{1}, \ldots, x_{n}\right) \Longrightarrow_{c o m, r}\left(y_{1}, \ldots, y_{n}\right)$ iff the following conditions hold:

1. there is $i, 1 \leq i \leq n$, such that $\left|x_{i}\right|_{K}>0$;
2. if $x_{i}=z_{1} Q_{i_{1}} z_{2} \ldots z_{k} Q_{i_{k}} z_{k+1}, k \geq 1$, for $z_{j} \in(N \cup T)^{*}, 1 \leq j \leq k+1$, and $\left|x_{i_{j}}\right|_{K}=0$ for each $j, 1 \leq j \leq k$, then $y_{i}=z_{1} x_{i_{1}} z_{2} \ldots z_{k} x_{i_{k}} z_{k+1}$ and $\left[y_{i_{j}}=S_{i_{j}}, 1 \leq j \leq k\right]$; otherwise, $y_{i}=x_{i}$;
3. for all $i$ for which $y_{i}$ has not been defined at point 2 , we have $y_{i}=x_{i}$.

The relation $\Longrightarrow_{r w}$ represents a rewriting step (performed in parallel, synchronously, on all components whose current sentential forms are not terminal), the relation $\Longrightarrow_{c o m, r}$ defines a communication step. The query symbols are replaced by the strings identified by their indices (we say that the query symbols are satisfied), providing that these strings do not contain further query symbols. The communication has priority over rewriting. If some query symbols are not satisfied at a given step, then they might be satisfied at the next ones, providing that the requested strings were modified by the previous communications in such a way that they do not contain query symbols. If circular queries appear, the system is blocked. The system can be also blocked in the rewriting mode, when a component cannot rewrite its sentential form although it is a nonterminal one. Note that neither a rewriting nor a communication is possible when the sentential form of the first component, $x_{1}$ above, is terminal. The work of the system stops in that moment.

The above defined communication step is a returning one: after communicating, a component resumes working from its axiom. If we remove the brackets, $\left[y_{i_{j}}=S_{i_{j}}, 1 \leq\right.$ $j \leq k]$, then we obtain a non-returning communication, denoted by $\Longrightarrow{ }_{c o m, n r}$ : after communicating, a component continues processing the current sentential form.

We write, in general, $\Longrightarrow_{r}, \Longrightarrow_{n r}$ for denoting both a rewriting and a communicating step (this second one in the returning or non-returning mode, respectively), and $\Longrightarrow{ }_{T}^{*}, \Longrightarrow_{n r}^{*}$ for the reflexive and transitive closure of these relations. The language generated by $\Gamma$ in the mode $q \in\{r, n r\}$ is

$$
\begin{aligned}
L_{q}(\Gamma)= & \left\{x \in T^{*} \mid\left(S_{1}, \ldots, S_{n}\right) \Longrightarrow_{q}^{*}\left(x, y_{2}, \ldots, y_{n}\right),\right. \\
& \left.y_{i} \in(N \cup K \cup T)^{*}, 2 \leq i \leq n\right\}
\end{aligned}
$$

The first component of the system is called the master; its language is the language of the system. Note that no restriction on the sentential forms of the other components is imposed.

When only the master can introduce query symbols (formally, $|w|_{K}=0$ for all $A \rightarrow w \in P_{i}, 2 \leq i \leq n$ ), then we say that the system is centralized; otherwise, the system is non-centralized.

We denote by $P C_{n} X$ the family of languages $L_{r}(\Gamma)$ generated (in the returning mode) by non-centralized PC grammar systems with at most $n$ components, $n \geq 1$, of type X . When centralized systems with at most $n$ components, $n \geq 1$, are used, we write $C P C_{n} X$, when the non-returning mode of working is used we add the letter N , getting $N P C_{n} X, N C P C_{n} X$. When no bound is imposed on the number of components, we replace the subscript $n$ with $*$. In what concerns the type of the components, we consider here $X \in\{R E G, C F\}$, where $R E G$ indicates $\lambda$-free right-linear rules (that is rules of the form $A \rightarrow x B, A \rightarrow x$, where $A, B$ are nonterminal symbols and $x$ is a terminal string, different from $\lambda$ ) and $C F$ indicates $\lambda$-free context-free rules. When defining the type of rules, the query symbols are considered nonterminals.


Syntheses of the results about the generative power of PC grammar systems can be found in [1], [5], [6]. The diagram in figure above is borrowed from [2]. An arrow from a family $F_{1}$ to a family $F_{2}$ indicates the (not necessarily proper) inclusion $F_{1} \subseteq F_{2}$ (MAT is the family of languages generated by $\lambda$-free matrix grammars without appearance checking).

## 3. The Languages $L_{1}, L_{2}, L_{3}$ in the PC Hierarchy

The following results are known (see the papers mentioned in the previous section):

$$
\begin{array}{ll}
\text { 1. } & L_{1} \in C P C_{2} C F \cap N C P C_{2} C F, \\
\text { 2. } & L_{2} \in C P C_{3} R E G \cap N C P C_{3} R E G, \\
\text { 3. } & L_{3} \in P C_{3} C F \cap N P C_{10} C F .
\end{array}
$$

In [6] and [2] it is asked whether or not $L_{3}$ can also be generated by centralized PC grammar systems. We shall affirmatively answer this question, but first we improve the first result above: in the non-returning case, $L_{1}$ can be generated also by regular centralized PC grammar systems.

Theorem 1. $L_{1} \in N C P C_{2} R E G$.
Proof. Let us consider the following system

$$
\Gamma_{1}=\left(N, K,\{a, b\},\left(P_{1}, S_{1}\right),\left(P_{2}, S_{2}\right)\right),
$$

$$
\begin{aligned}
N= & \left\{S_{1}, S_{2}, A, B, X, Y,[a],(a),[b],(b)\right\}, \\
P_{1}= & \left\{S_{1} \rightarrow a a, S_{1} \rightarrow b b, S_{1} \rightarrow A, A \rightarrow B, B \rightarrow A, B \rightarrow Q_{2},\right. \\
& {\left.[a] \rightarrow a Q_{2},[b] \rightarrow b Q_{2},(a) \rightarrow a,(b) \rightarrow b\right\}, } \\
P_{2}= & \left\{S_{2} \rightarrow a X, S_{2} \rightarrow b X, X \rightarrow S_{2},\right. \\
& \left.S_{2} \rightarrow[a], S_{2} \rightarrow[b],[a] \rightarrow(a),[b] \rightarrow(b),(a) \rightarrow Y,(b) \rightarrow Y\right\} .
\end{aligned}
$$

The derivation in the first component, if it is different from the one step derivations $S_{1} \Longrightarrow a a$ and $S_{1} \Longrightarrow b b$, starts with $S_{1} \Longrightarrow A \Longrightarrow B$ and continues with pairs of steps $B \Longrightarrow A \Longrightarrow B$. Only $B$ can "break" such a cycle, by the rule $B \rightarrow Q_{2}$. Hence $Q_{2}$ is introduced after an odd number of derivation steps. If the second component starts by one of the rules $S_{2} \rightarrow[a], S_{2} \rightarrow[b]$, then after two more steps we get the symbol $Y$ which cannot be rewritten in $P_{2}$ or in $P_{1}$, hence the derivation is blocked. After using $S_{2} \rightarrow a X$ or $S_{2} \rightarrow b X$, we have to use $X \rightarrow S_{2}$. These cycles can be iterated, hence at even moments we have in the second component a string of the form $x S_{2}$. The symbol $X$ cannot be rewritten in $P_{1}$, hence when $P_{1}$ introduces $Q_{2}$ we have to have in the second component a string of the form $x[a]$ or $x[b]$, for some $x \in\{a, b\}^{+}$. We get the configuration $(x[\alpha], x[\alpha]), \alpha \in\{a, b\}$, hence we continue by

$$
(x[\alpha], x[\alpha]) \Longrightarrow_{n r}\left(x \alpha Q_{2}, x(\alpha)\right) \Longrightarrow_{n r}(x \alpha x(\alpha), x(\alpha)) \Longrightarrow_{n r}(x \alpha x \alpha, x Y)
$$

for $\alpha \in\{a, b\}$. Consequently, $L_{n r}\left(\Gamma_{1}\right)=L_{1}$.
We believe that the result above cannot be extended to regular centralized PC grammar systems working in the returning mode. Clearly, from Figure 1, the previous theorem and the relation $L_{1} \in C P C_{2} C F \cap N C P C_{2} C F$, this is the only case which remains to be settled for the language $L_{1}$.

For the language $L_{2}$, the results pointed out at the beginning of this section are the strongest possible (if not considering the question of the number of components of the involved PC grammar systems). We consider now the language $L_{3}$.

Theorem 2. $L_{3} \in C P C_{4} C F$.
Proof. Let us consider the system

$$
\Gamma_{2}=\left(N, K,\{a, b, c, d\},\left(P_{1}, S_{1}\right),\left(P_{2}, S_{2}\right),\left(P_{3}, S_{3}\right),\left(P_{4}, S_{4}\right)\right)
$$

where

$$
\begin{aligned}
N= & \left\{S_{1}, S_{2}, S_{3}, S_{4}, A, A_{1}, A_{2}, B, B_{1}, B_{2}, B_{3}, X, X_{1}, X_{2}, Y, C, D,\right\}, \\
P_{1}= & \left\{S_{1} \rightarrow A_{1}, A_{1} \rightarrow A_{2}, A_{2} \rightarrow a A c C, A_{2} \rightarrow a^{2} A c^{2} C\right. \\
& S_{1} \rightarrow a B_{1}, B_{1} \rightarrow a B_{2}, B_{2} \rightarrow a B_{3}, B_{3} \rightarrow a B_{1}, \\
& B_{2} \rightarrow a A Q_{4}, B_{2} \rightarrow a^{2} A c Q_{4}, B_{2} \rightarrow a^{3} A c^{2} Q_{4} \\
& \left.A \rightarrow Q_{2}, C \rightarrow Q_{3}, B \rightarrow b, D \rightarrow d\right\} \\
P_{2}= & \left\{S_{2} \rightarrow X, X \rightarrow Y, Y \rightarrow S_{2}, X \rightarrow b A\right. \\
& \left.S_{2} \rightarrow X_{1}, X_{1} \rightarrow X_{2}, X_{2} \rightarrow B\right\} \\
P_{3}= & \left\{S_{3} \rightarrow X, X \rightarrow Y, Y \rightarrow U, U \rightarrow X, U \rightarrow d C\right. \\
& \left.S_{3} \rightarrow U, U \rightarrow D\right\} \\
P_{4}= & \left\{S_{4} \rightarrow c C, C \rightarrow c C\right\}
\end{aligned}
$$

If the derivation in the first component starts by using the rule $S_{1} \rightarrow A_{1}$, then after two more steps we get here the sentential form $a^{i} A c^{i} C, i \in\{1,2\}$; hence the configuration is ( $\left.a^{i} A c^{i} C, u, v, c^{3} C\right)$. The symbol $Q_{4}$ will be never introduced in $P_{1}$.

If the first used rule in $P_{1}$ is $S_{1} \rightarrow a B_{1}$, then after one more step we get the string $a^{2} B_{2}$, that is we have a configuration of the form ( $\left.a^{2} B_{2}, u_{1}, v_{1}, c^{2} C\right)$, for some strings $u_{1}, v_{1}$ which will be specified latter. We have to continue with

$$
\begin{aligned}
& \left(a^{2} B_{2}, u_{1}, v_{1}, c^{2} C\right) \Longrightarrow_{r}^{*}\left(a^{3 l+2} B_{2}, u_{2}, v_{2}, c^{3 l+2} C\right) \\
& \Longrightarrow \Longrightarrow_{r}\left(a^{3(l+1)+i} A c^{i} Q_{4}, u_{3}, v_{3}, c^{3(l+1)} C\right) \Longrightarrow_{r}\left(a^{3(l+1)+i} A c^{3(l+1)+i} C, u_{3}, v_{3}, S_{4}\right)
\end{aligned}
$$

where the phase $\Longrightarrow{ }_{r}^{*}$ consists of $3 l$ derivation steps, $l \geq 0$, and $i \in\{0,1,2\}$.
Therefore, after $3(l+1)$ rewriting steps and a communication step we get a configuration

$$
\left(a^{n} A c^{n} C, u, v, y\right)
$$

where $n=3(l+1)+i$, for $l \geq 0, i \in\{0,1,2\}$, hence $n \geq 3$. From now on, the symbol $Q_{4}$ will be never introduced in $P_{1}$.

Let us now examine the work of $P_{2}, P_{3}$ in the first $3(l+1)$ derivation steps. After the first derivation step we get a configuration of the form ( $x_{1}, \alpha, \beta, y_{1}$ ).

If $\alpha=X_{1}$, then after two more derivation steps one introduces the symbol $B$ which cannot be rewritten in $P_{2}$, hence the system is blocked (no query from $P_{1}$ can appear at that time). Therefore, we must have $\alpha=X$, which has to continue by using the rule $X \rightarrow Y$ (using $X \rightarrow b A$ blocks the system).

Now, if $\beta=U$, then we obtain

$$
\left(x_{1}, X, U, y_{1}\right) \Longrightarrow_{r}\left(x_{2}, Y, X, y_{2}\right) \Longrightarrow_{r}\left(x_{3}, S_{2}, Y, y_{3}\right) \Longrightarrow_{r}^{*}\left(a^{n} A c^{n} C, S_{2}, Y, y_{4}\right)
$$

where the phase $\Longrightarrow_{r}^{*}$ consists of $3 l, l \geq 0$, rewriting steps followed by a communication step. (In $P_{3}$ we cannot use one of the rules $U \rightarrow d C, U \rightarrow D$ because they block the system.) If we continue by using the rule $A \rightarrow Q_{2}$ in $P_{1}$, then the symbol $X$ or $X_{1}$ is brought from $P_{2}$ to the master; if one applies $C \rightarrow Q_{3}$ in $P_{1}$, then one communicates from $P_{3}$ to the master the symbol $U$. In all cases the system is blocked. Consequently, we must have $\beta=X$ and the derivation is

$$
\begin{aligned}
& \left(S_{1}, S_{2}, S_{3}, S_{4}\right) \Longrightarrow_{r}\left(x_{1}, X, X, y_{1}\right) \Longrightarrow_{r}\left(x_{2}, Y, Y, y_{2}\right) \\
& \Longrightarrow \Longrightarrow_{r}\left(x_{3}, S_{2}, U, y_{3}\right) \Longrightarrow_{r}^{*}\left(a^{n} A c^{n} C, S_{2}, U, y_{4}\right)
\end{aligned}
$$

where the phase $\Longrightarrow_{\tau}^{*}$ consists of $3 l, l \geq 0$, rewriting steps followed by a communication step.

Therefore, after $3(l+1)$ derivation steps, the only possible configuration is

$$
\left(a^{n} A c^{n} C, S_{2}, U, y_{4}\right)
$$

If we continue by using $A \rightarrow Q_{2}$ in $P_{1}$, then the derivation is blocked. Hence, we have to continue with $C \rightarrow Q_{3}$, that is we have

$$
\left(a^{n} A c^{n} C, S_{2}, U, y_{4}\right) \Longrightarrow_{r}\left(a^{n} A c^{n} Q_{3}, u_{4}, v_{4}, y_{5}\right)
$$

If $v_{4}=X$, then the system is blocked. We distinguish several cases:

1. If $u_{4}=X_{1}$ and $v_{4}=d C$, then after the communication step we obtain $\left(a^{n} A c^{n} d C, X_{1}, S_{3}, y_{4}\right)$ and the system is blocked after one rewriting step $\left(A \rightarrow Q_{2}\right.$ or $C \rightarrow Q_{3}$ in $P_{1}$ ) and a communication step (we bring one of $X_{2}, X, U$ to the first component).
2. If $u_{4}=X$ and $v_{4}=d C$, then we can continue, leading to the configuration ( $a^{n} A c^{n} d C, X, S_{3}, y_{5}$ ). If we use now $C \rightarrow Q_{3}$ in $P_{1}$, then the system is blocked after communicating $X$ or $U$ to the master. We have to continue with $A \rightarrow Q_{2}$ in $P_{1}$. If in $P_{2}$ we use $X \rightarrow Y$, then $Y$ will be communicated to the first component and again the system is blocked. The only remaining possibility is to use $X \rightarrow b A$ in $P_{2}$. If in $P_{3}$ we use $S_{3} \rightarrow X$, then we have

$$
\begin{aligned}
& \left(a^{n} A c^{n} Q_{3}, X, d C, y_{5}\right) \Longrightarrow_{r}\left(a^{n} A c^{n} d C, X, S_{3}, y_{5}\right) \Longrightarrow_{r}\left(a^{n} Q_{2} c^{n} d C, b A, X, y_{6}\right) \\
& \Longrightarrow{ }_{r}\left(a^{n} b A c^{n} d C, S_{2}, X, y_{6}\right)
\end{aligned}
$$

and after a rewriting step $\left(A \rightarrow Q_{2}\right.$ or $C \rightarrow Q_{3}$ in $P_{1}$ ) and a communication step one of $X, X_{1}, Y$ is obtained in the first component, blocking the system. Thus, the only possibility is to use $S_{3} \rightarrow U$ in $P_{3}$ at the last step above, hence we get the configuration

$$
\left(a^{n} b A c^{n} d C, S_{2}, U, y_{6}\right)
$$

We have a configuration with the same nonterminals as those we have started with, hence the operation can be iterated.
3. If $u_{4}=X$ and $v_{4}=D$, then the derivation can continue by

$$
\left(a^{n} A c^{n} Q_{3}, u_{4}, v_{4}, y_{5}\right) \Longrightarrow_{r}\left(a^{n} A c^{n} D, X, S_{3}, y_{5}\right)
$$

If we apply $D \rightarrow d$ in the first component, then the system will be blocked after using in $P_{2}$ one of the rules $X \rightarrow Y, X \rightarrow b C$, because $Q_{2}$ is introduced in the first component. The system is blocked also when we continue with $A \rightarrow Q_{2}$ in $P_{1}$, whichever is the continuation in $P_{2}$ : the use of $X \rightarrow Y$ blocks the system immediately; if we apply $X \rightarrow b A$, we get

$$
\left(a^{n} Q_{2} c^{n} D, b C, v_{5}, y_{6}\right) \Longrightarrow_{T}\left(a^{n} b A c^{n} D, S_{2}, v_{5}, y_{6}\right) .
$$

If we apply the rule $A \rightarrow Q_{2}$, then the system is immediately blocked (one of $X, X_{1}$ is introduced on the first component).

If we apply the rule $D \rightarrow d$, then the system is blocked in three steps, irrespective which is the continuation; for instance, consider

$$
\begin{aligned}
& \left(a^{n} b A c^{n} D, S_{2}, v_{5}, y_{6}\right) \Longrightarrow\left(a^{n} b A c^{n} d, X, v_{6}, y_{7}\right) \\
& \Longrightarrow\left(a^{n} b Q_{2} c^{n} d, b A, v_{7}, y_{8}\right) \Longrightarrow\left(a^{n} b^{2} A c^{n} d, S_{2}, v_{7}, y_{8}\right)
\end{aligned}
$$

hence at the next communication step we bring $X$ or $X_{1}$ in the first component.
4. If $u_{4}=X_{1}$ and $v_{4}=D$, then we produce the configuration $\left(a^{n} A c^{n} D, X_{1}, S_{3}, y_{4}\right)$. If we use $A \rightarrow Q_{2}$ in $P_{1}$, then we bring $X_{2}$ to the master and the system is blocked. If we apply $D \rightarrow d$, then we continue as follows.

$$
\begin{aligned}
& \left(a^{n} A c^{n} d, X_{2}, v_{5}, y_{5}\right) \Longrightarrow_{\tau}\left(a^{n} Q_{2} c^{n} d, B, v_{6}, y_{6}\right) \Longrightarrow_{r}\left(a^{n} B c^{n} d, S_{2}, v_{6}, y_{6}\right) \\
& \Longrightarrow \Longrightarrow_{r}\left(a^{n} b c^{n} d, u_{5}, v_{7}, y_{7}\right) .
\end{aligned}
$$

Consequently, after a phase

$$
\left(S_{1}, S_{2}, S_{3}, S_{4}\right) \Longrightarrow_{r}^{*}\left(a^{n} A c^{\pi} C, S_{2}, U, y\right)
$$

consisting of $3(l+1), l \geq 0$, derivation steps, we have two possibilities to continue without blocking the system:

1. $\left(a^{n} A c^{n} C, S_{2}, U, y\right) \Longrightarrow{ }_{r}^{*}\left(a^{n} b A c^{n} C d, S_{2}, U, y^{\prime}\right)$, and
2. $\quad\left(a^{n} A c^{n} C, S_{2}, U, y\right) \Longrightarrow_{r}^{*}\left(a^{n} b c^{n} d, u, v, y^{\prime}\right)$,
where $n \geq 1$.
Using $m-1$ times the first derivation (it can be iterated, because the nonterminals in the obtained configuration are the same as in the starting configuration), and then the second derivation, we get on the first component the string $a^{n} b^{m} c^{n} d^{m}$. Therefore, $L_{3} \subseteq L_{r}\left(\Gamma_{2}\right)$. From the above discussion, we see that also the converse inclusion is true, that is $L_{r}\left(\Gamma_{2}\right)=L_{3}$.

A similar result holds true also for the non-returning case.
Theorem 3. $L_{3} \in N C P C_{4} C F$.
Proof. Let us consider the PC grammar system

$$
\Gamma_{3}=\left(N, K,\{a, b, c, d\},\left(P_{1}, S_{1}\right),\left(P_{2}, S_{2}\right),\left(P_{3}, S_{3}\right),\left(P_{4}, S_{4}\right)\right)
$$

where

$$
\begin{aligned}
N= & \left\{S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, A, A^{\prime}, A_{1}, A_{2}, B, B_{1}, B_{2}, B_{3}, X, X_{1}, X_{2},\right. \\
& \left.Y, C, C^{\prime}, C_{1}, C_{2}, D,\right\} \\
P_{1}= & \left\{S_{1} \rightarrow A_{1}, A_{1} \rightarrow a A c C, S_{1} \rightarrow a b c d,\right. \\
& S_{1} \rightarrow a B_{1}, B_{1} \rightarrow a B_{2}, B_{2} \rightarrow a B_{1}, B_{1} \rightarrow a A Q_{4}, B_{1} \rightarrow a^{2} A c Q_{4}, \\
& S_{1} \rightarrow a C_{1}, C_{1} \rightarrow a C_{2}, C_{2} \rightarrow a C_{1}, C_{1} \rightarrow a A^{\prime} Q_{5}, \\
& \left.A \rightarrow Q_{2}, C \rightarrow Q_{3}, B \rightarrow b, D \rightarrow d, A^{\prime} \rightarrow b, C^{\prime} \rightarrow d\right\} \\
P_{2}= & \left\{S_{2} \rightarrow b X, X \rightarrow A, A \rightarrow Y, Y \rightarrow A,\right. \\
& \left.A \rightarrow X_{1}, X_{1} \rightarrow X_{2}, X_{2} \rightarrow B, B \rightarrow X_{3}\right\} \\
P_{3}= & \left\{S_{3} \rightarrow d X, X \rightarrow Y, Y \rightarrow C, C \rightarrow Y\right. \\
& \left.Y \rightarrow D, D \rightarrow X_{1}, X_{1} \rightarrow X_{2}, X_{2} \rightarrow X_{3}\right\} \\
P_{4}= & \left\{S_{4} \rightarrow c C, C \rightarrow c C\right\} \\
P_{5}= & \left\{S_{5} \rightarrow c C^{\prime}, C^{\prime} \rightarrow c C^{\prime}\right\} .
\end{aligned}
$$

The analysis of the work of this system, in the non-returning mode, is similar to the argument in the previous proof.

For instance, after $2 k, k \geq 1$, derivation steps in $\Gamma_{3}$, we can perform a communication from the second or from the third component to the master, and we get

$$
\left(S_{1}, S_{2}, S_{3}, S_{4}, S_{5}\right) \Longrightarrow{ }_{n r}^{*}\left(a^{n} A c^{n} C, \alpha, \beta, x, y\right)
$$

where $n \geq 1$.
We have $\alpha \in\left\{b A, b X_{2}, b X_{3}\right\}$ and $\beta \in\left\{d Y, d X_{1}, d X_{3}\right\}$.

If $\alpha=b X_{3}$ or $\beta \in\left\{d X_{1}, d X_{2}\right\}$, then the system will be blocked in a few further steps. If $\alpha=b X_{2}, \beta=d Y$, then we obtain the derivation

$$
\begin{aligned}
& \left(a^{n} A c^{n} C, b X_{2}, d Y, x, y\right) \Longrightarrow_{n r}\left(a^{n} Q_{2} c^{n} C, b B, d Z, x^{\prime}, y^{\prime}\right) \\
& \Longrightarrow{ }_{n r}\left(a^{n} b B c^{n} C, b B, d Z, x^{\prime}, y^{\prime}\right)
\end{aligned}
$$

where $Z \in\{D, C\}$. If $Z=D$, then in at most two steps we bring to the master a symbol which cannot be rewritten. If $Z=C$, then after one more step the system is blocked, because $P_{2}$ cannot continue rewriting its string. The only non-blocking possibility is $\alpha=b A, \beta=d Y$, that is we have the derivation (consisting of $2 k$ steps)

$$
\left(S_{1}, S_{2}, S_{3}, S_{4}\right) \Longrightarrow_{n r}^{*}\left(a^{n} A c^{n} C, b A, d Y, y\right)
$$

In the same way as in the previous proof, one can see that there are only two possible continuations which do not block the system:

$$
\begin{aligned}
& \text { 1. }\left(a^{n} A c^{n} C, b A, d Y, x, y\right) \Longrightarrow{ }_{n r}^{*}\left(a^{n} b A c^{n} d C, b A, d Y, x^{\prime}, y^{\prime}\right) \text {, and } \\
& \text { 2. }\left(a^{n} A c^{n} C, b A, d Y, x, y\right) \Longrightarrow{ }_{n r}^{*}\left(a^{n} b^{2} c^{n} d^{2}, u, v, x^{\prime \prime}, y^{\prime \prime}\right) \text {, }
\end{aligned}
$$

where $n \geq 1$.
The first derivation can be iterated. Using it $m-1$ times, $m \geq 1$, then closing the derivation by a derivation of type 2 above, we can generate every string $a^{n} b^{m+1} c^{n} d^{m+1}$ on the first component of the system.

The strings of the form $a^{n} b c^{n} d, n \geq 2$, can be generated by starting the work of the master with the rule $S_{1} \rightarrow a C_{1}$. Then the derivation runs as follows

$$
\begin{aligned}
& \left(S_{1}, S_{2}, S_{3}, S_{4}, S_{5}\right) \Longrightarrow{ }_{n r}^{*}\left(a^{n-1} C_{1}, x_{1}, y_{1}, z_{1}, c^{n-1} C^{\prime}\right) \\
& \Longrightarrow{ }_{n r}\left(a^{n} A^{\prime} Q_{5}, x_{2}, y_{2}, z_{2}, c^{n} C^{\prime}\right) \Longrightarrow\left(a^{n} A^{\prime} c^{n} C^{\prime}, x_{2}, y_{2}, z_{2}, c^{n} C^{\prime}\right) \\
& \Longrightarrow{ }_{n r}\left(a^{n} b c^{n} C^{\prime}, x_{3}, y_{3}, z_{3}, c^{n+1} C^{\prime}\right) \Longrightarrow\left(a^{n} b c^{n} d, x_{4}, y_{4}, z_{4}, c^{n+2} C^{\prime}\right)
\end{aligned}
$$

The string $a b c d$ is directly produced by the rule $S_{1} \rightarrow a b c d$.
Conversely, all the terminal strings obtained by the master component of $\Gamma_{3}$ are of the forms discussed above, hence $L_{n r}\left(\Gamma_{3}\right)=L_{3}$.

We do not know whether or not the language $L_{3}$ can be generated also by regular PC grammar systems (centralized or not). A related question is whether or not Theorems 2,3 can be improved by using systems with less than four components.
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#### Abstract

We intend to approach some phenomena of natural languages by means of grammar systems. Problems as word order, constituents movements, subcategorization and the working of the linguistic system considered as a set of independent modules that work together to produce natural language- will be tackled taking into account grammar systems theory.


## 1. Word Order and Grammar Systems

The way in which the elements of a sentence are arranged from left to right varies in the different languages. In the research work about word order, three elements have been identified as relevant in the sentence pattern (subject, verb, and object), and taking into account their position in the sentence some language classifications have been proposed. In the same way, we have heard about free word order languages and fixed word order languages. In spite of such theoretical classification, it seems that we may not speak in absolute terms neither about fixed word order languages, nor about languages whose word order does not admit the simplest transformation.

In generative syntax, it has been raised the question of determining whether word order is or not a phenomenon coming from deep structure. The most preponderant opinion has been that one in which it has been defended that disarrangements between underlying word order and surface word order must be solved using transformations.

In Spanish, the basic word order is equivalent to the pattern SVO (subject-verbobject), though this pattern can be frequently altered. With regard to these word order alterations, we will pay attention to the following two cases: left-dislocation and topicalization.

Some linguists have defended the existence of a sentence functional structure organized around two elements: the theme, or subject which a sentence deals with, and the rheme, or enunciation about that subject.

The known information or theme usually appears at the beginning of the sentence, being followed by the new information or rheme. However, some movements can occur in such order. Some people talk about an objective order, where the theme precedes the rheme, and a subjective order, where the rheme goes before the theme.

Starting from the above-mentioned dichotomy, we can define two procedures by means of which the selection of the constituent operating as theme or rheme can

[^16]cause important modifications in the syntactical configuration of the sentence: leftdislocation and topicalization.

### 1.1. Left-Dislocation and PC Grammar Systems with Renaming

First of all, we will talk about left-dislocation. It is defined as a device which makes the theme to have a peripheral position within the sentence, being this position usually an initial one. Some examples of left-dislocation are the following:
(1) A María Juan la vio ayer. [Spanish]
(2) A tu hermano, Juan no lo puede ni ver. [Spanish]
(3) Ese libro el niño debe leerlo cuanto antes. [Spanish]
(4) A Pedro la carta hay que escribírsela pronto. [Spanish]
(5) Di questo non ne voglio parlare. [Italian]
(6) A Roma io no ci vado. [Italian]
(7) Al jardí els nens s'hi diverteixen molt. [Catalan]

The main syntactical features involved in these examples of left-dislocation are:
a) the constituent occupying a thematic position (italics in the examples above) can belong to different syntactical categories;
b) there is no theoretical boundary as for the number of phrases occupying a left position;
c) within the sentence, the left-dislocated constituent has a correlative pronominal element which must be a clitic (bold in the examples above);
d) a close structural link between the left-dislocated constituent and the clitic one with which it is associated is set up: the left-dislocated element must carry out the same grammatical function and must be given the same thematic role as the pronoun.

The problems arisen in the research about left-dislocation turn on the question whether the left-dislocated element either is the result of a moving process or, on the contrary, is already present in the deep structure in the position of theme. Several reasons, among them the clitic presence, have supported the idea that left-dislocated constituents are already born in the theme position, because, if this would not be the case, i.e. if left-dislocation were a moving process result, the position taken up in the deep structure by the moved phrase should be occupied by a trace, that is to say an empty element.

Putting aside all these questions arisen in generative syntax, the left-dislocation phenomenon might be easily explained using a new type of PC grammar system; the so-called PC grammar system with renaming (introduced by Gh. Păun in May 1996: personal communication).

Definition 1. A PC grammar system with renaming is a construct:

$$
\Gamma=\left(N, K, T,\left(S_{1}, P_{1}\right), \ldots,\left(S_{n}, P_{n}\right), h_{1}, \ldots, h_{m}\right)
$$

where $N, K, T$ are disjoint alphabets, $K=\left\{Q_{1}, Q_{2}, \ldots, Q_{n}\right\},\left(S_{1}, P_{1}\right), \ldots,\left(S_{n}, P_{n}\right)$ are the constituents of the system, and $h_{1}, \ldots, h_{m}$ are weak codes.

The elements of $N$ are non-terminals, the ones in $T$ are terminal, and $Q_{1}, Q_{2}, \ldots, Q_{n}$ are query symbols associated through a one-to-one correspondence with the system components. $S_{i} \in N$, is the axiom and $P_{i}$ are finite sets of rewriting rules over $N \cup T \cup K \cup K^{\prime}$, where $K^{\prime}=\left\{\left[h_{j}, Q_{i}\right] \mid 1 \leq i \leq n, 1 \leq j \leq m\right\}$ and each [ $h_{j}, Q_{i}$ ] is considered a symbol. Moreover, $h_{j}:(N \cup T)^{*} \rightarrow(N \cup T)^{*}, 1 \leq j \leq m$, are weak codes such that:

> (i) $h_{j}(A)=A$, for $A \in N$,
> (ii) $h_{j}(a) \in T \cup\{\lambda\}$, for $a \in T$

These systems work in the same way as usual PC grammar systems, [4], [9], with the only difference than when the symbol $\left[h_{j}, Q_{i}\right]$ appears in the sentential form, it has to be replaced not by the string $x_{i}$, as it is done in a usual PC grammar system, but by $h_{j}\left(x_{i}\right)$.

This modification, therefore, allows us to rename a string, that is, to get the same string with a different form. This idea fits quite well all the facts previously mentioned about left-dislocation. We have stated that the left-dislocated constituent has a correlative pronominal element in the sentence with which it has a close structural link, due to the fact that both carry out the same grammatical function and are given the same thematic role. So, really they are a unique string with a different form, which is the same string that has been renamed.

For a PC grammar system with renaming to give account of left-dislocation phenomena, it would be enough to consider a grammar system where each constituent generated a particular phrase type (NP, VP, PP) and, at the same time, the master introduced, in a certain moment, two query symbols, $Q_{i}$ and $\left[h_{j}, Q_{i}\right]$, placing the first one in an initial position and the second one in an inner position of the sentence. In this way, the left-dislocated phrase $x_{i}$ would be placed in a peripheral position, and the same phrase translated by a morphism $h\left(x_{i}\right)$-that is, a pronominal form- in an internal position.

### 1.2. Topicalization and Grammar Systems

As it has been said previously, with regard to the objective order, the sentence constituents in a final position are understood as new information or rheme. Now, in the subjective order the rheme is placed in initial position. The syntactical processes due to which the rheme appears in a first position within the sentence are called topicalization. The two processes involved in topicalization are emphasis and questions.

Examples of emphasis could be the following:
(8) EN VERANO visitó María Budapest.
(9) DE DOS PARTES consta el examen.
(10) CON ANTONIO se casará María.
(11) UN TRABAJO necesitas tú.
(12) EN PEDRO confía María.

## LAS ACELGAS detesta María.

Among the syntactical features attributed to topicalization, we can take into account the following:
a) it can affect to distinct syntactical categories,
b) it involves obligatorily the inversion of subject-verb order,
c) there cannot be a clitic coindexed with the topicalized element,
d) there cannot be more than one emphasized constituent.

Keeping apart all problems generative linguists have had to face when talking about topicalization phenomena, we can here approach these processes using grammar systems.

A PC grammar system might be used in which each one of the components generated a type of phrases, with the master introducing a query symbol in whatever position it wanted. Thus, if we intend to get an objective order (rheme in final position), the master will introduce the query symbol that settles the rheme sending in a final position; on the other hand, if we wish to emphasize a particular information -that is, topicalize a particular constituent-, the master will place the corresponding query symbol in an initial position.

At first sight, the existence of a prominent component -the master-in PC grammar systems [4], [9] seems to offer a lot of possibilities to give account of movements of constituents and word order alterations within the sentence. Given that the language generated by a PC grammar system is the one produced by the master, this one has in its hands the chance to order the strings produced by the other system components in the most suitable manner. So, the movements produced in processes like topicalization could be explained only mentioning the master's freedom to introduce query symbols in any place in the string.

More difficult to be solved would be the subject-verb inversion within the sentences with topicalization. Nevertheless, the easy solution could be chosen again, and it could be pointed out that in cases of topicalization the master of the grammar system places the query symbol referring to the subject after the query symbol referring to the verb.

The matter about interrogative sentences would have the same treatment as emphasis, so that we might distinguish interrogatives like:
(14) ¿A quién enviará Juan una postal?
(15) ¿Cuándo viene María?
(16) ¿Dónde ha ido Pedro?
from interrogatives with the form:
(17) ¿Juan enviará una postal a quién?
(18) ¿María viene cuándo?
(19) ¿Pedro ha ido dónde?

We should talk again about the introduction of query symbols in some place or another in the string: in the first type of interrogative sentences the master would choose the introduction of the query symbols in initial position, with the corresponding inversion subject-verb, while in the second type the query symbol would be placed in final position.

## 2. X-bar Theory and Grammar Systems

The X-bar theory states that every complex syntactical constituent is the result of the expansion or projection of a nucleus. Due to the structural similarities among the lexical nucleus projections, two schemes that cover all of them under a unique basic type are proposed:

$$
\begin{aligned}
& X^{\prime \prime} \rightarrow(\text { Esp }) X^{\prime} \\
& X^{\prime} \rightarrow X^{\prime}(\text { Compl }) .
\end{aligned}
$$

These schemes allow us the interpretation of the apparent variety of syntactical structures as realizations of a single underlying pattern.

To the different grammatical categories ( $\mathrm{N}, \mathrm{Adj}, \mathrm{V}, \mathrm{P}$ ) can be given some complements and specifiers, as well as they can reject others, that is to say there are several restrictions at the moment of giving a complement to a particular category: not all the categories are given the same type of complement. This idea of restriction might be collected in a PC grammar systems variant: the so-called PC grammar systems with communication by command.

Before establishing the possible relation between this variant and X-bar theory, let's see which are the differences provided by this new type with regard to the standard PC grammar systems.

While in usual PC grammar systems the communication is achieved by means of request -that is, in a particular moment a component of the system introduces a query symbol that determines the communication of a particular string-, in this type of PC grammar systems communication is achieved by means of commands. We have a system made up of differents grammars, like in a usual PC grammar system, which operate separately, have their own sentential forms and also have a regular language or a pattern associated to them. On some particular occasions, rewriting is interrupted because some components send their sentential form to other components, particularly to those ones that have the mentioned sentential form in their selector language. As in a usual PC grammar system, the set of terminal strings generated by the master is the language generated by the system.

Definition 2. A PC grammar system with communication by command is a construct

$$
\Gamma=\left(N, T,\left(S_{1}, P_{1}, R_{1}\right), \ldots,\left(S_{n}, P_{n}, R_{n}\right)\right), n \geq 1
$$

where $N, T$ are disjoint alphabets, and $\left(S_{1}, P_{1}, R_{1}\right), \ldots,\left(S_{n}, P_{n}, R_{n}\right)$ are the components of the system. The elements of $N$ are nonterminals, the ones in $T$ are terminals, $S_{i} \in N$ is the axiom, $P_{i}$ are the production rules over $N \cup T$, and $R_{i} \subseteq(N \cup T)^{*}$ is the selector language of the $i-t h$ component.

In this new type of PC grammar system, a message or string $x$ will be sent to the component $i$ when $x$ will be part of $R_{i}$. $R_{i}$ can be defined either as a regular set or
as a pattern. If it is considered as a pattern $\pi$, then

$$
R_{i}=L_{N \cup T}\left(\pi_{i}\right), 1 \leq i \leq n
$$

A pattern can be defined as follows: having an alphabet with constants $A$ and another alphabet with variables $V$, a pattern is a string over $A \cup V$. The language associated to a pattern $\pi$ over $A \cup V$ is denoted with $L_{A}(\pi)$ and consists of the strings obtained from $\pi$ consistently replacing the variables by non-empty $A$ strings ("consistently" means that all equal variables will be replaced by the same strings).

For instance, having two alphabets $A=\{a, b\}, V=\left\{X_{1}, X_{2}\right\}$, a pattern $\pi=$ $a a X_{1} X_{1} b X_{2} b b$ defines the set of all strings over $A$ with two occurrences of $a$, a reduplication of any string over $A$, one occurrence of $b$, any string over $A$, and a double occurrence of $b$. So that, $x=a a(a b b)(a b b) b(b a b) b b$ has the form specified in $\pi$, but $y=a a a b b a b a b b a b b b$ has not. The language associated to the pattern $\pi$ will be

$$
L_{A}(\pi)=\left\{a a w w b z b b \mid w, z \in\{a, b\}^{+}\right\}
$$

Two kinds of derivations in a PC grammar system with communication by command can be distinguished:
a) rewriting,
b) communication.

Concerning rewriting steps, we can discern two possibilities:
a) each component may use a rule rewriting its sentential form, except those components whose strings are terminal;
b) each component must perform a maximal derivation, that is the rewriting step may finish only when it is not possible to go on rewriting its sentential form.

In both a) and b), when the rewriting step has finished, it is checked whether it is possible or not to execute a communication step. In the second case, if a communication step cannot be fulfilled, we cannot carry out any other step. In the first case, on the contrary, if we cannot communicate the string, we continue rewriting.

Defining a communication step needs tackling the following three problems:
a) definition of the string to be communicated,
b) solution of problems at target components,
c) definition of the next string for the components which have sent messages.

The first problem admits two solutions:

1. Communication without splitting, in which only the completed strings are considered as messages. If $x_{i} \in R_{j}$, then $x_{i}$ as a whole is transmitted to the component $j$.
2. Communication with splitting, where, for each decomposition:

$$
x_{i}=x_{i, 1} x_{i, 2} \ldots x_{i, k}, k \geq 1
$$

such that $x_{i, j} \in R_{s j}$ (for some $1 \leq s_{j} \leq n, 1 \leq j \leq k$ ), the component $i$ will produce the messages $x_{i, 1}, x_{i, 2}, \ldots, x_{i, k}$ which will be sent to the components $s_{1}, s_{2}, \ldots, s_{k}$.

With regard to the second problem, we can take into account two possible solutions:

1. the messages received can be enclosed in the string of the component that receives them, or
2. they can replace the string of the component to which messages are sent.

In both 1 and 2, we can either choose a single message among the ones sent or use all messages sent, concatenating them in a specified order.

Finally, the third problem can be solved taking into account a returning or nonreturning derivation mode, like in usual PC grammar systems.

Formally, rewriting and communication steps (considering a system with maximal derivation, without splitting, replacing the strings of the target component by a concatenation of the messages received, and in the returning mode) can be defined as follows:

Definition 3. (rewriting): $\left(x_{1}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, \ldots, y_{n}\right)$ iff:

$$
\begin{aligned}
x_{i} \Rightarrow^{*} & y_{i} \text { in } P_{i} \text { and there is no } z_{i} \in(N \cup T)^{*} \\
& \text { such that } y_{i} \Rightarrow z_{i} \text { in } P_{i} \\
& \text { (if } x_{i} \in T^{*}, \text { then } y_{i}=x_{i} ; \text { otherwise, } x_{i} \Rightarrow^{+} y_{i} \text { ). }
\end{aligned}
$$

Definition 4. (communication): We denote:

$$
\begin{aligned}
\delta_{i}\left(x_{i}, j\right) & =\lambda, \text { if } x_{i} \notin R_{j} \text { or } i=j, \\
\delta_{i}\left(x_{i}, j\right) & =x_{i} \text {, if } x_{i} \in R_{j} \text { and } i \neq j, \text { for } 1 \leq i, j \leq n . \\
\Delta(i) & =\delta\left(x_{1}, i\right) \delta\left(x_{2}, i\right) \ldots \delta\left(x_{n}, i\right), \text { for } 1 \leq i \leq n . \\
\delta(i) & =\delta\left(x_{i}, 1\right) \delta\left(x_{i}, 2\right) \ldots \delta\left(x_{i}, n\right), \text { for } 1 \leq i \leq n .
\end{aligned}
$$

Under such conditions, $\left(x_{1}, \ldots, x_{n}\right) \vdash\left(y_{1}, \ldots, y_{n}\right)$ iff, for $1 \leq i \leq n$ :

$$
\begin{aligned}
& y_{i}=\Delta(i), \text { if } \Delta(i) \neq \lambda, \\
& y_{i}=x_{i}, \text { if } \Delta(i)=\lambda \text { and } \delta(i)=\lambda, \\
& y_{i}=S_{i}, \text { if } \Delta(i)=\lambda \text { and } \delta(i) \neq \lambda .
\end{aligned}
$$

Definition 5. The language generated by a PC grammar system with communication by command is the following:

$$
\begin{aligned}
L(\Gamma)= & \left\{w \in T^{*} \mid\left(S_{1}, \ldots, S_{n}\right) \Rightarrow\left(x_{1}^{(1)}, \ldots, x_{n}^{(1)}\right) \vdash\left(y_{1}^{(1)}, \ldots, y_{n}^{(1)}\right)\right. \\
& \Rightarrow\left(x_{1}^{(2)}, \ldots, x_{n}^{(2)}\right) \vdash\left(y_{1}^{(2)}, \ldots, y_{n}^{(2)}\right) \Rightarrow \ldots \Rightarrow\left(x_{1}^{(s)}, \ldots, x_{n}^{(s)}\right)
\end{aligned}
$$

$$
\text { for some } \left.s \geq 1 \text { such that } w=x_{1}^{(s)}\right\}
$$

After seeing how a PC grammar system with communication by command works, we can relate this variant with X-bar theory. The restrictions existing at the moment of including a particular complement or specifier in a particular grammatical category can be connected with the idea of a selector language. Thus, we could say, for example, that the fact that in Spanish the items which can function as noun complements are the Adjectival Phrase, the Prepositional Phrase and the Relative Sentence is due to the fact that the component of our grammar system with the task of generating Noun Phrases has a pattern already defined in its language selector, this pattern stating that only strings with the form AP, PP or Relative Sentence can be admitted as Noun Complements. The selector language itself would determine the limited stock of items that can occupy the position of NP specifier.

To sum up, following the idea mentioned above, a syntactical category could only be given those complements or specifiers with a structure equal to the pattern defined by the selector language associated to it. So, the task now for linguists would be to define such patterns for a particular natural language.

## 3. Subcategorization and Grammar Systems

In generative linguistics theoretical framework, every lexical entry is considered as a matrix of features, and through it phonetic, semantic and syntactical characteristics can be expressed. According to this theory, we can distinguish several types of syntactical information in the lexicon:
a) categorial features, which specify the grammatical category a particular word belongs to;
b) grammatical features, like person, number and gender, which are present in the morphological agreement existing between some elements; and
c) categorial selection features.

The categorial selection features which are the only ones we will be concerned with in this paragraph state the syntactical context in which a particular lexical entry can appear. Thus, for example, the verb 'introduce' would be defined as follows:

$$
\text { introduce }[+\ldots N P P P]
$$

that is to say, such verb selects two complements realized as a Nominal Phrase and a Prepositional Phrase; thus, the verb 'introduce' is subcategorized to take a NP and a PP.

The idea that each lexical entry is subcategorized to take a particular type of complements might also be covered by the concept of a PC grammar system with communication by command. This variant of PC grammar systems seems to be near the subcategorizations claimed by generative linguists. So that we could say that each entry has a selector language Ri associated to it which specifies the class of complements it can be given. We would say, for example, that the selector language of the verb 'introduce' specifies that this verb will only admit strings with the form NP and PP , that is this component will only be allowed to receive strings with the pattern the selector language has associated to it. Again, the work is now for descriptive linguists.

## 4. Human Language Device: a Grammar System with Grammar Systems as Components?

Grammar systems can have different types of generative devices as components. Besides Chomsky grammars, also Lindenmayer systems, pure grammars or contextual grammars, among others, can appear as components. If we think a bit about the linguistic system working, we will find a system in which distinct independent modules operate (syntax, semantics, phonology, lexicon) interplaying. Such modules are in their turn divided into submodules, being also independent and interrelated. If we approach closely this functioning, it seems reasonable to think that each one of the linguistic system modules might be seen as a grammar system made up of different grammars working independently and interplaying in particular moments. It seems coherent too to think that the linguistic system as a whole is a grammar system, composed by different generative devices that work independetly and interchange information, contributing to the common task to produce a (complex) language. Therefore, should we talk about a grammar system with grammar systems as components?

If, instead of considering the linguistic system as a grammar system with grammar systems as components, we considered that it is just a system in which the components are usual Chomsky grammars or any other generative device, we would lose many of the advantages that grammar systems theory offers. For instance, one aspect of the theory which makes it to be felt attractive for a linguist is the easy generation of non-context-free structures present in natural languages; structures like:

$$
\begin{aligned}
& \left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \\
& \left\{x x \mid x \in\{a, b\}^{*}\right\} \\
& \left\{a^{n} b^{m} c^{n} d^{m} \mid n, m \geq 1\right\}
\end{aligned}
$$

are generated without any difficulty (even with rules less powerful than context-free) using a grammar system (see [1], [8]). But, if we thought that the linguistic system is a grammar system whose components are Chomsky context-free grammars, for example, then we would have to claim that syntax -one of the system modules- is just represented by a Chomsky context-free grammar, clearly losing in this way the possibility of generating, among others, non-context-free structures as the ones mentioned previously. This problem would be solved if we support the possibility of a grammar system whose components were grammar systems.

If we support the possibility of a grammar system with grammar systems as components, we have to wonder which kind of grammar systems should be used. We propose that the linguistic system is a PC grammar (macro)system, with each one of its components working in an independent way and intercommunicating on some occasions. The components of such (macro)system might be either CD grammar (micro)systems or PC grammar (micro)systems: the problem remains open.

We could also go even further with this intuition and regard the linguistic system as a PC grammar system with renaming. In fact, generative linguists have claimed that the semantical features of lexical items determine to a great extent the syntactical structure of a sentence. There has been talked about structural canonical realizations, a device to define the categorial nature of an argument depending on the thematic properties of the predicate selector. According to this hypothesis, each argument is carried out in a particular categorial form: the structural canonical realization.

For example, the structural canonical realization of a Theme or of an Agent will be a NP, whenever this syntactical category can satisfy the requirements imposed by such thematical roles; on the contrary, the structural canonical realization of a Locative will be a PP. Thus, we can see how to a particular semantic information a particular syntactical structure corresponds. Therefore, we could hold up that the syntactical component (which is a grammar system) receives the information from the semantic component (which is also a grammar system), translating it by means of the weak codes existing in the linguistic system (which is a PC grammar system with renaming). When the syntactical component introduces a query symbol referring to the semantic component string, it does not introduce a simple symbol $Q$, but a complex symbol $[h Q]$; if the syntactical component string was, in a particular moment, [Agent- Theme-Locative], it would not introduce the query symbol $Q$, which would have as a consequence the sending of the mentioned string to the syntax module, but it would use the symbol $[h Q]$, which would translate the semantic information into syntactical information ([NP-NP-PP]), through the codes the grammar system has:

$$
\begin{aligned}
& h(\text { Agent })=N P \\
& h(\text { Theme })=N P \\
& h(\text { Locative })=P P .
\end{aligned}
$$

We would have to set out something similar in the case of interrelations between the other components of language.

Thus, stating that the linguistic system is a PC grammar system with renaming, we will have the possibility to translate or rename the information of any component of the system. So, when a component receives the information from any other component, it receives it in its own language, not in the component's one it has interplayed with. Going on with the previous example, we will say that the syntactical component would not receive strings like [Agent-Theme-Locative], but, before introducing them in its sentential form, it would translate them using codes of the linguistic system to obtain strings like [NP-NP-PP], that is, strings written in a language it knows. Such new strings written in syntactical language would respect the whole set of features of the semantic strings from which they come: they would say the same but in a different manner.

## 5. Final Remarks

In this paper we have attempted to tentatively apply some notions of grammar systems theory to some aspects of natural languages. We have seen the potential utility provided by grammar systems for a rigorous description of phenomena such as word order, subcategorization and the functioning of the linguistic system itself. What has been presented in this paper has been just a series of intuitive ideas about possible applications in the field of natural language description. The whole set of applications of these new generative devices are not known thoroughly yet. However, it seems beyond any doubt that they can be quite useful in the study of natural languages, due to the fact that they show clear advantages with respect to classical models, and they also perfectly agree with the idea of modularity that has a system like the linguistic one, in which different components work separately and cooperate to reach the common aim to build a language.
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#### Abstract

A network of language processors (an NLP system) consists of several language identifying devices (language processors) associated with nodes of a network (in particular case with nodes of a virtual complete graph). The processors rewrite strings (representing the current state of the nodes) according to some prescribed rewriting mode and communicate them along the network via input and output filter languages. In this paper we study properties of NLP systems with L systems in the nodes.


## 1. Introduction

Parallel and distributed symbolic processing has been in the phocus of interest in present day computer science. One of the recent paradigms for data flow in parallel and distributed environment is the Logic Flow paradigm ([13], [4], [5]) in which data is organized by a virtual graph and the processing is performed by moving agents (processes) that navigate in this graph. This concept can serve as a basic architecture for parallel symbolic processing, with simplifications as in the Connection Machine design ([7]). Namely, a symbolic process develops in the virtual (complete) graph which has nodes being processors that are able to handle data. The process starts by injecting some data in the nodes, or in some node(s). Then each node processor starts with local data processing (there are strict conditions which prescribe the way and the time of these actions), and, then the data is communicated to some target nodes, where the local data processing continues. Only such data can be communicated that match some (previously fixed) patterns, that is, successfully pass a filtering process. The target nodes handle the simultaneously arriving messages according to some strategies; for example, the Boltzmann machine ([6]) and the Connection machine ([7], [14]) combines from the multiple messages a single output in various ways.

Since data can be given in the form of strings, it is reasonable to investigate how the above idea can be interpreted in terms of formal grammars and languages. There have been several models introduced and examined in formal language theory, each of them having the following properties: the system consists of several language identifying devices (language processors) associated with nodes of a network (in particular cases with nodes of a virtual complete graph) that rewrite strings (representing the current state of the nodes) according to some prescribed rewriting mode and communicate

[^17]the obtained strings along the network using input and output filter languages. A string of some node can be successfully communicated to another one if it is able to pass the output filter of the node (it is a member of the corresponding language) and it can pass the input filter of the target node. The system is functioning by alternating rewriting and communication steps. The communicated string can be data (a sentential form) or it can be program (a production, for example), thus, we distinguish data and/or program communicating system. Since all the models have the above common characteristics, we can introduce a general framework for them, called networks of language processors (NLP systems). Networks of language processors are both computational and language identifying devices, but the concept can be extended to a framework for modelling parallel and distributed computation of multisets of strings (string collections with several occurrences of the same string), too. In this this case we speak about networks of multiset string processors (NMP systems, for short). Both NLP systems and NMP systems provide new aspects in the description of string collections.

Particular cases of NLP systems exhibit nice properties: a recent model, the parallel communicating grammar system with communication by command, the CCPC grammar system, for short (introduced in [2]), with regular grammars and regular filter languages in the nodes and with concatenating the arriving messages, exhibit the universal computational power, that is, they are able to identify any recursively enumerable language (for details see [2], [8], [9]).

Another example, with a local string processing mechanism essentially different from a grammar, is the test tube distributed system based on splicing, a concept from DNA computing ([1]). In this case the components (the test tubes) are splicing schemes (in the sense of $T$. Head) which communicate with each other by redistributing their available sets of strings (the contents of the test tubes, in a similar way to the separate operation of Lipton-Adleman) according to filter languages. Such systems with finite initial contents of the tubes and finite sets of splicing rules associated to every component are not only computationally complete (that is they are able to compute any recursively enumerable language), but the existence of universal test tube distributed systems can be proven on this basis, that is, such systems provide the possibility of designing universal programmable computers based on their structure.

In this paper we deal with networks of parallel language processors, that is, we study properties of NLP systems with 0L systems (TOL systems) and finite sets of axioms in the nodes. We show that if we design a master node for selecting the words of the language determined by the system and we describe filter languages by context conditions, then these networks of language processors are as powerful as ETOL systems with the same kind of context conditions. The results imply that such networks of parallel language processors with regular (or some special regular) filter languages are of the universal computational power. We provide a result about the string population of NMP systems (networks of multiset string processors): we show that the growth of the string population in a network with DOL systems, finite multisets of axiom strings, and random context exit and entrance filters in the nodes can be characterized by a growth function of a D0L system. Finally, we give some examples of the rich possibilities that become available when the nodes are represented by DT0L systems and the choice of the developmental tables depends on the work of the other agents in the network.

## 2. Formal Language Theoretic Prerequisites

Throughout the paper we assume that the reader is familiar with the basics of formal language theory. We list here only some notions, notations and properties which are necessary to follow the paper; for more details we refer to [12], [11] and [3].

For an alphabet $V, V^{+}$denotes the set of all nonempty strings (words) over $V$. The empty string is denoted by $\lambda, V^{*}$ stands for $V^{+} U\{\lambda\}$. A language $L$ is a subset of $V^{*}$. The cardinality of $L$ is denoted by $\operatorname{card}(L)$. The length of a string $w \in V^{*}$ is the number of symbols in $w$, denoted by $|w|$. For a word $w$, we use notation $\operatorname{alph}(w)$ for the set of symbols that have an appearance in $w$ (we say $w$ is with alphabet $\operatorname{alph}(w)$.)

Throughout we use the following convention: if $V$ is an alphabet, then $V^{(i)}, 1 \leq$ $i \leq n$, denotes $\left\{A^{(i)} \mid A \in V\right\}$. For a word $w \in V^{*}$, where $w=x_{1} x_{2} \ldots x_{n}, x_{j} \in V$, $1 \leq j \leq n$, we denote by $w^{(i)}$ the string $x_{1}^{(i)} x_{2}^{(i)} \ldots x_{n}^{(i)}$.

A collection of strings that is allowed to have multiple occurrences of the same string is said to be a multiset of strings. A multiset of strings over an alphabet $V$ with elements, say, $a, a, b, c, c, c \in V$, is denoted by $\{\{a, a, b, c, c, c\}\}$. The elementary operations: union, intersection, etc. are defined for multisets of strings in the same way as in the case of languages. A multiset $M$ of strings is finite if it consists of a finite number of elements.

We denote the family of context-free, context-sensitive and recursively enumerable languages by $C F, C S$ and $R E$, respectively. If no confusion arises, then we use the same notation, $C F$ and $C S$, for the corresponding grammar class, too.

A $O L$ system (an interactionless L-system) is a triple $H=(V, P, w)$, where $V$ is an alphabet, $w \in V^{*}$, the axiom, and $P$ is a set of productions (rules) of the form $a \rightarrow v$, where $a \in V$ and $v \in V^{*}$. Moreover, production set $P$ is complete: for every $a \in V$ there is a rule of the form $a \rightarrow v, v \in V^{*}$ in $P$. If for each $a \in V$ there is exactly one production of the form $a \rightarrow v$ in $P$, then we speak of a deterministic $0 L$ system or a D0L system. If the axiom is replaced by a finite language, then we have an F0L system, an 0L system with a finite number of axioms.

The direct derivation relation in an 0 L system $H=(V, P, w)$ is defined as follows: for $x, y \in V^{*}$ we write $x \Longrightarrow_{P} y$ if $x=a_{1} \ldots a_{n}, y=z_{1} z_{2} \ldots z_{n}, a_{i} \in V, z_{i} \in V^{*}$, $1 \leq i \leq n$, and $a_{i} \rightarrow z_{i} \in P$.

We denote by $\Longrightarrow_{P}^{*}$ the reflexive and transitive closure of $\Longrightarrow_{P}$.
The language generated by $H$ is $L(H)=\left\{v \in V^{*} \mid w \Longrightarrow_{P}^{*} v\right\}$.
Since production set $P$ in the case of a D0L system $H=(V, P, w)$ defines a homomorphism $h: V \rightarrow V^{*}$, therefore we often write $H=(V, h, w)$ instead of the first notation.

By a word sequence of a D 0 L system $H=(V, h, w)$ we mean the following sequence of words : $h^{0}(w)=w, h(w), h^{2}(w), h^{3}(w), \ldots$ The function $f: \mathbb{N} \rightarrow \mathbb{N}$ defined by $f(t)=\left|h^{t}(w)\right|, t \geq 0$, is called the growth function of $H$, and the sequence $\left|h^{t}(w)\right|$, for $t=0,1,2, \ldots$, is said to be its length sequence.

L systems with several sets of productions (tables) are called tabled L systems.
A TOL system (a tabled 0 L system) with $n$ tables, $n \geq 1$, is a construct $H=$ $\left(V, P_{1}, \ldots, P_{n}, w\right)$, where each triple ( $\left.V, P_{i}, w\right)$ is an 0 L system. A string $x$ directly derives a string $y$ in $H, x, y \in V^{*}$, iff $y$ is directly generated from $x$ by applying some of the tables of $H$, say, $P_{i}$.

A TOL system, whose alphabet is divided into two disjoint sets (the nonterminal alphabet, $N$, and the terminal alphabet, $T$ ), written as $H=\left(N, T, P_{1}, \ldots, P_{n}, w\right)$,
is called an ETOL system (an extended TOL system) and its language is defined by $L(H)=\left\{v \in T^{*} \mid w \Longrightarrow * v\right\}$.

The class of languages generated by DOL, 0L, F0L, T0L, FT0L and ETOL systems is denoted by $D 0 L, 0 L, F 0 L, T 0 L, F T 0 L$ and $E T 0 L$, respectively. If $\lambda$-rules (rules of the form $a \rightarrow \lambda$ ) are not allowed to use, then we speak about propagating $L$ systems and use notations $P D 0 L, P 0 L, P F 0 L, P T O L, P F T O L$ and EPTOL, respectively, to denote the corresponding families of languages.

Some basic relations concerning the above language classes are the following:

- $C F \subset C S \subset R E$,
- $D 0 L \subset 0 L \subset F 0 L \subset E T 0 L$,
- $0 L \subset T 0 L \subset T F 0 L \subset E T 0 L$,
- $C F \subset E T 0 L \subset C S$,
- $C F$ is incomparable with both $0 L$ and $T 0 L$.

Further regulations in the application of the productions can lead to the enhancement of the generative power of the grammar class. One of the variants is where the production (or the table) can be applied only to that string which satisfies some context condition associated with the production (with the table).

By a context condition $\rho$ over $V^{*}$, where $V$ is an alphabet, we mean a mapping $\rho: V^{*} \rightarrow\{$ true, false $\}$.

We say that $\rho$ is of type

- reg, or it is a regular context condition over $V^{*}$, given by a regular language $L \subseteq V^{*}$, if $\rho(w)=\underline{\text { true }}$ for any $w \in V^{*}$ where $w \in L$ otherwise $\rho(w)=\underline{\text { false }}$.
- $s c$, or it is a semi-conditional context condition over $V^{*}$, given by a pair of strings $(u, v)$, with $u, v \in V^{+}$, if $\rho(w)=\underline{\text { true }}$ for any $w \in V^{*}$ which has as a subword $u$ but not $v$ and $\rho(w)=$ false otherwise. String $u$ is called the permitting context condition and $v$ is the forbidding context condition. If either $u$ or $v$ or both are not given, then no corresponding context check is required. In this case we speak of a corresponding empty context condition and we indicate the empty set in the notation.
- $r c$, or it is of random context condition over $V^{*}$, given by a pair $(Q, R)$, where $Q, R \subseteq V$, if $\rho(w)=$ true for any $w \in V^{*}$ which contains each element of $Q$ but no element of $R$ and $\rho(w)=$ false otherwise. By definition, $Q$ and $R$ can be empty sets, in this case we omit the corresponding context check. As above, $Q$ forms the permitting context condition and $R$ is the forbidding context condition.

Context conditions can be introduced for any kind of rewriting mechanisms, for further information we refer to [3], here we restrict ourselves only to the case of $E T 0 L$ systems.

By an (X)-type conditional ET0L system (an E(X)T0L system, for short), where $X \in\{r e g, s c, r c\}$ we mean a construct $H=\left(N, T, \rho_{1}: P_{1}, \ldots, \rho_{n}: P_{n}, w\right)$, where
$\left(N, T, P_{1}, \ldots, P_{n}, w\right)$ is a usual ET0L system and $\rho_{i}$ is a context condition over $V^{*}=$ $(N \cup T)^{*}, 1 \leq i \leq n$.

The direct derivation step in $H$ is defined in the following manner: for $x, y \in V^{*}$ we write $x \Longrightarrow_{H} y$ iff there is a table $P_{i}, 1 \leq i \leq n$, such that $x$ satisfies context condition $\rho_{i}$ and $y$ is obtained from $x$ by applying table $P_{i}$.

The language class generated by ETOL systems of (X)-type context conditions is denoted by $E(X) T 0 L$, in the propagating case we write $E(X) P T 0 L$.

The following important relations will be used in the sequel:

- $E T 0 L \subset E(r c) T 0 L$,
- $E(r c) P T 0 L \subseteq E(s c) P T 0 L=E(r e g) P T 0 L=C S$,
- $E(r c) T 0 L \subseteq E(s c) T 0 L=E(r e g) T 0 L=R E$.


## 3. NLP Systems: the Basic Definitions

In this section we introduce a basic variant of NLP systems and define its functioning. We discuss some possible definitions of the languages associated to such systems, and illustrate the notions by an example.

Networks of parallel language processors are NLP systems with L systems as components. We start with the simple case where the nodes are represented by F0L systems, that is, by 0L systems with a finite set of axioms.

Definition 3.1. An $N L P_{-} F 0 L$ system (of degree $n, n \geq 1$ ) is a construct

$$
\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right)
$$

where

- $V$ is an alphabet (the alphabet of the system),
- ( $P_{i}, F_{i}, \rho_{i}, \sigma_{i}$ ), $1 \leq i \leq n$, is called a component (a node) of the system (the $i$-th component or the $i$-th node), where
- $P_{i}$ is a set of 0 L rules over $V$, the production set of the component;
- $F_{i} \subset V^{*}$ is a finite set, the set of axioms of the component;
- $\rho_{i}$ and $\sigma_{i}$ are context conditions over $V^{*}$
(mappings from $V^{*}$ to $\{\underline{\text { true }, ~ f a l s e\}}\}$ ), called the exit filter and the entrance filter of the component, respectively.
(Notice that the axiom set of a component can be empty set.)
According to the type of context conditions, $\rho_{i}$ and $\sigma_{i}, 1 \leq i \leq n$, we distinguish regular, or semi-conditional or random context exit and/or entrance filters. We say that an NLP.F0L system is with exit and entrance filters of type (X) iff its each component is associated by an (X)-type exit filter and entrance filter, where $X \in$ $\{r e g, s c, r c\}$.

If each $P_{i}$ (the production set of the $i$-th component) is chosen to be a set of D0L rules or is replaced by tables of a T0L system, then we speak of an NLP_FD0L system
or an NLP FTOL system, respectively. If each axiom set consists of a single word, then we omit letter F from the notation.

The NLP system is functioning via changing its configurations (states).
Definition 3.2. By a configuration (a state) of an NLP_F0L system $\Gamma=$ $\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, we mean an $n$-tuple $C=\left(L_{1}, \ldots, L_{n}\right)$, where $L_{i} \subseteq V^{*}, 1 \leq i \leq n$.
$L_{i}$ is called the state of the $i$-th component (node) and it represents the set of strings which are present at component (at node) $i$ at that moment.
$C_{0}=\left(F_{1}, \ldots, F_{n}\right)$ is said to be the initial configuration (initial state) of the system.

A configuration can change either by a rewriting step or by a communication step. When a rewriting step happens, then every node derives from its each available string a new one, by applying its productions in the 0 L manner. At a communication step, each node $j$ receives a copy of all of such strings that are present at some other node, say, node $i$, and are able to pass the exit filter of node $i$ and the entrance filter of node $j$. (These strings satisfy context conditions $\rho_{i}$ and $\sigma_{j}$ ). Each rewriting step is followed by a communication step, and reversely, resulting in a pulsating way of functioning.

Definition 3.3. Let $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, be an NLP_F0L system and let $C_{1}=\left(L_{1}, \ldots, L_{n}\right)$, and $C_{2}=\left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right)$, be two configurations of $\Gamma$.

We say that $C_{1}$ directly changes for $C_{2}$ by a rewriting step, written as

$$
\left(L_{1}, \ldots, L_{n}\right) \Longrightarrow\left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right)
$$

if $L_{i}^{\prime}$ is the set of words obtained by performing a derivation step on each element of $L_{i}$ by production set $P_{i}$ in the 0 L manner.

By definition, if $L_{i}$ is the emptyset, then $L_{i}^{\prime}=\emptyset$.
Notice a significant point in the definition: by a rewriting step we obtain from any available string exactly one new string, $L_{i}^{\prime}$ is not necessarily the same as the set of words that can be derived from the elements of $L_{i}$ by one derivation step.

In the case of NLP_FTOL systems the rewriting step is defined by the obvious modification: for producing words of $L_{i}^{\prime}$ from $L_{i}$ the same nondeterministically chosen table (production set) of node $i$ is used.

The communication step is defined as follows:
Definition 3.4. Let $C_{1}=\left(L_{1}, \ldots, L_{n}\right)$ and $C_{2}=\left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right)$ be two configurations of an NLP_F0L system $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$. We say that $C_{1}$ directly changes for $C_{2}$ by a communication step in $\Gamma$, written as

$$
\left(L_{1}, \ldots, L_{n}\right) \vdash\left(L_{1}^{\prime}, \ldots, L_{n}\right)
$$

if for every $i, 1 \leq i \leq n$,

$$
L_{i}^{\prime}=L_{i} \bigcup_{j=1, j \neq i}^{n} A_{i, j}
$$

where $A_{i, j}=\left\{v \mid v \in L_{j}, \rho_{j}(v)=\underline{\text { true }}\right.$ and $\left.\sigma_{i}(v)=\underline{\text { true }}\right\}$.

The output filters, formally, provide broadcast of the strings along the network, but together with the input filters they implicitly determine a dynamically changing virtual digraph describing the actual successful communication actions in the system: at any moment in time there is an edge leading from node $i$ to node $j$ in the digraph if the $i$-th component of the NLP system successfully communicates at least one string to the $j$-th component.

During the functioning of the NLP_F0L system configurations follow each other, each of them arising either from a rewriting step or a communication step. Such sequence of configurations determines a computation in $\Gamma$.

Definition 3.5. Let $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, be an NLP FOL system. By a computation $C$ in $\Gamma$ we mean a sequence of configurations $C_{0}, C_{1}, \ldots$, where

- $C_{i} \Longrightarrow C_{i+1}$ if $i=2 j, j \geq 0$, and
- $C_{i} \vdash C_{i+1}$ if $i=2 j+1, j \geq 0$.

Thus, a computation is an alternating sequence of rewriting steps and communication steps in $\Gamma$.

We speak about a finite computation in $\Gamma$ if the sequence of configurations is finite.
The result of a computation $C$ at node $i$ at step $t$, for $i, 1 \leq i \leq n$, and $t \geq 0$, supposing that the corresponding configuration is $\left(L_{1}^{(t)}, \ldots, L_{n}^{(t)}\right)$, is $\overline{L_{i}^{(t)}}$.

Thus, the result of a finite computation at node $i$ is the result of this computation at this node at the last step.

NLP.FOL systems are both computational and language identifying devices; the latter property arises from the fact that the nodes, at any moment in time during the functioning of the system, are associated with sets of strings. The first aspect provides information on the dynamism of the behaviour of the system, while the second one refers to the set of all possible behavioural stages of the network.

Languages can be associated to networks of F0L systems in various manners. One possibility is, if we distinguish a master node (a selector node) and collect all strings into a language which are results of a rewriting step at this node during some finite computation. Another reasonable variant is, if all such strings that appear at any of the nodes identify the language of the NLP system.

The first notion resembles to the notion of the language generated by an extended $L$ system (any extended L language can be generated by an NLP system with two nodes, where the first node produces sentential forms of the corresponding $L$ system and the second node selects the terminal words), while the second variant is analogous to the definition of the language of a non-extended L system, namely, every string that is produced by some derivation (computation) in the system belongs to the language.

The behaviour of the NLP system can also be characterized by languages describing communication happened during the functioning of the system: the collection of strings that are succesfully communicated from one node to another one at some computation step form the language of communication of the network of language processors. It provides information both on the filters and the inner rewriting mechanisms of the components. Also, those strings that cannot be communicated from some node to another one, form a language that gives an insight into the intricate
inner behaviour of the components. Notice that this case differs from the definition of the language of the master node, among the words of that language there are allowed to be ones that can be successfully communicated.

We choose the first variant, namely, we define the language of the master node.
Definition 3.6. Let $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right)$, be an NLP_F0L system.

The language $L(\Gamma)$ identified by $\Gamma$ is

$$
\begin{aligned}
L(\Gamma)= & \left\{w \in L_{1}^{(s)} \mid\left(F_{1}, \ldots, F_{n}\right)=\left(L_{1}^{(0)}, \ldots, L_{n}^{(0)}\right) \Longrightarrow\left(L_{1}^{(1)}, \ldots, L_{n}^{(1)}\right)\right. \\
& \left.\vdash\left(L_{1}^{(2)}, \ldots, L_{n}^{(2)}\right) \Longrightarrow \ldots \Longrightarrow\left(L_{1}^{(s)}, \ldots, L_{n}^{(s)}\right), s \geq 1\right\} .
\end{aligned}
$$

Thus, the language $L(\Gamma)$ identified by $\Gamma$ is the result of any finite computation in the system that ends by a rewriting step at node 1 . This definition supposes at least one rewriting step performed in the system, thus, the elements of the axiom set of strings at the master node belong to the language only in that case if they can be obtained as a result of some rewriting step.

Let us have a very simple example for NLP_F0L systems.
Example 3.1. Let $L=\left\{a^{2^{n}}, a^{3^{n}} \mid n \geq 0\right\}$. It is easy to see that $L \notin T 0 L$, moreover, $L \notin(r c) T 0 L$.

However, $L \in E(r c) T 0 L$, since it can be generated by the $\mathrm{E}(\mathrm{rc}) \mathrm{TOL}$ system
$H=\left(\{a, b, c, d\},\{a\},(\{b\}, \emptyset):\left\{c \rightarrow c, b \rightarrow b^{2}, a \rightarrow a, d \rightarrow d\right\},(\{d\}, \emptyset):\{c \rightarrow\right.$ $\left.c, d \rightarrow d^{3}, a \rightarrow a, b \rightarrow b\right\},\{b \rightarrow a, d \rightarrow a, a \rightarrow a, c \rightarrow c\},\{c \rightarrow b, c \rightarrow d, c \rightarrow a, d \rightarrow$ $d, b \rightarrow b, a \rightarrow a\}, c)$.

This language can be generated by a very simple $N L P \_F 0 L$ system $\Gamma$ with three components. Moreover, there is only one symbol, $a$, in the system. Let $\Gamma$ have the following components:

```
\(P_{1}=\{a \rightarrow a\}\),
\(F_{1}=\{a\}\),
\(\rho_{1}(u)=\) false for \(u \in\{a\}^{*}\), otherwise \(\rho_{1}(u)=\underline{\text { true }}\),
\(\sigma_{1}(u)=\underline{\text { true }}\) for \(u \in\{a\}^{*}\), otherwise \(\sigma_{1}(u)=\underline{\text { false }}\).
```

(The component collects the strings of the form $a^{2^{n}}, a^{3^{n}}$ and does not issue any string.);
$P_{2}=\left\{a \rightarrow a^{2}\right\}$,
$F_{2}=\{a\}$,
$\rho_{2}(u)=\underline{\text { true }}$ for $u \in\{a\}^{*}$, otherwise $\rho_{2}(u)=\underline{\text { false }}$,
and $\sigma_{2}(u)=$ false for $u \in\{a\}^{*}$, otherwise $\sigma_{2}(u)=$ true.
(The node produces the strings of the form $a^{2^{n}}$ and does not accept any string.);
$P_{3}=\left\{a \rightarrow a^{3}\right\}$,
$F_{3}=\{a\}$,
$\rho_{3}(u)=\underline{\text { true }}$ for $u \in\{a\}^{*}$, otherwise $\rho_{3}(u)=\underline{\text { false }}$, and
$\sigma_{3}(u)=\underline{\text { false }}$ for $u \in\{a\}^{*}$, otherwise $\sigma_{3}(u)=\underline{\text { true }}$.
(It provides strings of the form $a^{3^{n}}$ and does not accept any string from the other nodes.).

By the above explanations we can easily see that $L(\Gamma)=L$.
We can observe that the set of all strings that appear at the nodes at some computation step is the same language, $L=\left\{a^{2^{n}}, a^{3^{n}} \mid n \geq 0\right\}$, and if we take those strings
that never leave the first node, we obtain again the same set of words. Moreover, the language of the successfully communicated strings is $L-\{a\}$.

Already the above example suggests that NLP_FOL systems are able to compute complicated languages. Before starting with the examination of the language classes they determine, we introduce some notations.

We denote by $(X) N L P_{n-} Y$, where $X \in\{r e g, s c, r c\}, Y \in\{D 0 L, P D 0 L, 0 L$, $P 0 L, F 0 L, F P 0 L, T 0 L, P T 0 L, F T 0 L, e t c.\}, n \geq 1$, the class of languages generated by NLP_Y systems with $n$ components and $X$-type filters.

If the number of the components is not significant, then we omit $n$ from the notation.

## 4. Language Classes of NLP Systems

In this section we study language classes of networks of language processors with F0L and FT0L systems as components. We prove that in both cases the determined language class (of the master node) equals to the corresponding class of context conditional ET0L systems (if the NLP system is with X-type filters, then the same kind of context conditions are associated to the tables of the corresponding ETOL system, and reversely), and thus, NLP_FOL systems and NLP_FT0L systems are equally powerful devices. In the case of regular or semi-conditional filters and without erasing rules ( $\lambda$-rules), the above networks of parallel language processors reach the power of the context-sensitive language class, and having erasing rules they exhibit the universal computational power, that is, they are able to identify any recursively enumerable language.

We first show that X -conditional ET0L languages (random context, semiconditional or regular context conditional ETOL languages) are languages of NLP_F0L systems with the same kind of filters.

Theorem 4.1. Let $L$ be a language generated by an $E(X) T 0 L$ system with $n$ components, where $X \in\{r c, r e g\}$ and $n \geq 1$. Then $L$ is a language that can be identified by an $(X) N L P \_F 0 L$ systems with $n+2$ components.

Proof. We give the proof only for the case $x=r e g$, the case $x=r c$ can be proven by using the same construction with the appropriate modification in the filters. Let $H=\left(N, T, K_{1}: H_{1}, \ldots, K_{n}: H_{n}, w\right)$ be an ETOL system with regular context conditions ( $K_{1}, \ldots, K_{n}$ are the corresponding regular languages). We construct a (reg)NLP_F0L system $\Gamma$ such that $L(\Gamma)=L(H)$ holds.

Let $V=N \cup T$, and let $V^{(i)}, N^{(i)}, T^{(i)}$ denote superscripted variants of the alphabets $V, N$, and $T$, respectively, where $i=1, \ldots, n$. Let $Y$ be a symbol not in any of the above alphabets. Let us denote $\bar{V}=V \cup_{i=1}^{n} V^{(i)} \cup\{Y\}$.

Let us define components of $\Gamma=\left(\bar{V},\left(P_{0}, F_{0}, \rho_{0}, \sigma_{0}\right), \ldots,\left(P_{n+1}, F_{n+1}, \rho_{n+1}\right.\right.$, $\sigma_{n+1}$ )) as follows: (For the simplicity of reading the construction, we denote the master component by ( $P_{0}, F_{0}, \rho_{0}, \sigma_{0}$ ).)

Let
$P_{0}=\{A \rightarrow A \mid A \in V\} \cup_{i=1}^{n}\left\{A^{(i)} \rightarrow A^{(i)} \mid A^{(i)} \in V^{(i)}\right\} \cup\{Y \rightarrow Y\}$,
$F_{0}=\emptyset$,
$\rho_{0}(u)=$ false for any $u \in \bar{V}^{*}$ and
$\rho_{0}(u)=\underline{\text { true }}$ otherwise,
$\sigma_{0}(u)=\underline{\text { true }}$ for $u \in T^{*}$ and $\sigma_{0}(u)=$ false otherwise
(The component selects the terminal strings.);
for $i=1, \ldots, n$
$P_{i}=\left\{A \rightarrow \alpha^{(i)} \mid A \rightarrow \alpha \in H_{i}\right\} \cup\left\{A^{(i)} \rightarrow Y \mid A^{(i)} \in V^{(i)}\right\} \cup\{Y \rightarrow Y\}$,
$F_{i}=\emptyset$,
$\rho_{i}(u)=$ true for any $u \in\left(V^{(i)}\right)^{*}$ and $\rho_{i}(u)=$ false otherwise, and
$\sigma_{i}(u)=\underline{\text { true }}$ for $u \in K_{i}$ and $\sigma_{i}(u)=$ false otherwise.
(The node accepts the strings satisfying $K_{i}$, starts with the simulation of the application of table $H_{i}$ and sends the rewritten string to the ( $n+1$ )-st node in order to complete the simulation.);

```
\(P_{n+1}=\cup_{i=1}^{n}\left\{A^{(i)} \rightarrow A \mid A \in V\right\} \cup\{A \rightarrow A \mid A \in V\} \cup\{Y \rightarrow Y\}\),
\(F_{n+1}=\{w\}\),
\(\rho_{n+1}(u)=\underline{\text { true }}\) for any \(u \in V^{*}\) and \(\rho_{n+1}(u)=\) false otherwise,
and \(\sigma_{n+1}(u)=\underline{\text { true }}\) for \(u \in\left(\cup_{i=1}^{n}\left(V^{(i)}\right)^{*}\right.\) and \(\sigma_{n+1}(u)=\underline{\text { false }}\) otherwise.
```

(The component completes the simulation of the application of the corresponding table and, then, sends the strings to the other components either to continue the rewriting or to be selected as a terminal string.)

By the above explanations it can be seen that $\Gamma$ produces all words of $L(H)$. We show that only words of $L(H)$ can be obtained by $\Gamma$. We prove that only such strings are able to reach the master node that correspond in any state of their computation to an appropriate sentential form in a terminating derivation in $H$. This holds for the following reasons: At any moment in time, only such strings are present at nodes $1, \ldots, n$ that are either sentential forms of $H$, or appropriate coded versions of sentential forms of $H$, or they are strings consisting of letter $Y$. Since only the coded versions of the sentential forms of $H$ are communicated to another nodes (by sending a copy of them), and only these strings take part in the further computation steps, therefore nodes $1, \ldots, n$ do not issue any string which does not satisfy the above criteria. We examine strings appearing at node $n+1$. After arriving at node $n+1$ from some other nodes, say, from node $i$, and being rewritten to the corresponding string over $V$, the new string will be never changed during the further computation steps, but only communicated. Thus, node $n+1$ has only such strings available at any moment in time that correspond to some sentential form generated in $H$. Moreover, because each communication step follows a rewriting step, and reversely, any computation in $\Gamma$ corresponds to a derivation in $H$.

Hence, $\Gamma$ does not produce any word which does not belong to $L(H)$. Thus, $L(\Gamma)=$ $L(H)$.

Since any ETOL language can be generated by an ETOL system with two tables we obtain

Corollary 4.1. $E T 0 L \subseteq(r e g) N L P_{4}-0 L$.
Next we turn to the case when the context condition is semi-conditional. Remember that in this case the presence and/or the absence of a subword in a word has to be decided, so, whether or not a string is in $T^{*}$ cannot be checked in one step.

Theorem 4.2. Let $L$ be a language generated by an $E(s c) T 0 L$ system $H=$ $\left(N, T, \rho_{1}: H_{1}, \ldots, \rho_{n}: H_{n}, w\right)$. Then $L$ can be identified by an (sc) $N L P_{-} F 0 L$ system with $n+m+2$ components, where $m=\operatorname{card}(N)$.

Proof. The proof is based on similar ideas to that of the proof of Theorem 4.1, therefore we give only the necessary details. We first note that instead of contructing an (sc)NLP_F0L system for $L(H)$ we shall construct a system $\Gamma$ such that $L(\Gamma)=$ $c L(H)$, where $c$ is a symbol not in $V=N \cup T$.

Because $E(s c) T 0 L=C S$ and the context-sensitive language class is closed under operation left derivative, therefore we can make this modification without losing the generality. Moreover, we explicit context condition $\rho_{i}$ in the form $\left(u_{i}, v_{i}\right), 1 \leq i \leq n$. (Remember, $\rho_{i}$ holds true for $x \in V^{*}$ iff $u_{i}$ is a subword of $u$ but $v_{i}$ is not. If no context check is required, then the empty set is given as context condition.)

We construct $\Gamma$ with the following components:
Let, first, $N=\left\{B_{1}, \ldots, B_{m}\right\}$ and let us denote by $V^{(i)}, 1 \leq i \leq n, \underline{V}^{(j)}, 1 \leq j \leq$ $m=\operatorname{card}(N)$, superscripted variants of $V$.

Let $Z, Z_{0}, Z_{1}, \ldots, Z_{m}, Y$ and $c$ be symbols not in any of the above alphabets. Let us denote by $\bar{V}=V \cup_{i=1}^{n} V^{(i)} \cup_{j=1}^{m} \underline{V}^{(j)} \cup\left\{Z, Z_{0}, \ldots, Z_{m}, Y, c\right\}$. (We note that for simplicity of reading, we list only that productions at the components which are necessary to understand the construction: for any letter $D \in \bar{V}$ for which there is no production with $D$ on the left-hand side indicated, production $D \rightarrow D$ has to be added to the production set. Moreover, we slightly differ from the customary notation, we denote the master node by $\left(P_{0}, F_{0}, \rho_{0}, \sigma_{0}\right): P_{0}$ is the set of productions, $F_{0}$ is the set of axioms, $\rho_{0}$ is the exit filter and $\sigma_{0}$ is the entrance filter of the component).

Let for $i=1, \ldots, n$
$P_{i}=\left\{A \rightarrow \alpha^{(i)} \mid A \rightarrow \alpha \in H_{i}\right\} \cup\left\{A^{(i)} \rightarrow Y \mid A^{(i)} \in V^{(i)}\right\} \cup\{Y \rightarrow Y\} \cup\left\{Z_{0} \rightarrow Z\right.$, $Z \rightarrow Y\}$, let
$F_{i}=\emptyset$, and let the exit filter be defined by $(\emptyset, \emptyset)$ (no context check is necessary, copies of the strings can leave freely the node), and let the entrance filter be given by $\left(u_{i}, v_{i}\right)$.

Let us define
$P_{n+1}=\cup_{i=1}^{n}\left\{A^{(i)} \rightarrow A\right\} \cup\{A \rightarrow Y \mid A \in V\} \cup\left\{Z \rightarrow Z_{0}, Z_{0} \rightarrow Y\right\}$,
$F_{n+1}=\left\{Z_{0} w\right\}$ and let the component be with exit filter $(\emptyset, \emptyset)$ and with entrance filter ( $Z, \emptyset$ ).

These components simulate the application of the tables of $H$, in the same manner as we have shown it in the previous proof, therefore we omit the detailed explanations. The further components are for selecting the terminal words.

Let
$P_{t, 1}=\left\{Z_{0} \rightarrow Z_{1}, Z_{1} \rightarrow Y\right\} \cup\left\{A \rightarrow \underline{A}^{(1)} \mid A \in V\right\} \cup\left\{\underline{A}^{(1)} \rightarrow Y\right\} \cup\{Y \rightarrow Y\}$,
$F_{t, 1}=\emptyset$, and let the entrance filter be given by $\left(Z_{0}, B_{1}\right)$ and the exit filter defined by $(\emptyset, \emptyset)$. (In the latter case no context check is necessary.)

Let us define for $j, 2 \leq j \leq m$,
$P_{t, j}=\left\{Z_{j-1} \rightarrow Z_{j}, Z_{j} \rightarrow Y\right\} \cup\left\{\underline{A}^{(j-1)} \rightarrow \underline{A}^{(j)} \mid A \in V\right\} \cup\left\{\underline{A}^{(j)} \rightarrow Y\right\} \cup\{Y \rightarrow Y\}$,
$F_{t, j}=\emptyset$, and let the entrance filter be given by $\left(Z_{j-1}, \underline{B}_{j}^{(j-1)}\right)$ and the exit filter
by $(\emptyset, \emptyset)$. $\left(\underline{B}_{j}^{(j-1)}\right.$ denotes the $j-1$-th coded version of nonterminal $B_{j}$.)
Finally, let
$P_{0}=\left\{Z_{m} \rightarrow c, c \rightarrow c\right\} \cup\left\{\underline{A}^{(m)} \rightarrow A, A \rightarrow A \mid A \in V\right\}$,
$F_{0}=\emptyset$, where the entrance filter is given by $\left(Z_{m}, \emptyset\right)$ and the exit filter is defined by $(Y, \emptyset)$.

We explain the work of the components $(t, 1), \ldots,(t, m)$ given above. Suppose that we have stopped with the simulation of the application of the tables of $H$ (at some
derivation in $H$ ) at node $n+1$ and we would like to decide whether the obtained string is of the form $Z_{0} v$ or not, where $v$ is a terminal word in $H$. This is simulated in $\Gamma$ in the following manner: From component $n+1$ string $Z_{0} v$ is communicated to node ( $t, 1$ ). The arrival is successful, if nonterminal $B_{1}$ does not appear in $v$. Then the string, after the appropriate coding, continues its way along components $(t, 2), \ldots,(t, m)$. Every component $(t, j), 2 \leq j \leq m-1$, checks whether $v$ contains the corresponding coded variant of nonterminal $B_{j}$, and, if the answer is negative, after coding the string is communicated to the next node, $(t, j+1)$. The communication is successful only in that case if the coded variant of nonterminal $B_{j+1}$ is not present in the string. At the end of this procedure, if the original string, $v$, does not contain any nonterminal, then the corresponding coded word $Z_{m} v^{(t, m)}$ is communicated to node 0 and there it is rewritten onto $c v$. If $v$ is not a terminal word in $H$, then the above procedure stops before the last coded variant of the string reaches node $(t, m)$, because at some state during the computation the coded string cannot be communicated from the node, say, $(t, k), 1 \leq k<t$ anymore.

Thus, $c L(H) \subseteq L(\Gamma)$. We show that the reverse inclusion also holds. During any computation in $\Gamma$ each component communicates only such string that is either a sentential form or it is some coded variant of a sentential form from a terminating derivation in $H$. Moreover, because after one rewriting step the string is communicated, but it is never communicated successfully after being rewritten more than once at the node, the rewriting steps and the communication steps, together, in $\Gamma$ correspond to derivation steps in $H$. Thus, $L(\Gamma)$ has no element which is not in $L(H)$, hence $L(\Gamma)=L(H)$.

Next we show that conditional ETOL systems simulate networks of parallel language processors with $T 0 L$ components.

Theorem 4.3. For $X \in\{r c, s c, r e g\},(X) N L P_{-} F T 0 L \subseteq E(X) T 0 L$.
Proof. Let $\Gamma=\left(V,\left(P_{1,1}, \ldots, P_{1, m_{1}}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n, 1}, \ldots, P_{n, m_{n}}, F_{n}, \rho_{n}, \sigma_{n}\right)\right)$, $n \geq 1, m_{i} \geq 1,1 \leq i \leq n$, be an (X)NLPFTOL system for $X \in\{r c, s c, r e g\}$. We construct an $\mathrm{E}(\mathrm{X}) \mathrm{T} 0 \mathrm{~L}$ system $H$ such that $L(\Gamma)=L(H)$ holds. Here we take $x=r c$, the other cases can be handled analogously.

The idea of the proof is that the constructed tables of the $\mathrm{E}(\mathrm{X}) \mathrm{T} 0 \mathrm{~L}$ system simulate the way of the strings around the nodes of $\Gamma$ and indicate the status of the string, that is, whether it is a copy of a string just going to be communicated, it has just been communicated, or it is going to be rewritten at the node.

First, instead of notations $\rho_{i}$ and $\sigma_{i}, 1 \leq i \leq n$, we use notations ( $Q_{i}, R_{i}$ ) and ( $Q_{i}^{\prime}, R_{i}^{\prime}$ ), respectively, that is, to satisfy $\rho_{i}$ (respectively, $\sigma_{i}$ ) the string has to contain each letter of $Q_{i}$ and no letter of $R_{i}$ (respectively, $Q_{i}^{\prime}$ and $R_{i}^{\prime}$ ). (If some of the above sets is empty, then we omit the corresponding context check.)

Let us denote by $V^{(i)}, \bar{V}^{(i)}, V^{(i, j)}, 1 \leq i \leq n, 1 \leq j \leq m_{i}$, superscripted variants of alphabet $V$, and let $S$ be a symbol not in any of the above alphabets. Moreover, let $\bar{V}=V \cup_{i=1}^{n} V^{(i)} \cup \bar{V}^{(i)} \cup_{i=1}^{n} \cup_{j=1}^{m_{i}} V^{(i, j)}$.

Tables of $H$ are constructed as follows:
(We note that, as in the previous case, we indicate only those productions which are necessary to understand the construction: for any letter $D$ from $\bar{V}$ for which there is no production with $D$ on the left-hand side, we consider production $D \rightarrow D$ to be included in the table.)

Let
$H_{s}=\left\{S \rightarrow \bar{w}^{(i)} \mid w \in F_{i}, 1 \leq i \leq n\right\}$
(It simulates the starting configuration).
Let for each $i, 1 \leq i \leq n$, and for each $l, 1 \leq l \leq m_{i}$,
$H_{b}^{(i, l)}=\left\{A^{(i)} \rightarrow \bar{A}^{(i)}, \bar{A}^{(i)} \rightarrow \bar{A}^{(i, l)} \mid A \in V\right\}$,
(The string at node $i$ is going to be rewritten by table $P_{i, l}$.), and let
$H_{a}^{(i, l)}=\left\{\bar{A}^{(i, l)} \rightarrow \alpha^{(i, l)} \mid A \rightarrow \alpha \in P_{i, l}\right\} \cup\left\{A^{(i, l)} \rightarrow A^{(i, l)} \mid A \in V\right\}$,
(The string, present at node $i$, is rewritten by table $P_{i, l}$.).
Let
$H_{t}^{(i, l)}=\left\{A^{(i, l)} \rightarrow A^{(i)}, A^{(i)} \rightarrow A^{(i)} \mid A \in V\right\}$,
(The string is prepared for rewriting and communication.).
Let for $1 \leq i, k \leq n, i \neq k$,
$\left(Q_{i k}, R_{i k}\right): P^{(i, k)}=\left\{A^{(i)} \rightarrow \bar{A}^{(k)}, A^{(k)} \rightarrow \bar{A}^{(k)}, \mid A \in V\right\}$,
where $Q_{i k}=Q_{i}^{(i)} \cup Q_{k}^{\prime(i)}$ and $R_{i k}=R_{i}^{(i)} \cup R_{k}^{\prime(i)}$.
(A copy of the string leaves node $i$ and arrives at node $k$ passing successfully the exit filter of node $i$ and the entrance filter of node $k$.)

And, finally, let
$H_{t}=\left\{A^{(1)} \rightarrow A, A \rightarrow A \mid A \in V\right\}$.
(It selects the terminal strings.)
The terminal set of $\mathrm{E}(\mathrm{rc}) \mathrm{TOL}$ system $H$ is $V$, any other symbol appearing in any of the tables is a nonterminal letter for it. The startsymbol of $H$ is $S$. By the explanations added to the tables, it comes easily that any string which appears at the first node just after performing a rewriting step during a finite computation of $\Gamma$ can be generated by the $\mathrm{E}(\mathrm{rc}) \mathrm{T} 0 \mathrm{~L}$ system $H$. Moreover, $H$ generates only the words of the language identified by $\Gamma$, because the tables of $H$ can be applied after each other only in such sequence that simulates the way of a string in a terminating computation in $\Gamma$.

Summarizing Theorems 1,2 and 3 , we obtain:
Theorem 4.4. For $x \in\{r c, s c, r e g\}$, we have $E(x) T 0 L=(x) N L P_{-} F 0 L=$ ( $x$ ) NLP_FT0L.

## Corollary 4.2 .

(i) $C S=E(s c) P T 0 L=(s c) N L P_{-} P F 0 L=(s c) N L P_{-} P F 0 L=(r e g) N L P_{-} P F 0 L$ $=(r e g) N L P_{-} P F T 0 L$
(ii) $R E=E(s c) T 0 L=(s c) N L P_{-} F 0 L=(s c) N L P_{-} F T 0 L=(r e g) N L P_{-} F 0 L=$ (reg) $N L P \_F T 0 L$.

Remark 4.1. The proof of Theorem 4.3 gives a direct method for constructing an equivalent NLP_F0L system for any NLP.FTOL system: each table of the $\mathrm{E}(\mathrm{X}) \mathrm{TOL}$ system corresponds to a production set of some node and the asssociated context condition to the entrance filter of the node. The exit filters in the system are empty, the string copies can freely leave the nodes. The axiom sets are empty sets except of one node that has strings $\left\{\bar{w}^{(k)} \mid w \in F_{k}, 1 \leq k \leq n\right\}$ as axioms.

## 5. Size of String Populations

In the previous sections we considered networks of language processors as language identifying devices, but the concept is a convenient tool for describing such communicating symbol processing mechanisms where the processors compute multisets of strings, that is, the collections of strings are allowed to have multiple occurrences of the same word. In this section we deal with the size properties of such string populations. We prove that the growth of the number of strings being present during the computation in a system which has random context filters and deterministic F0L systems as components can be described by a growth function of a D0L system. The number of the communicated strings and the size of the string population at a fixed node can be calculated from the length sequence of this DOL system.

Networks of multiset string processors (NMP systems, for short) operate in the same way as networks of language processors, therefore we settle only the necessary formalism.

Definition 5.1. An $N M P_{-} F 0 L$ system (of degree $n, n \geq 1$,) is a construct

$$
\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right)
$$

$n \geq 1$, where components $V, P_{i}, \rho_{i}, \sigma_{i}, 1 \leq i \leq n$, are defined in the same manner as in Definition 3.1 (the alphabet of the system, the components: the production set, the exit filter and the entrance filter of the component, respectively) and $F_{i}, 1 \leq i \leq n$, is a finite multiset of strings over $V^{*}$.

By a configuration (a state) of an NMP.F0L system $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots\right.$, $\left.\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, we mean an $n$-tuple $C=\left(M_{1}, \ldots, M_{n}\right)$, where $M_{i}, 1 \leq i \leq n$, the current state of the $i$-th component, is a multiset of strings over $V^{*}$.

According to the type of the filters and the type of the productions sets we distinguish different classes among NMP systems. We denote by (X)NMP_Y the class of NMP systems with (X)-type filters and $Y$ components, where $X \in\{r e g, s c, r c\}$ and $Y \in\{D 0 L, P D 0 L, 0 L, P 0 L, T 0 L, P T 0 L, e t c$.$\} .$

NMP systems are functioning in the same manner as NLP systems, by modifying collections of strings representing the current state. Since the notions are isomorphic, therefore we omit the definitions.

In the following we examine the size of the changing string populations. If the processors are represented by deterministic $F 0 L$ systems, we can describe the changes by functions.

Definition 5.2. Let $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, be an (X)NMP_FD0L system, where $x \in\{r c, s c, r e g\}$ and let $\left(M_{1}^{(t)}, \ldots, M_{n}^{(t)}\right)$ be the state of $\Gamma$ at step $t$ during the computation in $\Gamma$, where $t \geq 0$.

- The function $m(t): \mathbb{N} \rightarrow \mathbb{N}$ defined by $m(t)=\sum_{i=1}^{n}\left|M_{i}^{(t)}\right|$ for $t \geq 0$ is called the population growth function of $\Gamma$.
- The function $m_{i}(t): \mathbb{N} \rightarrow \mathbb{N}$ defined by $m_{i}(t)=\left|M_{i}^{(t)}\right|$ for $t \geq 0$ is called the population growth function of $\Gamma$ at node $i, 1 \leq i \leq n$.
- The function $f_{i, j}(t): \mathbb{N} \rightarrow \mathbb{N}$ defined by $f_{i, j}(t)=\mid\left\{\left\{v \in M_{i}^{(t)} \mid \rho_{i}(v)=\right.\right.$ $\underline{\text { true }}$ and $\left.\left.\sigma_{j}(v)=\underline{\text { true }}\right\}\right\} \mid$ for $t \geq 0$ is called the communication function of $\Gamma$ from node $i$ to node $j, 1 \leq i, j \leq n, i \neq j$.
(Remember that a multiset with elements say, $a, b, a, c$ is denoted by $\{\{a, b, a, c\}\}$.)
Theorem 5.1. Let $\Gamma=\left(V,\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, be an (rc)NMP_FDOL system. Then there is a D0L system $H=(\Sigma, h, w)$ such that
(i) $m(t)=f(t)$, where $m(t)$ is the population growth function of $\Gamma$ and $f(t)$ is the growth function of $H$,
(ii) $m_{i}(t)=\left|\bar{h}_{i}\left(h^{t}(w)\right)\right|$ for some erasing homomorphism $\bar{h}_{i}: \Sigma \rightarrow \Sigma$, for $1 \leq i \leq n$, where $m_{i}(t)$ is the population growth function of $\Gamma$ at node $i$,
(iii) $f_{i, j}(t)=\left|\bar{h}_{i, j}\left(h^{t}(w)\right)\right|$ for some erasing homomorphism $\bar{h}_{i, j}: \Sigma \rightarrow \Sigma$, for $1 \leq$ $i, j \leq n, i \neq j$, where $f_{i, j}(t)$ is the communication function of $\Gamma$ from node $i$ to node $j, 1 \leq i, j \leq n, i \neq j$.

Proof. (i) The proof is based on the following simple considerations: Since D0L systems define homomorphims, therefore, if we know how many strings with a fixed alphabet are present at some node, then we are able to give the number of strings with the same alphabet obtained after performing a rewriting step at the node. Moreover, because by applying the context conditions we check the presence and/or the absence of some symbols in the string, therefore, if we know the alphabet of the string then we are able to decide whether the string satisfies the context condition or not. Thus, in this case we can represent any multiset of strings which are present at some stage of some computation in $\Gamma$ by the multiset of their alphabets. We show that at any computation step in $\Gamma$ the multiset of the alphabets of the words computed by the system is equal to the multiset of the letters of some word of a D0L system $H$. Moreover, $H$ generates only such words which represent, in the above described manner, states (string collections) of $\Gamma$.

Let us construct components of D0L system $H=(\Sigma, h, w)$ as follows:
First, let production sets $P_{1}, \ldots, P_{n}$, of components of $\Gamma$ define homomorphisms $h_{1}, \ldots, h_{n}$, respectively, and let us explicit context conditions $\rho_{i}, \sigma_{i}, 1 \leq i \leq n$, by using notations ( $Q_{i}, R_{i}$ ) and ( $Q_{i}^{\prime}, R_{i}^{\prime}$ ), where $Q_{i}, Q_{i}^{\prime}$ are the corresponding sets of permitting symbols and $R_{i}, R_{i}^{\prime}$ are the corresponding sets of forbidding symbols.

Let $\left\{V_{1}, \ldots, V_{2^{m}}\right\}$ be the set of subsets of $V$, where $m=\operatorname{card}(V)$, and let $\Sigma=$ $\left\{r_{i_{j}}, c_{i_{j}} \mid 1 \leq i \leq n, 1 \leq j \leq 2^{m}\right\}$.

For the simplicity of reading, instead of defining homomorphism $h$ of $H$ we present the corresponding production set, $P$.

Let $P$ consist of the following rules:
For every $i, j 1 \leq i \leq n, 1 \leq j \leq 2^{m}$, let
(i) $r_{i_{j}} \rightarrow c_{i_{l}} \in P$ if $\operatorname{alph}\left(h_{i}\left(V_{j}\right)\right)=V_{l}$, where $1 \leq l \leq 2^{m}$.

Let $P$ have, furthermore, for $1 \leq i \leq n, 1 \leq j \leq 2^{m}$, productions
(ii) $c_{i j} \rightarrow r_{i_{j}} r_{k 1_{j}} r_{k 2_{j}} \ldots r_{k s_{j}}$, where $k 1, \ldots, k s$ are pairwise different numbers, and $\{k 1, \ldots, k s\}$ is the maximal subset of $\{1, \ldots, n\}-\{i\}$ such that for every $k l$ it holds that $Q_{j} \subseteq V_{j}, R_{i} \cap V_{j}=\emptyset$ and $Q_{k_{l}}^{\prime} \subseteq V_{j}$ and $R_{k_{l}}^{\prime} \cap V_{j}=\emptyset$, for $1 \leq l \leq s$. If there is no $k 1, \ldots, k s$ with the above properties, then $P$ has production $c_{i_{j}} \rightarrow r_{i_{j}}$.

Let $F_{i}=\left\{\left\{v_{i_{1}}, \ldots, v_{i_{m_{i}}}\right\}\right\}$, where $m_{i}=\operatorname{card}\left(F_{i}\right)$. Let $g\left(F_{i}\right)=g\left(v_{i_{1}}\right) \ldots g\left(v_{i_{m_{i}}}\right)$, where $g\left(v_{i_{j}}\right)=r_{i_{i}}$, where alph $\left(v_{i_{j}}\right)=V_{l}, 1 \leq l \leq 2^{m}$. Let, moreover, $g\left(F_{i}\right)=\lambda$ if $F_{i}=\emptyset$. Let $w=g\left(F_{1}\right) \ldots g\left(F_{n}\right)$.

We show that the growth function of $H$ is equal to the population growth function of $\Gamma$. It is clear that any symbol, say $r_{i_{k}}$, in $w$ corresponds to a word in $F_{i}$ with alphabet $V_{k}$, and reversely, thus, the length of $w$ is equal to the number of axioms of $\Gamma$. Productions given by $(i)$ describe a rewriting step in $\Gamma: P_{i}$ derives from a word with alphabet $V_{j}$ a word with alphabet $V_{l}$. Since the productions are applied in a parallel manner, therefore the whole new string population at node $i, 1 \leq i \leq n$, is represented after a rewriting step. Productions of (ii) describe the communication step: if a word consisting of letters of $V_{j}$ at node $i$ can be communicated to nodes $k 1, \ldots, k s$, then a new word, that is, the copy of the string, over $V_{j}$ will appear at those nodes. If the string cannot be communicated, then it remains at the node and no other string population will be added by its copy. The above explanations imply that if $w_{t}$ is the t-th member of the D0L sequence of $H$, then the length of $w_{t}$ is equal to the total number of strings being present at the nodes at step $t$ during the computation in $\Gamma$. Thus, $m(t)=f(t)$ holds.
(ii) By choosing $\bar{h}_{i}: \Sigma \rightarrow \Sigma$ with $\bar{h}_{i}\left(r_{i_{j}}\right)=r_{i j}, \bar{h}_{i}\left(c_{i_{j}}\right)=c_{i_{j}}, 1 \leq j \leq 2^{m}$, and $\bar{h}_{i}\left(r_{k_{j}}\right)=\lambda, 1 \leq k \leq n, k \neq i, 1 \leq j \leq 2^{m}$, we immediately obtain the result.
(iii) The statement follows by choosing $\bar{h}_{i_{j}}: \Sigma \rightarrow \Sigma$ as follows:

For $1 \leq k \leq n, 1 \leq l \leq 2^{m}$ let $\bar{h}_{i_{j}}\left(r_{k_{l}}\right)=\lambda, \bar{h}_{i_{j}}\left(c_{i_{k}}\right)=r_{j_{k}}$, if $c_{i_{k}}=r_{i_{k}} \alpha r_{j_{k}} \beta$, $\alpha, \beta \in \Sigma^{*}$, and $c_{i_{k}}=\lambda$ otherwise.

Thus, Theorem 5.1 shows that we are dealing here with D0L and HD0L growth functions. Consequently, their decidability theory is readily available, see ([11]). We mention here only the following two results.

Corollary 5.1. The population growth function of an (rc)NLP_MD0L system is either exponential or polynomially bounded.

Corollary 5.2. For (rc) $N L P_{-} M D 0 L$ systems it is decidable whether the population growth function is exponential or polynomially bounded.

Population growth functions are also interesting in the case of DT0L systems as components, in particular when the selection of the tables to be applied for rewriting is done according to some constraints. Communication functions are of worth to study, too, because they provide information about the information flow in the system.

## 6. Remarks on Functioning Modes

Networks of parallel language processors are models of communities of developing and communicating agents. The local development at the nodes and the communication protocol of the components together determine the functioning of the system that determines the system's descriptive power. TOL systems in the nodes provide the possibility of sophisticated functioning modes. One of the variants is, if we drop the nondeterministic selection of the tables (which is given by the basic mode of functioning) and we formulate some conditions for the choice of the table to be used in the next rewriting step.

In the following we illustrate these variants by some examples.

Let us have an NLP system with two components, one represented by a D0L system and the other by a DTOL system with two tables. We specify only the DT0L component in full details.

Let $\Gamma_{1}=\left(V \cup\{a, b, c\},\left(P_{1}, F_{1}, \rho_{1}, \sigma_{1}\right),\left(P_{2,1}, P_{2,2}, F_{2}, \rho_{2}, \sigma_{2}\right)\right)$, where $V \cap\{a, b, c\}=$ $\emptyset$,

- $P_{1}$ is a D0L set of rules;
- $F_{1}=\{w\}$ for some $w \in V^{+}$;
- $\rho_{1}(u)=$ true iff $u \in V^{*}$.
- $\sigma_{1}(u)=\underline{\text { false }}$ iff $u \in V^{*}$.
(This component, from time to time, sends a copy of its generated word to the other component. This node does not accept any string.)

Let

- $P_{2,1}=\{a \rightarrow a b, b \rightarrow b\} \cup\{d \rightarrow \lambda \mid d \in V\}$,
- $P_{2,2}=\{a \rightarrow a c, c \rightarrow c\} \cup\{d \rightarrow \lambda \mid d \in V\}$,
- $F_{2}=\{a\} ;$
- $\rho_{2}(u)=\underline{\text { false } i f f ~} u \in V^{*}$;
- $\sigma_{2}(u)=\underline{\text { true }}$ for any $u \in V^{*}$ which contains any letter from a fixed alphabet $V^{\prime} \subseteq V$ but no letter from $V-V^{\prime} .\left(u\right.$ is with alphabet $V^{\prime}$.)
(If the word generated by the DOL system is with alphabet $V^{\prime}$ then it is successfully communicated to this node.)

Moreover, suppose that there is at least one word $u$ generated by $H$ for which $\operatorname{alph}(u)=V^{\prime}$ holds.

Let us define the second component of $\Gamma$ as the master node. Clearly, if there is no restriction on the usage of the tables, then $L(\Gamma)=\left\{a \alpha \mid \alpha \in\{b, c\}^{+}\right\} \cup\{\lambda\}$. This language is a regular language.

Let us introduce now some control for the selection of tables to be applied. Suppose that $\Gamma$ is functioning in the following manner: whenever at least one string is successfully communicated to the node (at least one message arrives), then the node chooses such table for rewriting which is different from that was used in the preceding rewriting step (supposing that there are at least two tables at the node; if the node has only one production set, then, obviously that table is applied). If no string is communicated to the node, then the TOL system selects a table in nondeterministic manner. (Thus, the successful communication means an impulse for changing the developmental process.)

It can be easily seen that the above way of impulse controlled functioning, from the point of view of the generative power, is at least as powerful as the original working mode.

Suppose that $\Gamma=\left(V,\left(P_{1,1}, \ldots, P_{1, m_{1}}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n, 1}, \ldots, P_{n, m_{n}}, F_{n}, \rho_{n}, \sigma_{n}\right)\right)$, $n \geq 1, m_{i} \geq 1,1 \leq i \leq n$, is an arbitrary $N L P \_F T 0 L$ system working in the basic mode of functioning.

Let $X, Y$ be symbols not in $V$ and let us have $\Gamma^{\prime}=\left(V \cup\{X, Y\},\left(P_{1,1}^{\prime}, P^{\prime \prime}{ }_{1,1}, \ldots\right.\right.$, $\left.\left.P_{1, m_{1}}^{\prime}, P^{\prime \prime}{ }_{1, m_{1}}, F_{1}, \rho_{1}, \sigma_{1}\right), \ldots,\left(P_{n, 1}^{\prime}, P^{\prime \prime}{ }_{n, 1}, \ldots, P_{n, m_{n}}^{\prime}, P_{n, m_{n}}, F_{n}, \rho_{n}, \sigma_{n}\right)\right), n \geq 1$, where $P_{i, j}^{\prime}=P_{i_{j}} \cup\{X \rightarrow X, Y \rightarrow Y\}, P^{\prime \prime}{ }_{i, j}=P_{i_{j}} \cup\{X \rightarrow Y, Y \rightarrow X\}, 1 \leq i \leq n$, $1 \leq j \leq m_{i}$.

Then, it is easy to see that $\Gamma^{\prime}$ in the above impulse controlled manner generates the same language as $\Gamma$ in the basic mode, because independently from the number of arriving strings, it can choose a table that simulates the table chosen by $\Gamma$.

Let us compute the language identified by the NLP_FT0L system $\Gamma_{1}$ of the above example.

It is known (see [11]) that if $w_{0}, w_{1}, w_{2}, \ldots$ is a word sequence generated by a $D 0 L$ system $H=(\Sigma, h, w)$, then the sets $\Sigma_{i}=\operatorname{alph}\left(w_{i}\right), i \geq 0$, form an almost periodic sequence, i.e., there are numbers $p>0$ and $q \geq 0$ such that $\Sigma_{i}=\Sigma_{i+p}$ holds for every $i \geq q$.

We shall use this statement in the sequel. Suppose that $V^{\prime}=a l p h\left(w_{i}\right)$ for some word $w_{i}, i \geq 0$, from the word sequence of the first component and let $i$ be the first number for which this property holds. Then, for appropriate $p$, a successful string communication takes place at any step of number $i+r p$, where $r \geq 1$, which means that $\Gamma$ will change the table at any step of number $(i+r p)$.

Then, the computed language contains $\lambda$ and it contains all prefices of words of the form $a \alpha v_{1} v_{2} \ldots v_{n}, n \geq 1$, where $\alpha$ is a fixed word, $\alpha \in\{b, c\}^{+},|\alpha|=i,\left|v_{j}\right|=p$, for $1 \leq j \leq n$, and if $v_{k}=u_{k} \beta$ and $v_{k+1}=\gamma z_{k}, 1 \leq k \leq n-1$, then $\beta \neq \gamma, \beta, \gamma \in\{b, c\}$, $u_{k}, z_{k} \in\{b, c\}^{*}$.

This language is a regular language, that is, the controlled table selection did not add power.

The same happens if we modify the above model as follows: when a string successfully arrives at a node, then the node changes the developmental table (chooses such table that differs from the preceding one) and keeps this table for rewriting till such an event again takes place.

In this case, using the above statement concerning D0L systems, we can easily see that $\Gamma_{1}$ computes $\lambda$ and all prefices of the words of $a \alpha\left(b^{p} c^{p}\right)^{*}$, where $\alpha$ is a fixed word of length $i$, numbers $i, p$ are defined as above, and $\alpha \in\{b, c\}^{*}$. This language is a regular language, too, due to the periodic behaviour of D0L sytems with respect to symbol occurrence in their words. However, the natural expectation is that controlled functioning adds power to the mechanism, there are cases when the further regulations decrease the generative capacity.

Let us have now an example for such functioning mode when $\Gamma_{1}$ determines a non-context-free context-sensitive language.

In this model, the DOL component sends a message to the DTOL component whenever the new word obtained by a rewriting step is shorter than the old one and this is the only case when a message from the first component to the second is communicated.

The DTOL component has the following strategy for table selection: if the message comes, then the second table of the $D T 0 L$ component will be applied. If no string arrives at the node, then at the next rewriting step table 1 will be applied. In this way, the changes in the development of the first component control the way of the development at the second component.

By [10] it is known that there exists a D0L length sequence $x_{0}, x_{1}, \ldots$, such that there are infinitely many $n \in N$ with $x_{n_{0}}>x_{n_{0}+1}$ and for any $k$ there is an $i_{0}$ such that $x_{i_{0}}<x_{i_{0}+1}<\ldots<x_{i_{0}+k}$ holds.

Roughly speaking, there are infinitely many points in the development of the D0L system where its growing or stagnating tendency changes but there are arbitrarily long periods without change.

Then, supposing that the D0L component of $\Gamma_{1}$ is a D0L system that has the above property, we obtain that $\Gamma_{1}$ identifies a non-context-free subset of $a\left(b^{*} c\right)^{*}$.

This Section 6. has a preliminary character. We have only tried to give some examples of the rich possibilities that become available when the hoice of the tables depends on the work of other agents in the network.
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#### Abstract

In this paper we prove that each recursively enumerable language can be generated using a distributed splicing system with a fixed number of test tubes. This improves a recent result by Csuhaj-Varjú, Kari, Păun, proving computational completeness only for a system with a number of tubes depending on the cardinality of the used alphabet.


## 1. Introduction

The family of recursively enumerable languages, $R E$ for short, marks in the usual Chomsky hierarchy for formal languages the computational power equal to that of Turing machines. That's why this family is a benchmark for studying the computational power of new models for formal languages and/or for computation itself.

This is the case with the models of DNA computation recently brought to attention $[1],[6]$ as an alternative machinery to the usual silicon based computers. To compare these models to $R E$ we first need to map them to a suitable formal language system, and since they are based on the massively parallel interactions of billions of strings being transformed (DNA sequences), the mind goes to the ideas of grammar systems, [2].

A formal model apt to this domain was already suggested in 1987 by Head [4]. It is called splicing system model, and it describes one specific DNA transformation, the one operated by restriction enzymes. They cut DNA sequences at the occurrence of specific subsequences, and the thus created halves can successively rejoin with others to create new complete molecules.

The model we consider here has been defined through certain modifications of the original splicing model. As we will see when giving the formal definitions, it considers a set of terminals, as the original model, but also a set of nonterminals. Also, it considers the strings-molecules interacting in groups assigned to different test tubes, and to be from time to time redistributed among the different tubes according to filtering rules, as defined in [3]. So we have a system generating strings by interactions at two levels: inside the tubes among strings, and among the tubes in the redistribution of the sets of strings.

The aim of this paper is to improve a result from [3], using the same formalism and some similar ideas, but proving how to reach the power of $R E$ with a fixed number of test tubes, instead of a number dependent on the number of symbols contained
in the alphabet. We do this by designing a kind of simple encoding/decoding subprocedure based only on splicing. This result opens way to considerations related to the practical feasibility of this model for DNA computations and, perhaps even more important, to the effectiveness of new general purpose algorithms natively defined for splicing systems. We will diffuse on these issues in the closing section of the paper.

## 2. Basic Definitions

As usual, $V^{*}$ is the set of all (finite) strings over a finite alphabet $V$. The empty string is denoted by $\lambda$.

The families of recursively enumerable languages and of finite languages are denoted by $R E$ and $F 1 N$, respectively.

We now introduce the definitions of splicing system, and of distributed splicing system. This is a kind of PC grammar system where the components are basically splicing systems.

A Head splicing system (or H system) is a triple $H=(V, A, R)$, where $V$ is the alphabet of $H, A \subseteq V^{*}$ is the set of axioms, and $R$ is the set of splicing rules, with $R \subseteq V^{*} \# V^{*} \$ V^{*} \# V^{*}(\$$, \# are special symbols not in $V)$.

For $x, y, z, w \in V^{*}$ and $r=u_{1} \# u_{2} \$ u_{3} \# u_{4}$ in $R$, we define

$$
\begin{aligned}
(x, y) \vdash_{r}(z, w) \text { if and only if } & x=x_{1} u_{1} u_{2} x_{2}, y=y_{1} u_{3} u_{4} y_{2}, \text { and } \\
& z=x_{1} u_{1} u_{4} y_{2}, w=y_{1} u_{3} u_{2} x_{2}, \\
& \text { for some } x_{1}, x_{2}, y_{1}, y_{2} \in V^{*} .
\end{aligned}
$$

For an H system $H=(V, A, R)$ and a language $L \subseteq V^{*}$, we write

$$
\sigma(L)=\left\{z \in V^{*} \mid(x, y) \vdash_{r}(z, w) \text { or }(x, y) \vdash_{r}(w, z), \text { for some } x, y \in L, r \in R\right\}
$$

and define

$$
\sigma^{*}(L)=\bigcup_{i \geq 0} \sigma^{i}(L)
$$

where

$$
\begin{aligned}
& \sigma^{0}(L)=L \\
& \sigma^{i+1}(L)=\sigma^{i}(L) \cup \sigma\left(\sigma^{i}(L)\right) \quad \text { for } i \geq 0
\end{aligned}
$$

An H system is meant to operate starting from the set of strings $A$, and then generate new strings iterating the splicing step $\vdash_{r}$ on them and on the strings generated during this process. The language generated in this way is $\sigma^{*}(A)$.

A test tube system, TT for short, is a construct

$$
\Gamma=\left(V,\left(A_{1}, R_{1}, V_{1}\right), \ldots,\left(A_{n}, R_{n}, V_{n}\right)\right)
$$

where $A_{i} \subseteq V^{*}, R_{i} \subseteq V^{*} \# V^{*} \$ V^{*} \# V^{*}$, and $V_{i} \subseteq V$, for $1 \leq i \leq n . V_{i}$ is called the selector of tube $i$.

Each triple ( $A_{i}, R_{i}, V_{i}$ ), also called a tube, operates individually in the same way as an H system ( $V, A_{i}, R_{i}$ ). According to the definition of H systems, they would generate the language denoted by $\sigma_{i}^{*}\left(A_{i}\right)$, but we will see that in a TT they interact
among them, accepting from the others the strings belonging to $V_{i}^{*}$. The set $B$ of strings outside any language $V_{i}^{*}$ is defined as follows

$$
B=V^{*}-\bigcup_{i=1}^{n} V_{i}^{*}
$$

Each tube $i$ in the system starts containing only the strings of $A_{i}$. One processing step ( ${ }^{\prime} \Rightarrow$ ') of the system, moves it from the configuration ( $L_{1}, \ldots, L_{n}$ ), where each tube $i$ contains the strings of $L_{i}$, to a configuration ( $L_{1}^{\prime}, \ldots, L_{n}^{\prime}$ ), according to the following definition

$$
\begin{aligned}
\left(L_{1}, \ldots, L_{n}\right) \Rightarrow & \left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right) \text { iff } \\
& \left.L_{i}^{\prime}=\bigcup_{j=1}^{n}\left(\sigma_{j}^{*}\left(L_{j}\right) \cap V_{i}^{*}\right) \bigcup\left(\sigma_{i}^{*}\left(L_{i}\right) \cap B\right)\right) \\
& \text { for each } i, 1 \leq i \leq n .
\end{aligned}
$$

Finally, we state that the language generated by a $T T \Gamma$ is the set of words appearing in the tube 1 at any processing step, when starting from the configuration $\left(A_{1}, \ldots, A_{n}\right):\left(\Rightarrow^{*}\right.$ is the reflexive and transitive closure of the relation $\left.\Rightarrow\right)$

$$
L(\mathrm{\Gamma})=\left\{w \in V^{*} \mid w \in L_{1} \text { for some }\left(A_{1}, \ldots, A_{n}\right) \Rightarrow^{*}\left(L_{1}, \ldots, L_{n}\right)\right\}
$$

We denote by $T T_{n}\left(F_{1}, F_{2}\right)$ the family of languages $L(\Gamma)$ such that $\Gamma$ is a splicing system with at most $n$ tubes, each with set of axioms from $F_{1}$ and set of rules from $F_{2}$. The set of languages generated using any number of tubes is defined by

$$
T T_{*}\left(F_{1}, F_{2}\right)=\bigcup_{n \geq 1} T T_{n}\left(F_{1}, F_{2}\right)
$$

## 3. Test Tube Systems and $R E$ Languages

In this section we prove in details our main result.
Theorem 1. $T T_{10}(F I N, F I N)=T T_{*}(F I N, F I N)=T T_{*}\left(F_{1}, F_{2}\right)=R E$ for all families $F_{1}, F_{2}$ such that $R E G \subseteq F_{i} \subseteq R E, i=1,2$.

Proof. The inclusions $T T_{10}(F I N, F I N) \subseteq T T_{*}(F I N, F I N) \subseteq T T_{*}\left(F_{1}, F_{2}\right)$ are obvious. The inclusion $T T_{10}(F I N, F I N) \subseteq R E$ is obvious from the Turing/Church thesis. Hence, it is sufficient to prove that $R E \subseteq T T_{10}(F I N, F I N)$.

Take a type-0 Chomsky grammar $G=(N, T, S, P)$. Denote $U=N \cup T$ and construct the system

$$
\begin{aligned}
\Gamma= & \left(V,\left(A_{1}, R_{1}, V_{1}\right),\left(A_{2}, R_{2}, V_{2}\right),\left(A_{3}, R_{3}, V_{3}\right),\left(A_{4}, R_{4}, V_{4}\right),\left(A_{5}, R_{5}, V_{5}\right)\right. \\
& \left.\left(A_{6}, R_{6}, V_{6}\right),\left(A_{7}, R_{7}, V_{7}\right),\left(A_{8}, R_{8}, V_{8}\right),\left(A_{9}, R_{9}, V_{9}\right),\left(A_{10}, R_{10}, V_{10}\right)\right)
\end{aligned}
$$

with

$$
V=N \cup T \cup\left\{X, X^{\prime}, Y, Y^{\prime}, Z, Z^{\prime}, H, H^{\prime}, R, K, B, @, Y_{@}\right\} .
$$

Denote with $U_{1}, \ldots, U_{n}$ the symbols of the alphabet $U$ (i.e. non terminal and terminal symbols of $G$ ) and with $U_{n+1}$ the special symbol $B$.

Define

$$
\begin{aligned}
& A_{1}=\emptyset, \\
& R_{1}=\emptyset, \\
& V_{1}=T, \\
& A_{2}=\left\{X B S Y, Z^{\prime} Z\right\} \cup\{Z v Y \mid u \rightarrow v \in P\} \cup\left\{Z @^{i} Y^{\prime} \mid 1 \leq i \leq n+1\right\}, \\
& R_{2}=\{\# u Y \$ Z \# v Y \mid u \rightarrow v \in P\} \cup\left\{\# U_{i} Y \$ Z \# @^{i} Y^{\prime} \mid U_{i} \in U \cup\{B\}\right\} \\
& \cup\left\{Z^{\prime} \# Z \$ X B \#\right\} \text {, } \\
& V_{2}=U \cup\{B, X, Y\}, \\
& A_{3}=\left\{Z Y_{@}, H H^{\prime}\right\} \\
& R_{3}=\left\{\# @ Y^{\prime} \$ Z \# Y_{@}\right\} \cup\left\{\alpha \# Y^{\prime} \$ H \# H^{\prime} \mid \alpha \in U \cup\{B\}\right\} \text {, } \\
& V_{3}=U \cup\left\{X, B, @, Y^{\prime}\right\}, \\
& A_{4}=\left\{X^{\prime} @ Z\right\}, \\
& R_{4}=\left\{X \# \$ X^{\prime} @ \# Z\right\}, \\
& V_{4}=U \cup\left\{X, B, @, Y_{\circlearrowleft}\right\}, \\
& A_{5}=\left\{Z Y^{\prime}\right\}, \\
& R_{5}=\left\{\# Y_{\circlearrowleft} \$ Z \# Y^{\prime}\right\}, \\
& V_{5}=U \cup\left\{X^{\prime}, B, @, Y_{\circledast}\right\}, \\
& A_{6}=\{X Z\}, \\
& R_{6}=\left\{X^{\prime} \# S X \# Z^{\prime}\right\}, \\
& V_{6}=U \cup\left\{X^{\prime}, B, Y^{\prime}, @\right\} \text {, } \\
& A_{7}=\left\{X U_{i} K \mid 1 \leq i \leq n+1\right\}, \\
& R_{7}=\left\{X @^{i} \# \alpha \$ X U_{i} \# K \mid \alpha \in U \cup\{B\}\right\}, \\
& V_{7}=U \cup\left\{X, B, @, H^{\prime}\right\}, \\
& A_{8}=\{R Y\}, \\
& R_{8}=\left\{\alpha \# H^{\prime} \$ R \# Y \mid \alpha \in U \cup\{B\}\right\}, \\
& V_{8}=U \cup\left\{X, B, H^{\prime}\right\}, \\
& A_{9}=\{Z Z\}, \\
& R_{9}=\{\# Y \$ Z Z \#\} \text {, } \\
& V_{9}=T \cup\left\{Y, Z^{\prime}\right\}, \\
& A_{10}=\{Z Z\},
\end{aligned}
$$

$$
\begin{aligned}
R_{10} & =\left\{\# Z Z \$ Z^{\prime} \#\right\} \\
V_{10} & =T \cup\left\{Z^{\prime}\right\}
\end{aligned}
$$

Let us examine the work of $\Gamma$.
The first component only selects the string produced by the others components that are terminal according to $G$. No such terminal string can enter a splicing, because all rules involves at least one special symbol that we add to the set of terminal and non terminal symbols.

In tube 2 applications of productions of the form $u \rightarrow v \in P$ to sentential forms $X w_{1} B w_{2} u Y$ are simulated, where $w_{2} u w_{1}$ is a sentential form of $G$, and $X, Y, B$ are special symbols, indicating respectively the left end and the right end of the sentential form in $\Gamma$ and the beginning of the rotating string representing the corresponding sentential form in $G$.

Tubes $3,4,5,6,7$ and 8 are used to rotate the symbols, so we can simulate the productions of $G$ in the correct place.

Tubes 9 and 10 are used to eliminate special symbols $X$ and $Y$, so we obtain a terminal string.

The construction works as follows:
In the initial configuration $\left(A_{1}, \ldots, A_{10}\right)$, only the second component can execute a splicing. There are three possibilities. We can either use a rule of the form $\# u Y \$ Z \# v Y$, for $u \rightarrow v \in P$ (we call this a splicing of type 1 ), or a rule of the form $\# U_{i} Y \$ Z \# @{ }^{i} Y^{\prime}$ where $U_{i}$ is the $i$-th symbol of the alphabet $U$ or, if $i=n+1$, the symbol $B$ (splicing of type 2), or the rule $Z^{\prime} \# Z \$ X B \#$ (splicing of type 3 ). In the following, while describing these three cases, we will denote by $\vdash_{i}$ any splicing of type $i$, for $i=1,2,3$.

Consider the general case of having in tube 2 a string $X w Y$, with $w \in U^{*} B U^{*}$; initially, $w=B S$. We have three possibilities for splicing :

1. $\left(X w_{1}|u Y, Z| v Y\right) \vdash_{1}\left(X w_{1} v Y, Z u Y\right)$, for $u \rightarrow v \in P$ and $w=w_{1} u$
2. $\left(X w_{1}\left|U_{i} Y, Z\right| @^{i} Y^{\prime}\right) \vdash_{2}\left(X w_{1} @^{i} Y^{\prime}, Z U_{i} Y\right)$, for $U_{i} \in U \cup\{B\}$ and $w=w_{1} U_{i}$
3. $\left(Z^{\prime}|Z, X B| w_{1} Y\right) \vdash_{3}\left(Z^{\prime} w_{1} Y, X B Z\right)$, for $w=B w_{1}$

Let us examine the strings we have just created.
The string $X w_{1} v Y$ is of the same form as $X w_{1} u Y$ so it will remain in tube 2, entering new splicing of one of the three types. Clearly, the passage from $X w_{1} u Y$ to $X w_{1} v Y$ corresponds to using the rule $u \rightarrow v \in P$ on a suffix on the string bracketed by $X, Y$. The string $Z u Y$ will remain in tube 2 , too. Such a string $Z u Y$ can enter a splicing in three cases:

1. $Z u Y$ is an axiom, then nothing new appears.
2. $Z u Y$ is used as the first term of a splicing of the form $\left(Z u_{1} \mid u^{\prime} Y, Z v^{\prime} Y\right) \vdash_{1}$ $\left(Z u_{1} v^{\prime} Y, Z u^{\prime} Y\right)$, for $u=u_{1} u^{\prime}$ and $u^{\prime} \rightarrow v^{\prime} \in P$; we obtain two strings of the same form, $Z x Y$, which will remain in tube 2.
3. $Z u Y$ is used as the first term in a splicing of the form $\left(Z u_{1}\left|U_{i} Y, Z\right| @{ }^{i} Y^{\prime}\right) \vdash_{2}$ $\left(Z u 1 @^{i} Y^{\prime}, Z U_{i} Y\right)$, for $u=u_{1} U_{i}, U_{i} \in U \cup\{B\}$; the string $Z u_{1} @^{i} Y^{\prime}$ cannot enter new splicings and cannot be transmitted to another tube.

After any sequence of such splicings, the obtained strings will still be of the form $Z x Y$, hence they will remain in tube 2 and will enter other "legal" splicing, when they are axioms, or they will enter splicings producing "useless" strings $Z y Y$. Therefore, after a series of splicings of type 1 , eventually in tube 2 a splicing of type 2 will be performed, producing strings of the form $X w_{1} @^{i} Y^{\prime}$ and $Z U_{i} Y$. The second string behaves exactly as we discussed above for the string $Z u Y$. If a string $X w_{1} @^{i} Y^{\prime}$ enters a new splicing in tube 2 this can only be splicing of type 3 ,

$$
\left(Z^{\prime}|Z, X B| w_{2} @^{i} Y^{\prime}\right) \vdash_{3}\left(Z^{\prime} w_{2} @^{i} Y^{\prime}, X B Z\right)
$$

for $w_{1}=B w_{2}$. The string $Z^{\prime} w_{2} @^{i} Y^{\prime}$ cannot enter new splicings in tube 2 and cannot be transmitted to another tube. If the string $X B Z$ enters a new splicing, this can only be of type 3

$$
\left(Z^{\prime}|Z, X B| Z\right) \vdash_{3}\left(Z^{\prime} Z, X B Z\right)
$$

so nothing new can be created.
Any string $X w_{1} @^{i} Y^{\prime}$ is moved from tube 2 to tube 3 where we have to perform

$$
\left(X w_{1} @{ }^{i-1}\left|@ Y^{\prime}, Z\right| Y_{@}\right) \vdash\left(X w_{1} @^{i-1} Y_{@}, Z @ Y^{\prime}\right) .
$$

The second type of rule of tube 3 will be examined below.
The string $Z @ Y^{\prime}$ cannot be transmitted to another tube and can enter only a splicing of the form

$$
\left(Z\left|@ Y^{\prime}, Z\right| Y_{\overparen{O}}\right) \vdash\left(Z @ Y^{\prime}, Z Y_{\circledast}\right)
$$

hence creating nothing new.
The string $X w_{1} @^{i-1} Y_{@}$ cannot enter new splicing in tube 3 , it will be transmitted to tube 4 where we have to perform

$$
\left(X\left|w_{1} @^{i-1} Y_{\circlearrowleft}, X^{\prime} @\right| Z\right) \vdash\left(X^{\prime} @ w_{1} @{ }^{i-1} Y_{@}, X Z\right)
$$

The string $X Z$ cannot be transmitted to another tube and can enter only a splicing of the form

$$
\left(X\left|Z, X^{\prime} @\right| Z\right) \vdash\left(X Z, X^{\prime} @ Z\right)
$$

hence creating nothing new.
The string $X^{\prime} @ w_{1} @{ }^{i-1} Y_{@}$ cannot enter new splicing in this tube; it will be transmitted to tube 5 , where the only possible splicing is

$$
\left(X^{\prime} @ w_{1} @^{i-1}\left|Y_{@}, Z\right| Y^{\prime}\right) \vdash\left(X^{\prime} @ w_{1} @^{i-1} Y^{\prime}, Z Y_{@}\right)
$$

The string $Z Y_{@}$ cannot be transmitted to another tube and can enter only a splicing of the form

$$
\left(Z\left|Y_{\circledast}, Z\right| Y^{\prime}\right) \vdash\left(Z Y_{\mathbb{Q}}, Z Y^{\prime}\right)
$$

so it can creates nothing new.
The string $X^{\prime} @ w_{1} @^{i-1} Y^{\prime}$ cannot enter new splicing in this tube; it will be transmitted to tube 6 . In tube 6 we can only execute

$$
\left(X^{\prime}\left|@ w_{1} @^{i-1} Y^{\prime}, X\right| Z^{\prime}\right) \vdash\left(X @ w_{1} @^{i-1} Y^{\prime}, X^{\prime} Z^{\prime}\right)
$$

The string $X^{\prime} Z^{\prime}$ cannot be transmitted to another tube and can only enter splicing of the form

$$
\left(X^{\prime}\left|Z^{\prime}, X\right| Z^{\prime}\right) \vdash\left(X^{\prime} Z^{\prime}, X Z^{\prime}\right)
$$

hence producing nothing new.

The string $X @ w_{1} @{ }^{i-1} Y^{\prime}$ cannot enter new splicing in this tube; it will be moved to tube 3.

We started from tube 3 with the string $X w_{1} @^{i} Y^{\prime}$ and now we returned to tube 3 with the string $X @ w_{1} @^{i-1} Y^{\prime}$. A symbol @ from the right end of the string bracketed by $X, Y^{\prime}$ has been moved to the left end. The string $X @ w_{1} @^{i-1} Y^{\prime}$ cannot enter a splicing of the second type in tube 3 , but can enter a splicing of the first type in tube 3. By repeating the operations just described, we will return to tube 3 with the string $X @ @ w_{1} @{ }^{i-2} Y^{\prime}$ (i.e. we will rotate another symbol @). This sequence will be repeated until all symbols @ will be moved from the right end to the left end of the string bracketed by $X, Y^{\prime}$. It will take $i$ steps.

Then, in tube 3 we obtain a string of the form $X @^{i} w_{1} Y^{\prime}$. This string cannot entera splicing of first type in tube 3 , but it can enter a splicing of second type in this tube, so we can perform

$$
\left(X @^{i} w_{2} \alpha\left|Y^{\prime}, H\right| H^{\prime}\right) \vdash\left(X @^{i} w_{2} \alpha H^{\prime}, H Y^{\prime}\right), \text { for } w_{1}=w_{2} \alpha, \alpha \in U \cup\{B\}
$$

The string $H Y^{\prime}$ cannot be transmitted to other tubes, and can only enter splicing of the form

$$
\left(H\left|Y^{\prime}, H\right| H^{\prime}\right) \vdash\left(H Y^{\prime}, H H^{\prime}\right)
$$

hence creating nothing new.
The string $X @{ }^{i} w_{1} H^{\prime}$ cannot enter a new splicing in this tube; it will be transmitted to tube 6 . In tube 6 we have to perform :

$$
\left(X @ @^{i}\left|\beta w_{3} H^{\prime}, X U_{i}\right| K\right) \vdash\left(X U_{i} \beta w_{3} H^{\prime}, X @^{i} K\right), \text { for } w_{1}=\beta w_{3}, \beta \in U \cup\{B\}
$$

With this operation we decode the symbol $U_{i}$ from $@^{i}$ (we coded $U_{i}$ in $@^{i}$ with the splicing of type 2 in tube 2).

The string $X @^{i} K$ cannot be transmitted to another tube, neither enter new splicings in this tube; hence, it can not create nothing new.

The string $X U_{i} w_{1} H^{\prime}$ cannot enter new splicings in this tube; it will be transmitted to tube 7, where we have to perform

$$
\left(X U_{i} w_{4} \chi\left|H^{\prime}, R\right| Y\right) \vdash\left(X U_{i} w_{4} \chi Y, R H^{\prime}\right), \text { for } w_{1}=w_{4} \chi, \chi \in U \cup\{B\}
$$

The string $R H^{\prime}$ cannot be transmitted to another tube, neither enter new splicings in this tube, so it can't create nothing new.

The string $X U_{i} w_{1} Y$ cannot enter new splicing in this tube. It will be moved to tube 2 .

After this sequence of operations, we can note that having started with the string $X w_{1} U_{i} Y$ in tube 2 we have returned to tube 2 with the string $X U_{i} w_{1} Y$. A symbol from the right end of the string bracketed by $X, Y$ has been moved to the left end. In this way, the string bracketed by $X, Y$ can enter circular permutations as long as we want them to do that. This allows us to pass from a string $X w_{1} B w_{2} Y$ to any string $X w_{1}^{\prime} B w_{2}^{\prime} Y$ such that $w_{2} w_{1}=w_{2}^{\prime} w_{1}^{\prime}$. In this way we can "rewind" the string until its suffix is the left-hand member of any rule in $P$ that we want to simulate by a rule in $R_{2}$ of the form $\# u Y \$ \# v Y$. As the symbol $B$ is always present (and exactly one copy of it is present as long as we do not use the rule $Z^{\prime} \# Z \$ X B \#$ in $R_{2}$ ), in every
moment we know where the "actual beginning" of the string is placed. Consequently, using splicings of type 1 and 2 in tube 2 and splicings in tubes $3,4,5,6,7$ and 8 as described above, we can simulate every derivation in $G$. Conversely, exactly strings of the form $X w_{1} B w_{2} Y$ can be obtained in this way, they correspond to strings $w_{2} w_{1}$ that are sentential forms of the grammar $G$.

We have now to consider the splicing of type 3 in tube 2 and the tubes 9 and 10 .
We consider first of all the splicings of type 3 in tube 2 . We have already seen what happens for the strings $X B Z$ and $X w @^{i} Y^{\prime}$, so we have now to consider the strings of the form $X B q Y$ for $q \in U^{*}$. Using a splicing of type 3 we have

$$
\left(Z^{\prime}|Z, X B| q Y\right) \vdash_{3}\left(X B Z, Z^{\prime} q Y\right) .
$$

If a string $Z^{\prime} q Y$ enter a splicing in tube 2 this can be of type 1 and 2 :

$$
\begin{aligned}
& \left(Z^{\prime} q_{1}|u Y, Z| v Y\right) \vdash_{1}\left(Z^{\prime} q_{1} v Y, Z u Y\right), \text { for } u \rightarrow v \in P, q=q_{1} u \\
& \left(Z^{\prime} q 1\left|U_{i} Y, Z\right| @^{i} Y^{\prime}\right) \vdash_{2}\left(Z^{\prime} q_{1} @^{i} Y^{\prime}, Z U_{i} Y\right), \text { for } U_{i} \in U \cup\{B\}, q=q_{1} U_{i}
\end{aligned}
$$

We have already discussed the case of $Z u Y, Z U_{i} Y$ and $Z^{\prime} q_{1} @^{i} Y^{\prime}$. The string $Z^{\prime} q_{1} v Y$ can be obtained by performing first

$$
\left(X B q_{1}|u Y, Z| v Y\right) \vdash_{1}\left(X B q_{1} v Y, Z u Y\right)
$$

and then

$$
\left(Z^{\prime}|Z, X B| q_{1} v Y\right) \vdash_{3}\left(Z^{\prime} q_{1} v Y, X B Z\right)
$$

so it is a "legal" string.
If the string $Z^{\prime} q Y$, obtained with a splicing of type 3 in the tube 2 , have the property that $q \in T^{*}$ (i.e. $q$ is a terminal string) it can be moved to tube 9 . Here the only possible splicing is

$$
\left(Z^{\prime} q|Y, Z Z|\right) \vdash\left(Z^{\prime} q, Z Z Y\right)
$$

If ZZY will enter new splicing, these are of the forms

$$
\begin{aligned}
& \left(Z^{\prime} x|Y, Z Z| Y\right) \vdash\left(Z^{\prime} x Y, Z Z Y\right) \\
& (Z Z|Y, Z Z| Y) \vdash(Z Z Y, Z Z Y)
\end{aligned}
$$

hence no new string is obtained.
The string $Z^{\prime} q$ cannot enter new splicing in tube 9 . It will be moved to tube 10 , where we have to perform

$$
\left(\left|Z Z, Z^{\prime}\right| q\right) \vdash\left(q, Z^{\prime} Z Z\right)
$$

If the string $Z^{\prime} Z Z$ enters new splicings, these are of the forms

$$
\begin{aligned}
& \left(Z^{\prime}\left|Z Z, Z^{\prime}\right| x\right) \vdash\left(Z^{\prime} x, Z^{\prime} Z Z\right) \\
& \left(Z^{\prime}\left|Z Z, Z^{\prime}\right| Z Z\right) \vdash\left(Z^{\prime} Z Z, Z^{\prime} Z Z\right)
\end{aligned}
$$

hence nothing new can be created.
The string $q$ is terminal. It will be transmitted to all tubes, including the first one. No splicing can be done on a terminal string. As we seen above, such a terminal string $q$ is a string in $L(G)$.

No parasitic string can reach the first tube, consequently $L(\Gamma)=L(G)$.
The basic ideas of the construction we have presented here are those already used in [5] and [3]: We simulate the productions of the grammar using splicing operations in tube 2. Unfortunately, using the splicing operation, we can simulate a production (in one step) only if the sub-string we are going to substitute is placed at one end of the string. The splicing operation is not able to do such a substitution (using a finite number of rules) if the sub-string is placed in the internal part of the string.

To deal with this problem, we use the rotation of the symbols. Look at Example 1 below: to simulate the production $u \rightarrow v$ we rotate the symbols $x_{3}, x_{4}$ and $x_{5}$ so that we can move the sub-string $u$ to the right end of the string. This position is optimal to simulate the production using a splicing operation. After that, we rotate the string $v$ (one symbol at time), and then the symbol $x_{1}$ and $x_{2}$. Starting with $x_{1} x_{2} u x_{3} x_{4} x_{5}$ we obtain $x_{1} x_{2} v x_{3} x_{4} x_{5}$, so we have simulate properly the production $u \rightarrow v$ of the grammar.

## Example 1:

| $x_{1} x_{2} u x_{3} x_{4} x_{5}$ | $\leadsto x_{5} x_{1} x_{2} u x_{3} x_{4}$ | $\leadsto x_{4} x_{5} x_{1} x_{2} u x_{3}$ | $\leadsto x_{3} x_{4} x_{5} x_{1} x_{2} u$ |
| :--- | :--- | :--- | :--- | :--- |
|  | $\leadsto x_{3} x_{4} x_{5} x_{1} x_{2} u$ | $\leadsto x_{3} x_{4} x_{5} x_{1} x_{2} v$ | $\leadsto$ |

The rotation solves the problem we have just mentioned, but it introduces a new problem. When we rotate a symbol, we move it from one end to the other. Using splicing rules, this operation requires more than one step, so the problem we have to deal with, is how to delete the symbol from the right end of the string and to put the same symbol in the left end of the string. Due to the multi-step process, we could delete a symbol from the right end and put in the left end a different symbol, generating a word which the grammar was not able to create, even if we do not want to do so.

In [3] the solution to this problem was to substitute the symbol to rotate with a symbol that contains the information on the symbol substituted and then to send the string obtained to a "special" tube that rotates that specific symbol. In Example 2 we show how this can be done.

Example 2: We consider the string $x_{1} x_{2} x_{3} x_{4} x_{5} w$; the symbol $w$ is replaced with $Y_{w}$.

$$
x_{1} x_{2} x_{3} x_{4} x_{5} w \leadsto x_{1} x_{2} x_{3} x_{4} x_{5} Y_{w}
$$

Then, the string $x_{1} x_{2} x_{3} x_{4} x_{5} Y_{w}$ is sent to the "special" tube, the only tube able to receive this string. This special tube is the only one that contain the symbol $Y_{w}$ in the filter, and its function is to rotate the specific symbol $w$. We are sure, in this case, to put in the left end of the string the same symbol we have deleted from the right end of the string.

The problem in this solution is that we need one of these "special" tubes for every symbol of the language we are going to generate (because we need one tube for every type of symbol to rotate). Thus, the number of test tubes needed to generate a language depends on the number of different symbols used in the language we have to generate.

In the model presented here, we introduce some differences. First of all, we number the symbols of the grammar. Before rotating a symbol, we encode it to a number of
special symbols @, not present in the alphabet of the grammar. The $i$-th symbol in the order we give, is substituted with $i$ copies of this symbols. This operation is done by the splicing of type 2 in the second component test tube.

Then the symbol is moved to the left end by rotating, one at a time, the special symbols @. These rotations are executed by the component tubes $2,3,4,5$ and 6 .

When all the special symbols have been rotated, we decode $i$ special symbols with the correspondent symbol $U_{i}$. This is done with the component 7 .

In the example below we illustrate these three main phases.
Example 3: We show here the three main phases of the rotation of the symbol $x_{5}$ of the string $x_{1} x_{2} x_{3} x_{4} x_{5}$ :

| Encoding : | $x_{1} x_{2} x_{3} x_{4} x_{5}$ | $\sim$ | $x_{1} x_{2} x_{3} x_{4} @ @ @ @ @$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Rotation: | @ $x_{1} x_{2} x_{3} x_{4}$ @@@@ | $\sim$ | @@ $x_{1} x_{2} x_{3} x_{4}$ @@@ | $\leadsto$ |
|  | @@@ $x_{1} x_{2} x_{3} x_{4} @ @$ | $\sim$ | $@ @ @ @ x_{1} x_{2} x_{3} x_{4} @$ | $\sim$ |
|  | @@@@@ $x_{1} x_{2} x_{3} x_{4}$ |  |  |  |
| Decoding : | @@@@@ $x_{1} x_{2} x_{3} x_{4}$ | $\sim$ | $x_{5} x_{1} x_{2} x_{3} x_{4}$ |  |

This solution offer three advantages:

- A symbol is encoded when it is placed in the right end of the string, thus in a suitable place for the application of splicing rules.
- The only symbol that actually rotates is the special symbol @, so we need just one of the "special" tubes used in [3], about which we have discussed before.
- A symbol is decoded when it is placed in the left end of the string, thus in a suitable place for the application of splicing rules.

These advantages permit us to limit the number of tubes with respect to the construction presented in [3]. Using the construction we have explained, the number of tubes does not depend on the number of the symbols of the language we have to generate: ten test tubes are enough to generate any $R E$ language.

We conclude just saying that the components 8,9 and 10 are used to control the communication of the strings through the tubes and the component 1 , as said in the proof, is used to select the strings which contain terminal symbols only.

## 4. Conclusions and Perspectives

We proved how to build a distributed splicing system powerful enough to generate any language in $R E$, and using a fixed number of 10 test tubes.

This is still different from designing in detail a universal splicing system, similar to the current programmable computers, but it takes us closer to a practical implementation of a DNA computer: for each computation (language) we want, we just change the starting molecules and the restriction enzymes introduced in the test tubes, we do not change the layout on our workbench for each alphabet we need. Of course it is still a practical problem to have enough real restriction enzymes.

From the grammar systems point of view, this work has been insightful to study a case where a simple algorithm has been designed directly in terms of splicing: an algorithm not simply reproducing an usual grammatical production rule, but doing some different basic operation (encoding/decoding). This, of course, is not the first
case in literature, but we feel that the interest in this molecular algorithm engineering can eventually lead us to build a kind of universal grammar systems based on molecular-like operations, avoiding the uneffective translations of universal Turing machines seen so far.

Many interesting open problems suggested in [3] still are open, concerning the power of different numbers of test tubes and comparisons to different levels of Chomsky hierarchy. We can only add now that it is interesting to check whether it is possible to use less than 10 tubes for $R E$, since it is not proved that $T T_{9}(F I N, F I N)$ is properly contained in $R E^{2}$.
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#### Abstract

The generative capacity of splicing grammar systems is investigated in this paper. It is proved that: 1) any linear language can be generated by a splicing grammar system with two regular components; 2) any context-free language can be generated by a splicing grammar system with three regular components; 3) any recursively enumerable language can be generated by a splicing grammar system with four right linear components. The first two results answer a problem left open in [18], the last result improves results in the same paper.


## 1. Introduction

In the last years a series of researches were initiated in the field of DNA recombination and computing ([9], [11], [14], [21]). This area is very rich both in theoretical and practical problems, motivated by the possibility of using DNA as a support for computing, [1].

A specific model of DNA recombination is the splicing operation which consists of cutting DNA sequences and then pasting the fragments again, under the influence of restriction enzymes and ligases.

Some generalizations were recently considered in the field. One was to consider arbitrarily large sets of splicing rules, codified in a natural way as strings, hence giving languages of splicing rules ([15]). Several ideas about how to handle a regular set of splicing rules were explored in [3], [4], [7], [17], [19], [26]. Another idea was to count the number of copies of the used strings: [6], [7], [16].

A different approach was started in [4], [5]: to use distributed architectures as in grammar system theory [2]. Here we investigate the idea introduced in [5]: to consider a parallel communicating grammar system, as in [23], with the communication replaced by a splicing operation. Thus, a splicing grammar system can be viewed as a set of grammars working in parallel on their own sentential forms and, from time to time, splicing the current strings of two components.

In [5] it is proved that context-free splicing grammar systems with three components can generate all recursively enumerable languages and it is formulated as an open problem the question whether or not two components are enough.

The problem is solved in [18] where the following results are proved:

1) Every recursively enumerable language can be generated by a splicing grammar system with two context-free components.

[^19]2) The family of languages generated by splicing grammar systems with two regular components contains non-context-free languages.

1) Every recursively enumerable language $L \subseteq T^{*}$ can be written as the intersection of a language generated by a splicing grammar system with three regular components and $T^{*}$.

In the above paper are left open the problems whether or not the families of linear and context-free languages are included in the family of languages generated by splicing grammar systems with regular components. We shall prove that every linear language can be generated by a splicing grammar system with two regular components and every context-free language can be generated by a splicing grammar system with three regular components. Also, we shall prove that each recursively enumerable language can be generated by a splicing grammar system with four right linear components.

## 2. Preliminaries

We assume the reader to be familiar with some basic notions in formal language theory [25]. For grammar system theory, we refer to [2].

For an alphabet $V$, we denote by $V^{*}$ the free monoid generated by $V$ under the operation of concatenation; the empty string is denoted by $\lambda$ and $V^{*}-\{\lambda\}$ is denoted by $V^{+}$. The families of finite, regular, linear, context-free, context-sensitive, recursively enumerable languages are denoted by $F I N, R E G, L I N, C F, C S, R E$, respectively.

Convention: Two languages are considered equal if they differ by at most the empty string ( $L_{1}=L_{2}$ iff $L_{1}-\{\lambda\}=L_{2}-\{\lambda\}$ ).

A splicing grammar system ( $S G S$ for short) is a construct

$$
\Gamma=\left(N, T,\left(S_{1}, P_{1}\right),\left(S_{2}, P_{2}\right), \ldots,\left(S_{n}, P_{n}\right), M\right),
$$

where
(i) $N, T$ are disjoint alphabets and $P_{i}, 1 \leq i \leq n$, are finite sets of production rules over $N \cup T$,
(ii) $M$ is a finite subset of $(N \cup T)^{*} \#(N \cup T)^{*} \$(N \cup T)^{*} \#(N \cup T)^{*}$, with \#, \$ two distinct symbols which are not in $N \cup T$.

The sets $P_{i}$ are called the components of $\Gamma$.
For two $n$-tuples (we call them configurations) $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}\right.$, $\left.\ldots, y_{n}\right), x_{i}, y_{i} \in(N \cup T)^{*}, 1 \leq i \leq n$, we write $x \Longrightarrow y$ if and only if one of the following two conditions holds:
(i) for each $1 \leq i \leq n, x_{i} \Longrightarrow_{P_{i}} y_{i}$,
(ii) there exist $1 \leq i, j \leq n$ such that $x_{i}=x_{i}^{\prime} u_{1} u_{2} x_{i}^{\prime \prime}, x_{j}=x_{j}^{\prime} u_{3} u_{4} x_{j}^{\prime \prime}$, and $y_{i}=x_{i}^{\prime} u_{1} u_{4} x_{j}^{\prime \prime}, y_{j}=x_{j}^{\prime} u_{3} u_{2} x_{i}^{\prime \prime}$, for $u_{1} \# u_{2} \$ u_{3} \# u_{4} \in M$; for $k \neq i, j$, we have $y_{k}=x_{k}$.

In the above definition, point (i) defines a rewriting step, whereas point (ii) defines a splicing step, corresponding to a communication step in parallel communicating grammar systems. Note that no priority of any of these operations over the other one is assumed. In case (ii) we usually denote the passing from $\left(x_{i}, x_{j}\right)$ to $\left(y_{i}, y_{j}\right)$ by $\left(x_{i}, x_{j}\right) \vdash\left(y_{i}, y_{j}\right)$.

The language generated by the $i$ th component of $\Gamma$ is

$$
L_{i}(\Gamma)=\left\{x_{i} \in T^{*} \mid\left(S_{1}, \ldots, S_{n}\right) \Longrightarrow^{*}\left(x_{1}, \ldots, x_{n}\right), x_{j} \in(N \cup T)^{*}, j \neq i\right\}
$$

where $\Longrightarrow^{*}$ is the reflexive and transitive closure of the relation $\Longrightarrow$.
The total language associated to $\Gamma$ is

$$
L_{t}(\Gamma)=\bigcup_{i=1}^{n} L_{i}(\Gamma)
$$

We denote by $I S G S_{n}(X), T S G S_{n}(X)$ the families of languages $L_{1}(\Gamma), L_{t}(\Gamma)$, respectively, generated by splicing grammar systems of degree at most $n, n \geq 1$, with components of type $X$, where $X \in\{R E G, L I N, R L, C F\}$ when the components are regular, linear, right-linear or context-free, respectively. When no restriction is imposed on the number of components, then we replace the subscript $n$ with $*$.

## 3. Results

Theorem 1. $L I N \subseteq Y S G S_{2}(R E G), Y \in\{I, T\}$.
Proof. Let $L$ be the language generated by a linear grammar $G=(N, T, S, P)$. We can suppose that $S$ does not appear in the right-hand side of any rule from $P$. For $u, v \in T^{*}, m(u, v)$ denotes $\max \{|u|,|v|\}$. For $p, q$ two positive integer numbers we denote $\theta(p, q)=\left\{\begin{array}{ll}0, & \text { if } p \leq q \\ p-q, & \text { if } p>q\end{array}\right.$.

We construct a $S G S$ with two regular components as follows:

$$
\Gamma=\left(N^{\prime}, T^{\prime},\left(S_{1}, P_{1}\right),\left(S_{2}, P_{2}\right), M\right)
$$

where

$$
\left.\begin{array}{rl}
N^{\prime}= & \left\{S_{1}, S_{2}, S_{1}^{\prime}, S_{2}^{\prime}, Y\right\} \cup N_{Z} \cup\{(u A, i)|B \rightarrow u A \in P, 1 \leq i \leq|u|\} \cup \\
& \left\{[u A v, i],[u A v, i]^{\prime} \mid B \rightarrow u A v \in P, 1 \leq i \leq m(u, v)\right\} \cup \\
& \left\{[u A v],[u A v]^{\prime} \mid B \rightarrow u A v \in P\right\}, \\
T^{\prime}= & T \cup\left\{c_{1}, c_{2}\right\}, c_{1}, c_{2} \notin T, \\
P_{1}= & \left\{S_{1}^{\prime} \rightarrow c_{1} S_{2}^{\prime}\right\} \cup \\
& \left\{S_{1}^{\prime} \rightarrow a_{1} Z_{1}, \cdots, Z_{k-1} \rightarrow a_{k} \mid S \rightarrow a_{1} \cdots a_{k} \in P, k \geq 0,\right. \\
& \left.a_{1} \in T \cup\{\lambda\}, a_{2} \cdots a_{k} \in T, Z_{1}, \cdots Z_{k-1} \in N_{Z}\right\} \cup \\
& \left\{S_{1}^{\prime} \rightarrow a_{1}(u A, 1) \mid S \rightarrow u A \in P, u=a_{1} u^{\prime}, a_{1} \in T\right\} \cup \\
& \left\{(u A, i) \rightarrow a_{i+1}(u A, i+1)\left|u=a_{1} \cdots a_{\mid u}, 1 \leq i<|u|\right\} \cup\right. \\
& \left\{(u A,|u|) \rightarrow a_{1}(v B, 1) \mid A \rightarrow v B \in P, v=a_{1} v^{\prime}\right\} \cup
\end{array}\right\} \begin{array}{ll} 
& \left\{(u A,|u|) \rightarrow a_{1} Z_{1}, \cdots, Z_{k-1} \rightarrow a_{k} \mid A \rightarrow a_{1} \cdots a_{k} \in P,\right. \\
& \left.Z_{1}, \cdots Z_{k-1} \in N_{Z}\right\} \cup \\
& \left\{(u A,|u|) \rightarrow \alpha\left[u^{\prime} B v^{\prime}, 1\right) \mid A \rightarrow u^{\prime} B v^{\prime} \in P, v^{\prime} \neq \lambda,\right. \\
& \alpha=\left\{\begin{array}{cc}
c_{1}, & \text { if } u^{\prime}=\lambda \\
a_{1}, & \text { if } \left.u^{\prime}=a_{1} u^{\prime \prime}\right\} \cup
\end{array}\right. \\
& \left\{S_{1}^{\prime} \rightarrow \alpha[u A v, 1) \mid S \rightarrow u A v \in P, v \neq \lambda, \alpha=\left\{\begin{array}{cc}
c_{1}, & \text { if } u=\lambda \\
a_{1}, & \text { if } u=a_{1} u^{\prime}
\end{array}\right\} \cup\right.
\end{array}
$$

$$
\begin{align*}
& \left\{[u A v, i] \rightarrow \alpha[u A v, i+1) \mid 1 \leq i<m(u, v), u=a_{1} \cdots a_{|u|},\right. \\
& \alpha=\left\{\begin{array}{ll}
c_{1}, & \text { if }|u|<|v|, i \geq|u| \\
a_{i+1}, & \text { otherwise }
\end{array}\right\} \cup  \tag{9}\\
& \left\{[u A v, m(u, v)]^{\prime} \rightarrow c_{1}[u A v]^{\prime} \mid B \rightarrow u A v \in P\right\} \cup  \tag{10}\\
& \left\{[u A v] \rightarrow \alpha\left[u^{\prime} B v^{\prime}, 1\right] \mid A \rightarrow u^{\prime} B v^{\prime} \in P, \alpha=\left\{\begin{array}{cl}
c_{1}, & \text { if } u^{\prime}=\lambda \\
a_{1}, & \text { if } u^{\prime}=a_{1} u^{\prime \prime}
\end{array}\right\} \cup\right.  \tag{11}\\
& \left\{[u A v] \rightarrow a_{1} Z_{1}, \cdots, Z_{k-1} \rightarrow a_{k} \mid A \rightarrow a_{1} \cdots a_{k} \in P,\right. \\
& \left.Z_{1}, \cdots Z_{k-1} \in N_{Z}\right\},  \tag{12}\\
& P_{2}=\left\{S_{2} \rightarrow c_{2} S_{1}^{\prime}\right\} \cup  \tag{13}\\
& \left\{S_{2}^{\prime} \rightarrow c_{2}(u A, 1)^{\prime}\right\} \cup  \tag{14}\\
& \left\{(u A, i)^{\prime} \rightarrow c_{2}(u A, i+1)^{\prime}|1 \leq i<|u|\} \cup\right.  \tag{15}\\
& \left\{(u A,|u|)^{\prime} \rightarrow c_{2}(u A,|u|)^{\prime}\right\} \cup  \tag{16}\\
& \left\{(u A,|u|)^{\prime} \rightarrow b\left[u^{\prime} B v^{\prime}, 1\right]^{\prime} \mid A \in N, v^{\prime} \neq \lambda, v^{\prime}=b v^{\prime \prime}, b \in T\right\} \cup  \tag{17}\\
& \left\{S_{2}^{\prime} \rightarrow b[u A v, 1]^{\prime} \mid S \rightarrow u A v \in P, v \neq \lambda, v=b v^{\prime}, b \in T\right\} \cup  \tag{18}\\
& \left\{[u A v, i]^{\prime} \rightarrow \beta[u A v, i+1]^{\prime} \mid 1 \leq i<m(u, v), v=b_{1} \cdots b_{|v|},\right. \\
& \beta=\left\{\begin{array}{ll}
c_{2}, & \text { if }|v|<|u|, i \geq|v| \\
b_{i+1}, & \text { otherwise }
\end{array}\right\} \cup  \tag{19}\\
& \left\{[u A v, m(u, v)] \rightarrow c_{2}[u A v] \mid B \rightarrow u A v \in P\right\} \cup  \tag{20}\\
& \left\{[u A v]^{\prime} \rightarrow \beta\left[u^{\prime} B v^{\prime}, 1\right]^{\prime} \mid A \rightarrow u^{\prime} B v^{\prime} \in P\right. \text {, } \\
& \beta=\left\{\begin{array}{cl}
b_{1}, & \text { if } v^{\prime} \neq \lambda, v^{\prime}=b_{1} v^{\prime \prime} \\
c_{2}, & \text { otherwise }
\end{array}\right\} \cup  \tag{21}\\
& \left\{[u A v]^{\prime} \rightarrow c_{2} Y, Y \rightarrow c_{2} Y \mid B \rightarrow u A v \in P\right\},  \tag{22}\\
& M=\left\{\lambda \# c_{1} S_{2}^{\prime} \$ c_{2} \# S_{1}^{\prime}\right\} \cup  \tag{23}\\
& \left\{u[u A v, m(u, v)] \# \lambda \$ c_{1} \# v c_{2}^{k}[u A v, m(u, v)]^{\prime} \mid B \rightarrow u A v \in P,\right. \\
& k=\theta(|u|,|v|)\} \cup  \tag{24}\\
& \left\{[u A v, m(u, v)] v \# c_{2}^{k}[u A v, m(u, v)] \$ z \# a \mid B \rightarrow u A v \in P,\right. \\
& \left.z \in\left\{c_{1}, c_{2}\right\}, a \in T, k=\theta(|u|,|v|),\right\} \cup  \tag{25}\\
& \left\{u \# c_{1}^{k}[u A v, m(u, v)] \$ z \#[u A v, m(u, v)]^{\prime} \mid\right. \\
& \left.B \rightarrow u A v \in P, z \in\left\{c_{1}, c_{2}\right\}, k=\theta(|v|,|u|)\right\} \cup  \tag{26}\\
& \left\{\lambda \# c_{1}[u A v]^{\prime} \$ z c_{2} \#[u A v] \mid B \rightarrow u A v \in P, z \in\left\{c_{1}, c_{2}\right\}\right\} . \tag{27}
\end{align*}
$$

In order to simplify the proof, we denote $G_{i}=\left(N_{i}^{\prime}, T_{i}^{\prime}, S_{i}, P_{i}\right), i=1,2$.
The idea of the construction is the following one. For every linear rule $A \rightarrow$ $u B v \in P$, we introduce the nonterminal symbols $[u B v],[u B v]^{\prime},[u B v, i],[u B v, i]^{\prime}, 1 \leq$ $i \leq m(u, v)$. Then we try to generate $u$ in $P_{1}$ and $v$ in $P_{2}$ in a regular manner. When $|u|<|v|$, then $u c_{1}^{|v|-|u|}$ is generated in $P_{1}$, and when $|v|<|u|$, then $v c_{2}^{|u|-|v|}$ is generated in $P_{2}$, where $c_{1}, c_{2}$ are two terminal symbols different from the symbols from $T$. Then, by using some splicing rules we remove $c_{1}^{k}$ from $G_{1}$ (if $k>0$ ), and we put together substrings $u$ and $v$ such that we will obtain in $G_{1}$ the substring $u[u A v, m(u, v)] v$. Then we continue until a terminal string is obtained.

Observation 1. We notice that, in order to apply the splicing rules and thus to obtain a terminal string, it is necessary that the nonterminals which appear in the two components of the grammar are paired, i.e. at every step of a derivation, the two nonterminals are of the form

$$
\left([u A v, i],[u A v, i]^{\prime}\right), \text { or }\left([u A v],[u A v]^{\prime}\right)
$$

where $1 \leq i \leq m(u, v)$ and there is $B \rightarrow u A v$ a rule in $P$.

There is only one exception from such a derivation, namely when we apply rules of the form (3), (4), (5) in $G_{1}$ (which means rules of the form $S \rightarrow u_{1} A_{1}, A_{1} \rightarrow u_{2} A_{2}$, $\cdots, A_{k-1} \rightarrow u_{k} A_{k}$ in $G$ ), followed by terminal rules of the form (6) (i.e. a rule of the form $A_{k} \rightarrow u_{k+1}, u_{k+1} \in T$ in $\left.G\right)$. Then the string $u_{1} \cdots u_{k+1} \in L(G)$ is obtained in $L_{1}(\Gamma)$.

Let us examine a derivation in $\Gamma$. The derivation must start with:

$$
\left(S_{1}, S_{2}\right) \stackrel{(1)+(13)}{\Longrightarrow}\left(c_{1} S_{2}^{\prime}, c_{2} S_{1}^{\prime}\right) \stackrel{(23)}{\vdash}\left(S_{1}^{\prime}, c_{2} c_{1} S_{2}^{\prime}\right) .
$$

Then it will continue with
a) $\left(S_{1}^{\prime}, S_{2}^{\prime}\right) \stackrel{(8)+(18)}{\Longrightarrow}\left(\alpha[u A v, 1], c_{2} c_{1} b_{1}\left[u^{\prime} A^{\prime} v^{\prime}, 1\right]\right)$, where $v^{\prime} \neq \lambda, v^{\prime}=b_{1} v^{\prime \prime}, b_{1} \in T$.

According to Observation 1, we must have $u=u^{\prime}, A=A^{\prime}, v=v^{\prime}$. Then the derivation will continue with

$$
\begin{gathered}
\left(\alpha[u A v, 1], c_{2} c_{1} b_{1}[u A v, 1]\right) \stackrel{(9)+(19)}{\Longrightarrow} u c_{1}^{k}[u A v, m(u, v)], c_{2} c_{1} v c_{2}^{p}[u A v, m(u, v)]^{\prime} \\
k=\delta(|v|,|u|), p=\delta(|u|,|v|) .
\end{gathered}
$$

b) We apply $k$ times, $k \geq 1$, rules of the form (3), (4) and (5) in $G_{1}$ and rules of the similar form in $G_{2}$, i.e. (14), (15) and (16). Because the nonterminals of the form $(u A, i)$ do not appear in the strings of $M$, no splicing rule can be applied. Then, if we apply rules of the forms (6) and (16) in $G_{1}$ and $G_{2}$ respectively, then we obtain a terminal string in $G_{1}$ which is also in $L(G)$. If we apply rules of the form (7) and (17), then we obtain

$$
\left(\gamma \alpha[u A v, 1], c_{2} c_{1} b_{1}[u A v, 1]^{\prime}\right) \alpha \in T \cup\left\{c_{1}\right\}, v \neq \lambda, v=b_{1} v^{\prime}, \gamma \in T^{*} .
$$

In the general case, we distinguish the following cases:
(i) $\left(S_{1}, S_{2}\right) \stackrel{*}{\Longrightarrow}\left(\gamma u[u A v, m(u, v)] \delta, \mu c_{1} v[u A v, m(u, v)]^{\prime}\right)$, where $\gamma, \delta \in T^{*}, \delta \neq$ $\lambda, \mu c_{1} \in\left\{c_{1}, c_{2}\right\}^{+},|u|=|v|$. Then the derivation will continue with

$$
\begin{array}{cl} 
& \left(\gamma u[u A v, m(u, v)] \delta, \mu c_{1} v[u A v, m(u, v)]^{\prime}\right) \\
\stackrel{(24)}{\vdash} & \left(\gamma u[u A v, m(u, v)] v[u A v, m(u, v)]^{\prime}, \mu c_{1} \delta\right) \\
\stackrel{(25)}{\vdash} & \left(\gamma u[u A v, m(u, v)] v \delta, \mu c_{1}[u A v, m(u, v)]^{\prime}\right)  \tag{25}\\
\stackrel{(26)}{\vdash} & \left(\gamma u[u A v, m(u, v)]^{\prime}, \mu c_{1}[u A v, m(u, v)] v \delta\right) \\
\stackrel{(10)++(20)}{\rightleftarrows} & \left(\gamma u c_{1}[u A v]^{\prime}, \mu c_{1} c_{2}[u A v] v \delta\right) \\
\stackrel{(27)}{\vdash} & \left(\gamma u[u A v] v \delta, \mu c_{1} c_{2} c_{1}[u A v]^{\prime}\right) .
\end{array}
$$

(ii) $\left(S_{1}, S_{2}\right) \stackrel{*}{\Longrightarrow}\left(\gamma u c_{1}^{k}[u A v, m(u, v)] \delta, \mu c_{1} v[u A v, m(u, v)]^{\prime}\right)$, where $\gamma, \delta \in T^{*}, \delta \neq$ $\lambda, \mu c_{1} \in\left\{c_{1}, c_{2}\right\}^{+},|u|<|v|, k=|v|-|u|$. In this case the derivation will continue with
(24)

$$
\left(\gamma u c_{1}^{k}[u A v, m(u, v)] v[u A v, m(u, v)]^{\prime}, \mu c_{1} \delta\right)
$$

(25)

$$
\left(\gamma u c_{1}^{k}[u A v, m(u, v)] v \delta, \mu c_{1}[u A v, m(u, v)]^{\prime}\right)
$$

$\stackrel{(27)}{\vdash}\left(\gamma u[u A v] v \delta, \mu c_{1} c_{1}^{k} c_{2} c_{1}[u A v]^{\prime}\right)$.

```
(iii) \(\left(S_{1}, S_{2}\right) \stackrel{*}{\Longrightarrow}\left(\gamma u[u A v, m(u, v)] \delta, \mu c_{1} v c_{2}^{k}[u A v, m(u, v)]^{\prime}\right)\), where \(\gamma \delta \in T^{*}, \delta \neq\) \(\lambda, \mu c_{1} \in\left\{c_{1}, c_{2}\right\}^{+},|u|>|v|, k=|u|-|v|\). Then we obtain (iii') \(v \neq \lambda\);
```

                                    \(\left(\gamma u[u A v, m(u, v)] \delta, \mu c_{1} v c_{2}^{k}[u A v, m(u, v)]^{\prime}\right)\)
    (24)
$\left(\gamma u[u A v, m(u, v)] v c_{2}^{k}[u A v, m(u, v)]^{\prime}, \mu c_{1} \delta\right)$
(25)
$\stackrel{\vdash}{\vdash} \quad\left(\gamma u[u A v, m(u, v)] v \delta, \mu c_{1} c_{2}^{k}[u A v, m(u, v)]^{\prime}\right)$
(26)
$\stackrel{\left(\gamma u[u A v, m(u, v)]^{\prime}, \mu c_{1} c_{2}^{k}[u A v, m(u, v)] v \delta\right)}{\vdash}$
$\stackrel{(10)+(20)}{\Longrightarrow}\left(\gamma u c_{1}[u A v]^{\prime}, \mu c_{1} c_{2}^{k} c_{2}[u A v] v \delta\right)$
(27)
$\stackrel{(2)}{\vdash} \quad\left(\gamma u[u A v] v \delta, \mu c_{1} c_{2}^{k+1} c_{1}[u A v]^{\prime}\right)$.

```
(iii') \(v=\lambda\);
\begin{tabular}{cl}
\(\stackrel{(26)}{\stackrel{(26)}{\vdash}}\) & \(\left(\gamma u[u A,|u|] \delta, \mu c_{1} c_{2}^{|u|}[u A,|u|]^{\prime}\right)\) \\
\(\stackrel{(10)+(20)}{\rightleftharpoons}\) & \(\left(\gamma u[u A,|u|]^{\prime}, \mu c_{1} c_{2}^{|u|}[u A,|u| \mid \delta)\right.\) \\
\(\stackrel{(27)}{\vdash}\) & \(\left(\gamma u c_{1}[u A]^{\prime}, \mu c_{1} c_{2}^{|u|} c_{2}[u A] \delta\right)\) \\
& \(\left(\gamma u[u A] \delta, \mu c_{1} c_{2}^{|u|+1} c_{1}[u A]^{\prime}\right)\).
\end{tabular}

At the end of the derivation in cases (i), (ii), (iii'), (iii") we can apply rules of forms (11) and (21) in \(G_{1}\) and \(G_{2}\) respectively. Namely, for \(\mu^{\prime} c_{1} \in\left\{c_{1}, c_{2}\right\}^{+}\), we have
\[
\left(\gamma u[u A v] v \delta, \mu^{\prime} c_{1}[u A v]^{\prime}\right) \stackrel{(11)+(21)}{\Longrightarrow}\left(\gamma u a\left[u^{\prime} B^{\prime} v^{\prime}, 1\right] v \delta, \mu^{\prime} c_{1} b\left[u^{\prime \prime} B^{\prime \prime} v^{\prime \prime}, 1\right]\right) .
\]

According to Observation 1, it is necessary that \(u^{\prime}=u^{\prime \prime}, B^{\prime}=B^{\prime \prime}, v^{\prime}=v^{\prime \prime}\). Then the derivation continues until we obtain
\[
\left(\gamma u u^{\prime} c_{1}^{k}\left[u^{\prime} B^{\prime} v^{\prime}, m\left(u^{\prime}, v^{\prime}\right)\right] v \delta, \mu^{\prime} c_{1} v^{\prime} c_{2}^{p}\left[u^{\prime} B^{\prime} v^{\prime}, m\left(u^{\prime}, v^{\prime}\right)\right]^{\prime}\right),
\]
for \(k=\delta(|v|,|u|), p=\delta(|u|,|v|)\), and the process will be repeated in one of cases (i), (ii), (iii'), (iii").

If at the end of the derivation in cases (i), (ii), (iii'), (iii") we apply the rules (12) and (21), then we obtain a terminal string.

From these explanations we obtain that \(L_{1}(\Gamma)=L_{t}(\Gamma) \subseteq L\). On the other hand, it is easy to deduce from the construction that \(L \subseteq L_{1}(\Gamma)=L_{t}(\Gamma)\). Thus, \(L=L_{1}(\Gamma)=\) \(L_{t}(\Gamma)\) and the theorem is proved.

Theorem 2. \(C F \subseteq Y S G S_{3}(R E G), Y \in\{I, T\}\).

Proof. Let \(L \subseteq T^{*}\) be a language generated by the context-free grammar \(G=\) \((N, T, S, P)\) in Greibach normal form. This means that all the rules from \(P\) are of the form \(A \rightarrow a x\) or of the form \(A \rightarrow a, a \in T, x \in(N \cup T)^{*}\).

We construct a \(S G S\) with three regular components as follows:
\[
\Gamma=\left(N^{\prime}, T^{\prime},\left(S_{1}, P_{1}\right),\left(S_{2}, P_{2}\right),\left(S_{3}, P_{3}\right), M\right),
\]
where
\[
\begin{aligned}
N^{\prime}= & \left\{S_{1}, S_{2}, S_{3}, N_{2}, N_{3}\right\} \cup \\
& \left\{\left[A a X_{1} \cdots X_{m}, X_{1} \cdots X_{i}\right] \mid A \rightarrow a X_{1} \cdots X_{m} \in P, 1 \leq i \leq m,\right. \\
& \left.m \geq 0, a \in T, X_{1}, \cdots, X_{m} \in N \cup T\right\} \cup \\
& \left\{[X],[X]^{\prime} \mid X \in N \cup T\right\} \cup \\
& \left\{\left(A a X_{1} \cdots X_{m}, X_{1} \cdots X_{i}\right) \mid A \rightarrow a X_{1} \cdots X_{m} \in P, m \geq 0, a \in T,\right. \\
& \left.X_{1}, \cdots, X_{m} \in N \cup T\right\} \cup \\
& \left\{\left[A a X_{1} \cdots X_{m}, X_{1} \cdots X_{i}\right]^{\prime} \mid A \rightarrow a X_{1} \cdots X_{m} \in P, m \geq 0, a \in T,\right. \\
& \left.X_{1}, \cdots, X_{m} \in N \cup T\right\},
\end{aligned}
\]
\[
\begin{align*}
T^{\prime}= & T \cup N \cup\left\{z_{0}, d, e\right\}, z_{0}, d, e \notin N \cup T \\
P_{1}= & \left\{S_{1} \rightarrow a \mid S \rightarrow a \in P, a \in T\right\} \cup  \tag{1}\\
& \left\{S_{1} \rightarrow a\left[S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right] \mid S \rightarrow a X_{1} \cdots X_{m} \in P, m \geq 1,\right.
\end{align*}
\]
\[
\begin{equation*}
\left.a \in T, X_{1}, \cdots, X_{m} \in N \cup T\right\} \cup \tag{2}
\end{equation*}
\]
\[
\left\{\left[A a X_{1} \cdots X_{m}, X_{1} \cdots X_{i}\right] \rightarrow X_{i}\left[\operatorname{Aa} X_{1} \cdots X_{m}, X_{1} \cdots X_{i-1}\right] \mid\right.
\]
\[
\begin{equation*}
2 \leq i \leq m\} \cup \tag{3}
\end{equation*}
\]
\(\left\{\left[A a X_{1} \cdots X_{m}, X_{1}\right] \rightarrow X_{1}\left(A a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right) \mid\right.\)
\[
\begin{equation*}
\left.A \rightarrow a X_{1} \cdots X_{m} \in P, m \geq 1, a \in T, X_{1}, \cdots, X_{m} \in N \cup T\right\} \cup \tag{4}
\end{equation*}
\] \(\left\{[X] \rightarrow b\left[X b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right] \mid X \rightarrow b Y_{1} \cdots Y_{t} \in P, t \geq 0, b \in T\right.\), \(\left.Y_{1}, \cdots, Y_{t} \in N \cup T\right\} \cup\)
\(\left\{[X] \rightarrow X\left[Y b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right]^{\prime} \mid Y \rightarrow b Y_{1} \cdots Y_{t} \in P, t \geq 0\right.\),
\(\left.b, X \in T, Y_{1}, \cdots, Y_{t} \in N \cup T\right\} \cup\)
\(\left\{[X] \rightarrow X[Y]^{\prime} \mid X, Y \in T\right\} \cup\)
\(\left\{N_{2} \rightarrow d N_{2}\right\} \cup\)
\(\left\{N_{3} \rightarrow d N_{3}\right\} \cup\)
\(\left\{[X b, \lambda] \rightarrow d\left[Y c Z_{1} \cdots Z_{l}, Z_{1} \cdots Z_{l}\right]^{\prime} \mid Y \rightarrow c Z_{1} \cdots Z_{l} \in P\right.\),
\(\left.l \geq 0, c \in T, Z_{1}, \cdots, Z_{l} \in N \cup T\right\} \cup\)
\(\left\{[X b, \lambda] \rightarrow d[Y]^{\prime} \mid X \rightarrow b \in P, Y \in T\right\}\),
\(P_{2}=\left\{S_{2} \rightarrow z_{0} N_{2}\right\} \cup\)
\(\left\{N_{2} \rightarrow d N_{2}\right\} \cup\)
\(\left\{\left(A a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right) \rightarrow d\left[X_{1}\right]^{\prime} \mid A \rightarrow a X_{1} \cdots X_{m} \in P\right.\),
\(\left.m \geq 1, a \in T, X_{1}, \cdots, X_{m} \in N \cup T, m \geq 1\right\} \cup\)
\(\{[A b, \lambda] \rightarrow[Y] \mid A \rightarrow b \in P, Y \in N \cup T\} \cup\)
\(\left\{N_{3} \rightarrow d N_{3}\right\}\),
\(P_{3}=\left\{S_{3} \rightarrow e N_{3}\right\} \cup\)
\(\left\{N_{2} \rightarrow d N_{2}\right\} \cup\)
\(\left\{N_{3} \rightarrow d N_{3}\right\} \cup\)
\(\left\{\left[A a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right]^{\prime} \rightarrow a\left[A a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right] \mid\right.\)
\(\left.A \rightarrow a X_{1} \cdots X_{m} \in P, m \geq 0, a \in T, X_{1}, \cdots, X_{m} \in N \cup T\right\} \cup\) \(\left\{[Y]^{\prime} \rightarrow e[Y] \mid Y \in T\right\}\),
\[
\begin{align*}
& M=\left\{a \# d^{k}\left[A b X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right]^{\prime} \$ \lambda \# N_{2} \mid A \rightarrow b X_{1} \cdots X_{m} \in P\right. \\
&m \geq 0, a, b \in T, k=0,1\} \cup  \tag{22}\\
&\left\{\lambda \# d N_{2} \$ a \#\left[A a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right] \mid A \rightarrow a X_{1} \cdots X_{m} \in P\right. \\
&m \geq 0, a \in T\} \cup  \tag{23}\\
&\left\{\alpha \# d^{k} N_{2} \$ e \# N_{3} \mid \alpha \in\left\{z_{0}\right\} \cup N \cup T,\right. \\
&2 \leq k \leq \max \{|\alpha|-1 \mid A \rightarrow \alpha \in P\}+2\} \cup  \tag{24}\\
&\left\{a \# X_{m} \cdots X_{1}\left(A a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right) \$ \beta \# N_{2} \mid A \rightarrow a X_{1} \cdots X_{m}\right. \\
&\left.\in P, m \geq 1, \beta \in\left\{z_{0}\right\} \cup N \cup T\right\} \cup  \tag{25}\\
&\left\{\lambda \# X d^{k}[X] \$ \lambda \# N_{3} \mid X \in N \cup T, k=1,2\right\} \cup  \tag{26}\\
&\left\{a \# d^{2} N_{2} \$ \#[X] \mid X \in N \cup T, a \in T\right\} \cup  \tag{27}\\
&\left\{\lambda \# X d^{k}\left[X b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right]^{\prime} \$ \# N_{3} \mid X \rightarrow b Y_{1} \cdots Y_{t} \in P,\right. \\
&t \geq 0, b \in T, k=1,2\} \cup  \tag{28}\\
&\left\{a \# d N_{3} \$ e \#\left[X b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right] \mid X \rightarrow b Y_{1} \cdots Y_{t} \in P,\right. \\
&t \geq 0, b \in T\} \cup  \tag{29}\\
&\left\{a \#[Y]^{\prime} \$ \lambda \# N_{2} \mid a, Y \in T\right\} \cup  \tag{30}\\
&\left\{\beta \# d^{k} N_{3} \$ e \alpha \# N_{2} \mid \beta \in\left\{z_{0}\right\} \cup N \cup T, k \geq 0, \alpha=d^{m},\right. \\
&0 \leq m \leq \max \{|\alpha| \mid A \rightarrow a \alpha \in P, a \in T\}+4\} \cup  \tag{31}\\
&\left\{a \# d N_{3} \$ \lambda \#[Y] \mid a, Y \in T\right\} \cup  \tag{32}\\
&\left\{z_{0} \#\left[S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right]^{\prime} \$ \lambda \# N_{3} \mid S \rightarrow a X_{1} \cdots X_{m} \in P\right\} \cup  \tag{33}\\
&\left\{a \#\left[A b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right]^{\prime \$ z_{0} d N_{2} \# \lambda \mid A \rightarrow b Y_{1} \cdots Y_{t} \in P, t \geq 0}\right. \\
&a, b \in T\} \cup  \tag{34}\\
&\left\{a \#[Y]^{\prime} \$ z_{0} d N_{2} \# \lambda \mid a, Y \in T\right\} \cup  \tag{35}\\
&\left\{z_{0} \# d^{m} N_{2} \$ e \# N_{3} \mid 1 \leq m \leq \max \{|\alpha|-1 \mid A \rightarrow \alpha \in P\}\right\} . \tag{36}
\end{align*}
\]

Let us examine a derivation in \(\Gamma\). We have the following cases:
(i) \(\left(S_{1}, S_{2}, S_{3}\right) \Longrightarrow\left(a, z_{0} N_{2}, e N_{3}\right)\) and the derivation is stopped, \(a \in L_{\alpha}(\Gamma), \alpha \in\) \(\{1, t\}\).
(ii)
\[
\begin{array}{cl} 
& \left(S_{1}, S_{2}, S_{3}\right) \Longrightarrow\left(\left[S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right], z_{0} N_{2}, e N_{3}\right)(*) \\
\stackrel{m}{\Rightarrow} & \left(a X_{m} \cdots X_{1}\left(S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right), z_{0} d^{m} N_{2}, e^{m+1} N_{3}\right) \\
\stackrel{(36)}{\vdash} & \left(a X_{m} \cdots X_{1}\left(S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right), z_{0} N_{3}, e^{m+1} d^{m} N_{2}\right) \\
\stackrel{(25)}{\vdash} & \left(a N_{2}, z_{0} N_{3}, e^{m+1} d^{m} X_{m} \cdots X_{1}\left(S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right)\right)
\end{array}
\]
and now the derivation is blocked. If, instead of rule (25) we apply the splicing rule (31) we obtain
\[
\begin{array}{ll}
\stackrel{(31)}{\vdash} & \left(a X_{m} \cdots X_{1}\left(S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right), z_{0} N_{2}, e^{m+1} d^{m} N_{3}\right) \\
\stackrel{(25)}{\vdash} & \left(a N_{2}, X_{m} \cdots X_{1}\left(S a X_{1} \cdots X_{m}, X_{1} \cdots X_{m}\right), e^{m+1} d^{m} N_{3}\right) \\
\Rightarrow & \left(a d N_{2}, z_{0} X_{m} \cdots X_{1} d\left[X_{1}\right]^{\prime}, \cdots e N_{3}\right) \quad(* *) \\
\stackrel{(26)}{\lessgtr} & \left(a d N_{2}, z_{0} X_{m} \cdots X_{2} N_{3}, \cdots e X_{1} d\left[X_{1}\right]^{\prime}\right) \\
\Longrightarrow \Rightarrow & \left(a d^{2} N_{2}, z_{0} X_{m} \cdots X_{2} d N_{3}, \cdots e X_{1} d e\left[X_{1}\right]\right) \\
\stackrel{(27)}{\vdash} & \left.\left(a\left[X_{1}\right], z_{0} X_{m} \cdots X_{2} d N_{3}, \cdots e X_{1} d e d^{2} N_{2}\right]\right)
\end{array}
\]
\[
\left.\stackrel{(31)}{\vdash} \quad\left(a\left[X_{1}\right], z_{0} X_{m} \cdots X_{2} N_{2}, \cdots d^{3} N_{3}\right]\right) . \quad(* * *)
\]

In order to simplify the proof, we denote \(G_{i}=\left(N^{\prime}, T^{\prime}, S_{i}, P_{i}\right), i=1,2,3\).
The point \(\left({ }^{* *}\right)\) of the above derivation is characterized by the following fact. We started to simulate the rule \(S \rightarrow a X_{1} \cdots X_{m} \in P, m \geq 1\). The symbol \(a\), followed by some nonterminal, is generated in \(G_{1}\). In \(G_{2}\) we keep the string \(X_{1} \cdots X_{m}\) in inverse order. \(G_{2}\) works like a stack. Then, the symbol of the top of the stack, i.e. \(X_{1}\), is processed. If \(X_{1} \in N\), then we have the case (iii). Otherwise, we have the other two cases. We notice that, after the application the splicing rule (26) in point ( \({ }^{* *}\) ), \(X_{1}\) was removed from the stack, i.e. \(X_{1}\) does not appear in \(G_{2}\) from now on.

We begin in this way in \(\Gamma\) a simulation of a leftmost derivation in \(G\).
(iii) We continue the derivation in point \(\left({ }^{* * *}\right)\) in the following way:
\[
\stackrel{(5)+(13)+(19)}{\Longrightarrow}\left(a b\left[X_{1} b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right], z_{0} X_{m} \cdots X_{2} d N_{2}, \cdots e N_{3}\right),
\]
and, if \(t \geq 1\), the derivation will continue as in the point \(\left(^{*}\right)\). If \(t=0\), then we will continue by:
\[
\begin{array}{rcc}
\stackrel{(5)+(13)+(19)}{\Longrightarrow} & \left(a b\left[X_{1} b, \lambda\right], z_{0} X_{m} \cdots X_{2} d N_{2}, \cdots e N_{3}\right) \\
\stackrel{(10)+(13)}{\Longrightarrow}+\left({ }^{(19)}\right) & \left(a b d\left[Y c Z_{1} \cdots Z_{l}, Z_{1} \cdots Z_{l}\right]^{\prime}, z_{0} X_{m} \cdots X_{2} d N_{2}, \cdots e N_{3}\right) \\
& \stackrel{(22)}{\vdash} & \left(a b N_{2}, z_{0} X_{m} \cdots X_{2} d^{2}\left[Y c Z_{1} \cdots Z_{i}, Z_{1} \cdots Z_{l}\right]^{\prime}, \cdots e N_{3}\right) .
\end{array}
\]

Now, the derivation can continue if and only if \(X_{2}=Y\). Thus:
\[
\begin{array}{cl}
\stackrel{(28)}{\vdash} & \left(a b N_{2}, z_{0} X_{m} \cdots X_{3} N_{3}, \cdots e d^{2}\left[Y c Z_{1} \cdots Z_{l}, Z_{1} \cdots Z_{l}\right]^{\prime}\right) \\
\stackrel{(8)+(16)+(20)}{\rightleftharpoons} & \left(a b d N_{2}, z_{0} X_{m} \cdots X_{3} d N_{3}, \cdots e d^{2} c\left[Y c Z_{1} \cdots Z_{l}, Z_{1} \cdots Z_{l}\right]\right) \\
\stackrel{(23)}{\vdash} & \left(a b c\left[Y c Z_{1} \cdots Z_{l}, Z_{1} \cdots Z_{l}\right], z_{0} X_{m} \cdots X_{3} d N_{3}, \cdots e d^{3} N_{2}\right) \\
\stackrel{(31)}{\vdash} & \left(a b c\left[Y c Z_{1} \cdots Z_{l}, Z_{1} \cdots Z_{l}\right], z_{0} X_{m} \cdots X_{3} N_{2}, \cdots e d^{4} N_{3}\right) .
\end{array}
\]

The derivation will continue as in point (*).
(iv) Another way to continue the derivation in point \(\left({ }^{* * *}\right)\) is, for \(X_{1} \in T\) :
\[
\begin{align*}
\stackrel{(6)+(13)+(19)}{\Rightarrow} & \left(a X_{1}\left[Y b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right]^{\prime}, z_{0} X_{m} \cdots X_{2} d N_{2}, \cdots e N_{3}\right) \\
& \stackrel{(22)}{\vdash} \\
& \left(a X_{1} N_{2}, z_{0} X_{m} \cdots X_{2} d\left[Y b Y_{1} \cdots Y_{t}, Y_{1} \cdots Y_{t}\right]^{\prime}, \cdots e N_{3}\right)
\end{align*}
\]
and now we have a case similar to the one in \(\left({ }^{* * * *}\right)\).
(v) For \(X_{1} \in T\), we apply in \(G_{1}\), in point \(\left({ }^{* * *}\right)\), the rule \(\left[X_{1}\right] \rightarrow[Y]^{\prime}, Y \in T\). We obtain:
\[
\begin{align*}
\stackrel{(7)+(13)+(19)}{\Longrightarrow} & \left(a X_{1}[Y]^{\prime}, z_{0} X_{m} \cdots X_{2} d N_{2}, \cdots e N_{3}\right)  \tag{c}\\
\stackrel{(30)}{\vdash} & \left(a X N_{2}, z_{0} X_{m} \cdots X_{2} d[Y]^{\prime}, \cdots e N_{3}\right) .
\end{align*}
\]

The derivation can continue if and only if \(X_{2}=Y\). This is the case when both \(X_{1}, X_{2}\) are terminal symbols and they must appear in \(G_{1}\) and must be removed from \(G_{2}\) (the stack). Thus, we have:
\[
\begin{array}{cl}
\stackrel{(26)}{\vdash} & \left(a X_{1} N_{2}, z_{0} X_{m} \cdots X_{3} N_{3}, \cdots X_{2} d\left[X_{2}\right]^{\prime}\right) \\
\stackrel{(8)+(16)+(21)}{\Rightarrow} & \left(a X_{1} d N_{2}, z_{0} X_{m} \cdots X_{3} d N_{3}, \cdots X_{2} d e\left[X_{2}\right]\right) \\
\stackrel{(32)}{\vdash} & \left.\left(a X_{1}\left[X_{2}\right], z_{0} X_{m} \cdots X_{3} d N_{3}, \cdots \cdots e X_{2} d e d N_{2}\right]\right) \\
\stackrel{(31)}{\vdash} & \left.\left(a X_{1}\left[X_{2}\right], z_{0} X_{m} \cdots X_{3} N_{2}, \cdots e d^{2} N_{3}\right]\right),
\end{array}
\]
and now the derivation continues as in case \(\left({ }^{* * *}\right)\).
The examined derivation can be successfully stopped in the points (a), (b), (b') or (c), when the splicing rules (33) (for the first case), (34) (for the follwing two cases) and (35) (for the last case ) are applied, respectively. The rules (33), (34), (35) can be applied only when in \(G_{2}\) there is the string \(z_{0} d N_{2}\). This means that 'the stack is empty'. Then, the nonterminal which appears on the right end of the string in \(G_{1}\) is removed. The terminal string from \(G_{1}\) is now in \(L_{1}(\Gamma)\) and also in \(L_{t}(\Gamma)\).

Now, if we follow the examined derivation in \(\Gamma,\left(S_{1}, S_{2}, S_{3}\right) \stackrel{*}{\Longrightarrow}(w, \alpha, \beta), w \in T^{*}\), we can observe that we have simulated in \(\Gamma\) a leftmost derivation for \(w\) in \(G\). Hence, \(w \in L(G)\) and thus \(L_{1}(\Gamma)=L_{t}(\Gamma) \subseteq L(G)\). On the other hand, from the construction of \(\Gamma\) it follows that \(L(G) \subseteq L_{1}(\Gamma)=L_{t}(\Gamma)\). The theorem is proved.

Theorem 3. \(R E=Y S G S_{4}(R L), Y \in\{I, T\}\).
Proof. Let \(L \subseteq T^{*}\) be a recursively enumerable language generated by a phrase-structure grammar \(G=(\{S, A, B, C\}, T, S, P)\) in Geffert normal form. This means that \(P\) contains rules of the from \(S \rightarrow x\) and a single extra rule \(A B C \rightarrow \lambda\).

We construct a \(S G S\) with four right linear components as follows:
\[
\Gamma=\left(N^{\prime}, T^{\prime},\left(S_{1}, P_{1}\right),\left(S_{2}, P_{2}\right),\left(S_{3}, P_{3}\right),\left(S_{4}, P_{4}\right), M\right)
\]
where
\[
\begin{align*}
N^{\prime}= & \left\{S_{1}, S_{2}, S_{3}, S_{4}, N_{2}, N_{3}\right\} \cup \\
& \left\{\left[S \rightarrow\left[Y_{1} \cdots Y_{t}, \alpha\right],\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right]^{\prime}, \mid S \rightarrow Y_{1} \cdots Y_{t} \in P, t \geq 1,\right.\right. \\
& \alpha \in\left\{\mu_{1}, \mu_{2}, \nu, \tau, \epsilon\right\} \cup \\
& \left\{[Y, \alpha],[Y, \alpha]^{\prime} \mid Y \in T \cup\{A, B, C\}, \alpha \in\left\{\mu_{1}, \mu_{2}, \nu, \tau, \epsilon\right\},\right. \\
T^{\prime}= & T \cup\{A, B, C\} \cup\left\{z_{0}, z_{1}, e, f\right\}, z_{0}, z_{1}, e, f \notin N \cup T, \\
P_{1}= & \left\{S_{1} \rightarrow z_{1} N_{2}, N_{2} \rightarrow N_{2}, N_{3} \rightarrow N_{3}, S_{4} \rightarrow S_{4}\right\} \cup  \tag{1}\\
& \left\{[Y, \alpha]^{\prime} \rightarrow[Y, \alpha] \mid Y \in T, \alpha \in\{\nu, \tau\}\right\} \cup  \tag{2}\\
& \left\{\left[Y, \mu_{1}\right]^{\prime} \rightarrow\left[Y, \mu_{1}\right] \mid Y \in\{A, B, C\}\right\},  \tag{3}\\
P_{2}= & \left\{S_{2} \rightarrow z_{0} X_{m} \cdots X_{1}\left[S \rightarrow Y_{1} \cdots Y_{t}, \mu_{1}\right]^{\prime} \mid S \rightarrow X_{1} \cdots X_{m},\right. \\
& \left.S \rightarrow Y_{1} \cdots Y_{t} \in P\right\} \cup  \tag{4}\\
& \left\{S_{2} \rightarrow z_{0} X_{m} \cdots X_{1}\left[A, \mu_{1}\right]^{\prime} \mid S \rightarrow X_{1} \cdots X_{m} \in P\right\} \cup  \tag{5}\\
& \left\{S_{2} \rightarrow z_{0} X_{m} \cdots X_{1}\left[Y, \mu_{2}\right]^{\prime} \mid S \rightarrow X_{1} \cdots X_{m} \in P, Y \in T\right\} \cup  \tag{6}\\
& \left\{N_{2} \rightarrow N_{2}, N_{3} \rightarrow N_{3}\right\} \cup  \tag{7}\\
& \left\{S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right] \rightarrow Y_{t} \cdots Y_{1}\left[S \rightarrow Z_{1} \cdots Z_{l}, \alpha\right]^{\prime} \mid S \rightarrow Y_{1} \cdots Y_{t},
\end{align*}
\]
\[
\begin{align*}
& \left.S \rightarrow Z_{1} \cdots Z_{l} \in P, \alpha \in\left\{\nu, \tau, \mu_{1}\right\}\right\} \cup  \tag{8}\\
& \left\{\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right] \rightarrow Y_{t} \cdots Y_{1}[Y, \beta]^{\prime} \mid S \rightarrow Y_{1} \cdots Y_{t} \in P, Y \in T U\right. \\
& \{A, B, C\}, \alpha \in\left\{\nu, \tau, \mu_{1}\right\}, \beta=\left\{\begin{array}{cl}
\mu_{1}, & \text { if } \alpha=\mu_{1}, Y \in\{A, B, C\} \\
\tau, & \text { if } \alpha=\tau, Y \in T \\
\nu, & \text { if } \alpha=\tau, Y=A \\
\nu, & \text { if } \alpha=\nu, Y \in\{A, B, C\} \\
\epsilon, & \text { otherwise }
\end{array}\right\} \cup  \tag{9}\\
& \left\{[Y, \alpha] \rightarrow\left[S \rightarrow X_{1} \cdots X_{m}, \alpha\right]^{\prime} \mid Y \in T \cup\{A, B, C\},\right. \\
& \left.S \rightarrow X_{1} \cdots X_{m} \in P, \alpha \in\left\{\mu_{1}, \nu, \tau\right\}\right\} \cup  \tag{10}\\
& \left\{[Y, \alpha] \rightarrow[Z, \beta]^{\prime} \mid Y, Z \in T \cup\{A, B, C\}, \alpha \in\left\{\mu_{1}, \mu_{2}, \nu, \tau\right\},\right. \\
& \beta=\left\{\begin{array}{ll}
\mu_{1}, & \text { if } \alpha=\mu_{1}, Z \in\{A, B, C\} \\
\mu_{2}, & \text { if } \alpha=\mu_{1}, Z \in T \\
\tau, & \text { if } \alpha=\tau, Z \in T \\
\nu, & \text { if } \alpha=\tau, Z=A \\
\nu, & \text { if } \alpha=\nu, Z \in\{A, B, C\} \\
\epsilon, & \text { otherwise }
\end{array}\right\},  \tag{11}\\
& P_{3}=\left\{S_{3} \rightarrow e N_{3}, N_{3} \rightarrow e N_{3}\right\} \cup  \tag{12}\\
& \left\{\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right]^{\prime} \rightarrow e\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right] \mid S \rightarrow Y_{1} \cdots Y_{t} \in P,\right. \\
& \left.\alpha \in\left\{\nu, \tau, \mu_{1}\right\}\right\} \cup  \tag{13}\\
& \left\{[C, \nu]^{\prime} \rightarrow e[C, \tau]\right\},  \tag{14}\\
& P_{4}=\left\{S_{4} \rightarrow f S_{4}\right\} \cup  \tag{15}\\
& \left\{\left[C, \mu_{1}\right]^{\prime} \rightarrow f\left[C, \mu_{1}\right]\right\} \cup  \tag{16}\\
& \left\{\left[a, \mu_{2}\right]^{\prime} \rightarrow[a, \tau] \mid a \in T\right\} \cup  \tag{17}\\
& \left\{[C, \nu]^{\prime} \rightarrow f[C, \nu]\right\},  \tag{18}\\
& M=\left\{\lambda \# S\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right]^{\prime} S e \# N_{3} \mid S \rightarrow Y_{1} \cdots Y_{t} \in P,\right. \\
& \left.\alpha \in\left\{\tau, \nu, \mu_{1}\right\}\right\} \cup  \tag{19}\\
& \left\{\lambda \# N_{3} \$ e \#\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right] \mid S \rightarrow Y_{1} \cdots Y_{t} \in P, \alpha \in\left\{\tau, \nu, \mu_{1}\right\}\right\} \cup  \tag{20}\\
& \left\{\lambda \# N_{2} \$ \lambda \# Y[Y, \alpha]^{\prime} \mid Y \in T \cup\{A, B, C\}, \alpha \in\left\{\tau, \nu, \mu_{1}, \mu_{2}\right\}\right\} \cup  \tag{21}\\
& \left\{Y \#[Y, \alpha] \$ \lambda \# N_{2} \mid \text { either } Y \in T, \alpha \in\{\tau, \nu\}\right. \text {, } \\
& \text { or } \left.Y \in\{A, B\}, \alpha=\mu_{1}\right\} \cup  \tag{22}\\
& \left\{a \# A B C[C, \nu]^{\prime} \$ e \# N_{3} \mid a \in T\right\} \cup  \tag{23}\\
& \left\{Z \# A B C[C, \nu]^{\prime} \$ f \# S_{4} \mid Z \in\{A, B, C\}\right\} \cup  \tag{24}\\
& \left\{\lambda \# N_{2} \$ f A B C \#[C, \nu]\right\} \cup  \tag{25}\\
& \left\{\lambda \# S_{4} \$ f A B C \# N_{2}\right\} \cup  \tag{26}\\
& \left\{\lambda \# N_{2} \$ e \#[C, \tau]\right\} \cup  \tag{27}\\
& \left\{\lambda \# N_{3} \$ e \# N_{2}\right\} \cup  \tag{28}\\
& \left\{\lambda \# N_{2} \$ z_{0}\left[S \rightarrow Y_{1} \cdots Y_{t}, \tau\right]^{\prime} \# \lambda \mid S \rightarrow Y_{1} \cdots Y_{t} \in P\right\} \cup  \tag{29}\\
& \left\{\lambda \# N_{2} \$ z_{0}[Y, \tau]^{\prime} \# \lambda \mid Y \in T\right\} \cup  \tag{30}\\
& \left\{Z \# A B C\left[C, \mu_{1}\right]^{\prime \$} \$ \# S_{4} \mid Z \in\left\{A, B, C, z_{1}\right\}\right\} \cup  \tag{31}\\
& \left\{\lambda \# N_{2} \$ f A B C \#\left[C, \mu_{1}\right]\right\} \cup  \tag{32}\\
& \left.\left\{\lambda \# z_{1} a\left[a, \mu_{2}\right]^{\prime} \$ f \# S_{4} \mid a \in T\right\}\right\} \cup  \tag{33}\\
& \left\{\lambda \# N_{2} \& f z_{1} a \#[a, \tau] \mid a \in T\right\} \cup  \tag{34}\\
& \left\{\lambda \# S_{4} \$ f z_{1} \# a N_{2} \mid a \in T\right\} \text {. } \tag{35}
\end{align*}
\]

Let us denote \(G_{i}=\left(N^{\prime}, T^{\prime}, S_{i}, P_{i}\right), i=1,2,3,4\).
The idea of this construction is the following. First, we notice that for every \(w \in L(G)\) there is a derivation which has two parts. In the first part we use only rules of the form \(S \rightarrow x\). In the last part we use only the rule \(A B C \rightarrow \lambda\), as long as it
is necessary. Moreover, we can consider the first part of this derivation as a leftmost derivation, because we use only context-free rules. Let
\[
S \Longrightarrow^{*} \gamma \Longrightarrow \Longrightarrow^{*} w, \gamma \in(T \cup\{A, B, C\})^{*}, w \in T^{*},
\]
be a derivation in \(G\) such that the derivation \(S \Longrightarrow \Longrightarrow^{*} \gamma\) is a leftmost derivation, where only rules \(S \rightarrow x\) were applied, and in the derivation \(\gamma \Longrightarrow^{*} w\) only rule \(A B C \rightarrow \lambda\) is applied.

Now, we try to simulate in \(\Gamma\) the mentioned leftmost derivation with the help of a stack. In the first component of \(\Gamma\) we obtain the terminal strings (which are prefixes of the terminal strings from \(L(G)\) when the derivation is succesful), followed by a string over \(\{A, B, C\}\). \(G_{2}\) plays the role of the stack, \(G_{3}\) and \(G_{4}\) are used for removing some parasitic strings. Whenever a symbol \(X \in T \cup\{A, B, C\}\) is obtained in the top of the stack (i.e. in \(G_{2}\) ), it is transferred to the first component of the system, by using a splicing rule. In order to distinguish whether or not \(X \in T\) or \(X \in\{A, B, C\}\), all nonterminals from \(\Gamma\) are of the form \(\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right],\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right]^{\prime},[Y, \alpha],[Y, \alpha]^{\prime}\), where \(S \rightarrow Y_{1} \cdots Y_{t} \in P, \alpha \in\left\{\mu_{1}, \mu_{2}, \nu, \tau, \epsilon\right\}, Y \in T \cup\{A, B, C\}\). ( \(\nu\) stands for a nonterminal symbol, \(\tau\) indicates for a terminal symbol, and \(\epsilon\) indicates for error; the significance of \(\mu_{1}, \mu_{2}\) will be explained later.) If \(\alpha=\tau(\nu)\), this means that the last transferred symbol in \(G_{1}\) was a terminal (nonterminal, respectively) symbol. When \(\alpha=\nu\) and the last four symbols from \(G_{1}\) are \(Z A B C, Z \in\{A, B, C\}\), the substring \(A B C\) is transferred from \(G_{1}\) to \(G_{4}\) with the help of a splicing rule, and \(\alpha\) remains unchanged. When the last symbols from \(G_{1}\) are of the form \(a A B C, a \in T\), then \(A B C\) is transferred to \(G_{3}\) and \(\alpha\) becomes \(\tau\). There is a problem when \(\gamma=\gamma_{1} \gamma_{2}\), where \(\gamma_{1} \in\{A, B, C\}^{+}\). Then no terminal symbol is in \(G_{1}\) before \(\gamma_{1}\), and we cannot distinguish between the two cases mentioned above.

Then, in order to solve this problem, at the first step of any derivation, the symbol \(z_{1} \notin T\) is introduced in \(G_{1}\) and, moreover, initially \(\alpha=\mu_{1}\). As long as a symbol from \(\{A, B, C\}\) is transferred from \(G_{2}\) to \(G_{1}, \alpha\) remains unchanged. When a terminal symbol is obtained in the top of the stack (i.e. in \(G_{2}\) ), \(\alpha\) becomes \(\mu_{2}\). In this situation, we verify that no symbol \(A, B\) or \(C\) is now in \(G_{1}\), with the help of the splicing rule (33): \(\lambda \# z_{1} a\left[a, \mu_{2}\right]^{\prime} \$ f \# S_{4}, a \in T\). Then \(\alpha\) becomes \(\tau\).

In the other cases, unmentioned above, \(\alpha\) becomes \(\epsilon\), showing an error case. For example, if \(\alpha\) is \(\nu\) (which means that the last generated symbol in \(G_{1}\) is \(A, B\) or \(C\) ) and then a terminal string (from \(T\) ) is in the top of the stack, this string should be transferred to \(G_{1}\) and thus a parasitic string, over \(\{A, B, C\}\), cannot be removed from the string generated in \(G_{1}\) until this moment. Then the derivation is blocked.

Let us examine in some detail a derivation in \(\Gamma\).
The first step of any derivation can be:
a.)
\[
\begin{array}{cl} 
& \left(S_{1}, S_{2}, S_{3}, S_{4}\right) \Longrightarrow\left(z_{1} N_{2}, z_{0} X_{m} \cdots X_{1}\left[Y, \mu_{2}\right]^{\prime}, e N_{3}, f S_{4}\right) \\
\stackrel{(21)}{\vdash} & \left(z_{1} Y\left[Y, \mu_{2}\right]^{\prime}, z_{0} X_{m} \cdots X_{2} N_{2}, e N_{3}, f S_{4}\right)  \tag{21}\\
\stackrel{(33)}{\vdash} & \left(S_{4}, z_{0} X_{m} \cdots X_{2} N_{2}, e N_{3}, f z_{1} Y\left[Y, \mu_{2}\right]^{\prime}\right) \\
\underset{(34)}{\Rightarrow} & \left(S_{4}, z_{0} X_{m} \cdots X_{2} N_{2}, e e N_{3}, f z_{1} Y[Y, \tau]\right) \\
\stackrel{ }{\vdash} & \left(S_{4}, z_{0} X_{m} \cdots X_{2}[Y, \tau], e e N_{3}, f z_{1} Y N_{2}\right)
\end{array}
\]
(35)
\[
\left(Y N_{2}, z_{0} X_{m} \cdots X_{2}[Y, \tau], e e N_{3}, f z_{1} S_{4}\right) .
\]
b)
\[
\begin{array}{ll} 
& \left(S_{1}, S_{2}, S_{3}, S_{4}\right) \Longrightarrow\left(z_{1} N_{2}, z_{0} X_{m} \cdots X_{1}\left[S \rightarrow Y_{1} \cdots Y_{t}, \mu_{1}\right]^{\prime}, e N_{3}, f S_{4}\right) \\
\stackrel{(19)}{\vdash} & \left(z_{1} N_{2}, z_{0} X_{m} \cdots X_{2} N_{3}, e S\left[S \rightarrow Y_{1} \cdots Y_{t}, \mu_{1}\right]^{\prime}, f S_{4}\right) \\
\Rightarrow & \left(z_{1} N_{2}, z_{0} X_{m} \cdots X_{2} N_{3}, e S e\left[S \rightarrow Y_{1} \cdots Y_{t}, \mu_{1}\right], f^{2} S_{4}\right) \\
\stackrel{(20)}{\vdash} & \left(z_{1} N_{2}, z_{0} X_{m} \cdots X_{2}\left[S \rightarrow Y_{1} \cdots Y_{t}, \mu_{1}\right], e S e N_{3}, f^{2} S_{4}\right) .
\end{array}
\]

If rule (8) is applied in \(G_{2}\), then we can continue in the same way, but if rule \((9)\) is applied in \(G_{2}\), we continue as at the end of the next case.
c)
\[
\begin{array}{ll} 
& \left(S_{1}, S_{2}, S_{3}, S_{4}\right) \Longrightarrow\left(z_{1} N_{2}, z_{0} X_{m} \cdots X_{1}\left[A, \mu_{1}\right]^{\prime}, e N_{3}, f S_{4}\right) \\
\stackrel{(21)}{\vdash} & \left(z_{1} A\left[A, \mu_{1}\right]^{\prime}, z_{0} X_{m} \cdots X_{2} N_{2}, e N_{3}, f S_{4}\right) \\
\stackrel{(22)}{\rightleftharpoons} & \left(z_{1} A\left[A, \mu_{1}\right], z_{0} X_{m} \cdots X_{2} N_{2}, e^{2} N_{3}, f^{2} S_{4}\right) \\
\stackrel{(2)}{\vdash} & \left(z_{1} A N_{2}, z_{0} X_{m} \cdots X_{2}\left[A, \mu_{1}\right], e^{2} N_{3}, f^{2} S_{4}\right) . \tag{22}
\end{array}
\]

As long as the symbols \(A, B, C\) are generated in \(G_{2}\), they are transferred to \(G_{1}\) with rule (21). When \(Z A B C, Z \in\left\{A, B, C, z_{1}\right\}\), are the last symbols from \(G_{1}\), then the splicing rule (31) is applied and \(A B C\) is removed from \(G_{1}\). Now, if rule (34) cannot be applied, this means that a string \(\gamma \in\{A, B, C\}\) was generated in \(G_{1}\) from now in such a way that \(A B C \rightarrow \lambda\) cannot be applied in \(G\). Otherwise, after the application of the rule (33), we apply in \(G_{2}\) the rule (11) for \(\alpha=\mu_{1}\), and \(\alpha\) becomes \(\mu_{2}\). Moreover, the rightmost symbol of the string from \(G_{1}\) is a terminal one.

After an arbitrary number of steps, assume that we have obtained the configuration
\[
\left(S_{1}, S_{2}, S_{3}, S_{4}\right) \stackrel{*}{\Longrightarrow}\left(a_{1} \ldots a_{k} N_{2}, z_{0} Z_{1} \cdots Z_{p} V, \ldots e N_{3}, \cdots S_{4}\right), \quad(* *)
\]
where \(a_{1}, \ldots, a_{k} \in T, k \geq 1, Z_{1}, \ldots, Z_{p} \in N \cup T, p \geq 0, V=\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right]\) or \(V=[Y, \alpha], S \rightarrow Y_{1} \cdots Y_{t} \in P, \alpha \in\{\tau, \nu\}, Y \in T \cup\{A, B, C\}\).

Suppose that \(V=\left[S \rightarrow Y_{1} \cdots Y_{t}, \alpha\right]\). We have the following cases:
(i) \(p \geq 1\), in \(G_{2}\) we apply the rule (8):
\[
\left.\Longrightarrow\left(a_{1} \ldots a_{k} N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{1}\left[S \rightarrow Z_{1} \cdots Z_{l}, \alpha\right]^{\prime}, \ldots e N_{3}, \cdots S_{4}\right)\right)
\]

Then, for \(Y_{1} \neq S\), the derivation is blocked. But, if \(Y_{1}=S\), we obtain
\[
\left.\left.\begin{array}{c}
\stackrel{(19)}{\vdash} \\
\stackrel{(20)}{\Rightarrow} \\
\stackrel{(20)}{\vdash} \\
\stackrel{\left.\left(a_{1} \ldots a_{k} N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{1} N_{3}, \ldots S\left[S \rightarrow Z_{1} \cdots Z_{l}, \alpha\right]^{\prime}, \cdots S_{4}\right)\right)}{ }\left(a_{1} \ldots a_{k} N_{0} N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{1} N_{3}, \ldots S\left[S \rightarrow Z_{1} Y_{t} \ldots Y_{2}\left[S \rightarrow Z_{l} \cdots Z_{l}, \alpha\right], \cdots f S_{4}\right)\right. \\
\\
\hline
\end{array}, \alpha\right], \ldots e N_{3}, \cdots f S_{4}\right) .
\]

Now, we have a similar case as in point \(\left({ }^{* *}\right)\).
(ii) \(p \geq 1\), in \(G_{2}\) we apply the rule (9):
\[
\Longrightarrow\left(a_{1} \ldots a_{k} N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{1}[Y, \beta]^{\prime}, \ldots e N_{3}, \cdots S_{4}\right), Y \in T
\]

If \(Y_{1} \neq Y\), then the derivation is blocked. Otherwise, the splicing rule (21) is applied:
\[
\stackrel{(21)}{\vdash}\left(a_{1} \ldots a_{k} Y[Y, \beta]^{\prime}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e N_{3}, \cdots S_{4}\right) . \quad(* * *)
\]

For \(\beta \neq A B C\), we apply the rule (2) in \(G_{1}\) :
\[
\begin{gathered}
\underset{(22)}{\Rightarrow} \\
\stackrel{\left(a_{1} \ldots a_{k} Y[Y, \beta], z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e N_{3}, \cdots f S_{4}\right)}{\vdash}\left(a_{1} \ldots a_{k} Y N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2}[Y, \beta], \ldots e N_{3}, \cdots f S_{4}\right),
\end{gathered}
\]
and now the derivation is in a similar case as in (**) (we will continue by applying one of the rules (10) or (11) in \(G_{2}\) ).
(iii) In point \(\left({ }^{* * *}\right)\) we have \(Y=C, \beta=\nu, a_{k-1}=A, a_{k}=B, a_{k-2} \in T\). Then we will continue by
\[
\begin{array}{cl} 
& \left(a_{1} \ldots a_{k-2} A B C[C, \nu]^{\prime}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e N_{3}, \cdots S_{4}\right) \\
\stackrel{(23)}{\vdash} & \left(a_{1} \ldots a_{k-2} N_{3}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e A B C[C, \nu]^{\prime}, \cdots S_{4}\right) \\
\stackrel{(27)}{\lessgtr} & \left(a_{1} \ldots a_{k-2} N_{3}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e A B C e[C, \tau], \cdots f S_{4}\right) \\
\stackrel{(28)}{\vdash} & \left(a_{1} \ldots a_{k-2} N_{3}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2}[C, \tau], \ldots e N_{2}, \cdots f S_{4}\right) \\
& \left(a_{1} \ldots a_{k-2} N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2}[C, \tau], \ldots e N_{3}, \ldots f S_{4}\right)
\end{array}
\]
and again we are in a similar situation as in (**).
(iv) In point \(\left({ }^{* * *}\right)\) we have \(Y=C, \beta=\nu, a_{k-1}=A, a_{k}=B, a_{k-2} \in\{A, B, C\}\). Then we will continue by
\begin{tabular}{cl} 
& \(\left(a_{1} \ldots a_{k-2} A B C[C, \nu]^{\prime}, z_{0} Z_{1} \ldots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e N_{3}, \cdots S_{4}\right)\) \\
\(\stackrel{(24)}{\vdash}\) & \(\left(a_{1} \ldots a_{k-2} S_{4}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e N_{3}, \cdots A B C[C, \nu]^{\prime}\right)\) \\
\(\stackrel{(25)}{\rightleftharpoons}\) & \(\left(a_{1} \ldots a_{k-2} S_{4}, z_{0} Z_{1} \ldots Z_{p} Y_{t} \ldots Y_{2} N_{2}, \ldots e N_{3}, \cdots A B C[C, \nu]\right)\) \\
\(\stackrel{(26)}{\vdash}\) & \(\left(a_{1} \ldots a_{k-2} S_{4}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2}[C, \nu], \ldots e N_{3}, \cdots f A B C N_{2}\right)\) \\
\(\stackrel{\left(a_{1} \ldots a_{k-2} N_{2}, z_{0} Z_{1} \cdots Z_{p} Y_{t} \ldots Y_{2}[C, \nu], \ldots e N_{3}, \cdots f A B C S_{4}\right)}{ }\)
\end{tabular}
and again we are in a similar situation as in ( \({ }^{* *}\) ).
(v) In point (**) we have \(p=0\) ('the stack is empty'). Then we can apply only the splicing rule (29), and now the string \(a_{1} \cdots a_{k}\) is obtained in \(G_{1}\). If we follow the 'inputs' and the 'outputs' into and from the stack, we notice that \(S \stackrel{*}{*}_{G} a_{1} \ldots a_{k}\). On the other hand, from the construction of \(\Gamma\) it follows that \(L\left(G_{1}\right) \subseteq L_{1}(\Gamma)=L_{t}(\Gamma)\).

With these explanations we have that \(L=L_{1}(\Gamma)=L_{t}(\Gamma)\) and \(L_{2}(\Gamma)=L_{3}(\Gamma)=\) \(L_{3}(\Gamma)=\emptyset\).

\section*{4. Concluding Remarks}

Some problems still remain open in this area: Is every context-free language an element of \(Y S G S_{2}(R E G), Y \in\{I, T\}\) ? Can every recursively enumerable language be generated by a splicing grammar system with regular components? Is the inclusion \(Y S G S_{2}(R E G) \subseteq Y S G S_{3}(R E G)\) proper?
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\begin{abstract}
In this paper the concept of splicing is extended to arrays and array or 2D splicing systems are defined. Various subclasses of 2D splicing systems are defined and a restricted class viz. finite simple splicing systems is studied. The hierarchy among the various subclasses of finite simple splicing systems and their relationship to the strictly locally testable languages are established.
\end{abstract}

\section*{1. Introduction}

In formal language theory, lot of work has been done on string languages [9], [4]. It was also found that using restrictions on the manner of applying the rules increased the power of a grammar. [2] gives a detailed discussion on regulated rewriting. The concept of grammar was then extended to arrays and graphs [8]. In these cases shearing and embedding produced some difficulties. Array and Matrix grammars were defined in [10], [11] and [5]. To keep the arrays rectangular, restrictions have to be put on the derivations. In Graph grammars, the embedding restrictions have to be defined properly so that, the grammar generates sensible graphs. Thus we see that, the regulated rewriting is inherent in array and graph grammars.

In [3], Tom Head defined a new type of operation called splicing, motivated by the simulation of recombinant behaviour of DNA sequences. He defined Splicing Systems and the languages generated by them. Several subclasses were defined and studied. In [1], K. Culik and T. Harju defined the Splicing semigroups of dominoes. The systems defined in [3] and [1] are basically equivalent. Păun extended the definition of Head and defined Extended H-Systems. This system has been shown to be computationally universal [7].

In this paper, we give a definition of array splicing systems. The motivation is more from formal language theory, rather than biology, though such systems may find applications for describing splicing of several DNA sequences. We define an array or 2D splicing system and also several restricted classes. As in the case of array grammars, shearing imposes some restrictions on splicing between arrays. Mainly because of this factor, there is a basic difference in the hierarchy in 1D and 2D splicing systems. We define null-context, equal and uniform splicing systems and show that in a restricted class of splicing languages called Finite-Simple splicing languages, the following hierarchy exists among these three classes of languages.
\[
\text { uniform } \subset \text { equal } \subset \text { null - context }
\]

Such classes in 1D or string splicing have been shown to be equivalent in 1D by Tom Head [3]. They have also been proved to be equivalent to the set of strictly locally testable languages. On extending the definition of strictly locally testability to 2 D , we find that, they form a different class altogether.

In section 2, we present the definition of 1D splicing systems and the subclasses, and the main results about them are also given. In section 3 some important notations regarding 2D or array languages are presented. Section 4 defines the 2D or array splicing systems and the main classes of such systems. Section 5 establishes the relationships among these classes and the class of strictly locally testable languages. Section 6 concludes the paper and lists a few directions for future work.

\section*{2. 1D Splicing Systems or H-Systems}

One dimensional splicing system was introduced by Tom Head[3] and it has its roots in genetic engineering. An attempt to formalize the recombinant behaviour of the DNA has led to the H -systems. In this section we omit the biological perspectives of H -systems and present it from the point of view of formal language theory. The biological background is discussed in [3] and [12].

Definition 2.1. A splicing system S is a 4 tuple, \(\mathrm{S}=<A, I, B, C\rangle\). ' A ' is a finite alphabet, over which \(S\) is defined. I, referred as the 'initial set' is the set of initial strings in \(A^{*}\). B and C are sets of triples \(\langle a, x, b\rangle, \mathrm{a}, \mathrm{b}, \mathrm{x} \in A^{*}\). Each triple \(\langle a, x, b\rangle\) is called a pattern and the string axb is called a site. The string x is called a crossing. Patterns in B are called left patterns and those in C are called right patterns. The language \(L=L(S)\) generated by the splicing system \(S\) consists of the strings in \(S\) and all strings that can be obtained by adjoining to \(L u c x f q\) and pexdv whenever ucxdv and pexfq are in L and \(\langle c, x, d\rangle\) and \(\langle e, x, f\rangle\) are patterns of the same hand. A language \(L\) is a splicing language(SL) if there exists a splicing system \(S\) for which \(L=L(S)\).

Definition 2.2. Let \(S=<A, I, B, C>\) be a splicing system. Then S is persistent if for each pair of strings ucxdv and pexfq in \(A^{*}\) with \(\langle c, x, d\rangle\) and \(\langle e, x, f\rangle\) being the patterns of the same hand: if y is a subsegment of ucx (respectively xfq) that is the crossing of a site in ucxdv (respectively pexfq) then this same subsegment y of ucxfq contains an occurrence of the crossing of a site in ucxfq.

Definition 2.3. Let \(\mathrm{S}=<A, I, B, C>\) be a splicing system. It is said to be null context if the patterns are of the form \(<1, x, 1>. x \in A^{*}\) and 1 is the empty string.

Definition 2.4. A splicing system \(\mathrm{S}=<A, I, B, C>\) is said to be uniform, if \(\mathrm{B}=\mathrm{C}=\left\{\langle 1, x, 1\rangle \mid x \in A^{k}\right.\), where, k is a positive integer. \(\}\)

Definition 2.5. With respect to a language over the alphabet A , a string c in \(A^{*}\) is a constant if, whenever ucv and pcq are in the language, ucq and pcv are also in the language.

Definition 2.6. A language \(L\) over an alphabet \(A\) is said to be \(k\)-strictly locally testable if there exists sets \(\mathrm{U}, \mathrm{V}\) and \(\mathrm{W} \subseteq A^{k}\), such that, \(\mathrm{L} \cap A^{k} A^{*}=\left(\mathrm{U} A^{*} \cap A^{*} V\right) \backslash A^{*} W A^{*}\)
Example 2.1. An example of a 1 D splicing system is presented below.
\(\mathrm{S}=\langle\mathrm{A}, \mathrm{I}, \mathrm{B}, \mathrm{C}\rangle . \mathrm{A}=\mathrm{c}, \mathrm{x}, \mathrm{I}=\) cxcxc. \(\mathrm{B}=\langle\mathrm{c}, \mathrm{x}, \mathrm{c}\rangle . \mathrm{C}=\emptyset\).

The language generated \(\mathrm{L}(\mathrm{S})\) is \((c x)^{+} c\). Examples for the various types of splicing systems can be found in [3].

Some results in 1D splicing are presented in the theorem below. The proofs and detailed discussions can be found in [3] and [6].

Theorem 2.1.1. The following conditions on a language \(L\) over an alphabet \(A\) are equivalent:
1. L is a persistent splicing language.
2. \(L\) is a strictly locally testable language.
3. The set of constants for \(L\) contains \(A^{p}\) for some positive integer \(p\).
4. \(L\) is an uniform splicing language.

This can be expressed by the following relationship.
pers. \(S L \Leftrightarrow\) nullcontext \(S L \Leftrightarrow\) uniform \(S L \Leftrightarrow S L T\) language.
In other words, these four classes are equivalent. Later, we shall see that this equivalence is not valid in 2D splicing splicing systems.

\section*{3. 2D languages and Array Grammars}

String languages have been widely studied in the past [9]. Grammars which generate arrays are called array grammars. One type of array grammar can be found in [11]. We omit the formal definitions regarding arrays and array languages and refer the reader to [10], [11] and [5]. A few definitions and notations widely used throughout the paper are presented here.

Definition 3.1.1. If \(I\) is an image, \(R(I)\) represents the number of rows of \(I\) and \(C(I)\) represents the number of columns. \(R(\Lambda)=C(\Lambda)=0\), where \(\Lambda\) is the empty image. Size(I) is a 2 tuple, \(\operatorname{Size}(\mathrm{I})=\langle R(I), C(I)\rangle\). The relationships between sizes of images are defined as follows. Let \(I_{1}\) and \(I_{2}\) be two images. Let \(\operatorname{Size}\left(I_{1}\right)=\) \(<m, n\rangle\) and \(\left.\operatorname{Size}\left(I_{2}\right)=<m^{\prime}, n^{\prime}\right\rangle\). Then,
\(\operatorname{Size}\left(I_{1}\right)>\operatorname{Size}\left(I_{2}\right)\), if ( \(\mathrm{m} \geq \mathrm{m}^{\prime}\) and \(\mathrm{n}>\mathrm{n}^{\prime}\) ) or ( \(\mathrm{n} \geq \mathrm{n}^{\prime}\) and \(\mathrm{m}>\mathrm{m}^{\prime}\) ).
\(\operatorname{Size}\left(I_{1}\right)=\operatorname{Size}\left(I_{2}\right)\) if \(\mathrm{m}=\mathrm{m}^{\prime}\) and \(\mathrm{n}=\mathrm{n}\) '.
if ( \(\mathrm{m}>\mathrm{m}^{\prime}\) and \(\mathrm{n}<\mathrm{n}^{\prime}\) ) or ( \(\mathrm{n}>\mathrm{n}^{\prime}\) and \(\mathrm{m}<\mathrm{m}^{\prime}\) ) then their sizes cannot be compared.

Definition 3.1.2. Let \(I\) be an image. Let \(\operatorname{Size}(I)=\langle r, c\rangle\). Then, \(I[i, j]\) represents the element in the ith row and jth column. \(I[i, j]\) is defined if and only if, \(1 \leq i \leq r\) and \(1 \leq j \leq c\). The top-left element is represented by \(\mathrm{I}[1,1]\).

Notation. ' \(\Phi\) ' represents column concatenation of two arrays. ' \(\Theta\) ' represents the row concatenation. The word 'image' refers to rectangular arrays.

Definition 3.1.3. The column concatenation \(\Phi\) of two images \(I_{1}\) and \(I_{2}\) is said to be 'defined' or 'legal' if and only if,
1. \(I_{1}=\Lambda\) or \(I_{2}=\Lambda\), where, \(\Lambda\) is the empty image.
or 2. \(I_{1} \neq \Lambda\) and \(I_{2} \neq \Lambda\) and \(\mathrm{R}\left(I_{1}\right)=\mathrm{R}\left(I_{2}\right)\).
\(I_{1} \Phi I_{2}\) is the image obtained by putting \(I_{2}\) to the right side of \(I_{1}\). Similarly, the row concatenation \(\Theta\) of two images \(I_{1}\) and \(I_{2}\) is said to be 'defined' or 'legal' if and only if,
1. \(I_{1}=\Lambda\) or \(I_{2}=\Lambda\), where, \(\Lambda\) is the empty image.
or 2. \(I_{1} \neq \Lambda\) and \(I_{2} \neq \Lambda\) and \(\mathrm{C}\left(I_{1}\right)=\mathrm{C}\left(I_{2}\right) . I_{1} \Theta I_{2}\) is the image obtained by putting \(I_{2}\) below \(I_{1}\).

Definition 3.1.4. Let I be a non-empty set of symbols. The set of all arrays over \(I\) (including \(\Lambda\) ) is denoted by \(I^{* *}\) and \(I^{++}=I^{* *}-\Lambda\), where, \(\Lambda\) is the empty image. \(I^{m, n}\) denotes the set of all arrays with m rows and n columns defined over I. If ' a ' is a sysmbol \(a^{m, n}\) denotes an array of a's with \(m\) rows and \(n\) columns.

Notation. Let I be an alphabet. \(I^{*}\) denotes the horizontal sequences of letters from I and \(I^{+}=I^{*}-\{\Lambda\}\). \(I_{*}\) denotes the vertical sequences of letters from I and \(I_{+}\) \(=I_{*}-\{\Lambda\}\). For example \(a^{n}\) denotes a horizontal sequence of n a's. And \(a_{n}\) denotes a vertical sequence of \(n\) a's.

Definition 3.1.5. Let I be an image defined over the alpahbet \(A\) and \(x\) be its subimage. Then, \(x\) is said to be
a 'top-left' subimage of I if, \(\mathrm{I} \in\left(x \Phi A^{* *}\right) \Theta A^{* *}\).
a 'top-right' subimage of \(I\) if, \(\mathrm{I} \in\left(A^{* *} \Phi x\right) \Theta A^{* *}\).
a 'bottom-left' subimage of I if, I \(\in A^{* *} \Theta\left(x \Phi A^{* *}\right)\).
a 'bottom-right' subimage of I if, \(\mathrm{I} \in A^{* *} \Theta\left(A^{* *} \Phi x\right)\).
Definition 3.1.6. A language \(L\) defined over an alphabet \(A\) is said to be \(p, q-\) strictly locally testable (SLT), if 5 sets \(\mathrm{U}, \mathrm{V}, \mathrm{Y}, \mathrm{Z}, \mathrm{W} \subseteq A^{p, q}\) can be constructed such that,
\[
\mathrm{L}^{\prime}=\left(L_{U} \cap L_{V} \cap L_{Y} \cap L_{Z}\right) \backslash L_{W}
\]
where,
\[
\begin{aligned}
& \mathrm{L}^{\prime}=\mathrm{L} \cap\left(\left(A^{p, q} \Phi A^{* *}\right) \Theta A^{* *}\right) \\
& L_{U}=\left(\left(U \Phi A^{* *}\right) \Theta A^{* *}\right) \\
& L_{V}=\left(\left(A^{* *} \Phi V\right) \Theta A^{* *}\right) \\
& L_{Y}=\left(A^{* *} \Theta\left(Y \Phi A^{* *}\right)\right) \\
& L_{Z}=\left(A^{* *} \Theta\left(A^{* *} \Phi Z\right)\right) \\
& L_{W}=\left(A^{* *} \Phi\left(A^{* *} \Theta W \Theta A^{* *}\right) \Phi A^{* *}\right)
\end{aligned}
\]

It can be easily seen that L ' is the set of images in L with size greater than or equal to \(\langle p, q\rangle, L_{U}\) is the set of images over A, with an image in U as 'top-left' subimage; \(L_{V}\) is the set of images over A, with an image in V as 'top-right' subimage; \(L_{Y}\) is the set of images over A, with an image in Y as 'bottom-left' subimage; \(L_{Z}\) is the set of images over A, with an image in Z as 'bottom-right' subimage. \(L_{W}\) is the set of images with an image in W as their subimage.

Algorithm 3.1.1.
An algorithm to test whether an arbitrary image I belongs to a \(p, q\)-SLT language L or not, is presented.

Input: The sets \(\mathrm{U}, \mathrm{V}, \mathrm{Y}, \mathrm{Z}\) and W of the language L , and an input image I , size \((\mathrm{I})\) \(\geq\langle p, q\rangle\)

Output: Answers whether \(\mathrm{I} \in \mathrm{L}\) or not
Algorithm :
1. Find the top-left, top-right, bottom-left and bottom-right
subimages of I , say \(\mathrm{u}, \mathrm{v}, \mathrm{y}, \mathrm{z}\) respectively.
2. If \(u \in U, v \in V, y \in Y\) and \(z \in Z\)
then
if there exist a subimage w of I of size \(\langle p, q\rangle\), such that, \(\mathrm{w} \in \mathrm{W}\), then output " \(\ddagger \not \subset \mathrm{L}\) "
else
\[
\text { output " } I \in L \text { " }
\]
else output "I \(\nsubseteq\) "
This algorithm can be used to prove whether a language L is SLT or not. If there is an image \(\mathrm{I}, \operatorname{size}(\mathrm{I}) \geq\langle p, q\rangle\), such that, \(\mathrm{I} \notin \mathrm{L}\), but the alogorithm outputs \(" \mathrm{I} \in\) L", then L is not p,q-SLT.

\section*{4. Array or 2D Splicing Systems}

Definition 4.1. Let \(\mathrm{S}=<x_{1,1}, x_{1,2}, \ldots, x_{1, n}, x_{2,1}, x_{2,2}, \ldots, x_{2, n}, \ldots, x_{m, 1}, x_{m, 2}\), \(\ldots, x_{m, n}>\) be a sequence of mn images defined over the alphabet \(\Sigma\). Let,
\[
\begin{gathered}
I_{1}=\left(x_{1,1} \Phi x_{1,2} \Phi x_{1,3} \Phi \ldots \Phi x_{1, n}\right) \Theta \\
\left(x_{2,1} \Phi x_{2,2} x_{2,3} \Phi \ldots \Phi x_{2, n}\right) \Theta \\
\ldots \\
\left(x_{m, 1} \Phi x_{m, 2} \Phi x_{m, 3} \Phi \ldots \Phi x_{m, n}\right) \\
I_{2}=\left(x_{1,1} \Theta x_{2,1} \Theta x_{3,1} \Theta \ldots \Theta x_{m, 1}\right) \Phi \\
\left(x_{1,2} \Theta x_{2,2} \Theta x_{3,2} \Theta \ldots \Theta x_{m, 2}\right) \Phi \\
\ldots \\
\left(x_{1, m} \Theta x_{2, m} \Theta x_{3, m} \Theta \ldots \Theta x_{m, n}\right)
\end{gathered}
\]

If \(I_{1}\) and \(I_{2}\) are legal (i.e the concatenation operations in the above two expressions are defined as per Definition 3.1.3) and \(I_{1}=I_{2}\) then the sequence \(S\) is said to be a proper sequence of cardinality \(\langle m, n\rangle\).

Note. The proper sequences can be easily understood by the following two properties. Let S be a proper sequence of cardinality \(\langle m, n\rangle\). Then,
1. If \(x_{i, j} \neq \Lambda, 1 \leq i \leq m, 1 \leq j \leq n\), then, \(\mathrm{R}\left(x_{i, k}\right)=\mathrm{R}\left(x_{i, l}\right)\), for \(1 \leq i \leq m\), \(1 \leq k, l \leq n\). and \(\mathrm{C}\left(x_{k, j}\right)=\mathrm{C}\left(x_{l, j}\right)\), for \(1 \leq k, l \leq m, 1 \leq j \leq n\).
2. If some \(x_{i, j}=\Lambda\), then \(x_{i, q}=\Lambda, 1 \leq q \leq n\) or \(x_{p, j}=\Lambda, 1 \leq p \leq m\).

Definition 4.2. Let \(\mathrm{S}=<x_{1,1}, x_{1,2}, \ldots, x_{1, n}, x_{2,1}, x_{2,2}, \ldots, x_{2, n}, \ldots, x_{m, 1}, x_{m, 2}\), \(\left.\ldots, x_{m, n}\right\rangle\) be a proper sequence of cardinality \(\langle m, n\rangle\). Let,
\[
\begin{gathered}
\mathrm{I}=\left(x_{1,1} \Phi x_{1,2} \Phi x_{1,3} \Phi \ldots \Phi x_{1, n}\right) \Theta \\
\left(x_{2,1} \Phi x_{2,2} \Phi x_{2,3} \Phi \ldots \Phi x_{2, n}\right) \Theta \\
\ldots \\
\left(x_{m, 1} \Phi x_{m, 2} \Phi x_{m, 3} \Phi \ldots \Phi x_{m, n}\right)
\end{gathered}
\]

Then, I is called the matrix-image of S and is represented by \(\mathrm{MI}(\mathrm{S},<m, n>)\).


Figure 1. Matrix Split
Definition 4.3. A sequence \(S\) of cardinality \(\langle m, n\rangle\) is said to be a matrix split of an image \(I\), if and only if, \(S\) is a proper sequence and \(I\) is the matrix-image of \(S\).

Figure 1 shows a matrix split of \(\langle m, n\rangle\). Note that, though the figure may misguide by showing \(x_{1,1}\) and \(x_{1,2}\) to have same number of colums, it need not be the case. Note that for an image more than one matrix-split exists.

Definition 4.4. Let I be an image and \(\mathrm{M}=<x_{1,1}, x_{1,2}, \ldots, x_{1,5}, x_{2,1}, x_{2,2}, \ldots\), \(\left.x_{2,5}, \ldots, x_{5,1}, x_{5,2}, \ldots, x_{5,5}\right\rangle\) be a matrix split of I of cardinality \(\langle 5,5\rangle\). We define a few prefixes and suffixes of \(I\) with respect to \(M\), grouped under four types as follows. TYPE 1:

Prefix: \(\mathrm{MI}\left(<x_{1,1}, x_{1,2}, x_{1,3}, x_{2,1}, x_{2,2}, x_{2,3}, x_{3,1}, x_{3,2}, x_{3,3}>,<3,3>\right)\).
LRSuffix: \(\mathrm{MI}\left(<x_{1,4}, x_{1,5}, x_{2,4}, x_{2,5}, x_{3,4}, x_{3,5}>,<3,2>\right)\).
BUSuffix: \(\mathrm{MI}\left(<x_{4,1}, x_{4,2}, x_{4,3}, x_{5,1}, x_{5,2}, x_{5,3}>,<2,3>\right)\).
CSuffix: \(\mathrm{MI}\left(<x_{4,4}, x_{4,5}, x_{5,4}, x_{5,5}>,<2,2>\right)\).
TYPE 2 :
Prefix: \(\mathrm{MI}\left(<x_{1,3}, x_{1,4}, x_{1,5}, x_{2,3}, x_{2,4}, x_{2,5}, x_{3,3}, x_{3,4}, x_{3,5}>,<3,3>\right)\).
LRSuffix: \(\left.\mathrm{MI}\left(<x_{1,1}, x_{1,2}, x_{2,1}, x_{2,2}, x_{3,1}, x_{3,2}\right\rangle,<3,2>\right)\).
BUSuffix: \(\left.\mathrm{MI}\left(<x_{4,3}, x_{4,4}, x_{4,5}, x_{5,3}, x_{5,4}, x_{5,5}\right\rangle,<2,3>\right)\).
CSuffix: \(\operatorname{MI}\left(<x_{4,1}, x_{4,2}, x_{5,1}, x_{5,2}>,<2,2>\right)\).
TYPE 3 :
Prefix : \(\mathrm{MI}\left(<x_{3,1}, x_{3,2}, x_{3,3}, x_{4,1}, x_{4,2}, x_{4,3}, x_{5,1}, x_{5,2}, x_{5,3}>,<3,3>\right)\).
LRSuffix: \(\mathrm{MI}\left(<x_{3,4}, x_{3,5}, x_{4,4}, x_{4,5}, x_{5,4}, x_{5,5}>,<3,2>\right)\).
BUSuffix: \(\mathrm{MI}\left(<x_{1,1}, x_{1,2}, x_{1,3}, x_{2,1}, x_{2,2}, x_{2,3}>,<2,3>\right)\).
CSuffix: \(\operatorname{MI}\left(<x_{1,4}, x_{1,5}, x_{2,4}, x_{2,5}>,<2,2>\right)\).

\section*{TYPE 4 :}

Prefix: \(\mathrm{MI}\left(<x_{3,3}, x_{3,4}, x_{3,5}, x_{4,3}, x_{4,4}, x_{4,5}, x_{5,3}, x_{5,4}, x_{5,5}>,<3,3>\right)\).
LRSuffix: \(\mathrm{MI}\left(<x_{3,1}, x_{3,2}, x_{4,1}, x_{4,2}, x_{5,1}, x_{5,2}>,<3,2>\right)\).
BUSuffix: \(\left.\mathrm{MI}\left(<x_{1,3}, x_{1,4}, x_{1,5}, x_{2,3}, x_{2,4}, x_{2,5}\right\rangle,<2,3>\right)\).
CSuffix: \(\operatorname{MI}\left(<x_{1,1}, x_{1,2}, x_{2,1}, x_{2,2}>,<2,2>\right)\).
In the above definition LR stands for left-or-right;BU stands for bottom-or-up;C stands for corner. It can be easily seen that the image I can be expressed in terms of these prefixes and suffixes. If \(\mathrm{P}, \mathrm{L}, \mathrm{B}\) and C represent Prefix, LRsuffix, BUsuffix and CSuffix respectively, then I is

TYPE 1: \(\mathrm{I}=(\mathrm{P} \Phi \mathrm{L}) \Theta(\mathrm{B} \Phi \mathrm{C})=(\mathrm{P} \Theta \mathrm{B}) \Phi(\mathrm{L} \Theta \mathrm{C})\)
TYPE 2: \(\mathrm{I}=(\mathrm{L} \Phi \mathrm{P}) \Theta(\mathrm{C} \Phi \mathrm{B})=(\mathrm{L} \Theta \mathrm{C}) \Phi(\mathrm{P} \Theta \mathrm{B})\)
TYPE 3: \(\mathrm{I}=(\mathrm{B} \Phi \mathrm{C}) \Theta(\mathrm{P} \Phi \mathrm{L})=(\mathrm{B} \Theta \mathrm{P}) \Phi(\mathrm{C} \Theta \mathrm{L})\)
TYPE 4: \(\mathrm{I}=(\mathrm{C} \Phi \mathrm{B}) \Theta(\mathrm{L} \Phi \mathrm{P})=(\mathrm{C} \Theta \mathrm{L}) \Phi(\mathrm{B} \Theta \mathrm{P})\)
These are represented by prefixing with their type. For example, 2-BUSuffix represents a Type-2 BUSuffix. Figure 2 shows Type-1 prefixes and suffixes.

Definition 4.5. A 2D splicing system S is a 4 tuple \(\mathrm{S}=<\Sigma, I, B, f>. \Sigma\) is the set of symbols used by \(\mathrm{S} . \Sigma=\mathrm{A} \cup \mathrm{A}^{\prime}, \mathrm{A} \cap \mathrm{A}^{\prime}=\emptyset\). A is the alphabet of the language generated by the splicing system, \(\mathrm{L}(\mathrm{S}) . \mathrm{A}^{\prime}\) is called the set of special symbols. f is a mapping \(\mathrm{f}: \mathrm{A}^{\prime} \rightarrow \mathrm{A}\), and is described in detail later. I is the set of initial images. B is a 4 tuple, \(\mathrm{B}=<B_{1}, B_{2}, B_{3}, B_{4}>\). \(B_{i}\) is the set of Type-i patterns. A pattern ' p ' is a 9 tuple \(<x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}, x_{9}>, x_{1}, x_{2}, x_{3}, x_{4}, x_{6}, x_{7}, x_{8}, x_{9} \in \Sigma^{* *}, x_{5} \in \Sigma^{++}\), subjected to the condition that p is a proper sequence of cardinality \(\langle 3,3\rangle\). The middle term \(x_{5}\) is called the crossing of p . The matrix image of p is is called the site of the pattern p .

Splicing products: Four types of splicing operations are defined on any two images and a splicing operation between the two images is uniquely specified by giving the two images, the type of splicing ( \(1,2,3\) or 4 ) and two matrix splits of cardinality \(\langle 5,5\rangle\), one for each of the two images. And the result of the splicing operation is two reusulatnts or splicing products. But, for the splicing to take place, certain conditions have to be satisfied.


Figure 2. Type-1 prefixes and suffixes

Let X and Y be the two images. Let \(\mathrm{MX}=<x_{1,1}, x_{1,2}, \ldots x_{1,5}, x_{2,1}, x_{2,2}, \ldots, x_{2,5}\), \(\ldots, x_{5,1}, x_{5,2}, \ldots, x_{5,5}>\) and \(\mathrm{MY}=<y_{1,1}, y_{1,2}, \ldots, y_{1,5}, y_{2,1}, y_{2,2}, \ldots, y_{2,5}, \ldots, y_{5,1}, y_{5,2}\), \(\left.\ldots, y_{5,5}\right\rangle\) be the two matrix splits of cardinality \(\langle 5,5\rangle\) of X and Y respectively. Type-i splicing between X and Y with respect to these matrix splits MX and MY can take place if and only if, the following conditions hold good.
1. \(<x_{2,2}, x_{2,3}, x_{2,4}, x_{3,3}, x_{3,4}, x_{3,5}, x_{4,3}, x_{4,4}, x_{4,5}>\) and \(<y_{2,2}, y_{2,3}, y_{2,4}, y_{3,3}, y_{3,4}, y_{3,5}\), \(y_{4,3}, y_{4,4}, y_{4,5}>\) are Type-i patterns.
2. \(x_{3,3}=y_{3,3}\). That is. the crossings are the same.
3. For the four types of splicing operations, define \(R_{1}\) and \(R_{2}\) to be the following. X-P and Y-P represent the Type-i prefixes of X and Y with respect to MX and MY respectively. Similarly for suffixes.

TYPE 1: \(R_{1}=(\mathrm{X}-\mathrm{P} \Phi \mathrm{Y}-\mathrm{L}) \Theta(\mathrm{Y}-\mathrm{B} \Phi \mathrm{Y}-\mathrm{C})=(\mathrm{X}-\mathrm{P} \Theta \mathrm{Y}-\mathrm{B}) \Phi(\mathrm{Y}-\mathrm{L} \Theta \mathrm{Y}-\mathrm{C})\)
\[
R_{2}=(\mathrm{Y}-\mathrm{P} \Phi \mathrm{X}-\mathrm{L}) \Theta(\mathrm{X}-\mathrm{B} \Phi \mathrm{X}-\mathrm{C})=(\mathrm{Y}-\mathrm{P} \Theta \mathrm{X}-\mathrm{B}) \Phi(\mathrm{X}-\mathrm{L} \Theta \mathrm{X}-\mathrm{C})
\]

TYPE 2: \(R_{1}=(\mathrm{Y}-\mathrm{L} \Phi \mathrm{X}-\mathrm{P}) \Theta(\mathrm{Y}-\mathrm{C} \Phi \mathrm{Y}-\mathrm{B})=(\mathrm{Y}-\mathrm{L} \Theta \mathrm{Y}-\mathrm{C}) \Phi(\mathrm{X}-\mathrm{P} \Theta \mathrm{Y}-\mathrm{B})\) \(R_{2}=(\mathrm{X}-\mathrm{L} \Phi \mathrm{Y}-\mathrm{P}) \Theta(\mathrm{X}-\mathrm{C} \Phi \mathrm{X}-\mathrm{B})=(\mathrm{X}-\mathrm{L} \Theta \mathrm{X}-\mathrm{C}) \Phi(\mathrm{Y}-\mathrm{P} \Theta \mathrm{X}-\mathrm{B})\)
TYPE 3: \(R_{1}=(\mathrm{Y}-\mathrm{B} \Phi \mathrm{Y}-\mathrm{C}) \Theta(\mathrm{X}-\mathrm{P} \Phi \mathrm{Y}-\mathrm{L})=(\mathrm{Y}-\mathrm{B} \Theta \mathrm{X}-\mathrm{P}) \Phi(\mathrm{Y}-\mathrm{C} \Theta \mathrm{Y}-\mathrm{L})\) \(R_{2}=(\mathrm{X}-\mathrm{B} \Phi \mathrm{X}-\mathrm{C}) \Theta(\mathrm{Y}-\mathrm{P} \Phi \mathrm{X}-\mathrm{L})=(\mathrm{X}-\mathrm{B} \Theta \mathrm{Y}-\mathrm{P}) \Phi(\mathrm{X}-\mathrm{C} \Theta \mathrm{X}-\mathrm{L})\)
TYPE 4: \(R_{1}=(\mathrm{Y}-\mathrm{C} \Phi \mathrm{Y}-\mathrm{B}) \Theta(\mathrm{Y}-\mathrm{L} \Phi \mathrm{X}-\mathrm{P})=(\mathrm{Y}-\mathrm{C} \Theta \mathrm{Y}-\mathrm{L}) \Phi(\mathrm{Y}-\mathrm{B} \Theta \mathrm{X}-\mathrm{P})\) \(R_{2}=(\mathrm{X}-\mathrm{C} \Phi \mathrm{X}-\mathrm{B}) \Theta(\mathrm{X}-\mathrm{L} \Phi \mathrm{Y}-\mathrm{P})=(\mathrm{X}-\mathrm{C} \Theta \mathrm{X}-\mathrm{L}) \Phi(\mathrm{X}-\mathrm{B} \Theta \mathrm{Y}-\mathrm{P})\)
Type-i splicing between X and Y with respect to these matrix splits is said to be defined/legal if the corresponding \(R_{1}\) and \(R_{2}\) are legal. i.e. The concatenation operations performed in the above expressions are all legal with respect to Definition 3.1.3. The two images X and Y are i -compatible with respect to these matrix splits if and only if, the Type-i splicing is defined as per the above rules. We can see that,
if none of the prefixes and suffixes are \(\Lambda\), then, the images will be i-compatible if and only if, the i-prefixes of the images are of same size. The four types of splicing and the corresponding resultants are shown in the Figures \(3,4,5\), and 6 . In these figures, 'c' represents the crossing.

Note. Now, let us put the above definitions informally to explain the procedure to obtain the Type-i splicing products of two images X and Y . First, we have to locate two subimages in X and Y which are Type-i sites. The two sites are then matrixsplit to get the corresponding Type-i patterns. The two patterns should have the same crossing. Let the pattern corresponding to X be \(\left.<a_{1}, a_{2}, \ldots a_{9}\right\rangle\) and that of Y be \(\left.<b_{1}, b_{2} \ldots b_{9}\right\rangle\). The crossings \(a_{5}\) and \(b_{5}\) should be the same. X is split into subimages to obtain a matrix-split of \(\langle 5,5\rangle, x_{1,1}, x_{1,2} \ldots x_{1,5}, \ldots \ldots x_{5,1}, x_{5,1} \ldots x_{5,5}\), such that, \(x_{2,2}=a_{1} ; x_{2,3}=a_{2} ; x_{2,4}=a_{3} ; x_{3,2}=a_{4} ; x_{3,3}=a_{5}\), thecrossing; \(x_{3,4}=\) \(a_{6} ; x_{4,2}=a_{7} ; x_{4,3}=a_{8} ; x_{4,4}=a_{9}\). Similarly, Y is split. Then, the Type-i prefixes and suffixes of X and Y with respect to these matrix splits is found. Now, the Type-i splicing prodcuts or resultants of \(X\) and \(Y\) w.r.t these matrix splits is obtained by exchanging the Type-i prefixes of \(X\) and \(Y\). This splicing of \(X\) and \(Y\) w.r.t to these matrix-splits is said to be 'defined' or 'legal' if BOTH the products obtained are rectangular arrays. And X and Y are said to Type-i comaptible w.r.t these matrix splits. The compatibility condition ensures that the language of the splicing system \(S\), viz. \(L(S)\) consists only of rectangular arrays. Note that, if none of the images in the matrix splits of \(X\) and \(Y\) are \(\Lambda\), then the Type-i compatibility means that the prefixes of matrix-splits of X and Y are of the same size. Figure 7 shows the matrix split corresponding to the image X with the above mentioned notations. In the figure the subimages are shown with one possible sizes.
\begin{tabular}{cccccccccc} 
& \multicolumn{5}{c}{\(I_{1}\)} & & \multicolumn{5}{c}{\(I_{2}\)} & \\
\(X_{1,1}\) & \(X_{1,2}\) & \(X_{1,3}\) & \(X_{1,4}\) & \(X_{1,5}\) & & \(Y_{1,1}\) & \(Y_{1,2}\) & \(Y_{1,3}\) & \(Y_{1,4}\)
\end{tabular}\(Y_{1,5}\)

Figure 3. Type-1 splicing
\begin{tabular}{cccccccccc} 
& \multicolumn{9}{c}{\(I_{1}\)} \\
& \(X_{1,2}\) & \(X_{1,3}\) & \(X_{1,4}\) & \(X_{1,5}\) & & \(Y_{1,1}\) & \(Y_{1,2}\) & \(Y_{1,3}\) & \(Y_{1,4}\)
\end{tabular}\(Y_{1,5}\)

Figure 4. Type-2 splicing
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{\(I_{1}\)} & \multicolumn{5}{|c|}{\(I_{2}\)} \\
\hline \(X_{1,1}\) & \(X_{1,2}\) & \(X_{1,3}\) & \(X_{1,4}\) & \(X_{1,5}\) & \(Y_{1,1}\) & \(Y_{1,2}\) & \(Y_{1,3}\) & \(Y_{1,4}\) & \(Y_{1,5}\) \\
\hline \(X_{2,1}\) & \(X_{2,2}\) & \(X_{2,3}\) & \(X_{2,4}\) & \(X_{2,5}\) & \(Y_{2,1}\) & \(Y_{2,2}\) & \(Y_{2,3}\) & \(Y_{2,4}\) & \(Y_{2,5}\) \\
\hline \(X_{3,1}\) & \(X_{3,2}\) & c & \(X_{3,4}\) & \(X_{3,5}\) & \(Y_{3,1}\) & \(Y_{3,2}\) & c & \(Y_{3,4}\) & \(Y_{3,5}\) \\
\hline \(X_{4,1}\) & \(X_{4,2}\) & \(X_{4,3}\) & \(X_{4,4}\) & \(X_{4,5}\) & \(Y_{4,1}\) & \(Y_{4,2}\) & \(Y_{4,3}\) & \(Y_{4,4}\) & \(Y_{4,5}\) \\
\hline \(X_{5,1}\) & \(X_{5,2}\) & \(X_{5,3}\) & \(X_{5,4}\) & \(X_{5,5}\) & \(Y_{5,1}\) & \(Y_{5,2}\) & \(Y_{5,3}\) & \(Y_{5,4}\) & \(Y_{5,5}\) \\
\hline & & \(R_{1}\) & & & & & \(R_{2}\) & & \\
\hline \(Y_{1,1}\) & \(Y_{1,2}\) & \(Y_{1,3}\) & \(Y_{1,4}\) & \(Y_{1,5}\) & \(X_{1,1}\) & \(X_{1,2}\) & \(X_{1,3}\) & \(X_{1,4}\) & \(X_{1,5}\) \\
\hline \(Y_{2,1}\) & \(Y_{2,2}\) & \(Y_{2,3}\) & \(Y_{2,4}\) & \(Y_{2,5}\) & \(X_{2,1}\) & \(X_{2,2}\) & \(X_{2,3}\) & \(X_{2,4}\) & \(X_{2,5}\) \\
\hline \(X_{3,1}\) & \(X_{3,2}\) & \(c\) & \(Y_{3,4}\) & \(Y_{3,5}\) & \(Y_{3,1}\) & \(Y_{3,2}\) & \(c\) & \(X_{3,4}\) & \(X_{3,5}\) \\
\hline \(X_{4,1}\) & \(X_{4,2}\) & \(X_{4,3}\) & \(Y_{4,4}\) & \(Y_{4,5}\) & \(Y_{4,1}\) & \(Y_{4,2}\) & \(Y_{4,3}\) & \(X_{4,4}\) & \(X_{4,5}\) \\
\hline \(X_{5,1}\) & \(X_{5,2}\) & \(X_{5,3}\) & \(Y_{5,4}\) & \(Y_{5,5}\) & \(Y_{5,1}\) & \(Y_{5,2}\) & \(Y_{5,3}\) & \(X_{5,4}\) & \(X_{5,5}\) \\
\hline
\end{tabular}

Figure 5. Type-3 splicing
\begin{tabular}{cccccccccc} 
& \multicolumn{9}{c}{\(I_{1}\)} \\
& & & & & \(I_{2}\) & & \\
\(X_{1,1}\) & \(X_{1,2}\) & \(X_{1,3}\) & \(X_{1,4}\) & \(X_{1,5}\) & \(Y_{1,1}\) & \(Y_{1,2}\) & \(Y_{1,3}\) & \(Y_{1,4}\) & \(Y_{1,5}\) \\
\(X_{2,1}\) & \(X_{2,2}\) & \(X_{2,3}\) & \(X_{2,4}\) & \(X_{2,5}\) & \(Y_{2,1}\) & \(Y_{2,2}\) & \(Y_{2,3}\) & \(Y_{2,4}\) & \(Y_{2,5}\) \\
\(X_{3,1}\) & \(X_{3,2}\) & \(c\) & \(X_{3,4}\) & \(X_{3,5}\) & \(Y_{3,1}\) & \(Y_{3,2}\) & \(c\) & \(Y_{3,4}\) & \(Y_{3,5}\) \\
\(X_{4,1}\) & \(X_{4,2}\) & \(X_{4,3}\) & \(X_{4,4}\) & \(X_{4,5}\) & \(Y_{4,1}\) & \(Y_{4,2}\) & \(Y_{4,3}\) & \(Y_{4,4}\) & \(Y_{4,5}\) \\
\(X_{5,1}\) & \(X_{5,2}\) & \(X_{5,3}\) & \(X_{5,4}\) & \(X_{5,5}\) & \(Y_{5,1}\) & \(Y_{5,2}\) & \(Y_{5,3}\) & \(Y_{5,4}\) & \(Y_{5,5}\) \\
& & & & & & & & & \\
& & \(R_{1}\) & & & & & \(R_{2}\) & & \\
\(Y_{1,1}\) & \(Y_{1,2}\) & \(Y_{1,3}\) & \(Y_{1,4}\) & \(Y_{1,5}\) & & \(X_{1,1}\) & \(X_{1,2}\) & \(X_{1,3}\) & \(X_{1,4}\) \\
\(Y_{2,1}\) & \(Y_{2,2}\) & \(Y_{2,3}\) & \(Y_{2,4}\) & \(Y_{2,5}\) & & \(X_{2,1}\) & \(X_{2,2}\) & \(X_{2,3}\) & \(X_{2,4}\) \\
\(X_{2,5}\) \\
\(Y_{3,1}\) & \(Y_{3,2}\) & \(c\) & \(X_{3,4}\) & \(X_{3,5}\) & \(X_{3,1}\) & \(X_{3,2}\) & \(c\) & \(Y_{3,4}\) & \(Y_{3,5}\) \\
\(Y_{4,1}\) & \(Y_{4,2}\) & \(X_{4,3}\) & \(X_{4,4}\) & \(X_{4,5}\) & \(X_{4,1}\) & \(X_{4,2}\) & \(Y_{4,3}\) & \(Y_{4,4}\) & \(Y_{4,5}\) \\
\(Y_{5,1}\) & \(Y_{5,2}\) & \(X_{5,3}\) & \(X_{5,4}\) & \(X_{5,5}\) & \(X_{5,1}\) & \(X_{5,2}\) & \(Y_{5,3}\) & \(Y_{5,4}\) & \(Y_{5,5}\)
\end{tabular}

Figure 6. Type-4 splicing

We have to note that there could be more than one site in an image and hence, the two images can splice in more than one way even for the same type of splicing. Hence, it is important to specify the \(\langle 5,5\rangle\) matrix splits to uniquely specify a splicing operation between the two images. And specifying two \(\langle 5,5\rangle\) matrix splits of the two images and the type of splicing, uniquely specifies the splicing operation desired and the resultants.


Figure 7. Splitting an image to get splicing products

Auxiliary language L ' : The language of the splicing system \(\mathrm{S}, \mathrm{L}(\mathrm{S})\), is obtained as follows. An auxillary language L ' is formed by the following procedure.
1. L' \(<-\emptyset\).
2. Add images in I to L'.
3. Select any two images \(I_{1}\) and \(I_{2}\) from L'.

Splice them in all the possible four types, using all matrix splits.
If the resultants are rectangular and are not in L' add them to \(L\) '.
4. If no new images are added in step 3 exit else goto step 3 .

Language \(L(S)\) : For an image \(X\), define \(F(X), X \in L\), to be an image obtained by replacing evey special symbol s in X by \(\mathrm{f}(\mathrm{s})\). Thus, \(\mathrm{F}: \Sigma^{++} \rightarrow A^{++} . L(S)=\) \(\left\{F(X) \mid X \in L^{\prime}\right\}\).

\subsection*{4.1. Classes of 2D Splicing Systems}

Definition 4.1.1. Let \(\mathrm{S}=<\Sigma, I, B, f>\) be a splicing system. \(\Sigma=\mathrm{A} \cup \mathrm{A}^{\prime}\). S is said to be a simple splicing system if \(\mathrm{A}^{\prime}=\emptyset\). That is there are no special symbols used. Consequently, \(f\) is not defined for a simple splicing system. Hence, a simple splicing is represented as \(\mathrm{S}=\langle A, I, B\rangle\) and A is the alphabet of \(\mathrm{L}(\mathrm{S})\).

Definition 4.1.2. A splicing system \(\left.\left.\mathrm{S}=<\Sigma, I,<B_{1}, B_{2}, B_{3}, B_{4}\right\rangle, f\right\rangle\), is said to be a finite splicing system if \(\mathrm{I}, B_{1}, B_{2}, B_{3}\) and \(B_{4}\) are all finite.

Definition 4.1.3. A splicing system \(S\) is said to be null-context if all the patterns of \(S\) are of the form, \(<\Lambda, \Lambda, \Lambda, \Lambda, c, \Lambda, \Lambda, \Lambda, \Lambda>\). And \(c \in \Sigma^{++}\). Note that in such a system, the crossing itself is a site. The patterns of this form are called nullcontext patterns. In a null-context pattern of the 9 images, only the crossing ' \(c\) ' is nonempty image. The null-context patterns are represented by \(\langle<c\rangle\rangle\), where, c is the crossing.

Definition 4.1.4. A null-context splicing system \(S\) is said to an equal splicing system, if the four sets of patterns \(B_{1}, B_{2}, B_{3}\) and \(B_{4}\) are equal to each other. i.e \(B_{1}=\) \(B_{2}=B_{3}=B_{4}\). Such a splicing system can be expressed by a 4 tuple \(\left\langle\Sigma, I, B_{1}, f\right\rangle\). \(B_{1}\) is the set of patterns, and the patterns can be used for any type of splicing.

Definition 4.1.5. A null-context splicing system \(S\) is said to be uniform, if the set of patterns are such that,
\[
B_{1}=B_{2}=B_{3}=B_{4}=\left\{\ll a \gg \mid a \in \Sigma^{m, n}, \text { for some } m, n \geq 0\right\} .
\]

That is every image in \(\Sigma^{m, n}\) is a site of all the four types and these are the only sites. An uniform splicing system is represented as \(\mathrm{S}=\langle A, I, m, n\rangle\). Note that every uniform splicing system is also null-context.

Definition 4.1.6. An array language \(L\) is said to be a finite splicing language, if it can be generated by a finite splicing system. And \(L\) is said to be a simple splicing language if it can be generated by a simple splicing system. Similarly, null-context, equal and uniform splicing languages are defined.

\subsection*{4.2. The Pumping Technique}

In this section we introduce a technique called the pumping technique, which is used to generate infinite set of images from a finite set of images by splicing. It is very general in nature and hence, an example is provided next to exhibit it, instead of a formal discussion.

Example 4.2.1. The example given next is useful in two ways. It exhibits the concept of pumping infinite set of images from a finite set by splicing; gives a set of images called GRIDS used in a later section.

Let Grid \(<X, Y, m, n\rangle\) represent an image G of size \(\langle m, n\rangle\), where, m and n are odd positive numbers; \(\mathrm{m}, \mathrm{n} \geq 3 . \mathrm{G}\) is defined by,
\[
G[i, j]= \begin{cases}X & \text { if } \mathrm{i} \text { is odd or } \mathrm{j} \text { is odd } \\ Y & \text { otherwise }\end{cases}
\]
where, \(1 \leq i \leq m, 1 \leq j \leq n\)
G is said to be a Grid defined over \(\langle X, Y\rangle\) of size \(\langle m, n\rangle\). An example Grid is shown in Figure 8 GRIDS \(\langle X, Y\rangle\) represents the set of all Grids over \(\langle X, Y\rangle\).

GRIDS \(\langle X, Y\rangle=\{\operatorname{Grid}\langle X, Y, m, n\rangle, \mathrm{m}\) and are odd, \(\mathrm{m}, \mathrm{n} \geq 3\}\)
Now let us exhibit the pumping technique by generating the infinite set of Grids from a single grid Grid \(<X, ., 9,9>\). Consider an initial set of images consisting only of Grid \(<X, ., 9,9>\) and let Grid \(<X, ., 5,5>\) be a null-context Type-1 site. i.e \(\ll G r i d<X, ., 5,5 \gg\) be a Type-1 pattern. Figures 9 , 10 show the Type-1 splicing between two images of the form Grid \(<X, ., 9,9>\) (Figure 9) giving two resultants \(R_{1}=\) Grid \(<X, ., 9,11>\) and \(R_{2}=G \operatorname{Grid}<X, ., 9,7>\) (Figure 10). The site used is Grid \(<X, ., 5,5>\).
\begin{tabular}{ccccccc}
\(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) \\
\(X\) &. & \(X\) &. & \(X\) &. & \(X\) \\
\(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) \\
\(X\) &. & \(X\) &. & \(X\) &. & \(X\) \\
\(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) \\
\(X\) &. & \(X\) &. & \(X\) &. & \(X\) \\
\(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) \\
\(X\) &. & \(X\) &. & \(X\) &. & \(X\) \\
\(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\) & \(X\)
\end{tabular}

Figure 8. Grid \(<X, ., 9,7>\)

Note. In Figures 9, 10, for \(I_{1}\) the prefix is \(I_{1}\) itself and the suffixes are \(\Lambda\). For \(I_{2}\), the prefix is Grid \(<X, ., 9,7>\) and BUSuffix \(=\) CSuffix \(=\Lambda\).
\(I_{1}=\operatorname{Grid}\langle X, ., 9,9\rangle\)
\begin{tabular}{ccccccccc}
X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X \\
\hline
\end{tabular}
\(I_{2}=G r i d<X,, 9,9>\)


Figure 9. Splicing between Grids (I)

A similar splicing between \(R_{1}\) and \(I_{1}\) produces Grid< \(X, ., 9,13>\). Thus all possible Grids over \(\langle X,\).\(\rangle with number of rows as 9\) and any number of columns can be generated. Now, let us consider the splicing between two images \(I_{1}=I_{2}=\) Grid \(<X, ., 9,13>\). The reader can draw the desired Type-1 splicing. From the definitions it is clear that Grid \(<X, ., 11,13>\) can be generated. Thus by repeatedly applying these two types of splicings we can generate all possible Grids over \(<X, \ldots\) with size greater than \(\langle 3,3\rangle\).

Property 4.2.1. Whenever in a null-context splicing system, two Grids \(I_{1}\) and \(I_{2}\) defined over \(<X, Y>\) splice, with a site \(s\) (which is also the crossing), size(s) \(\geq\langle 3,3\rangle\), the resultants are also Grids defined over \(\langle X, Y\rangle\).

\section*{5. Finite Simple Splicing Systems}

A splicing system \(S\) is said to be a finite-simple splicing system (hereafter referred as FS splicing system), if it is both simple and finite. As we have already seen, it can be expressed as, \(S=\langle A, I, B\rangle\), where, I and the four sets of patterns are finite.

The FS splicing system is a direct extension of Tom Head's original -unextendedsplicing system [3] to the array languages or to the second dimension. It is interesting to study the properties of these FS splicing systems. The special classes of splicing systems, viz. null-context, uniform and equal are studied under the domain of FS splicing and an hierarchy is established. In the case of H-systems, the null-context splicing languages were shown to be equivalent to uniform splicing languages and strictly locally testable languages. This does not hold good in the case of 2D. In this section, the hierarchy of FS splicing languages is established and their relationship to the strictly locally testable languages is also discussed.

\subsection*{5.1. Hierarchy of FS Splicing Languages}

Let \(\mathcal{L}_{\mathcal{U}}\) represent the set of all FS uniform splicing languages, \(\mathcal{L}_{\mathcal{E}}\) the set of all FS equal splicing languages and \(\mathcal{L}_{\mathcal{N C}}\) the set of all FS null-context splicing languages.
\(R_{1}=G r i d<X, ., 9,11>\)
\begin{tabular}{ccccccccccc}
X & X & X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X & X & X \\
X &. & X &. & X &. & X &. & X &. & X \\
X & X & X & X & X & X & X & X & X & X & X
\end{tabular}
\[
R_{2}=G r i d<X, ., 9,7>
\]
\begin{tabular}{ccccccc}
X & X & X & X & X & X & X \\
X &. & X &. & X &. & X \\
X & X & X & X & X & X & X \\
X &. & X &. & X &. & X \\
X & X & X & X & X & X & X \\
X &. & X &. & X &. & X \\
X & X & X & X & X & X & X \\
X &. & X &. & X &. & X \\
X & X & X & X & X & X & X
\end{tabular}

Figure 10. Splicing between Grids (II)

\section*{Theorem 5.1.1. \(\mathcal{L}_{\mathcal{U}} \subset \mathcal{L}_{\mathcal{E}}\).}

Proof. It is directly evident from the definition of uniform and equal splicing systems, that every FS uniform splicing system is an FS equal splicing system. Hence, \(\mathcal{L}_{U} \subseteq \mathcal{L}_{\mathcal{E}}\). Now, let us give an example of a language which is FS equal, but not FS uniform.

Example 5.1.1. Consider the following FS equal splicing system. \(\mathrm{S}=\langle A, I, B\rangle\), \(\mathrm{A}=\{1,0\} . \mathrm{I}=\{00, \mathrm{~b}\}\), where \(\mathrm{b}=\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\). And \(\mathrm{B}=\left\langle B_{1}, B_{1}, B_{1}, B_{1}\right\rangle\). \(B_{1}=\left\{\ll \frac{1}{1}, \gg, \ll 0 \gg\right\}\). The language generated is \(L(S)=L_{1} \cup L_{2}\), where,
\[
L_{1}=0^{+}, \quad L_{2}=\binom{1}{1}^{+}
\]

Now let us prove that this language cannot be produced by any FS uniform splicing system. By contradiction, let there be an FS uniform splicing system \(S^{\prime}=\) \(<A, I^{\prime}, m, n>\) producing this language. That is \(\mathrm{L}\left(\mathrm{S}^{\prime}\right)=\mathrm{L}(\mathrm{S})\). I should be such that, \(\mathrm{I}=I_{1} \cup I_{2}\), where \(I_{1} \subset L_{1}\) and \(I_{2} \subset L_{2}\). As \(\mathrm{S}^{\prime}\) is finite, \(I_{1}\) and \(I_{2}\) are also finite. From \(I_{1}\) the images have to splice and produce \(L_{1}\). But \(I_{1} \subset 0^{+}\)and is finite. So the sites for \(I_{1}\) should be of the form \(0^{1, k}, \mathrm{k}>0\). Then only splicing can take place among
the images of \(I_{1}\). Thus, \(\mathrm{m}=1\). Now, we can rewrite \(\mathrm{S}^{\prime}\) as \(\mathrm{S}^{\prime}=\langle A, I, 1, n\rangle\). This means that, \((0+1)^{n}\) are all sites and hence, \(1^{n}\) is also a site. As \(\left(1_{2}\right)^{n}\) belong to \(\mathrm{L}\left(\mathrm{S}^{\prime}\right)\), consider the splicing shown in Figure 11.


Resultants:
\begin{tabular}{llllllllll}
1 & 1 & 1 & \(\ldots\) & 1 \\
1 & 1 & 1 & \(\ldots\) & 1 & & & & 1 & 1 \\
1 & 1 & \(\ldots\) & 1 \\
1 & 1 & 1 & \(\ldots\) & 1 & & & & &
\end{tabular}

Figure 11. Splicing for Example 5.1.1

By this, \(\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)^{n}=\left(1_{3}\right)^{n} \in \mathrm{~L}\left(\mathrm{~S}^{\prime}\right)\), which is not in \(\mathrm{L}(\mathrm{S})\). So, \(\mathrm{L}\left(\mathrm{S}^{\prime}\right) \neq \mathrm{L}(\mathrm{S})\). Hence the proof.

Theorem 5.1.2. \(\mathcal{L}_{\mathcal{E}} \subset \mathcal{L}_{\mathcal{N C}}\)
Proof. It is directly evident from the definitions that, \(\mathcal{L}_{\mathcal{E}} \subseteq \mathcal{L}_{\mathcal{N C}}\) An example of a language is discussed, which is FS null-context but not FS -equal.

Example 5.1.2. Consider the following FS-null-context splicing system. \(\mathrm{S}=<A, I, B>. \mathrm{A}=\{\mathrm{X},+,-, 1,2, \mathrm{a}, \mathrm{b}\} . \mathrm{I}=\left\{i_{0}, i_{1}, i_{2}\right\} . \quad \mathrm{B}=<B_{1}, \emptyset, \emptyset, \emptyset>. \quad B_{1}=\) \(\left\{\ll X \gg, \ll c_{1} \gg\right\}\). The crossing \(c_{1}\) and the initial images \(i_{0}, i_{1}\) and \(i_{2}\) are as shown below.
\[
i_{0}=\mathrm{XX}, \quad i_{1}=\left(\begin{array}{cccc}
2 & + & + & 1 \\
2 & X & X & 1 \\
2 & - & - & 1
\end{array}\right), \quad i_{2}=\left(\begin{array}{cccc}
b & + & + & a \\
b & X & X & a \\
b & - & - & a
\end{array}\right), \quad c_{1}=\binom{X}{-}
\]

Let,
\[
\begin{aligned}
& L_{0}=X^{+}, \quad L_{1}=\begin{array}{c}
2 \\
2 \\
2
\end{array}\left(\begin{array}{c}
+ \\
X \\
-
\end{array}\right)^{+} \begin{array}{l}
1 \\
1 \\
1
\end{array}, \quad L_{2}=\begin{array}{c}
b \\
b \\
b
\end{array}\left(\begin{array}{c}
+ \\
X \\
-
\end{array}\right)^{+} \begin{array}{c}
a \\
a \\
a
\end{array},
\end{aligned}
\]
\[
\begin{aligned}
& L_{6}=\begin{array}{c}
a \\
a \\
2
\end{array}\left(\begin{array}{c}
+ \\
X \\
-
\end{array}\right)^{+} \begin{array}{l}
1 \\
1 \\
1
\end{array}, \quad L_{7}=\begin{array}{c}
2 \\
2 \\
b
\end{array}\left(\begin{array}{c}
+ \\
X \\
-
\end{array}\right)^{+} \begin{array}{l}
1 \\
1 \\
1
\end{array}, \quad L_{8}=\begin{array}{c}
b \\
b \\
2
\end{array}\left(\begin{array}{c}
+ \\
X \\
-
\end{array}\right)^{+} \begin{array}{l}
a \\
a \\
a
\end{array}
\end{aligned}
\]

They are generated as follows.
\(i_{0}\) by 'pumping' generates \(L_{0}\).
\(i_{1}\) by 'pumping' generates \(L_{1}\).
\(i_{2}\) by 'pumping' generates \(L_{2}\).
Images in \(L_{1}\) and \(L_{2}\) splice using \(\ll c_{1} \gg\) to generate \(L_{3}\) and \(L_{4}\)
Images in \(L_{1}\) and \(L_{2}\) splice using \(\ll X \gg\) to generate \(L_{5}\) and \(L_{6}\)
Images in \(L_{1}\) and \(L_{4}\) splice using \(\ll X \gg\) to generate \(L_{7}\).
Images in \(L_{2}\) and \(L_{3}\) splice using \(\ll X \gg\) to generate \(L_{8}\).

The languge \(\mathrm{L}=\mathrm{L}(\mathrm{S})=\bigcup L_{i}, 0 \leq i \leq 8\). Let \(L_{\Delta}=\mathrm{L}-L_{0}\). Now, we claim that there is no FS equal splicing system generating L. By contradiction, let there exist an FS equal splicing system \(S^{\prime}=<A, I^{\prime}, B^{\prime}>\), such that \(\mathrm{L}\left(\mathrm{S}^{\prime}\right)=\mathrm{L}(\mathrm{S})=\mathrm{L}\).

Lemma 5.1.1. \(B^{\prime}\) should include at least one pattern \(p\) of the form \(\ll X^{k} \gg\), for some \(k>0\).

Proof. According to our assumption, \(\mathrm{L}(\mathrm{S})=\mathrm{L}\left(\mathrm{S}^{\prime}\right)\). I' can be expressed as, \(\mathrm{I}^{\prime}=\) \(I_{0} \cup I_{\Delta}, I_{0} \subset L_{0}\) and \(I_{\Delta} \subset L_{\Delta}\). If no pattern p of the form, \(\ll X^{k} \gg\), for some \(\mathrm{k}>0\) exists in \(\mathrm{B}^{\prime}\), then the initial images in \(I_{0}\) cannot splice. Let \(\mathrm{l}=\mathrm{Max}\left\{\mathrm{i} / X^{i} \in I_{0}\right\}\). As images in \(I_{0}\) cannot splice, the image \(X^{l+1} \in \mathrm{~L}\) has to be generated by repeated splicing of images in \(I_{\Delta}\). Note that none of the images in \(I_{\Delta}\) have any image of the form \(X^{j}, \mathrm{j}>0\) as their prefix for any type of splicing. A simple induction on the number of splicing steps will prove that, neither the images in \(I_{\Delta}\) nor the images generated by repeated splicing of images in \(I_{\Delta}\) in the splicing system \(S^{\prime}\) have any prefixes of that form. If we include patterns in \(B^{\prime}\) to generate such images \(L\left(S^{\prime}\right)\), then some erroneous images not in \(\mathrm{L}(\mathrm{S})\) will be produced in \(\mathrm{L}\left(\mathrm{S}^{\prime}\right)\). But, to produce an image of the form \(X^{a}, a>0\), by splicing, we need an image with an image of the form \(X^{i}, \mathrm{i}>0\), as its prefix. Thus, \(I_{\Delta}\), even on repeated splicing cannot produce the image \(X^{l+1}\). This proves that, to generate all the images in \(L_{0}\), the images in \(I_{0}\) have to splice. To satisfy this requirement, \(\mathrm{B}^{\prime}\) should include at least one pattern of the form, \(\left.\ll X^{k} \gg, \mathrm{k}\right\rangle 0\).

In view of this lemma there is k such that, a pattern \(\mathrm{p}=\ll X^{k} \gg \in B^{\prime}\). Note that \(S^{\prime}\) is an equal splicing system. So, \(X^{k}\) is also a Type- 2 site. Consider the Type-2 splicing shown in Figure 12 between \(I_{1}, I_{2} \in \mathrm{~L}\left(\mathrm{~S}^{\prime}\right)\) and the resultants \(R_{1}\) and \(R_{2} . R_{1}\) and \(R_{2} \in \mathrm{~L}\left(\mathrm{~S}^{\prime}\right)\), by the rules of splicing.


Figure 12. Splicing for Example 5.1.2
As, \(r_{1}, r_{2} \notin \mathrm{~L}(\mathrm{~S}), \mathrm{L}(\mathrm{S}) \neq \mathrm{L}\left(\mathrm{S}^{\prime}\right)\). Hence, the proof.
Theorem 5.1.3. \(\mathcal{L}_{U} \subset \mathcal{L}_{\mathcal{E}} \subset \mathcal{L}_{\mathcal{N} C}\).
Proof. Straightforward from Theorems 5.1.1 and 5.1.2.

\subsection*{5.2. Strictly Locally Testability And FS Splicing Languages}

In the case of H -systems, the class of null-context H -system languages was shown to be equivalent to the class of strictly locally testable languges. But, that is not the case with 2D FS languages. In fact, the hierarchy established in the previous section is unrelated to the class of SLT languages.

Example 5.2.1. In this example, we present a language which is strictly locally testable, but cannot be generated by any FS null-context splicing system.

Let \(L\) be a language over the alphabet \(A=\{1,0\}\) defined as follows. \(L\) consists of all images of 1 's and 0 's which do not have \(0^{3,3}\) as subimage. That is the images do not contain the subimage \(\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)\). This language is obviously 3,3 - strictly locally testable with
\[
\mathrm{W}=\left\{0^{3,3}\right\} \text { and } \mathrm{U}=\mathrm{V}=\mathrm{Y}=\mathrm{Z}=A^{3,3}-\mathrm{W}
\]

Now let us show that this language \(L\) cannot be produced by any null-context splicing system. By contradiction, let there be a null-context splicing system \(\mathrm{S}=<\) \(A, I, B>\) with \(\mathrm{L}(\mathrm{S})=\mathrm{L}\). As I is finite, the language L has to be produced by splicing only. So there should be atleast one pattern in S. Let it be a Type-1 pattern \(\ll X \gg\). Note that X cannot contain \(0^{3,3}\) as its subimage. Let Size \((\mathrm{X})=\langle r, c\rangle\). Consider two images \(I_{1}\) and \(I_{2}\). They are images of same size full of 1 's with \(0^{2,3}\) and X embedded in them as shown in Figure 13. \(I_{1}\) and \(I_{2}\) do not contain \(0^{3,3}\) as subimage. Hence, both belong to L. A splicing as shown in the Figure 13 results in a resultant image with \(0^{3,3}\) as its subimgae. This image by the rule of splicing should belong to \(L(S)\) but does not belong to L . Thus, \(\mathrm{L}(\mathrm{S}) \neq \mathrm{L}\).


One of the resultants:


Figure 13. Splicing for Example 5.2.1

Pads. Let I be an image defined over an alphabet \(\Sigma\) of size \(<m, n>\). Let P be an alphabet. Let us define \(\operatorname{Pad}(\mathrm{I}, \mathrm{P}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})\), where \(\mathrm{a}, \mathrm{b}, \mathrm{c}\) and d are positive integers, to be the set S as
\(\mathrm{S}=\operatorname{Pad}(\mathrm{I}, \mathrm{P}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})=P^{(m+a+c), d} \Phi\left(P^{a, n} \Theta I \Theta P^{c, n}\right) \Phi P^{(m+a+c), b}\)
If \(P\) is a has just one symbol then the \(\operatorname{Pad}(\mathrm{I}, \mathrm{P}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})\) defined above will have only one image. In such a case \(\operatorname{Pad}(\mathrm{I}, \mathrm{P}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})\) is used to represent that single image itself, rather than a set consisting of that single image. The images in set S are said to be padded images of I over the alphabet P of size \(\langle a, b, c, d\rangle\). Figure 14 shows an
example. For this example, \(\mathrm{I}=\) Grid \(<1,0,5,5>\). \(\mathrm{P}=\{\mathrm{c}\}\). We give the the single image in the set \(\operatorname{Pad}(1, P, 1,2,3,4)\).
\begin{tabular}{lllllllllll}
c & c & c & c & c & c & c & c & c & c & c \\
c & c & c & c & 1 & 1 & 1 & 1 & 1 & c & c \\
c & c & c & c & 1 & 0 & 1 & 0 & 1 & c & c \\
c & c & c & c & 1 & 1 & 1 & 1 & 1 & c & c \\
c & c & c & c & 1 & 0 & 1 & 0 & 1 & c & c \\
c & c & c & c & 1 & 1 & 1 & 1 & 1 & c & c \\
c & c & c & c & c & c & c & c & c & c & c \\
c & c & c & c & c & c & c & c & c & c & c \\
c & c & c & c & c & c & c & c & c & c & c
\end{tabular}

Figure 14. An example for padding
Property 5.2.1. Let \(I_{1}\) and \(I_{2}\) be two images defined over an alphabet \(\Sigma\). Let \(I_{1}^{\prime} \in \operatorname{Pad}\left(I_{1}, \mathrm{P}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}\right)\) and \(I_{2}^{\prime} \in \operatorname{Pad}\left(I_{2}, \mathrm{P}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}\right) . \mathrm{P} \cap \Sigma=\emptyset\). Let \(\mathrm{m}=\operatorname{Max}\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}\}\). Then any two resultants \(R_{1}^{\prime}\) and \(R_{2}^{\prime}\) obtained by splicing \(I_{1}^{\prime}\) and \(I_{2}^{\prime}\) with any nullcontext site s , size(s) \(><m, m>\), are always such that,
\[
R_{1}^{\prime} \in \operatorname{Pad}\left(r_{1}, \mathrm{P}, \mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}\right) \text { and } R_{2}^{\prime} \in \operatorname{Pad}\left(r_{2}, \mathrm{P}, \mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}\right)
\]
for some \(r_{1}, r_{2} \in \Sigma^{++}\).
In simple terms, whenever padded images with a pad of size \(\langle a, b, c, d\rangle\) splice with a nullcontext site \(s\), then the resultants are also padded images with a pad of size \(\langle a, b, c, d\rangle\), provided s is not a subimage of the padding of the two images.

For brevity, we omit the proof for the above property, but it can be easily proved formally.

Example 5.2.2. In this section we present an example of a language, which is an FS uniform splicing language, but not strictly locally testable.

Let \(S=<A, I, 5,5>\) be an uniform splicing system with \(A=\{0,1, \mathrm{a}, \mathrm{b}, \mathrm{c}\}\), \(\mathrm{I}=\left\{I_{1}, I_{2}, I_{3}\right\}\).
\[
\begin{aligned}
& I_{1}=\operatorname{Pad}(\text { Grid }<1,0,9,9>,\{a\}, 1,0,1,1) \\
& I_{2}=\operatorname{Pad}(\operatorname{Grid}<1,0,9,9>,\{b\}, 1,1,1,0) \\
& \left.I_{3}=\operatorname{Pad}\left(a^{11} \Phi\left(a^{5} b^{4} \Theta G r i d<1,0,9,9>\Theta a^{5} b^{4}\right) \Phi b^{11}\right),\{c\}, 1,1,1,1\right)
\end{aligned}
\]

Now let us consider the language of the splicing system, \(\mathrm{L}=\mathrm{L}(\mathrm{S})\). Let \(L_{1}, L_{2}\) and \(L_{3}\) represent the languges produceable from \(I_{1}, I_{2}\) and \(I_{3}\) alone respectively. Formally,
\[
\begin{aligned}
& L_{1}=\mathrm{L}\left(S_{1}\right) ; S_{1}=<A,\left\{I_{1}\right\}, 5,5> \\
& L_{2}=\mathrm{L}\left(S_{2}\right) ; S_{2}=<A,\left\{I_{2}\right\}, 5,5> \\
& L_{3}=\mathrm{L}\left(S_{3}\right) ; S_{3}=<A,\left\{I_{3}\right\}, 5,5>
\end{aligned}
\]

Let
\[
\begin{aligned}
& L_{1}^{\prime}=\{\mathrm{x} \mid \mathrm{x}=\operatorname{Pad}(\operatorname{Grid}<1,0, i, j>,\{\mathrm{a}\}, 1,0,1,1), \mathrm{i}, \mathrm{j} \geq 5, \mathrm{i} \text { and } \mathrm{j} \text { are odd }\} \\
& L_{2}^{\prime}=\{\mathrm{x} \mid \mathrm{x}=\operatorname{Pad}(\operatorname{Grid}<1,0, i, j>,\{\mathrm{b}\}, 1,1,1,0), \mathrm{i}, \mathrm{j} \geq 5, \mathrm{i} \text { and } \mathrm{j} \text { are odd }\} \\
& L_{3}^{\prime}=\operatorname{Pad}\left(L_{3}^{\Delta},\{\mathrm{c}\}, 1,1,1,1\right\}, \text { where } \\
& L_{3}^{\Delta}=\left(a^{(i+2)} \Phi\left(\left(a^{(j+1) / 2} b^{(j-1) / 2}\right) \Theta G r i d<1,0, i, j>\Theta\left(a^{(j+1) / 2} b^{(j-1) / 2}\right)\right) \Phi b^{i+2}\right),
\end{aligned}
\]
\[
\mathrm{i}, \mathrm{j} \geq 5 \text { and } \mathrm{i} \text { and } \mathrm{j} \text { odd. }
\]
\(L_{1}^{\prime}\) consists of images of the same form as that of \(I_{1}\), but of all sizes. Similarly \(L_{2}^{\prime}\) consists of images of the same as that of \(I_{2}\) but of all sizes. \(L_{3}^{\Delta}\) consists of Grids with
a string \(a^{k} b^{k-1}\), where, \(\mathrm{k}=\left\lceil 1 / 2^{*}\right.\) (length of the grid) \(\rceil\), padded on the top and bottom and one pad of a column of 'a' on the left and one pad of a column of ' \(b\) ' on the right. And \(L_{3}^{\prime}\) consists of images of \(L_{3}^{\Delta}\) with a padding of ' \(c\) ' of size \(\langle 1,1,1,1\rangle . L_{3}^{\prime}\) consists of images of the form of \(I_{3}\), but of all sizes.

By pumping technique, it is clear that, \(L_{1}^{\prime}\) can be produced from \(I_{1}\). i.e \(L_{1}^{\prime} \subseteq L_{1}\). Similarly, \(L_{2}^{\prime} \subseteq L_{2}\) and \(L_{3}^{\prime} \subseteq L_{3}\). But the property of grids, Property 4.2.1 and the property of Pads Property 5.2 .1 infer that, \(L_{1}^{\prime}=L_{1}\) and \(L_{2}^{\prime}=L_{2}\). But \(L_{3}^{\prime}\) is not equal to \(L_{3}\). Let \(L_{3}=L_{3}^{\prime} \bigcup L_{3}^{\prime \prime}\). But again, as per Property 4.2.1 and Property 5.2.1,
\(L_{3}^{\prime \prime} \subseteq \operatorname{Pad}(\operatorname{Pad}(\operatorname{Grid}<1,0, i, j>,\{\mathrm{a}, \mathrm{b}\}, 1,1,1,1),\{\mathrm{c}\}, 1,1,1,1), \mathrm{i}\) and j are odd, \(\mathrm{i}, \mathrm{j} \geq 3\)

Though \(L_{3}^{\prime}\) can be defined formally, the above subset property is enough for our purpose. Now, L(S) may contain images obtained by splicing two images, one from \(L_{1}\) and other from \(L_{2}, L_{2} \& L_{3}\) and \(L_{1} \& L_{3}\). We shall prove that such kind of splicing cannot take place due to the lack of compatability. Only splicing among the images of the same language \(L_{1}, L_{2}\) and \(L_{3}\) can take place. Note that the splicing system \(S\), is an uniform splicing system and all the images of size \(<5,5>\) can act as null-context site. Let us consider the case where, \(\mathrm{g}=\) Grid \(<1,0,5,5>\) is used as a site for a Type-1 splicing between \(I_{1} \in L_{1}\) and \(I_{2} \in L_{2}\). It can easily be noted that for any \(I_{1} \in L_{1}\), the Type-1 prefix \(p_{1}\) with respect to the null-context site g , is always such that, size \(\left(p_{1}\right)=\langle i, j\rangle\), with i and j being even numbers. But the corresponding prefix \(p_{2}\) of any \(I_{2} \in L_{2}\) is always such that, \(\operatorname{size}\left(p_{2}\right)=\langle i, j\rangle\), with i being even and \(\mathbf{j}\) being odd. Thus, the prefixes are not of the same size and splicing is illegal and can not take place. The Table 5.2.1 shows the nature of the size of the four different types of splicing prefixes of the images belonging to the three languages \(L_{1}, L_{2}\) and \(L_{3}\) with respect to the site g . For example, the cell corresponding to \(L_{2}\) and Type-2 reads, <even, even >. This means that, if an image s \(\in L_{2}\) is spliced in Type-2, with the image ' g ' as a null-context site, then the Type-2 prefix of \(s\), will have even number of rows and even number of columns.

Table 5.2.1: The table for the Example 5.2.2
\begin{tabular}{|l||l|l|l|l|}
\hline & Type-1 & Type-2 & Type-3 & Type-4 \\
\hline \hline\(L_{1}\) & \(\langle\) even, even \(\rangle\) & \(\langle\) even, odd \(\rangle\) & \(\langle\) even, even \(\rangle\) & \(\langle\) even, odd \(\rangle\) \\
\hline\(L_{2}\) & \(\langle\) even, odd \(\rangle\) & \(\langle\) even, even \(\rangle\) & \(\langle\) even, odd \(\rangle\) & \(\langle\) even, even \(\rangle\) \\
\hline\(L_{3}\) & \(\langle\) odd, odd \(\rangle\) & \(\langle\) odd, odd \(\rangle\) & \(\langle\) odd, odd \(\rangle\) & \(\langle\) odd, odd \(\rangle\) \\
\hline
\end{tabular}

From the table it is clear that incompatibilities exist for splicing between 2 images belonging to two different languages of \(L_{1}, L_{2}\) and \(L_{3}\), with respect to the site g . A similar argument can be given for other sites of size \(<5,5>\). Thus, \(\mathrm{L}=L_{1} \bigcup L_{2} \bigcup L_{3}\).

We shall show that \(L\) is not strictly locallay testable. By contradiction, let \(L\) be \(\mathrm{p}, \mathrm{q}\)-strictly locally testable. Let us consider the case where, p and q are even. For the other cases, the proof is similar. As \(L\) is \(p, q\)-strictly locally testable, there exist sets \(\mathrm{U}, \mathrm{V}, \mathrm{Y}, \mathrm{Z}\) and W consisting of images of size \(\langle p, q\rangle\) satisfying the equality 3.1.6. Let,
\[
\begin{aligned}
& l_{1}=\operatorname{Pad}(\text { Grid }<1,0, p-1, q-1>,\{\mathrm{a}\}, 1,0,1,1) \\
& l_{2}=\operatorname{Pad}(\text { Grid }<1,0, p-1, q-1>,\{\mathrm{b}\}, 1,1,1,0)
\end{aligned}
\]
i.e \(l_{1}\) represents the image in \(L_{1}\) of size \(\langle p+1, q\rangle, l_{2}\) represents the image in \(L_{2}\) of
\[
\begin{aligned}
& \text { size }<p+1, q>\text {. Let, } \\
& \mathrm{u}=\operatorname{Pad}(\operatorname{Grid}<1,0, p-1, q-1>,\{\mathrm{a}\}, 1,0,0,1) \\
& \mathrm{v}=\operatorname{Pad}(\operatorname{Grid}<1,0, p-1, q-1>,\{\mathrm{b}\}, 1,1,0,0) \\
& \mathrm{y}=\operatorname{Pad}(\operatorname{Grid}<1,0, p-1, q-1>,\{\mathrm{a}\}, 0,0,1,1) \\
& \mathrm{z}=\operatorname{Pad}(\operatorname{Grid}<1,0, p-1, q-1>,\{\mathrm{b}\}, 0,1,1,0)
\end{aligned}
\]

Note that, u and y are the top-left and bottom-left subimages of \(l_{1}\) of size \(\langle p, q\rangle\). v and z are top-right and bottom-right subimages of \(l_{2}\) of size \(\langle p, q\rangle\). As, \(l_{1}, l_{2} \in \mathrm{~L}\), \(u \in U ; v \in V ; y \in Y ; z \in Z ;\) Consider the image,
\(\mathrm{X}=a_{2 p+3} \Phi\left(\left(a^{q+1} b^{q}\right) \Theta X_{g}\left(a^{q+1} b^{q}\right)\right) \Phi b_{2 p+3}\)
where, \(X_{g}=\) Grid< \(1,0,2(p-1)+3,2(q-1)+3>\). Let the top-left, top-right, bottom-left and bottom-right images of X be \(u_{x}, v_{x}, y_{x}\) and \(z_{x}\) respectively. Note that, \(u_{x}=\mathrm{u} ; v_{x}=\mathrm{V} ; y_{x}=\mathrm{y} ; z_{x}=\mathrm{z}\). And hence, \(u_{x} \in \mathrm{U} ; v_{x} \in \mathrm{~V} . y_{x} \in \mathrm{Y} ; z_{x} \in \mathrm{Z}\). Consider the image \(X_{c}=\operatorname{Pad}(\mathrm{X},\{c\}, 1,1,1,1)\). X is a subimage of \(X_{c}\). Thus, every subimage of X of size \(\langle p, q\rangle\), is also a subimage of \(X_{c}\). As, \(X_{c} \in \mathrm{~L}\), none of the subimages of \(X_{c}\) of size \(\langle p, q\rangle\) belongs to W . This proves that, X belongs to the language in the right hand side of the equality in Definition 3.1.6. But, \(\mathrm{X} \notin \mathrm{L}\) '. Hence, the equality does not hold good for the language L . Thus, L is not strictly locally testable.

Figure 15 clearly depicts the hierarchy of FS splicing languages and SLT languages.
FS


Figure 15. Hierarchy of FS splicing languages and SLT languages

\section*{6. Conclusion}

In this paper, we have defined 2D splicing systems and several restrictions of it. The hierarchy among these classes is studied. These classes have been compared to the class of strictly locally testable languages. There are several directions for future work. This paper mainly concentrates on hierarchy. Other features like closure properties can be studied. It has also been found that with this definition, by using the mapping function (i.e by using non-simple splicing systems) we are able to generate diffrent interesting languages of pictures more easily than by those given in [11].

In this paper, only finite-simple splicing systems have been considered. It would
be interesting to study the systems with infinite set of initial images and patterns. A broader definition as given in [7] can be extended to 2D. It has to be found whether the 2D splicing systems will be universally computational in this case. Another direction of research could be to extend the definition of splicing to graphs. This might have more biological significance. We are working on these lines.
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\begin{abstract}
The most of the previous work on the complexity of infinite words has measured the complexity as descriptional one, i. e. an infinite word \(w\) had a "small" complexity if it was generated by a morphism or another simple machinery, and \(w\) has been considered to be "complex" if one needs to use more complex devices ( gsm 's) to generate it. In [5] the study of the computational complexity of infinite word generation and of its relation to the descriptional characterizations mentioned above was started. The complexity classes \(\operatorname{GSPACE}(f)=\) \(\{\) infinite words generated in space \(f(n)\}\) are defined there, and some fundamental mechanisms for infinite word generation are related to them. It is also proved there, that there is no hierarchy between \(\operatorname{GSPACE}(O(1))\) and \(\operatorname{GSPACE}\left(\log _{2} n\right)\). Here, \(\operatorname{GSPACE}(f) \subset \operatorname{GSPACE}(g)\) for \(g(n) \geq f(n) \geq\) \(\log _{2} n, f(n)=o(g(n))\) is proved. The main result of this paper is a new lower bound on the computational complexity of infinite word generation: real-time, binary working alphabet, and \(o\left(n /(\log n)^{2}\right.\) space is insufficient to generate a concrete infinite word over two-letter alphabet.
\end{abstract}

\section*{1. Introduction}

The most of the previous work on infinite word generation has measured the complexity of infinite words as a descriptional complexity. This means an infinite word \(y\) was of a "small" complexity if \(y\) was generated by a simple machinery (for instance, iterated morphisms [14]), and \(y\) has been considered to be "complex" if one needs to use more complex devices (for instance, double DOL TAG - system [2]) to generate \(y\). Hromkovič, Karhumäki and Lepistö [5] proposed to investigate the computational complexity (difficulty) of infinite words as well as its relation to the above mentioned descriptional characterizations. They have defined the time and space complexity of generating infinite word as well as the corresponding complexity
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}
classes \(\operatorname{GSPACE}(s)=\{\) infinite words generated in space \(s(n)\}\), and \(\operatorname{GTIME}(t)=\) \(\{\) infinite words generated in time \(t(n)\}\) for some functions \(s, t: \mathbf{N} \rightarrow \mathbf{N}\).

The main results of [5] are the following ones:
1. \(\operatorname{GSPACE}(O(1))=\operatorname{GSPACE}(f)=\{\) ultimately periodic infinite words \(\}\) for every \(f(n)=o\left(\log _{2} n\right)\), i.e., there is no hierarchy of space complexity classes below \(\log _{2} n\),
2. the infinite words generated by morphisms are in the smallest nontrivial space complexity class GSPACE \(\left(\log _{2} n\right)\),
3. Kolakowski sequence [2] is in GSPACE \(\left(\log _{2} n\right)\), and
4. the infinite words generated by an exponential double DOL TAG - system are in GSPACE \(\left(\left(\log _{2} n\right)^{2}\right)\).

We recall that Kolakowski sequence was considered as a nontrivial sequence in [2], and that DOUBLE DOL TAG - system introduced in [2] as a unified model to generate infinite words has a very high generating power.

This paper continues the investigation of the computational complexity of infinite word generation. The main attention here is devoted to the development of some lower bound methods on the complexity of infinite word generation. Our first result is the strong, infinite hierarchy \(\operatorname{GSPACE}(f) \subset \operatorname{GSPACE}(g)\) for any \(g(n) \geq f(n) \geq \log _{2} n\) and \(f(n)=o(g(n))\). The main effort of this paper is devoted to the development of a lower bound method on the computational sources needed to generate a specific infinite word. Such a lower bound was already established by Fischer et. al. [4] who show that real-time multicounter machines (i.e. Turing machines working over one-letter alphabet ) cannot generate a specific word. Here, we show that real-time 1tape Turing machines working in space \(o\left(n /\left(\log _{2} n\right)^{2}\right)\) over two-letter alphabet cannot generate a very natural word.

This paper is organized as follows. Section 2 fixes the notation used. Section 3 contains the hierarchy of the space complexity classes, and Section 4 involves our lower bound for our specific infinite word.

\section*{2. Definitions and Notations}

In this section we fix our computational model - multitape Turing machine - used to define the time and space complexity of generating infinite words.

Our model of computation is multitape (or k-tape) Turing machine, MTM (or \(k\)-TM) for short, which consists of
- a finite state control,
- \(k\) infinite one way working tapes each of which contains one two-way read/write head,
- one infinite output tape containing one one-way write-only head.

Depending on the current state and the \(k\) symbols read by heads on the working tapes the machine makes the following actions (corresponding to one step in a computation):
1. it changes the current state to a new one;
2. it writes a symbol on the output tape and moves the head on the output tape one unit to the right, or it does not do anything on the output tape;
3. each head on a working tape writes a symbol from the finite working alphabet on the currently scanned square and possibly moves to the neighboring square in the right or left.

A configuration of a \(k\)-TM is \(Q=\left(w, p, x_{1}, \ldots, x_{k}\right)\) where \(w\) is a content of the output tape, \(p\) is a state, and \(x_{i}\) is the content of the \(i\)-th working tape including the position of the head. For a configuration \(Q, \bar{Q}=\left(p, x_{1}, \ldots, x_{2}\right)\) is referred to as its internal configuration. The initial configuration is the one where all tapes are empty, i. e. containing only blank symbols. As usual a computation is a sequence of (consecutive) configurations \(Q_{0}, Q_{1}, \ldots, Q_{n}, \ldots\) where \(Q_{0}\) is the initial one and the machine moves from \(Q_{i}\) to \(Q_{i+1}\) in one step. We call the sequence \(\overline{Q_{0}}, \overline{Q_{1}}, \ldots, \overline{Q_{n}}, \ldots\) the corresponding internal computation.

Next we define central notions how an MTM operates on infinite words.
An infinite word \(w \in \sum^{\omega}\) is generated by an MTM \(M\) if the computation \(D=\) \(Q_{0}, Q_{1}, \ldots\) of \(M\) has the following properties:
(i) \(D\) is infinite;
(ii) \(Q_{0}\) is the initial configuration of \(M\), i. e. all the tapes are empty;
(iii) In each configuration \(Q_{i}\) the content of the output tape is a prefix of \(w\);
(iv) For each \(i\) there exists an index \(j\) such that \(j>i\) and the content of the output tape in \(Q_{i}\) is a proper prefix of that in \(Q_{j}\).

Let \(M\) be an MTM generating a word \(w\). The time and space complexities of \(M\) are functions \(T_{M}: \mathbf{N} \rightarrow \mathbf{N}\) and \(S_{M}: \mathbf{N} \rightarrow \mathbf{N}\) defined as follows:
\(T_{M}(n)=i_{n}\), where \(Q_{i_{n}}\) is the first configuration of the computation of \(M\) having the prefix of \(w\) of length \(n\) on the output tape.
\(S_{M}(n)=\max \left\{S\left(Q_{i}\right) \mid i=0, \ldots, T_{M}(n)\right\}\), where \(S\left(Q_{i}\right)\) is the space complexity of the configuration \(Q_{i}\) measured as the maximum of the lengths of words on working tapes.

Finally, we define the complexity classes dealt with in this paper in a standard way: For any \(t, s: \mathbf{N} \rightarrow \mathbf{N}\)
\(\operatorname{GTIME}(t)=\left\{w \in \sum^{\omega} \mid \exists\right.\) an MTM \(M\) generating \(w\) and \(\left.T_{M}(n) \leq t(n)\right\}\),
\(\operatorname{GSPACE}(s)=\left\{w \in \sum^{\omega} \mid \exists\right.\) an MTM \(M\) generating \(w\) and \(\left.S_{M}(n) \leq s(n)\right\}\),
\(\operatorname{GTIME}-\operatorname{SPACE}(t, s)=\left\{w \in \sum^{\omega} \mid \exists\right.\) an MTM \(M\) generating \(w\) and \(T_{M}(n) \leq\) \(\left.t(n), S_{M}(n) \leq s(n)\right\}\).

\section*{3. Space Hierarchy}

In [5] it is shown that \(\operatorname{GSPACE}(f(n))=\operatorname{GSPACE}(g(n))\) for any \(f(n)=O(1)\) and \(g(n)=o\left(\log _{2} n\right)\). The natural questions appear: Does there exist an infinite hierarchy for space classes? If yes, how strong is such a hierarchy?

In this section we show that there is a strong space hierarchy for the generation of infinite words, namely, \(\operatorname{GSPACE}(f(n)) \subset \operatorname{GSPACE}(g(n))\) for \(g\) growing quicker than \(f\).

Theorem 3.1. Let \(f, g\) be two nondecreasing functions from \(\mathbf{N}\) to \(\mathbf{N}\) with the following properties:
1. \(f(n) \leq g(n)\) for any \(n \in \mathbf{N}\),
2. \({ }_{n \rightarrow \infty}^{s u p} f(n) / g(n)=0\),
3. \(g\) is space-constructible,
4. \(g(n) \geq \log _{2} n\) for any \(n \in \mathbf{N}\).

Then \(\operatorname{GSPACE}(f) \subset \operatorname{GSPACE}(g)\).
Proof. We see two possibilities how to realize the proof. One is to show a one to one correspondence between the generation of infinite words over two-letter alphabet and the recognition of languages over one-letter alphabet. Then, the hierarchy result for GSPACE \((f)\) is a consequence of the hierarchy results for space-bounded classes of one-letter languages. Here, we prefer to give a direct short proof showing the modification of the well-known diagonalization.

Let \(C o\left(T_{1}\right), C o\left(T_{2}\right), \ldots, \ldots\), be the infinite sequence of binary encoding of 1-TMs in the lexicographical order. We note that we do not need to consider multitape TMs because each MTM can be simulated by a 1-TM with the same space complexity. As usual, there is a Turing machine which, for any given natural number \(n\), constructs \(C o\left(T_{n}\right)\).

Let, for any 1-TM \(T_{i}, C_{i 1} C_{i 2} C_{i 3} \ldots\) be the infinite word generated by \(T_{i}\). Now, we describe a \(g(n)\)-space bounded 4 -TM \(M\) which generates an infinite word \(\omega_{M}=\) \(d_{1} d_{2} \ldots\) which differs from \(C_{i 1} C_{i 2} C_{i 3} \ldots\) for any \(i\) such that \(T_{i}\) is \(f(n)\)-space bounded. We describe the work of \(M\) by giving the procedure of \(M\) to generate the \(n\)-th bit of \(\omega_{M}\).

Current configuration of \(M\). The output tape contains the first ( \(n-1\) ) symbols of \(\omega_{M}\), and the first working tape contains the binary code of \(n\).

Step 1. \(M\) computes the value \(g(n)\) and it marks the \(g(n)\)-th positions on all four working tapes.

Step 2. \(M\) writes \(1^{g(n)}\) on the second tape.
Step 3. \(M\) computes \(C o\left(T_{k}\right)\) on the third tape, for a \(k\) such that \(n=1+2+\) \(3+\ldots+(j-1)+j+k\) and \(1 \leq k \leq j+1\). This can be done in \(\left|C o\left(T_{k}\right)\right|\) space. If Step 3 requires more than \(g(n)\) cells of the third tape, then \(M\) halts and sets \(d_{n}=0\). Otherwise \(M\) continues with Step 4. Note, that the way in which \(k\) is chosen ensures that every Turing machine \(T_{k}\) is infinitely many times asked for computing an element of the infinite word \(\omega_{M}\).

Step 4. \(M\) simulates the work of \(T_{k}\) from the initial configuration on the fourth tape except that the produced symbols \(C_{k 1} C_{k 2} \ldots C_{k(n-1)}\) are not written anywhere. \(M\) uses binary alphabet to encode the working alphabet of \(T_{k}\) in this simulation. If \(g(n)\) cells are not enough to complete the simulation then \(M\) halts and sets \(d_{n}=0\). Besides this \(M\) computes the number of simulated steps of \(T_{k}\) on the second tape. If this number is equal to \(2^{g(n)}\) then \(M\) halts and sets \(d_{n}=0\). If \(M\) succeeds to simulate \(T_{k}\) and \(T_{k}\) computes the symbol \(C_{k n}\), then \(M\) sets \(d_{n}=\left|1-C_{k n}\right|\).

Step 5. \(M\) writes \(d_{n}\) on the output tape and adds 1 to the binary number coded on the first tape. The contents of all other working tapes is made empty.

Now, we show that \(\omega_{M}=d_{1} d_{2} \ldots\) is different from \(C_{i 1} C_{i 2} \ldots\) for any \(i\) such that \(T_{i}\) is \(f(n)\)-space bounded. We prove it by contradiction.

Assume that there exists a \(j\) such that:
(a) \(T_{j}\) is \(f(n)\)-space bounded, and
(b) \(d_{n}=C_{j n}\) for all \(n \in \mathbf{N}\).

Let \(\Gamma\) be the working alphabet of \(T_{j}\) and let \(T_{j}\) have \(s\) states. Since \({ }_{n \rightarrow \infty}^{s u p} f(n) / g(n)=0\) there exists a positive integer \(m\) such that
(i) \(m=1+2+3 \ldots+(r-1)+r+j\) with \(0 \leq j \leq r+1\),
(ii) \(g(m)>\left|C o\left(T_{j}\right)\right|\),
(iii) \(g(m)>\log _{2}(|\Gamma|+1) \cdot f(m)\), and
(iv) \(2^{g(m)}>s \cdot(|\Gamma|+1)^{f(m)}\) which is the number of all different configurations of \(T_{j}\).

Because of (ii) \(M\) is able to perform Step 2. Because of (iii) and (iv) \(M\) is able to simulate the generation of of \(C_{j 1} \ldots C_{j m}\) by \(T_{j}\). Thus, \(d_{m}=1-C_{j m} \neq C_{j m}\), which contradicts to (b).

\section*{4. A Constructive Lower Bound}

One of the hardest tasks in the complexity theory is to prove lower bounds, i. e., the nonexistence of complexity-bounded algorithms (TMs) for given computing problems. Since nobody has been able to prove for a specific language \(L\) in NP that \(\mathrm{L} \notin \operatorname{SPACE}\left(\log _{2} n\right)=\) DLOG it is very unprobably that somebody will be able to prove for a specific infinite word \(w\) that \(w \notin \operatorname{GSPACE}\left(\log _{2} n\right)\). It is also nontrivial to find candidates for this property.

To give a more concrete reason why it is so hard to prove that some infinite word does not belong to GSPACE \(\left(\log _{2} n\right)\), we note that each prefix of length \(n\) of any infinite word algorithmically generated has Kolmogorov complexity at most \(\log _{2} n\) (see [8] or the original sources [3], [7], [13] for an overview on Kolmogorov complexity). This means that one can always store an encoded content of the output tape on a working tape of the length \(\log _{2} n\), and use the code of the prefix to generate further output bits. From this point of view the first nontrivial space class GSPACE \(\left(\log _{2} n\right)\) seems to be very powerful. Thus, the proof of \(w \notin \operatorname{GSPACE}\left(\log _{2} n\right)\) for some \(w\) generated by an iterative mechanism cannot be based on the idea that it is impossible to store enough information on the working tape about the already generated prefix on the output tape - the oposite is clearly true. This means that to prove \(w \notin \operatorname{GSPACE}\left(\log _{2} n\right)\) requires to prove the following facts about \(w\) :
(i) there is a large prefix \(y\) of \(w\) whose main part must be stored in order to be able to generate further bits of \(w\), and
(ii) if the information about \(y\) is stored in some word \(x\) of the length \(O\left(\log _{2} n\right)\), then each algorithm decoding \(x\) in order to get the information about \(y\), which is necessary for further generation, has the space complexity greater than \(\log _{2} n\).

Recently, there has been developed methods to prove (i) [8], [6], but we do not know any method which would allow to go even a little bit in the direction of (ii).

To be able to prove at least a nontrivial lower bound useful for further investigation we restrict the complexity of generation in a very strong way. A \(1-\mathrm{TM} M\) is called strongly real-time if its working alphabet is identical with its output alphabet (i. e. \(M\) cannot use a larger working alphabet than the output alphabet to speed-up the computation), and \(M\) writes an output symbol on the output tape in each step.

We consider the following infinite word
\[
\omega_{b i n}=\operatorname{bin}(0) b i n(1) b i n(2) \ldots b i n(i) \ldots,
\]
where \(\operatorname{bin}(i)\) is the binary encoding of \(i\). We shall use Kolmogorov complexity to show that \(\omega_{\text {bin }}\) cannot be generated simultaneously in strongly real-time and in logarithmic space.

Theorem 4.1. \(\omega_{\text {bin }}\) cannot be generated by any strongly real-time 1-TM working in space \(f(m)=o\left(m /(\log m)^{2}\right)\).

Proof. In order to explain carefully the lower bound proof method developed here, we first prove the following result which is weaker than the assertion of Theorem 4.1.

Theorem A.1. \(\omega_{\text {bin }}\) cannot be generated by a strongly real-time 1-TM working in logarithmic space.

Proof. (By contradiction.) Let \(M\) be a strongly real-time 1-TM working in space \(\log _{2} m\), and generating \(\omega_{b i n}\). Let \(C o(M)\) be the binary representation of the code of \(M\) and let \(M\) have \(s\) states. Let, for any word \(w \in\{0,1\}^{*}, K(w)\) be the Kolmogorov complexity of \(w\), i.e., the minimum over the lengths of the binary encodings of all Turing machines generating \(w\).

In what follows, if one has a procedure (algorithm) \(A\) with input I to generate a finite word \(w\) then we consider the Kolmogorov complexity of \(A, \mathbf{K}(A)\), as the sum of the Kolmogorov complexity of the binary code of \(A(K(C o(A)))\) and the Kolmogorov complexity of the binary code of the input \((K(C o(I)))\). Obviously, \(K(A)\) is an upper bound on \(K(w)\) in this case.

Now, we prove a helpful technical fact.
Fact A.1.1. Let \(M\) be a strongly real-time 1-TM writing a word \(w \in\{0,1\}^{*}\) on the output tape in a computation part \(D\) of the length \(|w|\). Then \(M\) visits at least
\(K(w)-K(C o(M))-\left\lceil\log _{2} s\right\rceil-\log _{2}|w|-z\)
different cells of the working tape during the computation part \(D\), where \(z\) is a constant independent of \(w\).

Proof of Fact A.1.1. Let \(M\) visit \(r(w)\) cells of the working tape during the computation part \(D\) in which \(w\) is generated. Then the following algorithm \(A\) can be used to generate \(w\).

Algorithm A
Input: \(\quad C o(M)\), the number of the state of \(M\) in which \(M\) starts to generate \(w\), the contents \(X \in\{0,1\}^{*}\) of the \(r(m)\) visited cells of the working tape, and the position of the working head on \(X\) in the configuration \(C\) from which \(M\) starts to generate \(w\).
Output: \(\quad\).
Procedure: A simulates the work of \(M\) from the given configurations \(C\) and generates \(w\).

The Kolmogorov complexity of the algorithm \(A\) generating \(w\) is
\(K(C o(A))+K(C o(M))+\left\lceil\log _{2} s\right\rceil+K(X)+\left\lceil\log _{2}|X|\right\rceil\).
Thus, \(K(w) \leq K(C o(A))+K(C o(M))+\left\lceil\log _{2} s\right\rceil+r(w)+\left\lceil\log _{2}(r(w)\rceil+z^{\prime}\right.\) for some constant \(z^{\prime}\) independent of \(w\). Since clearly \(r(w) \leq|w|\) we have:
\[
\begin{aligned}
r(w) & \geq K(w)-K(C o(A))-K(C o(M))-\left\lceil\log _{2} s\right\rceil-\left\lceil\log _{2}|w|\right\rceil-z^{\prime} \\
& \geq K(w)-K(C o(M))-\left\lceil\log _{2} s\right\rceil-\log _{2}|w|-z
\end{aligned}
\]
for some constant \(z\) independent of \(w\).
Using Fact A. 1.1 we conclude, that for any subword \(w\) generated by \(M\) :
\[
r(w) \geq K(w)-\left\lceil\log _{2}|w|\right\rceil-\text { const }
\]
where const is a constant independent of \(w\). It is well-known that for any \(n \in \mathbf{N}\) there is a word \(x_{n} \in\{0,1\}^{n}\) with the property \(K\left(x_{n}\right) \geq n\). So, for any \(n \in \mathbf{N}\) there is a positive integer \(j_{n}\) such that
(i) \(\operatorname{bin}\left(j_{n}\right) \in 1 \cdot\{0,1\}^{n-2} \cdot 0\),
(ii) \(K\left(b i n\left(j_{n}\right)\right) \geq n-2\).

Let, for any \(j_{n}, D_{n}\) be the part of the computation of \(M\) in which \(\operatorname{bin}\left(j_{n}\right)\) is generated. Since \(r\left(\operatorname{bin}\left(j_{n}\right)\right) \geq n-\log _{2} n\)-const for any \(n \in \mathbf{N}, M\) must do at least \(n-\log _{2} n\)-const steps in one direction (to the left or to the right) on the working tape in the computation part \(D_{n}\). Without loss of generality assume that \(M\) moves the working head at least \(n-\log _{2} n\)-const times to the right. Obviously, \(M\) moves the working head no more than \(\log _{2} n+\) const times to the left in \(D_{n}\). Thus, in the first configuration of \(D_{n}\) the working head has the distance at most \(3\left(\log _{2} n+\right.\) const \()\) from the left endmarker of the working tape \({ }^{2}\), and in the last configuration of \(D_{n}\) the working head is positioned on the \(d\)-th cells for some \(d \geq n-3\left(\log _{2} n+\right.\) const \()\). Note that the length of the working tape is bounded by \(n+\log _{2} n+1\) when generating \(\operatorname{bin}(1) \operatorname{bin}(2) \ldots b i n\left(j_{n}\right)\).

Let, for any \(n \in \mathbf{N}, \operatorname{bin}\left(j_{n}\right)=\operatorname{bin}_{1}\left(j_{n}\right) b i n_{2}\left(j_{n}\right)\) where \(\left|b i n_{1}\left(j_{n}\right)\right|=\lceil n / 3\rceil\), and let, for \(i=1,2, D_{n}^{i}\) be the part of \(D_{n}\) in which \(\operatorname{bin}_{i}\left(j_{n}\right)\) is generated. Let \(z(n)\) be the leftmost cell of the working tape visited in \(D_{n}^{2}\). Since \(K\left(\operatorname{bin}_{1}\left(j_{n}\right)\right) \geq K\left(b i n\left(j_{n}\right)\right) / 3-\log _{2} n\) and \(K\left(\operatorname{bin}_{2}\left(j_{n}\right)\right) \geq 2 \cdot K\left(\operatorname{bin}\left(j_{n}\right)\right) / 3-\log _{2} n\) for large enough \(n\). So
\[
\begin{align*}
& z(n) \geq r\left(\operatorname{bin}_{1}\left(j_{n}\right)\right)-2\left(\log _{2} n+\text { const }\right) \geq \\
& \geq K\left(\text { bin }_{1}\left(j_{n}\right)\right)-3\left(\log _{2} n+\text { const }\right) \geq \\
& \geq(n-2) / 3-3\left(\log _{2} n+\text { const }\right) \tag{*}
\end{align*}
\]

Here we needed the following basic properties of Kolmogorov complexity: for all words \(w, x\), and \(y K(w) \leq|w|+d\) for some \(d\) independent of \(w\), and \(K(x y) \leq\) \(K(x)+K(y)+d^{\prime \prime}\) for some \(d^{\prime}\) independent of \(x\) and \(y\).

Let \(X_{n}^{2}=x_{z(n)} x_{z(n)+1} \ldots x_{n+\log _{2} n}\) be the suffix of the content \(x_{1} \ldots x_{n+\log _{2} n}\) of the working tape in the first configuration of \(D_{n}^{2}\). Now, we give an algorithm B generating, for sufficiently large \(n, \operatorname{bin}\left(j_{n}\right)\) having the Kolmogorov complexity smaller than \(n-2\), which will be a contradiction. Before giving the algorithm we note that after the generation of \(\operatorname{bin}\left(j_{n}\right) M\) generates \(\operatorname{bin}\left(j_{n}+1\right)\) which differs from \(\operatorname{bin}\left(j_{n}\right)\) only in the last bit. Obviously, for any \(n, K\left(\operatorname{bin}\left(j_{n}+1\right)\right) \geq n-b\) where \(b\) is a constant independent on \(n\). Fact A.1.1 and the fact that the working head of \(M\) is "almost" on the right

\footnotetext{
\({ }^{2}\) If not then \(M\) cannot realize \(n-\log _{2} n\) - const steps to the right on the working tape of length \(n\) in \(n\) steps of \(D_{n}\).
}
end of the working tape in the last configuration of \(M\) imply that when generating \(\operatorname{bin}\left(j_{n}+1\right) M\) moves its working head mostly to the left.

\section*{Algorithm B}

Input: \(\quad X_{n}^{2}, C o(M), n\), the state in the first configuration of \(D_{n}^{2}\), and the position of the working head on \(X_{n}^{2}\) in the first configuration of \(D_{n}^{2}\).
Output: \(\quad \operatorname{bin}\left(j_{n}\right)\)
Procedure: Step 1: Simulate \(n-\lfloor n / 3\rfloor\) steps of \(M\) (i. e. \(D_{n}^{2}\) ) to compute \(b i n_{2}\left(j_{n}\right)\)
Step 2: Simulate further \(\lfloor n / 3\rfloor\) steps of \(M\) to generate the first \(\lfloor n / 3\rfloor\) bits of \(\operatorname{bin}\left(j_{n}+1\right)\) which forms exactly \(\operatorname{bin}_{1}\left(j_{n}\right)\). (Note that \(M\) cannot leave the positions \(z(n), \ldots, n+\log _{2} n\) in \(\lfloor n / 3\rfloor\) steps.)
Step 3: Write \(b i n_{1}\left(j_{n}\right) b i n_{2}\left(j_{n}\right)\)
Now, we compute the Kolmogorov complexity of this procedure: For any \(n \in \mathbf{N}\) :
\(K(B) \leq K(C o(B))+K(C o(M))+K\left(X_{n}^{2}\right)+\left\lceil\log _{2} n\right\rceil+\left\lceil\log _{2} s\right\rceil+\log _{2}\left(\left|X_{n}^{2}\right|\right)\)
\[
\leq\left|X_{n}^{2}\right|+\left\lceil\log _{2} n\right\rceil+\log _{2}\left(\left|X_{n}^{2}\right|\right)+\text { const }{ }^{\prime}
\]
where const' is a constant independent of \(n\).
Following (*) we obtain
\(K(B) \leq n+\log _{2} n-z(n)+2 \log _{2} n+\) const \(^{\prime} \leq n-(n-2) / 3+6 \log _{2} n+3\) const + const \(t^{\prime}\)
Thus, we have for large enough \(n\) :
\[
K\left(\operatorname{bin}\left(j_{n}\right)\right) \leq K(B) \leq 3 n / 4
\]
which contradicts the assumption that for any \(n \in \mathbf{N}, K\left(\operatorname{bin}\left(j_{n}\right)\right) \geq n-2\).
Now, we shall extend the above proof ideas to prove that \(\omega_{\text {bin }}\) cannot be generated by any strongly real-time 1-TM working in space \(f(m)=o\left(m /\left(\log _{2} m\right)^{2}\right)\). Observe, that each strongly real-time \(1-\mathrm{TM}\) works in space \(m\) because it cannot write more on the working tape than on the output tape. The idea of the proof is to take a generated subword \(\operatorname{bin}\left(j_{n}\right) \operatorname{bin}\left(j_{n}+1\right) \ldots \operatorname{bin}\left(j_{n}+2^{n / 2 \log n}\right)\) and to show, for any \(k \in\left\{0, \ldots, 2^{n / 2 \log n}\right\}\), that the working head must move much more to the right (or to the left) than to the left (to the right) when generating the word \(\operatorname{bin}\left(j_{n}+k\right)\). Thus 1TM will use at least \(\Omega(n) \cdot 2^{n / 2 \log n}\) space to generate \(\operatorname{bin}(1) \operatorname{bin}(2) \ldots \operatorname{bin}\left(j_{n}+2^{n / 2 \log n}\right)\).

Before starting the own proof, we give two helpful technical lemmas ensuring that \(\operatorname{bin}\left(j_{n}+k\right)\) has still large Kolmogorov complexity for \(k \in\left\{1, \ldots 2^{n / 2 \log n}\right\}\) and that \(\operatorname{bin}\left(j_{n}\right)\) and \(\operatorname{bin}\left(j_{n}+k\right)\) do not differ in the prefix of the length \(\lfloor n / 3\rfloor\).

Lemma A.1. Let \(i, j\) be two positive integers. Then
\[
K(b i n(i+j)) \geq K(b i n(i))-\left\lceil\log _{2} j\right\rceil-k^{\prime}
\]
where \(k^{\prime}\) is a constant independent of \(i\) and \(j\).
Proof. The following algorithm C can reconstruct \(\operatorname{bin}(i)\) from \(\operatorname{bin}(i+j)\) and \(j\).
Algorithm C
Input: \(\quad \operatorname{bin}(i+j), j\).
Output: \(\quad b i n(i)\).
Procedure: Subtract \(j\) times 1 from \(\operatorname{bin}(i+j)\) and write the result \(\operatorname{bin}(i)\).

Obviously,
\(K(b i n(i)) \leq K(C) \leq K(C o(C))+K(b i n(i+j))+\left\lceil\log _{2} j\right\rceil\)
\[
\leq K(b i n(i+j))+\left\lceil\log _{2} j\right\rceil+k^{\prime}
\]
for some constant \(k^{\prime}\) independent of \(i\) and \(j\).
Lemma A.2. There exists \(n_{0} \in \mathbf{N}\) that for all \(n \geq n_{0}\) and all \(k \in\) \(\left\{1, \ldots, 2^{n / 2 \log n}\right\}, \operatorname{bin}\left(j_{n}\right)\) and \(\operatorname{bin}\left(j_{n}+k\right)\) do not differ in the first \(\lceil n / 3\rceil\) bits.

Proof. To prove Lemma A. 2 it is sufficient to show that \(b i n_{2}\left(j_{n}\right)\) contains at least \(n / 2 \log _{2} n\) zeros. Let \(\operatorname{bin}_{2}\left(j_{n}\right)\) contain fewer than \(n / 2 \log _{2} n\) zeros. Then \(\operatorname{bin}_{2}\left(j_{n}\right)\) can be generated by giving the \(d<n / 2 \log _{2} n\) positions of zeros in \(\operatorname{bin}_{2}\left(j_{n}\right)\). Thus \(K\left(\operatorname{bin}_{2}\left(j_{n}\right)\right)<\left(n / 2 \log _{2} n\right) \cdot\left\lceil\log _{2} n\right\rceil+c\), where \(c\) is a constant independent on \(n\).

But, this contradicts to the fact
\[
K\left(\operatorname{bin}_{2}\left(j_{n}\right)\right) \geq 2(n-2) / 3-\log _{2} n
\]
for large enough \(n\) proved in the proof of Theorem A.1.
Now, we are ready for the proof.
Proof of Theorem 4.1. Let \(M\) be a strongly real-time 1-TM generating \(\omega_{b i n}\). We again consider the words \(\operatorname{bin}\left(j_{n}\right)\) with properties (i) and (ii) for any \(n \in \mathbf{N}\), and the subwords \(\operatorname{bin}\left(j_{n}\right) \operatorname{bin}\left(j_{n}+1\right) \ldots \operatorname{bin}\left(j_{n}+2^{n / 2 \log n}\right)\) for any \(n \in \mathbf{N}\). Let \(b_{n}^{r+1}\) be the position of the working head of \(M\) on the working tape after the generation of \(\operatorname{bin}\left(j_{n}+r\right)\). Using Fact A.1.1 we see that for any \(r \in\left\{1, \ldots, 2^{n / 2 \log n}\right\}\)
\[
\left|b_{n}^{r+1}-b_{n}^{r}\right| \geq K\left(b i n\left(j_{n}+r\right)\right)-2\left\lceil\log _{2} n\right\rceil-k^{\prime},
\]
where \(k^{\prime}\) is a constant independent of \(n\) and \(r\). Thus, we have from Lemma A. 1
\[
\begin{equation*}
m\left|b_{n}^{r+1}-b_{n}^{r}\right| \geq K\left(b i n\left(j_{n}\right)\right)-n / 2 \log n-2\left\lceil\log _{2} n\right\rceil-k^{\prime}-k \geq n-n / \log _{2} n \tag{1}
\end{equation*}
\]
for all sufficiently large \(n\).
We may assume that \(b_{n}^{1}-b_{n}^{o}>0\). Now, we show that this assumption implies that \(b_{n}^{r+1}-b_{n}^{r}>0\) for any \(r \in\left\{1, \ldots, 2^{n / 2 \log n}\right\}\). Obviously, this will complete the proof of Theorem 4.1 because it implies
\[
b_{n}^{2^{n / 2 \log _{2} n}}-b_{n}^{0}=\sum_{r=0}^{2^{n / 2 \log _{2} n}} b_{n}^{r+1}-b_{n}^{r}>2^{n / 2 \log _{2} n} \cdot\left(n-n / \log _{2} n\right) .
\]

Since the length \(m\) of \(\operatorname{bin}(1) \operatorname{bin}(2) \ldots \operatorname{bin}\left(j_{n}+2^{n / \log n}\right)\) is in \(O\left(n \cdot 2^{n}\right)\) and \(M\) uses at least space \(f(m) \geq 2^{n / 2 \log _{2} n} \cdot\left(n-n / \log _{2} n\right)\) we obtain \(f(m) \in \Omega\left(m /\left(\log _{2} m\right)^{2}\right)\).

Now, we show that \(b_{n}^{r+1}-b_{n}^{r}>0\) for any \(r \in\left\{1, \ldots, 2^{n / 2 \log n}\right\}\) by contradiction.
Let \(d \geq 1\) be the smallest positive integer with the property \(b_{n}^{d+1}-b_{n}^{d} \leq 0\). Then the relation \(b_{n}^{d+1}-b_{n}^{d} \leq-n+n / \log _{2} n\) follows from (1). We know from Lemma A. 2 that \(\operatorname{bin}\left(j_{n}+(d-1)\right)=\operatorname{bin}_{1}\left(j_{n}\right) x\) and \(\operatorname{bin}\left(j_{n}+d\right)=\operatorname{bin}_{1}\left(j_{n}\right) y\) for some \(x, y \in\{0,1\}^{n-[n / 3]}\). Thus similarly as in Algorithm B in the proof of Theorem A.1, \(\operatorname{bin}\left(j_{n}+(d-1)\right)\) can be generated by simulating first the generation of \(x\) by \(M\) and then the generation of the first \(\lceil n / 3\rceil\) bits of \(\operatorname{bin}\left(j_{n}+d\right)\left[b i n_{1}\left(j_{n}\right)\right]\) by \(M\). Since \(b_{n}^{d}-b_{n}^{d-1} \geq n-n / \log _{2} n, b_{n}^{d+1}-b_{n}^{d} \leq\) \(-n+n / \log _{2} n\), and \(K(x) \geq 2 K\left(\operatorname{bin}\left(j_{n}+d+1\right)\right) / 3-\log n\)-const, the number of
visited cells of the working tape in this generation procedure can be bounded by \(2 n / 3+n / \log _{2} n\). This and Fact A.1.1 imply that \(K\left(b i n\left(j_{n}+(d-1)\right)\right) \leq 2 n / 3+\) \(n / \log _{2} n+\log n+\) const which is the contradiction with the result of Lemma A. 1 \(K\left(b i n\left(j_{n}+(d-1)\right) \geq(n-2)-n / 2 \log n-k\right.\).

Note, that the lower bound of Theorem 4.1 is for computationally powerful devices. The similar results in [4] are for much weaker machines, namely for real-time MTM's over one letter working alphabet.

\section*{5. Conclusion}

This paper presents a lower bound result of infinite word generation. Several problems remain open for further investigation. Now, we formulate two of them.

Problem 5.1. Are the words generated by double DOL TAG-systems [2] in the class GSPACE \(\left(\log _{2} n\right)\) ?

Problem 5.2. Prove for some specific infinite word that logarithmic space and linear time do not suffice to generate it. Obviously, the most interesting problem is to prove \(x \notin\) GSPACE \(\left(\log _{2} n\right)\) for some specific infinite word \(x\). But this problem is at least as hard as to prove \(L \notin \mathrm{DLOG}\) for some \(L \in \mathrm{NP}\).
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\section*{0. Introduction}

The infinite or \(\omega\)-power is one of the basic operations to associate with a language of finite words (a finitary language) an \(\omega\)-language.

It plays a crucial role in the characterization of regular and of context-free \(\omega\) languages, that is, \(\omega\)-languages accepted by (nondeterministic) finite or pushdown automata, respectively (cf. the surveys [St87a, Th90]). But in connection with the determinization of finite \(\omega\)-automata it turned out that the properties of the \(\omega\)-power are remarkable elusive; resulting in the well-known complicated proof of MacNaughton's theorem [MN66]. Later work [TB70, Ei74, Ch74] showed a connection between the \(\omega\)-power of regular \(\omega\)-languages and a limit operation (called here \(\delta\)-limit) transferring languages to \(\omega\)-languages. It was, therefore, asked in [Ch74] for more transparent relationships between the \(\omega\)-power and the \(\delta\)-limit of languages. It turned out that this \(\delta\)-limit is a useful tool in translating the finite to the infinite behaviour of deterministic accepting devices (cf. [Li76, CG78, St87a, Th90, EH93]).

As it was mentioned above \(\omega\)-power languages play a crucial role in the characterization of \(\omega\)-languages accepted by nondeterministic finite or push-down automata. In fact, they are useful in general for the characterization of \(\omega\)-languages accepted by empty storage (cf. [St77]).

Therefore, a general relationship between \(\omega\)-power and \(\delta\)-limit could hint for instances where \(\omega\)-languages accepted nondeterministically via empty-storageacceptance could be likewise accepted deterministically.

In contrast to the \(\omega\)-power the \(\delta\)-limit yields, similar to the adherence of languages, a transparent description of the \(\omega\)-language derived from the language. Particularly remarkable are the facts that in terms of the natural CANTOR-topology of the space of \(\omega\)-words it describes exactly \(\mathbf{G}_{\delta}\)-sets (This being also the reason for calling it \(\delta\)-limit.) and, moreover, it allows for a specification of the topological (Borel-) subclasses of \(\mathbf{G}_{\delta}\) in terms of the underlying (preimage-)languages (cf. [St87b]).

No such properties, however, are known in general for \(\omega\)-power languages. Except for the representation as an infinite product, the \(\omega\)-power of a language \(W, W^{\omega}\), is known to be the maximum solution of a linear homogenuous equation in one variable (see Eq. (H) below). The disadvantage of those equations is, in contrast to the language case, that they are not uniquely solvable in \(\omega\)-languages. This is, however, no obstacle to obtain an axiom system for \(\omega\)-regular expressions similar to the one for regular expressions given by A. Salomat in [Sa66]. K. Wagner [Wa76] showed that the maximum solution principle of [Re72, St72] is sufficient for this purpose. \({ }^{1}\)

Therefore, we start our investigations with the consideration of linear equations for \(\omega\)-languages. After introducing some necessary notation in the first section we

\footnotetext{
\({ }^{1}\) Other axiom systems for \(\omega\)-regular expressions were given in [DK84, II84]
}
derive the above mentioned maximum solution principle and some conditions under which equations are equivalent, that is, have the same set of solutions.

In the second section we consider the structure of the set of solutions of a linear equation. To this end we introduce the notion of atomic solutions, that is, nonempty solutions which are in some sense indivisible. Section 3 is devoted to the case when a linear equation has a finite-state or even regular solution. This concludes our investigations on solutions of linear equations, and we turn to the consideration of \(\omega\)-power languages.

In the fourt part we deal with relationships between the operations of \(\omega\)-power and \(\delta\)-limit. Thereby it is natural to consider also toplogical properties of \(\omega\)-power languages. It turns out that already for topological reasons the \(\delta\)-limit is not able to describe all \(\omega\)-power languages.
Moreover, we show which \(\omega\)-power languages can be found in several low level BoreLclasses (below the class \(\mathbf{G}_{\delta}\) ). Here the behaviour of \(\omega\)-power languages is in contrast to the class of so-called strongly-connected \(\omega\)-languages (cf. [St80a, 83]). Stronglyconnected \(\omega\)-languages are already closed if they are in the Borel-class \(\mathbf{F}_{\boldsymbol{\sigma}} \cap \mathbf{G}_{\delta}\), whereas we derive as well examples of open nonclosed as examples of nonopen and nonclosed \(\omega\)-power languages in \(\mathbf{F}_{\sigma} \cap \mathbf{G}_{\delta}\).

The final section of this paper deals with another topological property of \(\omega\)-power languages. It was observed in [ \(\mathrm{St76}, 80 \mathrm{~b}\) ] that finite-state (or regular) \(\omega\)-languages which are nowhere dense in CANTOR-space lack some subword (finite pattern). Here we generalize this result to finite-state \(\omega\)-languages nowhere dense in an \(\omega\)-power language.

\section*{1. Linear Equations}

In this section we introduce some notation used throughout the paper. Further we give some basic results from the theory of \(\omega\)-languages which are necessary for our investigations. Additional information on the theory of \(\omega\)-languages can be obtained from the quoted above papers.

After these preparations we introduce linear equations for \(\omega\)-languages and show how to solve them. An especially interesting way of solving is the maximum solution principle which will be illustrated at the end of this section by two examples. Moreover, we derive a condition under which equations have the same set of solutions.

By \(\mathbf{N}=\{0,1,2, \ldots\}\) we denote the set of natural numbers. We consider the space \(X^{\omega}\) of infinite strings (sequences) on a finite alphabet of cardinality card \(X \geq 2\). By \(X^{*}\) we denote the set (monoid) of finite strings (words) on \(X\), including the empty word \(e\). For \(w \in X^{*}\) and \(b \in X^{*} \cup X^{\omega}\) let \(w \cdot b\) be their concatenation. This concatenation product extends in an obvious way to subsets \(W \subseteq X^{*}\) and \(B \subseteq X^{*} \cup X^{\omega}\). As usual we denote subsets of \(X^{*}\) as languages and subsets of \(X^{\omega}\) as \(\omega\)-languages. For a language \(W \subseteq X^{*}\) let \(W^{0}:=\{e\}\) and \(W^{i+1}:=W^{i} \cdot W\). Then \(W^{*}:=\bigcup_{i \in \mathbb{N}} W^{i}\) is the submonoid of \(X^{*}\) generated by \(W\), and by \(W^{\omega}\) we denote the set of infinite strings formed by concatenating in \(W\). Furthermore \(|w|\) is the length of the word \(w \in X^{*}\).
\(\mathbf{A}(B):=\left\{w: w \in X^{*} \wedge \exists b\left(b \in X^{*} \cup X^{\omega} \wedge w \cdot b \in B\right)\right\}\) is the set of all initial words (prefixes) of the set \(B \subseteq X^{*} \cup X^{\omega}\). For the sake of brevity we shall write \(w \cdot B, W \cdot b\) and \(\mathbf{A}(b)\) instead of \(\{w\} \cdot B, W \cdot\{b\}\) and \(\mathbf{A}(\{b\})\) respectively, and we shall abbreviate the fact that \(w\) is an initial word of \(b\), that is \(w \in \mathbf{A}(b)\), by \(w \sqsubseteq b\). Moreover, we call
\(B \subseteq X^{*} \cup X^{\omega}\) prefix-free iff \(w \sqsubseteq b\) and \(w, b \in B\) imply \(w=b\), a prefix-free subset \(C \subseteq X^{*} \backslash\{e\}\) is also called a prefix code.

We consider \(X^{\omega}\) as a topological space with the basis \(\left(w \cdot X^{\omega}\right)_{w \in X^{*}}\). Since \(X\) is finite, this topological space is homeomorphic to the Cantor discontinuum, hence compact. In the asequel we shall refer to the space \(X^{\omega}\) also as CANTOR-space. Open sets in \(X^{\omega}\) are of the form \(W \cdot X^{\omega}\) where \(W \subseteq X^{*}\). From this follows that a subset \(F \in X^{\omega}\) is closed iff \(\mathbf{A}(\beta) \subseteq \mathbf{A}(F)\) implies \(\beta \in F\).

The topological closure of subset \(F \subseteq X^{\omega}\), that is, the smallest closed subset of \(\left(X^{\omega}, \rho\right)\) containing \(F\) is denoted by \(\mathcal{C}(F)\). It holds \(\mathcal{C}(F)=\{\xi: \mathbf{A}(\xi) \subseteq \mathbf{A}(F)\}\).

Having defined open and closed sets in \(X^{\omega}\), we proceed to the next classes of the Borel hierarchy (cf. [Ku66]):
\(\mathbf{F}_{\sigma}\) is the set of countable unions of closed subsets of \(X^{\omega}\), and
\(\mathbf{G}_{\delta}\) is the set of countable intersections of open subsets of \(X^{\omega}\).
For \(W \subseteq X^{*} \backslash\{e\}\) and \(E \subseteq X^{\omega}\) we consider the equations
\[
\begin{align*}
& T=W \cdot T  \tag{H}\\
& T=W \cdot T \cup E \tag{I}
\end{align*}
\]
which will be referred to as the homogenuous and inhomogenuous equations, respectively.

It was already observed by Trakhtenbrot [Tr62] that the simple equation \(T=\) \(X \cdot T\) has uncountably many \(\omega\)-languages as solutions (cf. also [St83]). Therefore, in this section and the subsequent ones we address the problem which subsets of \(X^{\omega}\) are solutions of the given equations.

From [St72] and [Re72] the following simple properties are known. Let \(W \subseteq\) \(X^{*} \backslash\{e\}\) and \(E \subseteq X^{\omega}\). Then
\[
\begin{array}{ccl}
F \subseteq W \cdot W^{*} \cdot F & \text { implies } & F \subseteq W^{\omega} \\
W \cdot F \cup E \subseteq F & \text { implies } & W^{*} \cdot E \subseteq W^{*} \cdot F \subseteq F \\
W \cdot F \cup E=F & \text { implies } & W^{*} \cdot E \subseteq F \subseteq W^{\omega} \cup W^{*} \cdot E, \text { and } \\
\text { If } F=W \cdot F & \text { then } & F \cup W^{*} \cdot E \text { is a solution of Eq. (I). } \tag{4}
\end{array}
\]

Moreover, it was observed that \(W^{*} \cdot E\) as well as \(W^{\omega} \cup W^{*} \cdot E\) are solutions of Eq. (I), according to Eq. (3) they are the minimum and maximum solution, respectively. As a corollary to the above properties we get the maximum solution principle which has been proved useful in establishing identities involving \(\omega\)-power languages \(W^{\omega}\) (e.g. in [Lt88, 91a, 91b, St80a, Wa76].

Corollary 1. (Maximum solution principle) Let \(F \subseteq X^{\omega}\) satisfy Eq. (I), and let \(W^{\omega} \subseteq F\). Then
\[
F=W^{\omega} \cup W^{*} \cdot E
\]

As a further corollary to Eq. (1) we get
Corollary 2. If \(F \subseteq W \cdot F\) then \(W^{*} \cdot F\) is the minimum solution of the homogenuous equation Eq. (H) containing \(F\).

This yields the following relation between the solutions of the inhomogenuous and homogenuous converse to Eq. (4):

Lemma 3. If \(F=W \cdot F \cup E\) then \(F^{\prime}:=W^{*} \cdot\left(F \backslash W^{*} \cdot E\right)\) is the minimum solution of the homogenuous equation \(E q\). (H) such that \(F=F^{\prime} \cup W^{*} \cdot E\).

Proof. We have \(F \backslash W^{*} \cdot E=(W \cdot F \cup E) \backslash W^{*} \cdot E=W \cdot F \backslash W^{*} \cdot E \subseteq W \cdot\left(F \backslash W^{*} \cdot E\right)\), and the assertion is immediate with Corollary 2.

Next we consider pairs of coefficients \((W, E)\) and \(\left(V, E^{\prime}\right)\) to be equivalent if the inhomogenuous equations \(T=W \cdot T \cup E\) and \(T=V \cdot T \cup E^{\prime}\) have the same set of solutions.

We obtain the following.
Lemma 4. Let \(W \cup V \subseteq X^{*} \backslash\{e\}, W^{*}=V^{*}\), and \(W^{*} \cdot E=V^{*} \cdot E^{\prime}\). Then \((W, E)\) and \(\left(V, E^{\prime}\right)\) are equivalent.

Proof. If F is a solution of Eq. (I), then \(W^{*} \cdot F=F\). This together with the inclusion \(W^{*} \cdot E \subseteq F\) and the identity \(W^{*}=\left(W \cdot W^{*}\right)^{*}\) yields \(F=W \cdot W^{*} \cdot F \cup W^{*} \cdot E\).

Conversely, if \(F=W \cdot W^{*} \cdot F \cup W^{*} \cdot E=W \cdot\left(W^{*} \cdot F \cup W^{*} \cdot E\right) \cup E\) in virtue of \(W^{*}=\left(W \cdot W^{*}\right)^{*}\) we have \(F=W^{*} \cdot F\) and \(W^{*} \cdot E \subseteq F\). Thus \(F=W \cdot\left(W^{*} \cdot F \cup W^{*}\right.\). \(E) \cup E=W \cdot F \cup E\), and \((W, E)\) is equivalent to \(\left(W \cdot W^{*}, W^{*} \cdot E\right)\). In the same way ( \(V, E^{\prime}\) ) is equivalent to ( \(V \cdot V^{*}, V^{*} \cdot E^{\prime}\) ), and the assertion follows.

Corollary 5. Let e \(\notin W\) and \(W^{n} \subseteq V \subseteq W \cdot W^{*}\). Then \(F=W \cdot F \cup E\) implies \(F=V \cdot F \cup W^{*} \cdot E\).

Proof. From \(F=W \cdot F \cup E\) we have the identity \(F=W \cdot F \cup W^{*} \cdot E\). Inserting the right hand side of this identity \(n\) times into itself yields \(F=W^{n} \cdot F \cup W^{*} \cdot E\). On the other hand \(F=W \cdot W^{*} \cdot F \cup W^{*} \cdot E\), and the assertion follows.

The converse statement, however, is not valid. Consider e.g. \(W:=\{a, b\}, V:=\) \(\{a, b\}^{2}, F:=V^{*} \cdot\{a a, b a\}^{\omega}\). Then \(F=V \cdot F\) but \(F \neq\{a, b\} \cdot F\) because \((a b)^{\omega} \notin F\).

As it was announced above we conclude this section with two instances whose proofs show the usefulness of the simple properties derived in Eqs. (1) ... (4) and Corollary 1 when solving equations like Eq. (H) or Eq. (I).

To every instance we need some preparatory definitions.
As in [Lt88] or [St80] we define the stabilizer of an \(\omega\)-language \(E \subseteq X^{\omega}\),
\[
\begin{equation*}
\operatorname{Sta} b(E):=\{w: w \in \mathbf{A}(E) \backslash\{e\} \wedge w \cdot E \subseteq E\} \tag{5}
\end{equation*}
\]

Since \(\mathcal{C}(w \cdot E)=w \cdot \mathcal{C}(E)\), we have \(S t a b(E) \subseteq S t a b(\mathcal{C}(E))\). Moreover, the stabilizer of an \(\omega\)-language \(E \subseteq X^{\omega}, S t a b(E)\), is closed under concatenation, that is, is a subsemigroup of \(X^{*}\).

Obviously, the stabilizer of an \(\omega\)-power language \(W^{\omega}\) satisfies \(W^{*} \backslash\{e\} \subseteq\) \(S t a b\left(W^{\omega}\right) \subseteq S t a b\left(\mathcal{C}\left(W^{\omega}\right)\right) \subseteq \mathbf{A}\left(W^{\omega}\right)\) and \(\operatorname{Stab}\left(W^{\omega}\right) \cdot W^{\omega}=W^{\omega}\).

We obtain a result which is similar to the construction of a minimal generator of the semigroup \(W^{*},(W \backslash\{e\}) \backslash\left((W \backslash\{e\}) \cdot\left(W^{*} \backslash\{e\}\right)\right)\).

Theorem 6. ([Lt888, Proposition IV.3]) \()^{2}\) Let \(W \subseteq X^{*} \backslash\{e\}\) and let \(V:=W \backslash(W\). \(\left.\operatorname{Stab}\left(W^{\omega}\right)\right)\). Then \(V^{\omega}=W^{\omega}\).

Proof. The inclusion \(V^{\omega} \subseteq W^{\omega}\) follows from \(V \subseteq W\).
On the other hand, we have \(V \cdot \operatorname{Stab}\left(W^{\omega}\right) \supseteq W^{*} \backslash\{e\}\). Thus \(V \cdot W^{\omega}=V\). Stab \(\left(W^{\omega}\right) \cdot W^{\omega} \supseteq W^{*} \cdot W^{\omega}=W^{\omega}\), and Eq. (1) implies \(W^{\omega} \subseteq V^{\omega}\).

\footnotetext{
\({ }^{2}\) cf. also [Lt91a, Lemma 2] or [Lt91b, Lemma 2.1].
}

It should be noted that, in contrast to the minimal generator of \(W^{*}\) the language \(V:=W \backslash\left(W \cdot S t a b\left(W^{\omega}\right)\right)\) defined in Theorem 6 need not be a minimal \(\omega\)-generator of \(W^{\omega}\) contained in \(W \subseteq X^{*} \backslash\{e\}\). In [Lt88, Example IV.4] and [Lt91a, Example 1] it is shown that \(W=a \cdot b^{*} \cup b a \cdot b^{*}\) satisfies \(W=W \backslash\left(W \cdot \operatorname{Stab}\left(W^{\omega}\right)\right)\), but \(W^{\omega}=(W \backslash\{a b\})^{\omega}\).

Next we derive an instance where the maximum solution principle is used. We give an explicit formula for the closure of \(W^{\omega}, \mathcal{C}\left(W^{\omega}\right)\).

To this end let \(\operatorname{ls} W:=\left\{\xi: \xi \in X^{\omega} \wedge \mathbf{A}(\xi) \subseteq \mathbf{A}(W)\right\}\) be the adherence of the language \(W \subseteq X^{*}\). Then it is known that \(\mathcal{C}(W \cdot E)=W \cdot \mathcal{C}(E) \cup\) ls \(W\) when \(W \subseteq X^{*}\), \(E \subseteq X^{\omega}\) and \(E \neq \emptyset\). We obtain the formula
\[
\begin{equation*}
\mathcal{C}\left(W^{\omega}\right)=W^{\omega} \cup W^{*} \cdot \text { ls } W \tag{6}
\end{equation*}
\]

Proof. Since \(\mathcal{C}\left(W^{\omega}\right)\) is the closure of \(W^{\omega}\), we have \(\mathcal{C}\left(W^{\omega}\right) \supseteq W^{\omega}\). Now \(W^{\omega}=\) \(W \cdot W^{\omega}\), and from the formula mentioned above we get \(\mathcal{C}\left(W^{\omega}\right)=\mathcal{C}\left(W \cdot W^{\omega}\right)=\) \(W \cdot \mathcal{C}\left(W^{\omega}\right) \cup\) ls \(W\). Our assertion follows from Corollary 1.

\section*{2. Atomic Solutions of the Homogenuous Equation}

In view of Eq. (4) and Lemma 3 every solution of the inhomogenuous equation can be obtained by adding \(W^{*} \cdot E\) to a solution of the homogenuous equation. In this section we, therefore, analyze the structure of the set of solutions of Eq. (H).

To this end we consider nonempty solutions of which are in some sense minimal. We call a nonempty solution \(S\) of the homogenuous equation atomic if it does not contain two nonempty disjoint solutions of Eq. (H). It is obvious that a nonempty and minimal (with respect to set inclusion) solution of Eq. (H) is atomic, but as we shall see below the converse is not true.

In order to construct atomic solutions we consider so-called \(W\)-factorizations of \(\omega\)-words \(\xi \in W^{\omega}\). A \(W\)-factorization is a factorization \(\xi=w_{0} \cdot w_{1} \cdots w_{i} \cdots\) where \(w_{i} \in W \backslash\{e\}\).

Theorem 7. For every \(\beta \in W^{\omega}\) there is an atomic solution of Eq. (H) containing \(\beta\).

Proof. Let \(\beta=w_{0} \cdot w_{1} \cdots w_{i} \cdots\) be a \(W\)-factorization of \(\beta\) and define \(\beta_{j}:=\) \(w_{j} \cdot w_{j+1} \cdots w_{i} \cdots\), that is, \(\beta_{0}:=\beta\) and \(\beta_{j}=w_{j} \cdot \beta_{j+1}\).

It is easy to verify that \(S:=W^{*} .\left\{\beta_{j}: j \in \mathbf{N}\right\}\) is a solution of Eq. (H). It remains to show that \(S\) is atomic. Assume \(S_{1}, S_{2} \subseteq S, S_{1} \cap S_{2}=\emptyset\) and \(W \cdot S_{m}=S_{m}(m=1,2)\).

If \(\left\{\beta_{j}: j \in \mathbf{N}\right\} \subseteq S_{1}\) then \(S_{2}=\emptyset\). So let \(\beta_{j_{m}} \in S_{m}\) and \(j_{2}<j_{1}\) (say). Since \(W^{*} \cdot S_{1}=S_{1}\), it follows \(\beta_{j_{2}} \in S_{1}\), a contradiction to \(S_{1} \cap S_{2}=\emptyset\).

The proof of Theorem 7 provides us with a method for constructing atomic solutions of the homogenuous equation.

Corollary 8. Let \(\beta=w_{0} \cdot w_{1} \cdots w_{i} \cdots\) be \(a W\)-factorization of \(\beta\). Then for every infinite subset \(M \subseteq \mathbf{N}\) the set \(S_{M}:=W^{*} \cdot\left\{\beta_{j}: j \in M\right\}\) is a solution of Eq. (H).

From the above described construction of atomic solutions the following description of arbitrary solutions is obvious.

Lemma 9. If \(F=W \cdot F\) then \(F\) is the union of all atomic solutions of Eq. (H) contained in \(F\).

Though it is not easy, in general, to obtain a concise description of atomic solutions containing \(\beta \in W^{\omega}\), for ultimately periodic \(\omega\)-words we have the following.

Property 10. Let \(\beta \in X^{\omega}\) be ultimately periodic. Then every atomic solution of Eq. (H) containing \(\beta\) has the form \(W^{*} \cdot v^{\omega}\) for an appropriate \(v \in W^{*} \backslash\{e\}\). Conversely, every \(\omega\)-language \(W^{*} \cdot v^{\omega}\) where \(v \in W^{*} \backslash\{e\}\) is an atomic solution of Eq. (H).

Proof. Let \(\beta=w \cdot u^{\omega}\), and let \(\beta=w_{0} \cdot w_{1} \cdots w_{i} \cdots\) be a \(W\)-factorization of \(\beta\). Then there are infinitely many \(j \in \mathbf{N}\) such that \(\beta_{j}=\hat{v}^{\omega}\) for some \(\hat{v} \neq e\). Following Corollary 8 the set \(W^{*} \cdot \hat{v}^{\omega}\) is an atomic solution of Eq. (H).

We have still to show that \(\hat{v}^{\omega}=v^{\omega}\) for some \(v \in W^{*} \backslash\{e\}\). To this end observe that if \(\beta_{j}=\beta_{k}=\hat{v}^{\omega}\) and \(j<k\) then \(\beta_{j}=v \cdot \beta_{k}\) for an appropriate \(v \in W^{*} \backslash\{e\}\), whence \(\beta_{j}=v^{\omega}\).

The second assertion is obvious.
Atomic solutions containing a given \(\beta\), however, may be neither minimal nor unique. Lemma 9 and the proof of Theorem 7 yield only the following sufficient conditions.

Property 11. If \(S\) is a unique atomic solution containing an \(\omega\)-word \(\beta\) then \(S\) is the unique minimal solution containing \(\beta\).

Property 12. If \(\beta \in W^{\omega}\) has a unique \(W\)-factorization \(\beta=w_{0} \cdot w_{1} \cdot \ldots \cdot w_{i} \cdot \ldots\left(w_{i} \in\right.\) \(W\) ) then the atomic solution of \(E q\). (H) containing \(\beta\) is unique.

Remark. The latter condition is not necessary. Consider e.g. the suffix code \(C:=\{b, b a, a a\}\). Here \(b a^{\omega}\) has two \(C\)-factorizations \(b a^{\omega}=b \cdot a a \cdot a a \cdot \ldots=b a \cdot a a \cdot \ldots\) but \(C^{*} \cdot a^{\omega}\) is the unique atomic solution of the equation \(T=C \cdot T\) containing \(b a^{\omega}\).

The following example shows that atomic solutions containing a particular \(\omega\)-word \(\beta\) may not be unique, even if \(W\) is a code \({ }^{3}\) and \(\beta\) is ultimately periodic. In addition this example verifies that, though \(\beta\) has more than one \(W\)-factorizations all atomic solutions containing \(\beta\) are minimal.

Example 1. Consider the suffix code \(W_{1}=\{a b, b a, b a a\}\), and let \(\beta_{1}:=b a a(b a)^{\omega}=\) \(b a(a b)^{\omega}\). By Property \(10, W_{1}^{*} \cdot(b a)^{\omega}\) and \(W_{1}^{*} \cdot(a b)^{\omega}\) are the only atomic solutions containing \(\beta_{1}\). Obviously they are incomparable, thus minimal.

Their intersection \(W_{1}^{*} \cdot(b a)^{\omega} \cap W_{1}^{*} \cdot(a b)^{\omega}=W_{1}^{*} \cdot \beta_{1}\) does not contain a solution of Eq. (H), because neither \((a b)^{\omega} \in W_{1}^{*} \cdot \beta_{1}\) nor \((b a)^{\omega \omega} \in W_{1}^{*} \cdot \beta_{1}\).

We add an example that atomic solutions need not be minimal.
Example 2. Let \(W_{2}:=\{a b a, b a, b a a\}\) (which is not a code). Then \(\beta_{2}:=(b a a)^{\omega}=\) \(b a \cdot(a b a)^{\omega}\) yields the following two atomic solutions \(W_{2}^{*} \cdot(b a a)^{\omega}\) and \(W_{2}^{*} \cdot(a b a)^{\omega}\). One easily verifies that \((a b a)^{\omega} \notin W_{2}^{*} \cdot(b a a)^{\omega}\) whereas \((b a a)^{\omega} \in W_{2}^{*} \cdot(a b a)^{\omega}\). Hence \(W_{2}^{*} \cdot(b a a)^{\omega} \subset W_{2}^{*} \cdot(a b a)^{\omega}\), and the latter atomic solution is not a minimal one.

Atomic solutions are countable subsets of \(X^{\omega}\), hence, as countable unions of closed sets, \(\mathbf{F}_{\sigma}\)-sets. Thus Eq. (H) has (if ever) among its nonempty solutions always \(\mathbf{F}_{\sigma^{-}}\) sets. Topologically simpler sets than \(\mathbf{F}_{\sigma}\)-sets are closed sets. But for Eq. (I) and Eq. \((\mathrm{H})\) it turns out that they have at most one nonempty closed set as solution.

\footnotetext{
\({ }^{3}\) That is, for all words \(v_{1}, \ldots, v_{l}, w_{1}, \ldots, w_{m} \in W\) the identity \(v_{1} \cdots v_{l}=w_{1} \cdots w_{m}\) implies \(l=m\) and \(v_{i}=w_{i}(i=1, \ldots, l)\).
}

Lemma 13. Let \(W \neq \emptyset\). Then Eq. (I) has a nonempty closed solution iff ls \(W \cup \mathcal{C}(E) \subseteq W^{\omega} \cup W^{*} \cdot E\), and moreover this solution is the maximum solution.

Proof. First observe that similar to Eq. (6) the closure of the maximum solution \(W^{\omega} \cup W^{*} \cdot E\) is calculated as \(\mathcal{C}\left(W^{\omega} \cup W^{*} \cdot E\right)=W^{\omega} \cup W^{*} \cdot \mathrm{ls} W \cup W^{*} \cdot \mathcal{C}(E)\), and it satisfies \(\mathcal{C}\left(W^{\omega} \cup W^{*} \cdot E\right) \subseteq W^{\omega} \cup W^{*} \cdot E\) if \(\mathrm{l} \mathrm{s} W \cup \mathcal{C}(E) \subseteq W^{\omega} \cup W^{*} \cdot E\).

On the other hand if \(W^{\omega} \cup W^{*} \cdot E=\mathcal{C}\left(W^{\omega} \cup W^{*} \cdot E\right)=W^{\omega} \cup W^{*} \cdot\) ls \(W \cup W^{*} \cdot \mathcal{C}(E)\) the condition is trivially satisfied.

The second assertion is obvious from \(W^{\omega} \subseteq \mathcal{C}\left(W^{*} \cdot F\right)\) whenever \(W^{*} \cdot F\) is nonempty.

As a corollary we obtain a necessary and sufficient condition for an \(\omega\)-power language \(W^{\omega}\) to be closed.

Corollary 14. An \(\omega\)-power language \(W^{\omega} \subseteq X^{\omega}\) is closed if and only if \(\operatorname{ls} W \subseteq\) \(W^{\omega}\).

We conclude this section with a lower estimate for the possible number of solutions of the inhomogenuous equation Eq. (I). To this end we derive an intersection property.

Lemma 15. Let \(F=V \cdot F\) and \(E=W \cdot E\) where \(V \subseteq W^{*} \backslash\{e\}\). If every \(\omega\)-word \(\xi \in E \cap F\) has at most one \(W\)-factorization then \(F \cap E=V \cdot(F \cap E)\).

Proof. Since \(V \subseteq W^{*}\), the inclusion \(V \cdot(F \cap E) \subseteq F \cap E\) is immediate. To prove the converse we use that every \(\beta \in F \cap E\) has a unique \(W\)-factorization. First \(F=V \cdot F\) implies that \(\beta=v \cdot \xi\) for some \(v \in V \subseteq W^{*}\) and \(\xi \in F \subseteq W^{\omega}\).

Let \(v=v_{1} \cdots v_{n}\) and \(\xi=w_{0} \cdot w_{1} \cdots w_{i} \cdots\) where \(v_{j}, w_{i} \in W \backslash\{e\}\). Thus \(\beta=\) \(v_{1} \cdots v_{n} \cdot w_{0} \cdot w_{1} \cdots w_{i} \cdots\) is the unique \(W\)-factorization of \(\beta\). As \(v \in W^{n}\) and \(E=W^{n} \cdot E\), it follows that \(\xi \in E\). Hence \(\beta=v \cdot \xi \in V \cdot(E \cap F)\).

As a second preparation we derive Trakhtenbrot's [Tr62] description of all atomic solutions of the equation \(T=X \cdot T\).

Example 3. (Atomic solutions of \(T=X \cdot T\) ) Utilizing the technique of the proof of Theorem 7 we observe that for the equation \(T=X \cdot T\) and \(\beta \in X^{\omega}\) it holds \(\left\{\beta_{i}: i \in \mathbf{N}\right\}=\mathbf{E}(\beta)\) where \(\mathbf{E}(\beta)\) is the set of all tails of \(\beta\). Hence \(F_{\beta}:=X^{*} \cdot \mathbf{E}(\beta)\) is the (unique, according to Property 12) atomic solution of \(T=X \cdot T\) containing \(\beta\).

Consequently, either \(F_{\beta}=F_{\xi}\) or \(F_{\beta} \cap F_{\xi}=\emptyset\).
Theorem 16. If the cardinality of the set \(W^{\omega} \backslash W^{*}\). E satisfies card \(W^{\omega} \backslash W^{*} \cdot E=\) \(2^{K_{0}}\) then Eq. (I) has \(2^{2^{N_{0}}}\) solutions.

Proof. Clearly, Eq. (I) can have no more than \(2^{2^{N_{0}}}\) solutions.
According to Lemma 3 the set \(F^{\prime}:=W^{*} \cdot\left(W^{\omega} \backslash W^{*} \cdot E\right)\) is the minimum solution of Eq. (H) such that \(W^{\omega}=F^{\prime} \cup W^{*} \cdot E\). Now applying Lemma 15 and the fact that each one of the sets \(F_{\beta}\) defined in Example 3 is countable we obtain that the set \(\left\{F^{\prime} \cap F_{\beta}: \beta \in W^{\omega} \backslash W^{*} \cdot E\right\}\) is an uncountable family of pairwise disjoint solutions of Eq. (H). Hence, Eq. (H) has all unions \(\bigcup_{\beta \in M}\left(F^{\prime} \cap F_{\beta}\right)\) where \(M \subseteq W^{\omega} \backslash W^{*} \cdot E\) as solutions, that is, it has at least \(2^{2^{\mathrm{N}_{0}}}\) solutions. These solutions differ already on \(W^{\omega} \backslash W^{*} \cdot E\) which proves that the family of all unions \(\bigcup_{\beta \in M}\left(F^{\prime} \cap F_{\beta}\right) \cup W^{*} \cdot E\) provides \(2^{2^{\aleph_{0}}}\) solutions of Eq. (I).

\section*{3. Regular and Finite-State Solutions}

In this section we consider solutions of our equation which are closely related to the well-known class of regular \(\omega\)-languages. To this end we introduce the following.

For a set \(B \subseteq X^{*} \cup X^{\omega}\) we define the state \(B / w\) of \(B\) generated by the word \(w \in X^{*}\) as \(B / w:=\{b: w \cdot b \in B\}\), and we call a set \(B\) finite-state if the number of different states \(B / w\left(w \in X^{*}\right)\) is finite. Finite-state languages \(W \subseteq X^{*}\) are also known as regular languages. Already Trachtenbrot [Tr62] (cf. also [St83]) observed that the class of finite-state \(\omega\)-languages is much larger than the class of \(\omega\)-languages accepted by finite automata (so-called regular \(\omega\)-languages). An \(\omega\)-language \(F \subseteq X^{\omega}\) is referred to as regular provided there are regular languages \(W_{i}, V_{i} \subseteq X^{*}(i=1, \ldots, n)\) such that \(F=\bigcup_{i=1}^{n} W_{i} \cdot V_{i}^{\omega}\).

Litovsky and Timmerman [LT87] have shown that a regular \(\omega\)-power language \(W^{\omega}\) is already generated by a regular language \(L\). In this section we consider the related case when the coefficients \(W\) and \(E\) of the inhomogenuous equation Eq. (I) are finite-state or even regular. Our general result follows.

Theorem 17. If \(W\) and \(E\) are finite-state, then every solution of \(E q\). (I) is also finite-state.

Proof. First we mention that \(W^{*} \cdot E\) is also finite-state if \(W\) and \(E\) are finite-state.
Let \(W^{(n)}:=\left\{w: w \in W^{*} \wedge|w| \geq n\right\}\). In view of Corollary \(5 F=W \cdot F \cup E\) implies \(F=W^{(n)} \cdot F \cup W^{*} \cdot E\) for arbitrary \(n \in \mathbf{N}\).

Next, we use the property that \(W^{(|w|)} / w=W^{*} / w\). Then \(F / w=\left(W^{(|w|)} \cdot F\right) / w \cup\) \(\left(W^{*} \cdot E\right) / w=\left(W^{*} / w\right) \cdot F \cup\left(W^{*} \cdot E\right) / w\). Thus the number of states of \(F\) is not larger than the product of the number of states of \(W^{*}\) and \(W^{*} \cdot E\).

In the rest of this section we verify that Theorem 17 does not hold in the case of regular sets, and that in order to have only finite-state solutions it is not sufficient to have one finite-state solution.

The first fact is easily verified by the equation \(F=X \cdot F\) which has \(2^{2^{N_{0}}}\) solutions. Consequently, most of them cannot be regular.

Next we give an equation which has a regular minimum solution but its maximum solution is not finite-state.

Example 4. Let \(W_{4}:=\left\{a^{n!} \cdot b: n \in \mathbf{N}\right\}\) and \(E_{4}:=\{a, b\}^{*} \cdot a^{\omega}\). Then Eq. (I) has the minimum solution \(W_{4}^{*} \cdot E_{4}=E_{4}\) which is regular, but its maximum solution \(W_{4}^{\omega} \cup W_{4}^{*} \cdot E_{4}\) is not finite-state, because \(\left(W_{4}^{\omega} \cup W_{4}^{*} \cdot E_{4}\right) \cap\left(a^{*} \cdot b\right)^{\omega}=W_{4}^{\omega}\) is not finite-state.

Before proceeding to the next example we need the following lemma.
Lemma 18. An \(\omega\)-language of the form \(V \cdot \beta\) is finite-state iff there are a regular language \(V^{\prime}\) and a word \(u\) such that \(V \cdot \beta=V^{\prime} \cdot u^{\omega}\).

Proof. Clearly, the condition is sufficient. Conversely, if \(V \cdot \beta\) is finite-state then there are words \(w\) and \(w^{\prime}\) such that \(w^{\prime} \neq e, w \cdot w^{\prime} \sqsubset \beta\) and \((V \cdot \beta) / w \cdot w^{\prime} \subseteq(V \cdot \beta) / w\). Let \(\xi:=\beta /\left(w \cdot w^{\prime}\right)\). Since \(\xi \in V \cdot \beta / w\), we have \(w \cdot \xi=v \cdot \beta\) for some \(v \in V\). On the other hand, \(w \cdot w^{\prime} \cdot \xi=\beta\). Consequently, \(w \cdot \xi=v \cdot w \cdot w^{\prime} \cdot \xi\), that is, \(\xi=u^{\omega}\) where \(w \cdot u=v \cdot w \cdot w^{\prime}\). Then \(\beta\) is also ultimately periodic. Now define \(V^{\prime}:=\{w: \xi \in(V \cdot \beta) / w\}\).

Example 5. The equation \(T=X \cdot T \cup\{\xi\}\) has always the finite-state (even regular) maximum solution \(F_{5}=X^{\omega}\), but according to our lemma its minimum solution \(X^{*} \cdot \xi\) is finite-state if and only if \(\xi\) is ultimately periodic.

\section*{4. \(\omega\)-Power and \(\delta\)-Limit}

In the preceding sections we have seen that, in contrast to the case of languages, the linear equations Eq. (H) and Eq. (I) may have many solutions in the range of \(\omega\)-languages. One of the solutions of Eq. (H) and a particularly interesting one (its maximum solution) is the \(\omega\)-power \(W^{\omega}\).

In this section we investigate properties of the \(\omega\)-power operation and its relation to a limit operation mapping also languages to \(\omega\)-languages-the so-called \(\delta\)-limit \({ }^{4}\) of a language \(W \subseteq X^{*}\),
\[
\begin{equation*}
W^{\delta}:=\left\{\zeta: \zeta \in X^{\omega} \wedge \mathbf{A}(\zeta) \cap W \text { is infinite }\right\} . \tag{7}
\end{equation*}
\]

We also consider topological properties of \(\omega\)-power languages. In this section we investigate their relationships to Borel-classes, and in the subsequent one we focus on (relative) density.

In connection with acceptance results for \(\omega\)-languages, like those ones as MacNaUGHTON's theorem, properties of \(\omega\)-power languages are remarkably elusive. In this respect the \(\delta\)-limit has more transparent properties. Therefore it would be desirable to derive some relationships between the operations of \(\omega\)-power and \(\delta\)-limit. To this end we first calculate the \(\delta\)-limit of the concatenation product and the Kleenestar of languages (cf. [St80a], [Lt88]).
\[
\begin{equation*}
W \cdot V^{\delta} \subseteq(W \cdot V)^{\delta} \subseteq W \cdot V^{\delta} \cup W^{\delta} \tag{8}
\end{equation*}
\]

Particular cases of Eq. (8) are obtained for \(W^{\delta}=\emptyset\) or \(e \in V\), respectively.
\[
\begin{array}{ll}
(W \cdot V)^{\delta}=W \cdot V^{\delta} & \text { if } \quad W^{\delta}=\emptyset, \text { and } \\
(W \cdot V)^{\delta}=W \cdot V^{\delta} \cup W^{\delta} & \text { if } \quad e \in V \tag{10}
\end{array}
\]

In virtue of the obvious inclusion \(W^{\omega} \subseteq\left(W^{*}\right)^{\delta}\) we obtain via the maximum solution principle Corollary 1 the following.
\[
\begin{equation*}
\left(W^{*}\right)^{\delta}=W^{\omega} \cup W^{*} \cdot W^{\delta} \tag{11}
\end{equation*}
\]

We can improve Eq. (8).
Property 19. Let \(C \subseteq X^{*}\) be a prefix code and \(W, V \subseteq C^{*}\). Then
\[
W \cdot V^{\delta} \subseteq(W \cdot V)^{\delta} \subseteq W \cdot V^{\delta} \cup\left(W^{\delta} \cap\left(C^{*} \cdot V\right)^{\omega}\right)
\]

Proof. If \(\beta \in(W \cdot V)^{\delta} \backslash W \cdot V^{\delta}\) then \(\beta \in W^{\delta}\), that is, there are infinitely many prefixes \(w_{i}\) of \(\beta\) in \(W\). To each \(w_{i}\) belongs a \(v_{i} \in V\) such that \(w_{i} \cdot v_{i}\) is a prefix of \(\beta\).

Choose the family \(\left(w_{i}\right)_{i \in \mathrm{~N}}\) in such a way that \(\left|w_{j+1}\right|>\left|w_{j} \cdot v_{j}\right|\). Since \(C\) is a prefix code and \(w_{j+1}, w_{j}, v_{j} \in C^{*}\) there is a \(u_{j+1} \in C^{*}\) such that \(w_{j} \cdot v_{j} \cdot u_{j+1}=w_{j+1}\). Hence, \(\beta=w_{1} \cdot v_{1} \cdot u_{2} \cdot v_{2} \cdot \ldots \cdot u_{j} \cdot v_{j} \cdot \ldots \in\left(C^{*} \cdot V\right)^{\omega}\).

\footnotetext{
\({ }^{4}\) The name \(\delta\)-limit is due to the fact that an \(\omega\)-language \(F \subseteq X^{\omega}\) is a \(\mathbf{G}_{\delta}\)-set in Cantor-space if and only if there is a language \(W \subseteq X^{*}\) such that \(F=W^{\delta}\).
}

Remark. In Property 19 it is important that \(C\) is indeed a prefix code. Consider e.g. the suffix code \({ }^{5} C:=\{b, b a\}\). We obtain for \(W:=C^{*}\) and \(V:=\{b\}\) the proper inclusion \(C^{\omega}=\left(C^{*} \cdot b\right)^{\delta} \supset C^{\omega} \cap\left(C^{*} \cdot b\right)^{\omega}\).

As a consequence of Property 19 we obtain that for a prefix code \(C \subseteq X^{*}\) and \(V \subseteq C^{*}\) it holds
\[
\begin{equation*}
\left(C^{*} \cdot V\right)^{\delta}=\left(C^{*} \cdot V\right)^{\omega} \cup C^{*} \cdot V^{\delta} \tag{12}
\end{equation*}
\]

We derive two further identities linking the operations of \(\omega\)-power and \(\delta\)-limit for languages of a special shape \(C^{*} \cdot V\) or \(W \cdot C^{*}\) where \(C \subseteq X^{*}\) is a prefix code and \(W, V \subseteq C^{*}\).

To this end let \(\operatorname{Min} W:=W \backslash W \cdot\left(X^{*} \backslash\{e\}\right)\) be the set of minimal words with respect to "ㄷ" in a language \(W\).
\[
\begin{align*}
& \left(C^{*} \cdot V\right)^{\omega}=\left(\operatorname{Min} C^{*} \cdot V^{*}\right)^{\delta}  \tag{13}\\
& \left(W \cdot C^{*}\right)^{\omega}=\left(W \cdot C^{*} \cdot \operatorname{Min} W\right)^{\delta} \tag{14}
\end{align*}
\]

The proof can be easily transferred from the proof in the special case \(C=X\) which can be found e.g. in [Pe85, Lt88].

In studying the relations between the \(\omega\)-power and the \(\delta\)-limit it is interesting to investigate as an intermediate operation the infinite intersection
\[
\mathcal{D}(W):=\bigcap_{i \in \mathbb{N}}(W \backslash\{e\})^{i} \cdot X^{\omega}
\]

Though the assumption \(W^{\omega}=\bigcap_{i \in \mathbb{N}}(W \backslash\{e\})^{i} \cdot X^{\omega}\) is tempting, it is well-known that in general. \(W^{\omega}\) and \(\mathcal{D}(W)\) do not coincide. It holds only the obvious inclusion
\[
\begin{equation*}
W^{\omega} \subseteq \mathcal{D}(W) \subseteq\left(W^{*}\right)^{\phi} \tag{15}
\end{equation*}
\]

Next we give some examples which show that for both inclusions equality as well as proper inclusion in Eq. (15) may hold, independently of each other.

First we observe that Eq. (8) implies \(W^{\omega}=\mathcal{D}(W)=\left(W^{*}\right)^{\delta}\) whenever \(W^{\delta} \subseteq W^{\omega}\). Thus, in particular, the equality \(W^{\omega}=\mathcal{D}(W)=\left(W^{*}\right)^{\delta}\) holds if \(W\) is finite or \(W\) is a prefix code (in these cases \(W^{6}=\emptyset\) ).

In connection with the equality \(W^{\omega}=\mathcal{D}(W)=\left(W^{*}\right)^{\delta}\) we mention the following connection to Borel-classes.

Property 20. If \(W^{\omega}\) is closed then \(W^{\omega}=\mathcal{D}(W)=\left(W^{*}\right)^{\delta}\), and if \(W^{\omega}=\mathcal{D}(W)\) then \(W^{\omega}\) is a \(\mathbf{G}_{\delta}\)-set.

Proof. In virtue of Corollary \(14 W^{\omega}\) is closed iff ls \(W \subseteq W^{\omega}\). Since \(W^{\delta} \subseteq 1 \mathrm{ls} W\) the first assertion follows from Eq. (8). The second assertion follows from the definition of \(\mathcal{D}(W)\).

Our next example shows that proper inclusion in both cases is possible. Moreover it gives examples of regular languages of special form (one being a suffix code, the othe being prefix-closed) whose \(\omega\)-power is not a \(\mathbf{G}_{\delta}\)-set.

\footnotetext{
\({ }^{5}\) This code has, in addition, a delay of decipherability of 1 , that is, whenever \(w_{1} \cdot w_{2} \sqsubseteq w_{1}^{\prime} \cdot w_{2}^{\prime}\) for \(w_{1}, w_{2}, w_{1}^{\prime}, w_{2}^{\prime} \in C\) then \(w_{1}=w_{1}^{\prime}\).
}

Example 6. ([Pa81]) Consider the suffix code \(C_{6}:=\{a\} \cup c \cdot\{a, b\}^{*} \cdot b\).
Then \(c b a b a^{2} b a^{3} \ldots \in \mathcal{D}\left(C_{6}\right) \backslash C_{6}^{\omega}\) and \(c b^{\omega} \in\left(C_{6}^{*}\right)^{\delta} \backslash \mathcal{D}\left(C_{6}\right)\), that is, \(C_{6}^{\omega} \subset \mathcal{D}\left(C_{6}\right) \subset\) \(\left(C_{6}^{*}\right)^{\delta}\).

Moreover the intersection of \(C_{6}^{\omega}\) with the closed set \(c \cdot\{a, b\}^{\omega} \subseteq\{a, b, c\}^{\omega}\) satisfies \(C_{6}^{\omega} \cap c \cdot\{a, b\}^{\omega}=c \cdot\{a, b\}^{*} \cdot b \cdot a^{\omega} \in \mathbf{F}_{\sigma} \backslash \mathbf{G}_{\delta}\). Hence \(C_{6}^{\omega} \notin \mathbf{G}_{\delta}\).

We continue this example with the prefix-closure of \(C_{6}, W_{6}:=\mathbf{A}\left(C_{6}\right)=\{e, a\} \cup\) \(c \cdot\{a, b\}^{*}\). Here we have similarly \(W_{6}^{\omega} \cap c \cdot\{a, b\}^{\omega}=c \cdot\{a, b\}^{*} \cdot a^{\omega} \in \mathbf{F}_{\sigma} \backslash \mathbf{G}_{\delta}\), and \(W_{6}^{\omega} \notin \mathbf{G}_{\delta}\).

Observe that as for \(C_{6}\) it holds \(c b a b a^{2} b a^{3} \ldots \in \mathcal{D}\left(W_{6}\right) \backslash W_{6}^{\omega}\), and \(c b^{\omega} \in\left(W_{6}^{*}\right)^{\delta} \backslash\) \(\mathcal{D}\left(W_{6}\right)\).

The purpose of the next example (due to Wagner and Wechsung, cf. [St86, Example 3]) is twofold. First it shows that \(\mathcal{D}(W)=\left(W^{*}\right)^{\delta}\) while \(W^{\omega} \subset \mathcal{D}(W)\), and second the proper inclusion holds although \(W^{\omega}\) is a \(\mathbf{G}_{\delta}\)-set.

Example 7. Let \(w_{1}:=a\) and \(w_{i+1}:=w_{i}^{i} \cdot b^{i} \cdot a\) for \(i \geq 1\). Then \(w_{i} \sqsubseteq w_{i}^{i} \sqsubset w_{i+1}\). Put \(C_{7}:=\left\{w_{i}: i \geq 1\right\}\). It holds \(C_{7}^{\delta}=\{\eta\}\) where \(w_{i}^{i} \sqsubset \eta\) for all \(i \geq 1\). Thus \(\eta \in \mathcal{D}\left(C_{7}\right)\), but \(\eta \notin C_{7}^{\omega}\). Moreover in [St86, Theorem 7 and Example 3] it is shown that \(C_{7}^{\omega}\) is a \(\mathbf{G}_{\delta}\)-set.

In view of the general identities \(\mathcal{D}(W)=W^{*} \cdot \mathcal{D}(W)\) and \(\left(W^{*}\right)^{\delta}=\mathcal{D}(W) \cup W^{*} \cdot W^{\delta}\), we have \(C_{7}^{*} \cdot \eta \subseteq \mathcal{D}\left(C_{7}\right)\) whence the final conclusion \(C_{7}^{\omega} \subset \mathcal{D}\left(C_{7}\right)=\left(C_{7}^{*}\right)^{\delta}\).

It should be noted that in view of Corollary 23 below the language in Example 7 cannot be chosen regular.

The fourth possibility can be verified again by regular languages.
Example 8. Consider \(C_{8}:=b \cdot a^{*}\) which is a (suffix) code having a delay of decipherability of 1 .

Hence, \(C_{8}^{\omega}=\mathcal{D}\left(C_{8}\right)\) by Theorem 8 of [St86]. Since \(b \cdot a^{\omega} \in C_{8}^{\delta} \backslash C_{8}^{\omega}\) we have \(C_{8}^{\omega}=\mathcal{D}\left(C_{8}\right) \subset\left(C_{8}^{*}\right)^{\delta}\).

In Theorem 8 of [St86] it is shown that for codes \(C \subseteq X^{*}\) having a bounded delay of decipherability \({ }^{6}\) the identity \(C^{\omega}=\mathcal{D}(C)\) holds. We present another class of languages for which this identity is true. Since \(C_{8}^{\omega}=\left(b \cdot\{a, b\}^{*}\right)^{\omega}\) the subsequent lemma will also prove that \(C_{8}^{\omega}=\mathcal{D}\left(C_{8}\right)\).

Lemma 21. Let \(W \subseteq X^{*}\) and \(W=W \cdot X^{*}\). Then \(W^{\omega}=\bigcap_{i \in \mathbb{N}} W^{i} \cdot X^{\omega}\).
Proof. If \(e \in W\) the assertion is clear.
Let \(e \notin W\) and \(\eta \in \bigcap_{i \in \mathbf{N}} W^{i} \cdot X^{\omega}\). We construct inductively a factorization \(\eta=w_{1} \cdot v_{1} \cdots v_{i-1} \cdot w_{i} \cdot v_{i} \cdots\) where \(w_{i} \in W\) and \(v_{i} \in X^{*}\).
We start with an arbitrary \(w_{1} \in W\) for which \(w_{1} \sqsubset \eta\). Having defined \(w_{1} \cdot v_{1} \cdots v_{i-1}\). \(w_{i} \sqsubset \eta\) let \(l_{i}:=\left|w_{1} \cdot v_{1} \cdots v_{i-1} \cdot w_{i}\right|+1\). Since \(\eta \in W^{l_{i}} \cdot X^{\omega}\), we have \(w_{1}^{\left(l_{i}\right)} \cdots w_{l_{i}}^{\left(l_{i}\right)} \sqsubset \eta\) for words \(w_{1}^{\left(l_{i}\right)}, \ldots, w_{l_{i}}^{\left(l_{i}\right)} \in W\). By the choice of \(l_{i}\) it follows \(w_{1} \cdot v_{1} \cdots v_{i-1} \cdot w_{i} \sqsubseteq\) \(w_{1}^{\left(l_{i}\right)} \cdots w_{l_{i}-1}^{\left(l_{i}\right)}\). Define \(v_{i} \in X^{*}\) such that \(w_{1} \cdot v_{1} \cdots v_{i-1} \cdot w_{i} \cdot v_{i}=w_{1}^{\left(l_{i}\right)} \cdots w_{l_{i}-1}^{\left(l_{i}\right)}\) and \(w_{i+1}:=w_{l_{i}}^{\left(l_{i}\right)}\).

A tight relation between \(W^{\omega}\) and \(\mathcal{D}(W)\) is given by the following lemma.
Lemma 22. Let \(v \cdot w^{\omega} \in \mathcal{D}(W)\) be an ultimately periodic sequence. Then \(v \cdot w^{\omega} \in\) \(W^{\omega}\).

\footnotetext{
\({ }^{6}\) For codes having a bounded delay of decipherability see also [BP85] or [Sa81].
}

Proof. Let \(v \cdot w^{\omega} \in \mathcal{D}(W)\). Then for every \(i \in \mathbf{N}\) there is a prefix \(u_{1} \cdots u_{i}\) of \(v \cdot w^{\omega}\) such that \(u_{j} \in W^{*} \backslash\{e\}\). Let \(u_{1}\) be longer than \(v\) and let \(i>|w|\). Then there are \(j, k \leq i\) with \(j<k\) such that \(\left|u_{1} \cdots u_{k}\right|-\left|u_{1} \cdots u_{j}\right|\) is divisible by \(|w|\). Hence \(v \cdot w^{\omega}=u_{1} \cdots u_{j} \cdot\left(u_{j+1} \cdots u_{k}\right)^{\omega}\).

Since regular \(\omega\)-languages are characterized by their ultimately periodic \(\omega\)-words, \(\mathcal{D}(W)\) is not regular if \(W^{\omega}\) is regular and \(\mathcal{D}(W) \neq W^{\omega}\). Moreover, we have the following.

Corollary 23. If \(W\) is regular and \(\mathcal{D}(W)=\left(W^{*}\right)^{\delta}\) then \(W^{\omega}=\left(W^{*}\right)^{\delta}\).
Next we characterize \(\omega\)-power languages in several Borel-classes. A first result for closed sets has been obtained in Corollary 14. We start with the Borel-class \(\mathbf{G}_{\delta}\). To this end we need the following operation. As in [St87b] we call
\[
W \triangleright V:=\{v: v \in V \wedge \exists W(w \in W \wedge w \sqsubseteq v \wedge \forall u(w \sqsubset u \sqsubset v \rightarrow u \notin V))\}
\]
the continuation of the language \(W\) to the language \(V\). In other words \(W \triangleright V\) consists of all those words in \(V\) which are minimal (w.r.t. "巨") prolongations of words in \(W\). The following properties of the operation " \(D\) " are shown in [St87b].
\[
\begin{equation*}
(W \triangleright V)^{\delta}=W^{\delta} \cap V^{\delta} \tag{16}
\end{equation*}
\]

Property 24. \(W \triangleright V\) is a regular language if \(W\) and \(V\) are regular.
Lemma 25. An \(\omega\)-power language \(W^{\omega}\) is \(a \mathbf{G}_{\delta}\)-set if and only if there is a \(V \subseteq W^{*}\) such that \(W^{\omega}=\left(V^{*}\right)^{\delta}\). If, moreover, \(W\) is regular then \(V\) can be chosen to be also regular.

Proof. The "if"-part is evident from the above remark on \(\delta\)-limits.
If \(W^{\omega} \subseteq X^{\omega}\) is a \(\mathbf{G}_{\delta}\)-set then there is a language \(U \subseteq X^{*}\) such that \(W^{\omega}=U^{\delta}\). Now set \(V:=U \triangleright W^{*}\). We obtain from Eq. (16) that \(V^{\delta}=U^{\delta} \cap\left(W^{*}\right)^{\delta}=W^{\omega}\). Then in virtue of \(V \subseteq W^{*}\) the assertion \(\left(V^{*}\right)^{\delta}=V^{\omega} \cup V^{*} \cdot V^{\delta}=W^{\omega}\) follows.

The additional part on the regularity of \(V\) follows from Property 24 and the fact that \(U\) can be chosen also as a regular language provided \(W^{\omega}\) is a regular \(\omega\)-language.

Now we turn to the \(\omega\)-power languages which are open \(\omega\)-languages.
Lemma 26. An \(\omega\)-power language \(V^{\omega} \subseteq X^{\omega}\) is open if and only if there is a language \(W \subseteq V^{*}\) such that \(V^{\omega}=W^{\omega}=\left(W \cdot X^{*}\right)^{\omega}=W \cdot X^{\omega}\).

Proof. Clearly, our condition is sufficient.
If \(V^{\omega} \subseteq X^{\omega}\) is open there is a language \(V^{\prime} \subseteq X^{*}\) with \(V^{\omega}=V^{\prime} \cdot X^{\omega}\). Define
\[
W:=V^{\prime} \cdot X^{*} \cap\left(V^{*} \backslash\{e\}\right)
\]

Obviously, \(V^{\omega}=V^{\prime} \cdot X^{\omega} \subseteq W \cdot X^{\omega}\). As the inclusions \(W^{\omega} \subseteq\left(W \cdot X^{*}\right)^{\omega} \subseteq W \cdot X^{\omega}\) are evident, it remains to show that \(V^{\omega} \subseteq W^{\omega}\).

Let \(\xi=v_{1} \cdots v_{i} \cdots\) where \(v_{i} \in V, v_{i} \neq e\). Because of \(V^{\omega}=V^{\prime} \cdot X^{\omega}\) it holds \(\xi \in v^{\prime} \cdot X^{\omega}\) for some \(v^{\prime} \in V^{\prime}\). Then \(v^{\prime} \sqsubseteq v_{1} \cdots v_{\left|v^{\prime}\right|}\) and, by construction, \(v_{1} \cdots v_{\left|v^{\prime}\right|} \in\) \(W\) and \(v_{\left|v^{\prime}\right|+1} \cdots v_{i} \cdots \in V^{\omega}\). Thus \(V^{\omega} \subseteq W \cdot V^{\omega}\), and the assertion follows from Eq. (1).

For \(\omega\)-power languages of the form \(\left(W \cdot X^{*}\right)^{\omega}\) we have the following necessary and sufficient conditions to be open.

Lemma 27. Let \(W \subseteq X^{*} \backslash\{e\}\) be a nonempty language. Then the following conditions are equivalent:
1. \(\left(W \cdot X^{*}\right)^{\omega}\) contains a nonempty open subset.
2. \(X^{*} \cdot W\) contains a finite maximal prefix code.
3. \(\left(W \cdot X^{*}\right)^{\omega}=W \cdot X^{\omega}\).

Proof. 3. \(\Rightarrow 1\). is obvious.
2 . \(\Rightarrow 3\). Let \(X^{*} \cdot W\) contain a finite maximal prefix code \(C\). Then \(X^{\omega}=C^{\omega} \subseteq\) \(\left(X^{*} \cdot W\right)^{\omega}\), whence \(\left(W \cdot X^{*}\right)^{\omega}=W \cdot\left(X^{*} \cdot W\right)^{\omega}=W \cdot X^{\omega}\).
1. \(\Rightarrow 2\). First we observe that \(\xi \in\left(W \cdot X^{*}\right)^{\omega}\) iff it has some \(w_{0} \in W\) as prefix and contains infinitely many nonoverlapping subwords \(w_{i} \in W\), that is, \(\xi\) has the form \(\xi=w_{0} \cdot v_{0} \cdot w_{1} \cdot v_{1} \cdots w_{i} \cdot v_{i} \cdots\) where \(v_{i} \in X^{*}\).

Let now \(u \cdot X^{\omega} \subseteq\left(W \cdot X^{*}\right)^{\omega}\) for some \(u \in X^{*}\). Then every \(\zeta \in X^{\omega}\) has the form \(\zeta=v_{0} \cdot w_{1} \cdot v_{1} \cdots w_{i} \cdot v_{i} \cdots\) where \(w_{i} \in W\) and \(v_{i} \in X^{*}\). Consequently, every \(\zeta \in X^{\omega}\) has a prefix in \(X^{*} \cdot W\). Thus \(X^{*} \cdot W \cdot X^{\omega}=X^{\omega}\), which is equivalent to Condition 2.

This lemma allows us to present examples of \(\omega\)-power languages which are open but not closed and which are neither open nor closed but a union of an open and a closed set, respectively.

Property 28. Let \(\eta \in X^{\omega} \backslash\left\{x^{\omega}: x \in X\right\}\). Then \(X^{\omega} \backslash\{\eta\}\) is an open nonclosed \(\omega\)-power language.

Proof. It is evident that \(X^{\omega} \backslash\{\eta\}\) is an open nonclosed subset in Cantor-space. Moreover, \(X^{\omega} \backslash\{\eta\}=\left(X^{*} \backslash \mathbf{A}(\eta)\right) \cdot X^{\omega}\).

Since \(\eta \notin\left\{x^{\omega}: x \in X\right\}\), it has a prefix \(a^{n} \cdot b\) (say) where \(a, b \in X, a \neq b\) and \(n>0\). Consequently, \((X \backslash\{a\}) \cup\left\{a^{n+1}\right\} \subseteq X^{*} \backslash \mathbf{A}(\eta)\). Thus \(X^{n+1}\) is a finite maximal prefix code contained in \(X^{*} \cdot\left(X^{*} \backslash \mathbf{A}(\eta)\right)\), and \(X^{\omega} \backslash\{\eta\}=\left(\left(X^{*} \backslash \mathbf{A}(\eta)\right) \cdot X^{*}\right)^{\omega}\) follows from Lemma 27.

We conclude with an example of an \(\omega\)-power language which is neither open nor closed, but as a union of an open and a closed \(\omega\)-language a set in a low level Borelclass.

Example 9. Let \(C:=\{a\} \cup\{b a b\}^{*} \cdot b b b\). Then for \(X:=\{a, b\}\) the language \(X^{*} \cdot C\) contains \(\{a, b a, b b a, b b b\}\) - a maximal prefix code. Hence \(\left(C \cdot X^{*}\right)^{\omega}=C \cdot X^{\omega}\) is open and, since \(C\) is an infinite prefix code, \(C \cdot X^{\omega}\) is not closed.

Take the prefix code \(C\) and consider \(F:=\left(C \cdot X^{*} \cup\{b a a\}\right)^{\omega}\). Due to the identity \((V \cup W)^{\omega}=\left(W^{*} \cdot V\right)^{\omega} \cup\left(W^{*} \cdot V\right)^{*} \cdot W^{\omega}\) we obtain \(F=\left(\{b a a\}^{*} \cdot C \cdot X^{*}\right)^{\omega} \cup\left(\{b a a\}^{*}\right.\). \(\left.C \cdot X^{*}\right)^{*} \cdot(b a a)^{\omega}\).

Now we calculate \(\left(\{b a a\}^{*} \cdot C \cdot X^{*}\right)^{\omega}=\{b a a\}^{*} \cdot\left(C \cdot X^{*} \cdot\{b a a\}^{*}\right)^{\omega}=\{b a a\}^{*} \cdot\left(C \cdot X^{*}\right)^{\omega}=\) \(\{b a a\}^{*} \cdot C \cdot X^{\omega}\), and \(\left(\{b a a\}^{*} \cdot C \cdot X^{*}\right)^{*}=\{e\} \cup\{b a a\}^{*} \cdot C \cdot X^{*}\).

Thus \(F=\{b a a\}^{*} \cdot C \cdot X^{\omega} \cup\left(\{b a a\}^{*} \cdot C \cdot X^{*}\right) \cdot(b a a)^{\omega} \cup\left\{(b a a)^{\omega}\right\}=\{b a a\}^{*} \cdot C \cdot X^{\omega} \cup\) \(\left\{(b a a)^{\omega}\right\}\) is a union of the open set \(\{b a a\}^{*} \cdot C \cdot X^{\omega}\) with the closed set \(\left\{(b a a)^{\omega}\right\}\). It remains to show that \(F\) is neither open nor closed.

To this end observe that \((b a a)^{\omega} \notin\{b a a\}^{*} \cdot C \cdot X^{\omega}\), thus \(F\) is not open, and that \((b a b)^{\omega} \in \mathcal{C}(F) \backslash F\).

\section*{5. Topological Density}

In this section we study the density of regular and finite-state \(\omega\)-languages in \(\omega\)-power languages. It turns out that in this case density and subwords are closely related.

Topological density is based on the following notion. A set \(F\) is nowhere dense in \(E \subseteq X^{\omega}\) provided \(\mathcal{C}(E \backslash \mathcal{C}(F))=\mathcal{C}(E)\), that is, if \(\mathcal{C}(F)\) does not contain a nonempty subset of the form \(E \cap w \cdot X^{\omega}\). This condition can be formulated as follows.

Lemma 29. A set \(F \subseteq X^{\omega}\) is nowhere dense in \(E\) iff for every \(v \in \mathbf{A}(E)\) there is a \(w \in X^{*}\) such that \(v \cdot w \in \mathbf{A}(E)\) and \(v \cdot w \cdot X^{\omega} \cap F=\emptyset\).

Cast in the language of prefixes, our Lemma 29 asserts, that \(F\) is not nowhere dense in \(E \neq \emptyset\) if and only if there is a \(w \in \mathbf{A}(E)\) such that \(E / w \subseteq \mathcal{C}(F) / w\). From the following equation
\[
\begin{equation*}
\mathcal{C}(E \backslash \mathcal{C}(F))=\mathcal{C}(E \backslash(\mathcal{C}(F) \cap E))=\mathcal{C}(\mathcal{C}(E) \backslash \mathcal{C}(F)) \tag{17}
\end{equation*}
\]
we see that \(F\) is nowhere dense in \(E\) iff \(F\) is nowhere dense in \(\mathcal{C}(E)\) and iff \((\mathcal{C}(F) \cap E)\) is nowhere dense in \(E\).
A subset \(F \subseteq X^{\omega}\) is called nowhere dense if it is nowhere dense in \(X^{\omega}\). For finite-state nowhere dense \(\omega\)-languages we have the following.

Lemma 30. ([St76,80b]) A finite-state set \(F \in X^{\omega}\) is nowhere dense iff there is a pattern \(w \in X^{*}\) such that \(F \subseteq X^{\omega} \backslash X^{*} \cdot w \cdot X^{\omega}\).

The aim of this section is to generalize the result of Lemma 30 to finite-state \(\omega\)-languages nowhere dense in an \(\omega\)-power language \(W^{\omega}\).

We obtain the following version of Lemma 29.
Corollary 31. Let \(W \subseteq X^{*}\). Then \(F \subseteq X^{\omega}\) is nowhere dense in \(W^{\omega}\) if and only if for every \(v \in W^{*}\) there is a \(w \in W^{*}\) such that \(v \cdot w \cdot X^{\omega} \cap F=\emptyset\).

Cast again in the language of prefixes, we have that \(F\) is not nowhere dense in an \(\omega\)-power language \(W^{\omega}\) if and only if there is a \(w \in W^{*}\) such that \(W^{\omega} / w \subseteq \mathcal{C}(F) / w\). We obtain the following necessary and sufficient conditions for a finite-state \(\omega\)-language to be nowhere dense in an \(\omega\)-power language.

Lemma 32. Let \(W \subseteq X^{*}\), and let \(F \subseteq X^{\omega}\) be a finite-state \(\omega\)-language. Then the following conditions are equivalent.
1. \(F\) is nowhere dense in \(W^{\omega}\).
2. \(\forall u\left(u \in W^{*} \Rightarrow F / u\right.\) is nowhere dense in \(\left.W^{\omega}\right)\)
3. \(\forall w\left(w \in \operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right) \cup\{e\} \Rightarrow F / w\right.\) is nowhere dense in \(\left.W^{\omega}\right)\)
4. \(\forall v\left(v \in X^{*} \Rightarrow\left(\mathcal{C}(F) \cap W^{\omega}\right) / v\right.\) is nowhere dense in \(\left.W^{\omega}\right)\)
5. \(\forall v\left(v \in X^{*} \Rightarrow\left(\mathcal{C}(F) \cap \mathcal{C}\left(W^{\omega}\right)\right) / v\right.\) is nowhere dense in \(\left.W^{\omega}\right)\)

Remark. Observe that, in general, the stabilizer of \(\mathcal{C}\left(W^{\omega}\right), \operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right.\) contains \(S t a b\left(W^{\omega}\right) \supseteq W^{*} \backslash\{e\}\). Thus Condition 3 shows more states \(F / w\) of \(F\) to be nowhere dense in \(W^{\omega}\) than Condition 2.

Proof. The implications 5. \(\Rightarrow 4 ., 4 . \Rightarrow 1 ., 3 . \Rightarrow 2\)., and \(2 . \Rightarrow 1\). are obvious.
To conclude the proof, it suffices to show \(1 . \Rightarrow 3\). and \(3 . \Rightarrow 5\). To this end assume first that Condition 5 does not hold, that is, there is a \(v \in X^{*}\) such that \((\mathcal{C}(F) \cap\) \(\left.\mathcal{C}\left(W^{\omega}\right)\right) / v\) is not nowhere dense in \(W^{\omega}\). Then according to Corollary 31 there is a \(w \in\) \(W^{*}\) satisfying \(\left(\mathcal{C}(F) \cap \mathcal{C}\left(W^{\omega}\right)\right) / v \cdot w \supseteq \mathcal{C}\left(W^{\omega}\right) / w\). Since \(w \in W^{*} \subseteq \operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right) \cup\{e\}\), we have \(\mathcal{C}\left(W^{\omega}\right) / w \supseteq \mathcal{C}\left(W^{\omega}\right)\). Consequently, \(u:=v \cdot w \in \operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right) \cup\{e\}\), and \(\mathcal{C}(F) / u \supseteq W^{\omega}\) which shows that \(F / u\) is not nowhere dense in \(W^{\omega}\).

Now assume Condition 3 to be violated, that is, let \(F / w\) be not nowhere dense in \(W^{\omega}\) for some \(w \in \operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right) \cup\{e\}\). According to Corollary 31 there is a \(v \in W^{*} \subseteq\) \(\operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right) \cup\{e\}\) such that \(\mathcal{C}(F) / w \cdot v \supseteq \mathcal{C}\left(W^{\omega}\right) / v\). Consequently, \(u:=w \cdot v \in\) \(\operatorname{Stab}\left(\mathcal{C}\left(W^{\omega}\right)\right)\).

Since \(F\) is finite-state, there are \(n, k \geq 1\) such that \(F / u^{n}=F / u^{n+k}\). Hence \(\mathcal{C}\left(W^{\omega}\right) \subseteq \mathcal{C}(F) / u\) implies \(\mathcal{C}\left(W^{\omega}\right) / u^{n+k-1} \subseteq \mathcal{C}(F) / u^{n+k}=\mathcal{C}(F) / u^{n}\).

Now observe that \(\mathcal{C}\left(W^{\omega}\right) / u^{n} \subseteq \mathcal{C}\left(W^{\omega}\right) / u^{n+k-1} \subseteq \mathcal{C}(F) / u^{n}\), because \(u \in\) \(S t a b\left(\mathcal{C}\left(W^{\omega}\right)\right) \cup\{e\}\), what proves our assertion.

As a consequence of Lemma 32 we show the announced generalization of Lemma 30 that for finite-state \(\omega\)-languages nowhere dense in \(\omega\)-power languages \(W^{\omega}\) there are patterns, that is subwords appearing in the \(\omega\)-power language \(W^{\omega}\) which do not appear in the finite-state \(\omega\)-language \(F\). Those patterns can be shown to belong to \(W^{*}\). Due to the possiblity that \(F \nsubseteq \mathcal{C}\left(W^{\omega}\right)\) we have to distinguish two cases.

Theorem 33. Let \(F \subseteq X^{\omega}\) be finite-state, and let \(W^{*} \subseteq X^{*}\).
1. \(F\) is nowhere dense in \(W^{\omega}\) iff there is a \(w \in W^{*}\) such that \(\mathcal{C}(F) \cap \mathcal{C}\left(W^{\omega}\right) \subseteq\) \(\mathcal{C}\left(W^{\omega}\right) \backslash W^{*} \cdot w \cdot X^{\omega}\).
2. If \(F \subseteq \mathcal{C}\left(W^{\omega}\right)\) then \(F\) is nowhere dense in \(W^{\omega}\) iff there is a \(u \in W^{*}\) such that \(F \subseteq \mathcal{C}\left(W^{\omega}\right) \backslash X^{*} \cdot u \cdot X^{\omega}\).

Proof. 1. If \(F\) is finite-state and nowhere dense in \(W^{\omega}\) then according to Lemma 32.2 the set \(F^{\prime}:=\bigcup_{u \in W^{*}} F / u\) as a finite union of sets nowhere dense in \(W^{\omega}\) is again nowhere dense in \(W^{\omega}\). Hence, there is a \(w \in W^{*}\) such that \(F^{\prime} \cap w \cdot X^{\omega}=\emptyset\). Assume that \(F \cap W^{*} \cdot w \cdot X^{\omega} \neq \emptyset\). Then there is some \(v \in W^{*}\) such that \(F \cap v \cdot w \cdot X^{\omega}=\) \(v \cdot(F / v) \cap v \cdot w \cdot X^{\omega} \neq \emptyset\), which contradicts the fact that \(F^{\prime} \supseteq F / v\) and \(w \cdot X^{\omega}\) are disjoint.

To prove the converse direction, suppose \(F\) to be not nowhere dense in \(W^{\omega}\), that is, according to Lemma 32.2 and Corollary 31 there is some \(u \in W^{*}\) such that \(\mathcal{C}(F) / u\). \(w \supseteq \mathcal{C}\left(W^{\omega}\right) / w \supseteq \mathcal{C}\left(W^{\omega}\right)\) for some \(w \in W^{*}\). Hence, \(\mathbf{A}(F) \supseteq w \cdot u \cdot W^{*}\) and there is no \(v \in W^{*}\) with \(F \cap u \cdot w \cdot v \cdot X^{\omega}=\emptyset\).
2. In view of Lemma 32.5 from \(\mathcal{C}(F) \subseteq \mathcal{C}\left(W^{\omega}\right)\) we obtain that the finite union \(F^{\prime \prime}:=\bigcup_{u \in X^{*}} F / u\) is also nowhere dense in \(W^{\omega}\) provided \(F\) is nowhere dense in \(W^{\omega}\). Now the proof proceeds as in 1. The converse direction of the second part is an immediate consequence of the first part.

For \(\omega\)-powers of codes we obtain the following corollary to Theorem 33.1.

Corollary 34. Let \(F \subseteq X^{\omega}\) be finite-state, and let \(C \subseteq X^{*}\) be a code. If \(F\) is nowhere dense in \(C^{\omega}\) then there are \(a k>0\) and a word \(u \in C^{k}\) such that \(F \cap \mathcal{C}\left(C^{\omega}\right) \subseteq\) \(\mathcal{C}\left(\left(C^{k} \backslash\{u\}\right)^{\omega}\right)\)

The converse statement is, however, not true in general. Consider e.g. the suffix code \(C:=\bigcup_{n \in \mathbf{N}}\{a, b\}^{n} \cdot b \cdot a^{n}\). Here \(\mathcal{C}\left(\left(C^{k} \backslash\{u\}\right)^{\omega}\right)=\mathcal{C}\left(C^{\omega}\right)=\{a, b\}^{\omega}\) for every pair \(k>0\) and \(u \in C^{k}\), but \(F:=\{a, b\}^{\omega}\) is dense in \(C^{\omega}\).

\section*{References}
[BP85] J. Berstel and D. Perrin, Theory of Codes, Academic Press, Orlando 1985.
[Ch74] Y. Choueka, Theories of automata on \(\omega\)-tapes: A simplified approach, J. Comput. System Sci. 8 (1974), 117-141.
[CG78] R. S. Cohen and A. Y. Gold, \(\omega\)-computations on deterministic push down machines, J. Comput. System Sci. (1978) 3, 257-300.
[DK84] Ph. Darondeau and L. Kott, Towards a formal proof system for \(\omega\)-rational expressions, Inform. Process. Letters 19 (1984), 173-177.
[Ei74] S. Eilenberg, Automata, Languages and Machines. Vol. A, Academic Press, New York 1974.
[EH93] J.Engelfriet, H.J. Hoogeboom: \(X\)-automata on \(\omega\)-words. Theoret. Comput. Sci. 110 (1993) 1, 1-51.
[II84] H. Izumi, Y. Inagaki and N. Honda, A complete axiomsystem of the algebra of closed rational expressions, in: Automata, Languages and Programming (ed. J. Paradaens), Lect. Notes Comput. Sci 172, Springer-Verlag, Berlin 1984, 260-269.
[Li76] M. Linna, On \(\omega\)-sets associated with context-free languages, Inform. Control 31 (1976) 3, 272-293.
[Li77] M. Linna, A decidability result for deterministic \(\omega\)-context-free languages, Theoret. Comput. Sci. 4 (1977), 83-98.
[Lt88] I. Litovsky, Generateurs des langages rationelles de mots infinis. Thèse, Univ. de Lille Flandres Artois 1988.
[Lt91a] I. Litovsky, Prefix-free languages as \(\omega\)-generators, Inform. Process. Letters 37 (1991) 1, 61-65.
[Lt91b] I. Litovsky, Free submonoids and minimal \(\omega\)-generators of \(R^{\omega}\), Acta Cybernetica 10 (1991) 1-2, 35-43.
[LT87] I. Litovsky and E. Timmerman, On generators of rational \(\omega\)-power languages. Theoret. Comput. Sci. 53 (1987) 2/3, 187-200.
[MN66] R. McNaughton, Testing and generating infinite sequences by a finite automaton, Inform. Control 9 (1966), 521-530.
[Pa81] D. Park, Concurrency and automata on infinite sequences, in: Theoret. Comput. Sci. (P. Deussen ed.), Lect. Notes Comput. Sci. 104, Springer-Verlag, Berlin 1981, 167-183.
[Pe85] D. Perrin, An introduction to finite automata on infinite words, in: Automata on Infinite Words (eds. M. Nivat and D. Perrin), Lect. Notes Comput. Sci. 192, Springer-Verlag, Berlin 1985, 1-17.
[Re72] R.R. Redziejowski, The theory of general events and its application to parallel programming, Tech. paper TP 18.220, IBM Nordic Lab. Lidingö, Sweden, 1972.
[Sa66] A. Salomaa, Two complete axion systems for the algebra of regular events. J.ACM 13 (1966) 1, 158-169.
[Sa81] A. Salomaa, Jewels of Formal Language Theory, Computer Sci. Press, Rockville 1981.
[St76] L. Staiger, Reguläre Nullmengen. Elektron. Informationsverarb. Kybernetik EIK 12 (1976) 6, 307-311.
[St77] L. Staiger, Empty-storage-acceptance of \(\omega\)-languages. in: Fundamentals of Computation Theory '77 (ed. M. Karpiński), Lect. Notes Comput. Sci. 56, Springer-Verlag, Berlin 1977, 516-521.
[St80a] L. Staiger, A note on connected \(\omega\)-languages. Elektron. Informationsverarb. Kybernetik EIK 16 (1980) 5/6, 245-251.
[St80b] L. Staiger, Measure and category in \(X^{\omega}\). in: Topology and Measure II (eds. J. Flachsmeyer, Z. Frolik and F. Terpe) Part 2, Wiss. Beitr. Ernst-Moritz-ArndtUniversität Greifswald, 1980, 129-136.
[St83] L. Staiger, Finite-state \(\omega\)-languages. J. Comput. System Sci. 27 (1983) 3, 434-448.
[St86] L. Staiger, On infinitary finite length codes. RAIRO Infor. theor. et Appl. 20 (1986) 4, 483-494.
[St87a] L. Staiger, Sequential mappings of \(\omega\)-languages. RAIRO Infor. théor. et Appl. 21 (1987) 2, 147-173.
[St87b] L. Staiger, Research in the theory of \(\omega\)-languages. J. Inform. Process. Cybernetics EIK 23 (1987) 8/9, 415-439.
[Th90] W. Thomas, Automata on infinite objects, in: Handbook of Theoretical Computer Science (ed. J. Van Leeuwen), Vol. B, Elsevier, Amsterdam 1990, 133-191.
[Tr62] B.A. Trakhtenbrot, Finite automata and monadic second order logic. Siberian Math. J. 3 (1962), 103-131. (Russian; English translation in: AMS Transl. 59 (1966), 23-55.)
[TB70] B.A. Trakhtenbrot and Ya.M. Barzdin, Finite Automata, Behaviour and Synthesis. Nauka Publishers, Moscow 1970. (Russian; English translation: North Holland, Amsterdam 1973)
[Wa76] K. Wagner, Eine Axiomatisierung der Theorie der regulären Folgenmengen. Elektron. Informationsverarb. Kybernetik EIK 12 (1976) 7, 337-354.

\title{
Shuffle-Like Operations on \(\omega\)-words \({ }^{1}\)
}

\author{
Alexandru MATEESCU \\ Academy of Finland and Department of Mathematics \\ University of Turku, 20014 Turku, Finland \\ George Daniel MATEESCU \\ Department of Mathematics, University of Bucharest \\ Str. Academiei 14, 70109 Bucharest, Romania \\ Grzegorz ROZENBERG \\ Leiden University, Department of Computer Science \\ P.O. Box 9512, NL-2300 RA Leiden, The Netherlands \\ \section*{Arto SALOMAA} \\ Academy of Finland and Department of Mathematics \\ University of Turku, 20014 Turku, Finland
}

\begin{abstract}
We introduce and investigate some shuffle-like operations on \(\omega\)-words and \(\omega\)-languages. The approach is applicable to concurrency, providing a method to define the parallel composition of processes. It is also applicable to parallel computation. The operations are introduced using a uniform method based on the notion of an \(\omega\)-trajectory. As a consequence, we obtain a very intuitive geometrical interpretation of the parallel composition operation. Our main results concern associativity. A rather surprising interconnection between associativity and periodicity will be exhibited.
\end{abstract}

\section*{1. Introduction}

Parallel composition of words and languages appears as a fundamental operation in parallel computation and in the theory of concurrency. Usually, this operation is modelled by the shuffle operation or restrictions of this operation, such as literal shuffle, insertion, left-merge, infiltration product, etc.

The shuffle-like operations considered below are based on syntactic constraints on the \(\omega\)-shuffle operation. The constraints are referred to as syntactic since they do not concern properties of the \(\omega\)-words shuffled, or properties of the letters that occur in these \(\omega\)-words.

Instead, the constraints describe the general strategy to switch from one \(\omega\)-word to another \(\omega\)-word. Once such a strategy is defined, the structure of the \(\omega\)-words that are shuffled does not play any role.

The syntactic constraints that we consider here are based on the notion of an \(\omega\) trajectory. Roughly speaking, an \(\omega\)-trajectory is a line in plane, starting in the origin
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and continuing parallel with the axis \(O x\) or \(O y\). The line can change its direction only in points with nonnegative integer coordinates.

An \(\omega\)-trajectory defines how to move from an \(\omega\)-word to another \(\omega\)-word when carrying out the shuffle operation.

\section*{2. Basic Definitions}

The set of nonnegative integers is denoted by \(\omega\). If \(A\) is a set, then the set of all subsets of \(A\) is denoted by \(\mathcal{P}(A)\).

A closure operator on \(A\), see [2], is a function \(\varphi: \mathcal{P}(A) \longrightarrow \mathcal{P}(A)\) such that, (i) for all \(B \subseteq A, B \subseteq \varphi(B)\), (ii) if \(B_{1} \subseteq B_{2}\), then \(\varphi\left(B_{1}\right) \subseteq \varphi\left(B_{2}\right)\), where \(B_{1}, B_{2} \subseteq A\), and (iii) for all \(B \subseteq A, \varphi(\varphi(B))=\varphi(B)\).

Let \(\Sigma\) be an alphabet, i.e., a finite nonempty set of elements called letters. The free monoid generated by \(\Sigma\) is denoted by \(\Sigma^{*}\). Elements in \(\Sigma^{*}\) are referred to as words. The empty word is denoted by \(\lambda\).

If \(w \in \Sigma^{*}\), then \(|w|\) is the length of \(w\). Note that \(|\lambda|=0\). If \(a \in \Sigma\) and \(w \in \Sigma^{*}\), then \(|w|_{a}\) denotes the number of occurrences of the symbol \(a\) in the word \(w\). The mirror of a word \(w=a_{1} a_{2} \ldots a_{n}\), where \(a_{i}\) are letters, \(1 \leq i \leq n\), is \(m i(w)=a_{n} \ldots a_{2} a_{1}\) and \(m i(\lambda)=\lambda\). A word \(w\) is a palindrome iff \(m i(w)=w\). A weak coding is a morphism that maps each letter into a letter or into \(\lambda\).

For all other notions and results concerning formal languages that are used in this paper we refer the reader to [10].

Let \(\Sigma\) be an alphabet. An \(\omega\)-word over \(\Sigma\) is a function \(f: \omega \longrightarrow \Sigma\). Usually, the \(\omega\)-word defined by \(f\) is denoted as the infinite sequence
\[
f(0) f(1) f(2) f(3) f(4) \ldots
\]

An \(\omega\)-word \(w\) is ultimately periodic iff \(w=\alpha v v v v v \ldots\), where \(\alpha\) is a (finite) word, possibly empty, and \(v\) is a nonempty word. In this case \(w\) is denoted as \(\alpha v^{\omega}\). An \(\omega\)-word \(w\) is referred to as periodic iff \(w=v v v \ldots\) for some nonempty word \(v \in \Sigma^{*}\). In this case \(w\) is denoted as \(v^{\omega}\). The set of all \(\omega\)-words over \(\Sigma\) is denoted by \(\Sigma^{\omega}\). An \(\omega\)-language is a subset \(L\) of \(\Sigma^{\omega}\), i.e., \(L \subseteq \Sigma^{\omega}\). The set of all words and \(\omega\)-words over an alphabet \(\Sigma\) is denoted by \(\Sigma^{\infty}\), that is \(\Sigma^{\infty}=\Sigma^{*} \cup \Sigma^{\omega}\).

The notation " \(\exists\) " \(n\) " stands for "there exist infinitely many \(n\) ", whereas the notation " \(\exists<\omega n\) " stands for "there are only finitely many \(n\) ".

Let \(\Sigma\) be an alphabet and let \(\alpha=a_{0} a_{1} a_{2} a_{3} \ldots\) be an \(\omega\)-word over \(\Sigma\), where \(a_{i} \in \Sigma\) for all \(i \in \omega\). The following notations will be used: \(\alpha(i, j)=a_{i} a_{i+1} \ldots a_{j}\), where \(i \leq j\), and \(\alpha(i, \omega)=a_{i} a_{i+1} a_{i+2} \ldots\), where \(i \geq 0\). Moreover, \(\operatorname{In}(\alpha)\) denotes the set of those letters from \(\Sigma\) that occur infinitely many times in \(\alpha\), i.e.,
\[
\operatorname{In}(\alpha)=\left\{\sigma \in \Sigma \mid \exists^{\omega} n \text { such that } a_{n}=\sigma\right\} .
\]

If \(L \subseteq \Sigma^{*}\) is a language, then \(L^{\omega}\) denotes the the following \(\omega\)-language:
\[
L^{\omega}=\left\{\alpha \in \Sigma^{\omega} \mid \alpha=w_{0} w_{1} w_{2} \ldots, \text { where } w_{i} \in L, i \geq 0\right\}
\]

Assume that \(\Sigma\) and \(\Delta\) are two alphabets. Let \(\varphi: \Sigma \longrightarrow \Delta^{*}\) be a morphism and let \(\alpha=a_{0} a_{1} a_{2} \ldots\) be an \(\omega\)-word over \(\Sigma\), where \(a_{i} \in \Sigma\), for all \(i \geq 0\). The image by \(\varphi\) of \(\alpha\) is the \(\omega\)-word over \(\Delta\) defined as:
\[
\varphi(\alpha)=\beta_{0} \beta_{1} \beta_{2} \ldots,
\]
where \(\beta_{i}=\varphi\left(a_{i}\right)\) for all \(i \geq 0\).

Analogously, if \(\Sigma: \Sigma \longrightarrow \mathcal{P}\left(\Delta^{*}\right)\) is a substitution, then
\[
\Sigma(\alpha)=\left\{\gamma_{0} \gamma_{1} \gamma_{2} \ldots \mid \gamma_{i} \in \Sigma\left(a_{i}\right) \text { for all } i \geq 0\right\}
\]

A Büchi automaton is a quintuple \(A=\left(Q, \Sigma, q_{0}, \delta, F\right)\), where \(Q\) is a finite set of states, \(\Sigma\) is the input alphabet, \(q_{0} \in Q\) is the initial state, \(\delta\) is the transition relation, \(\delta \subseteq Q \times \Sigma \times Q\), and \(F \subseteq Q\) is the set of final states.

Let \(\alpha\) be an \(\omega\)-word over \(\Sigma, \alpha=a_{0} a_{1} a_{2} \ldots\), where \(a_{i} \in \Sigma\), for all \(i \geq 0\). A run of \(A\) on \(\alpha\) is a sequence of states \(s=s_{0} s_{1} s_{2} \ldots\), such that \(s_{0}=q_{0}\) and \(\left(s_{i}, a_{i}, s_{i+1}\right) \in \delta\), for all \(i \geq 0\). The run is successful iff \(\operatorname{In}(s) \cap F \neq \emptyset . \alpha\) is accepted by \(A\) iff there exists a successful run of \(A\) on \(\alpha\).

The \(\omega\)-language recognized by \(A\) is:
\[
L(A)=\left\{\alpha \in \Sigma^{\omega} \mid \alpha \text { is accepted by } A\right\} .
\]

An \(\omega\)-language \(L\) is referred to as \(\omega\)-regular or Büchi recognizable iff there exists a Büchi automata \(A\) such that \(L(A)=L\). The reader is reffered to [11] or [9] for a survey on \(\omega\)-languages and automata.

We now recall some operations for formal languages that simulate the parallel composition of words.

For general results concerning the theory of concurrency the reader may consult [8], [1] or [4].

The shuffle operation, denoted by Ш, is defined recursively by:
\[
(a u \amalg b v)=a(u \amalg b v) \cup b(a u \amalg v),
\]
and
\[
(u \Perp \lambda)=(\lambda \amalg u)=\{u\},
\]
where \(u, v \in \Sigma^{*}\) and \(a, b \in \Sigma\).
The shuffle operation is extended in a natural way to languages: the shuffle of two languages \(L_{1}\) and \(L_{2}\) is:
\[
L_{1} Ш L_{2}=\bigcup_{u \in L_{1}, v \in L_{2}} u Ш v .
\]

Example 2.1. \(a b Ш b c=\{a b b c, a b c b, b a b c, b a c b, b c a b\}\).
The literal shuffle, denoted by \(Ш_{l}\), is defined as:
\[
a_{1} a_{2} \ldots a_{n} 山_{l} b_{1} b_{2} \ldots b_{m}= \begin{cases}a_{1} b_{1} a_{2} b_{2} \ldots a_{n} b_{n} b_{n+1} \ldots b_{m}, & \text { if } n \leq m, \\ a_{1} b_{1} a_{2} b_{2} \ldots a_{m} b_{m} a_{m+1} \ldots a_{n}, & \text { if } m<n,\end{cases}
\]
where \(a_{i}, b_{j} \in \Sigma\).
\[
\left(u Ш_{l} \lambda\right)=\left(\lambda Ш_{l} u\right)=\{u\},
\]
where \(u \in \Sigma^{*}\).
Example 2.2. \(a b a \uplus_{l} b c=\{a b b c a\}\).

\section*{3. \(\omega\)-Trajectories}

In this section we introduce the notions of the \(\omega\)-trajectory and shuffle on \(\omega\) trajectories. The shuffle of two \(\omega\)-words has a natural geometrical interpretation related to lattice points in the plane (points with nonnegative integer coordinates) and with a certain "walk" in the plane defined by each \(\omega\)-trajectory.

Let \(V=\{r, u\}\) be the set of versors in the plane: \(r\) stands for the right direction, whereas, \(u\) stands for the \(u p\) direction.

Definition 3.1. An \(\omega\)-trajectory is an element \(t, t \in V^{\omega}\). A set \(T, T \subseteq V^{\omega}\), is called a set of \(\omega\)-trajectories.

Let \(\Sigma\) be an alphabet and let \(t\) be an \(\omega\)-trajectory, \(t=t_{0} t_{1} t_{2} \ldots\), where \(t_{i} \in\) \(V, i \geq 0\). Let \(\alpha, \beta\) be two \(\omega\)-words over \(\Sigma, \alpha=a_{0} a_{1} a_{2} \ldots, \beta=b_{0} b_{1} b_{2} \ldots\), where \(a_{i}, b_{j} \in \operatorname{Sigma}, i, j \geq 0\).

Definition 3.2. The shuffle of \(\alpha\) with \(\beta\) on the \(\omega\)-trajectory \(t\), denoted \(\alpha \uplus_{t} \beta\), is defined as follows:
\(\alpha \uplus_{t} \beta=c_{0} c_{1} c_{2} \ldots\), where, if \(\left|t_{0} t_{1} t_{2} \ldots t_{i}\right|_{r}=k_{1}\) and \(\left|t_{0} t_{1} t_{2} \ldots t_{i}\right|_{u}=k_{2}\), then
\[
c_{i}= \begin{cases}a_{k_{1}-1}, & \text { if } t_{i}=r \\ b_{k_{2}-1}, & \text { if } t_{i}=u\end{cases}
\]

Remark. The shuffle on (finite) trajectories of (finite) words is investigated in [7]. In this case a trajectory is an element \(t, t \in V^{*}\).

Let \(\Sigma\) be an alphabet and let \(t\) be a trajectory, \(t=t_{0} t_{1} \ldots t_{n}\), where \(t_{i} \in V, 1 \leq\) \(i \leq n\). Let \(\alpha, \beta\) be two words over Sigma, \(\alpha=a_{0} a_{1} \ldots a_{p}, \beta=b_{0} b_{1} \ldots b_{q}\), where \(a_{i}, b_{j} \in \Sigma, 0 \leq i \leq p\) and \(0 \leq j \leq q\).

The shuffle of \(\alpha\) with \(\beta\) on the trajectory \(t\), denoted \(\alpha \uplus_{t} \beta\), is defined as follows: if \(|\alpha| \neq|t|_{r}\) or \(|\beta| \neq|t|_{u}\), then \(\alpha Ш_{t} \beta=\emptyset\), else \(\alpha \uplus_{t} \beta=c_{0} c_{1} c_{2} \ldots c_{p+q+2}\), where, if \(\left|t_{0} t_{1} \ldots t_{i}\right|_{r}=k_{1}\) and \(\left|t_{0} t_{1} \ldots t_{i}\right|_{u}=k_{2}\), then
\[
c_{i}= \begin{cases}a_{k_{1}-1}, & \text { if } t_{i}=r \\ b_{k_{2}-1}, & \text { if } t_{i}=u\end{cases}
\]

Observe that there is an important distinction between the finite case, i.e., the shuffle on trajectories, and the infinite case, i.e., the shuffle on \(\omega\)-trajectories: sometimes the result of shuffling of two words \(\alpha\) and \(\beta\) on a trajectory \(t\) can be empty whereas the shuffle of two \(\omega\)-words over an \(\omega\)-trajectory is always nonempty and consists of only one \(\omega\)-word.

Now we give a recursive definition of the operation \(\uplus_{t}\), where \(t \in V^{\omega}\). It will lead to the same notion of \(Ш_{t}\) as Definition 3.2.

Definition 3.3. Let \(\Sigma\) be an alphabet and let \(a_{i}, i \geq 0\) be letters from \(\Sigma\). Consider the functions first and last \(t_{\omega}\) defined as:
\[
\operatorname{first}\left(a_{0} a_{1} a_{2} \ldots\right)=a_{0} \text { and } \operatorname{last}_{\omega}\left(a_{0} a_{1} a_{2} \ldots\right)=a_{1} a_{2} \ldots
\]

The operation \(\uplus_{t}\), where \(t \in V^{\omega}, d \in V\) is defined as follows:
\[
\alpha \uplus_{d t} \beta= \begin{cases}\operatorname{first}(\alpha)\left(\operatorname{last}_{\omega}(\alpha) Ш_{t} \beta\right), & \text { if } d=r \\ \operatorname{first}(\beta)\left(\alpha Ш_{t} \operatorname{last}_{\omega}(\beta)\right), & \text { if } d=u .\end{cases}
\]

If \(T\) is a set of \(\omega\)-trajectories, the shuffle of \(\alpha\) with \(\beta\) on the set \(T\) of \(\omega\)-trajectories, denoted \(\alpha \uplus_{T} \beta\), is:
\[
\alpha \uplus_{T} \beta=\bigcup_{t \in T} \alpha Ш_{t} \beta .
\]

The above operation is extended to \(\omega\)-languages over \(\Sigma\), if \(L_{1}, L_{2} \subseteq \Sigma^{\omega}\), then:
\[
L_{1} Ш_{T} L_{2}=\bigcup_{\alpha \in L_{1}, \beta \in L_{2}} \alpha 山_{T} \text { beta. }
\]

Notation. If \(T\) is \(V^{\omega}\) then \(Ш_{T}\) is denoted by \(Ш_{\omega}\).
Example 3.1. Let \(\alpha\) and \(\beta\) be the \(\omega\)-words \(\alpha=a_{0} a_{1} a_{2} a_{3} a_{4} a_{5} a_{6} a_{7} \ldots, \beta=\) \(b_{0} b_{1} b_{2} b_{3} b_{4} \ldots\) and assume that \(t=r^{2} u^{3} r^{5} u r u \ldots\). The shuffle of \(\alpha\) with \(\beta\) on the trajectory \(t\) is:
\[
\alpha Ш_{t} \beta=\left\{a_{0} a_{1} b_{0} b_{1} b_{2} a_{2} a_{3} a_{4} a_{5} a_{6} b_{3} a_{7} b_{4} \ldots\right\} .
\]


Figure 1

The result has the following geometrical interpretation (see Figure 1): the trajectory \(t\) defines a line starting in the origin and continuing one unit right or up, depending of the definition of \(t\). In our case, first there are two units right, then three units up, then five units right, etc. Assign \(\alpha\) on the \(O x\) axis and \(\beta\) on the \(O y\) axis of the plane. The result can be read following the line defined by the trajectory \(t\), that is, if being in a lattice point of the trajectory, (the corner of a unit square) and if the trajectory is going right, then one should pick up the corresponding letter from \(\alpha\), otherwise, if the trajectory is going up, then one should add to the result the corresponding letter from \(\beta\). Hence, the trajectory \(t\) defines a line in the plane, on which one has "to walk" starting from the origin \(O\). In each lattice point one has to follow one of the versors \(r\) or \(u\), according to the definition of \(t\).

Assume now that \(t^{\prime}\) is another trajectory, say:
\[
t^{\prime}=u r^{5} u^{4} r^{3} \ldots
\]

The trajectory \(t^{\prime}\) is depicted in Figure 1 by a much bolder line than the trajectory \(t\) ． Observe that：
\[
\alpha \Perp_{t^{\prime}} \beta=\left\{b_{0} a_{0} a_{1} a_{2} a_{3} a_{4} b_{1} b_{2} b_{3} b_{4} a_{5} a_{6} a_{7} \ldots\right\}
\]

Consider the set of trajectories，\(T=\left\{t, t^{\prime}\right\}\) ．The shuffle of \(\alpha\) with \(\beta\) on the set \(T\) of trajectories is：
\[
\alpha \amalg_{T} \beta=\left\{a_{0} a_{1} b_{0} b_{1} b_{2} a_{2} a_{3} a_{4} a_{5} a_{6} b_{3} a_{7} b_{4} \ldots, b_{0} a_{0} a_{1} a_{2} a_{3} a_{4} b_{1} b_{2} b_{3} b_{4} a_{5} a_{6} a_{7} \ldots\right\}
\]

The following two theorems are representation results for \(\omega\)－languages of the form \(L_{1} Ш_{T} L_{2}\) ．

Observe that we are using here the obvious associativity of the operation \(Ш_{\omega}\) ．We will return to this matter in Section 4.

Theorem 3．1．For all \(\omega\)－languages \(L_{1}\) and \(L_{2}, L_{1}, L_{2} \subseteq \Sigma^{\omega}\) ，and for all sets \(T\) of \(\omega\)－trajectories，there exist a gsm \(M\) and two letter－to－letter morphisms \(g\) and \(h\) such that
\[
L_{1} \uplus_{T} L_{2}=M\left(h\left(L_{1}\right) \amalg_{\omega} g\left(L_{2}\right) \amalg_{\omega} T\right) .
\]

Proof．Let \(\Sigma_{1}=\left\{a_{1} \mid a \in \Sigma\right\}\) and \(\Sigma_{2}=\left\{a_{2} \mid a \in \Sigma\right\}\) be two copies of \(\Sigma\) such that \(\Sigma_{1}, \Sigma_{2}\) and \(V\) are pairwise disjoint alphabets．Define the morphisms：\(g: \Sigma \longrightarrow \Sigma_{1}^{*}\) ， \(g(a)=a_{1}, a \in \Sigma\) and \(h: \Sigma \longrightarrow \Sigma_{2}^{*}, h(a)=a_{2}, a \in \Sigma\) ．

Now consider the gsm \(M=\left(Q, \Sigma^{\prime}, \Delta, q_{0}, \delta, F\right)\) ，where \(Q=\left\{q_{0}, q_{1}, q_{2}\right\}, \Sigma^{\prime}=\Sigma_{1} \cup\) \(\Sigma_{2} \cup V, \Delta=\Sigma, F=\left\{q_{0}\right\}\) and
\[
\begin{aligned}
& \delta\left(q_{0}, r\right)=\left(q_{1}, \lambda\right), \delta\left(q_{0}, u\right)=\left(q_{2}, \lambda\right) \\
& \delta\left(q_{1}, a_{1}\right)=\left(q_{0}, a\right) \text { and } \delta\left(q_{2}, a_{2}\right)=\left(q_{0}, a\right)
\end{aligned}
\]
for all \(a_{1} \in \Sigma_{1}\) and \(a_{2} \in \Sigma_{2}\) ．
One can easily verify that \(L_{1} 山_{T} L_{2}=M\left(h\left(L_{1}\right) Ш_{\omega} g\left(L_{2}\right) 山_{\omega} T\right)\) ．
The next theorem shows that the gsm－mapping \(M\) of Theorem 3.1 is of a particular type．

Theorem 3．2．For all \(\omega\)－languages \(L_{1}\) and \(L_{2}, L_{1}, L_{2} \subseteq \Sigma^{\omega}\) ，and for all sets \(T\) of \(\omega\)－trajectories，there exist a morphism \(\varphi\) and two letter－to－letter morphisms \(g, h\) and a regular \(\omega\)－language \(R\) ，such that
\[
L_{1} Ш_{T} L_{2}=\varphi\left(\left(h\left(L_{1}\right) 山_{\omega} g\left(L_{2}\right) \varpi_{\omega} T\right) \cap R\right) .
\]

Proof．Let \(\Sigma_{1}\) and \(\Sigma_{2}\) be as before．Define the morphisms：\(g: \Sigma \longrightarrow \Sigma_{1}^{*}, g(a)=a_{1}\) ， \(a \in \Sigma\) and \(h: \Sigma \longrightarrow \Sigma_{2}^{*}, h(a)=a_{2}, a \in \Sigma\) ．Let \(R\) be the regular \(\omega\)－language， \(R=\left(r \Sigma_{1} \cup u \Sigma_{2}\right)^{\omega}\) ．

Now consider the morphism：
\[
\varphi:\left(\Sigma_{1} \cup \Sigma_{2} \cup V\right) \longrightarrow \Sigma^{*}
\]
defined as：\(\varphi\left(a_{1}\right)=a, \varphi\left(a_{2}\right)=a\) and \(\varphi(r)=\varphi(u)=\lambda\) ．
It is easy to see that：\(L_{1} Ш_{T} L_{2}=\varphi\left(\left(h\left(L_{1}\right) Ш_{\omega} g\left(L_{2}\right) Ш_{\omega} T\right) \cap R\right.\) ．
Theorem 3．3．If \(L_{1}\) and \(L_{2}\) are regular \(\omega\)－languages，then \(L_{1} Ш_{\omega} L_{2}\) is a regular \(\omega\)－language．

Proof. Without loss of generality we can assume that \(L_{1}\) and \(L_{2}\) are over the same alphabet \(\Sigma\). Let \(A_{i}=\left(Q_{i}, \Sigma, q_{0}^{i}, \delta_{i}, F_{i}\right)\) be Büchi automata such that \(L\left(A_{i}\right)=L_{i}\), \(i=1,2\). We define a Büchi automaton \(A=\left(Q, \Sigma, q_{0}, \delta, F\right)\) such that \(L(A)=L_{1} Ш_{\omega} L_{2}\) as follows. \(Q=Q_{1} \times Q_{2} \times\{0,1,2\}\). Elements in \(Q\) are denoted as \(\left[q_{1}, q_{2}, k\right]\), where \(q_{i} \in Q_{i}, i=1,2\) and \(0 \leq k \leq 2\). The initial state is \(q_{0}=\left[q_{0}^{1}, q_{0}^{2}, 0\right]\), the final states are \(F=Q_{1} \times Q_{2} \times\{2\}\). The transition function \(\delta\) is defined in such a way that it simulates nondeterministically on the first component the automaton \(A_{1}\) or on the second component the automaton \(A_{2}\). The third component of the states is used to record an occurrence of a final state from \(F_{1}\) (by storing the value 1). The value 2 is stored if at some stage later a final state from \(F_{2}\) does occur. The value 0 is stored in the third component whenever the first two components are not final states.

Formally, the definition of \(\delta\) is:
\[
\begin{aligned}
& \delta\left(\left[q_{1}, q_{2}, 0\right], a\right)=\left\{\left[\delta_{1}\left(q_{1}, a\right), q_{2}, 0\right],\left[q_{1}, \delta_{2}\left(q_{2}, a\right), q_{2}, 0\right]\right\} \text { if } \delta_{1}\left(q_{1}, a\right) \notin F_{1}, \\
& \delta\left(\left[q_{1}, q_{2}, 0\right], a\right)=\left\{\left[\delta_{1}\left(q_{1}, a\right), q_{2}, 1\right],\left[q_{1}, \delta_{2}\left(q_{2}, a\right), 0\right]\right\} \text { if } \delta_{1}\left(q_{1}, a\right) \in F_{1}, \\
& \delta\left(\left[q_{1}, q_{2}, 1\right], a\right)=\left\{\left[\delta_{1}\left(q_{1}, a\right), q_{2}, 1\right],\left[q_{1}, \delta_{2}\left(q_{2}, a\right), 1\right]\right\} \text { if } \delta_{2}\left(q_{2}, a\right) \notin F_{2}, \\
& \delta\left(\left[q_{1}, q_{2}, 1\right], a\right)=\left\{\left[\delta_{1}\left(q_{1}, a\right), q_{2}, 1\right],\left[q_{1}, \delta_{2}\left(q_{2}, a\right), 2\right]\right\} \text { if } \delta_{2}\left(q_{2}, a\right) \in F_{2}, \\
& \delta\left(\left[q_{1}, q_{2}, 2\right], a\right)=\left\{\left[\delta_{1}\left(q_{1}, a\right), q_{2}, 0\right],\left[q_{1}, \delta_{2}\left(q_{2}, a\right), q_{2}, 0\right]\right\} \text { if } \delta_{1}\left(q_{1}, a\right) \notin F_{1}, \\
& \delta\left(\left[q_{1}, q_{2}, 2\right], a\right)=\left\{\left[\delta_{1}\left(q_{1}, a\right), q_{2}, 1\right],\left[q_{1}, \delta_{2}\left(q_{2}, a\right), q_{2}, 0\right]\right\} \text { if } \delta_{1}\left(q_{1}, a\right) \in F_{1} .
\end{aligned}
\]

Clearly, \(L(A)=L_{1} Ш_{\omega} L_{2}\).
The following theorem provides a characterization of those sets of \(\omega\)-trajectories \(T\) for which \(L_{1} \uplus_{T} L_{2}\) is a regular \(\omega\)-language, whenever \(L_{1}, L_{2}\) are regular \(\omega\)-languages.

Theorem 3.4. Let \(T\) be a set of \(\omega\)-trajectories, \(T \subseteq\{r, u\}^{\omega}\). The following assertions are equivalent:
(i) for all regular \(\omega\)-languages \(L_{1}, L_{2}\), the \(\omega\)-language \(L_{1} \uplus_{T} L_{2}\) is a regular \(\omega\) language.
(ii) \(T\) is a regular \(\omega\)-language.

Proof. (i) \(\Rightarrow\) (ii) Assume that \(L_{1}=r^{\omega}\) and \(L_{2}=u^{\omega}\) and note that \(L_{1} \uplus_{T} L_{2}=T\). It follows that \(T\) is a regular \(\omega\)-language.
(ii) \(\Rightarrow\) (i) It follows from Theorem 3.2, Theorem 3.3 and from the closure properties of regular \(\omega\)-languages under intersection and morphisms.

\section*{4. Commutativity and Associativity}

Definition 4.1. A set \(T\) of \(\omega\)-trajectories is referred to as commutative iff the operation \(山_{T}\) is commutative, i.e., \(\alpha 山_{T} \beta=\beta \uplus_{T} \alpha\), for all alphabets \(\Sigma\) and for all \(\alpha, \beta \in \Sigma^{\omega}\).

Example 4.1. Note that \(\omega\)-shuffle is a commutative set of trajectories, whereas for instance, the literal \(\omega\)-shuffle, i.e., the shuffle over the set of \(\omega\)-trajectories consisting of only one \(\omega\)-trajectory \(t\),
\[
t=(r u)^{\omega}=r u r u r u \ldots
\]
is noncommutative.
Notation. The morphism sym \(:\{r, u\} \longrightarrow\{r, u\}^{*}\) is defined by \(\operatorname{sym}(u)=r\) and \(\operatorname{sym}(r)=u\).

Remark 4.1. A set \(T\) of \(\omega\)-trajectories is commutative iff \(T=\operatorname{sym}(T)\).
Proposition 4.1. If \(T\) is a regular set of \(\omega\)-trajectories, then it is decidable whether or not \(T\) is commutative.

Proof. If \(T\) is a regular \(\omega\)-language, then \(\operatorname{sym}(T)\) is also a regular \(\omega\)-language. Hence, the equality \(T=\operatorname{sym}(T)\) is decidable.

Notation. Let \(\mathcal{C}\) be the family of all commutative sets of \(\omega\)-trajectories.
Proposition 4.2. If \(\left(T_{i}\right)_{i \in I}\) is a family of commutative sets of \(\omega\)-trajectories, then \(T^{\prime}\),
\[
T^{\prime}=\bigcap_{i \in I} T_{i}
\]
is also a commutative set of \(\omega\)-trajectories.
Proof. Let \(\alpha\) and \(\beta\) be \(\omega\)-words over \(\Sigma\). Assume that \(w \in \alpha \Perp_{T^{\prime}} \beta\). It follows that for all \(i, i \in I, w \in \alpha \amalg_{T_{i}} \beta\). But, each \(T_{i}\) is commutative, hence \(w \in \beta Ш_{T_{i}} \alpha\), for all \(i, i \in I\). Therefore, \(w \in \beta \Perp_{T^{\prime}} \alpha\). Thus,
\[
\alpha Ш_{T^{\prime}} \beta=\beta Ш_{T^{\prime}} \alpha .
\]

This implies that \(T^{\prime}\) is a commutative set of \(\omega\)-trajectories.
Definition 4.2. Let \(T\) be an arbitrary set of \(\omega\)-trajectories. The commutative closure of \(T\), denoted \(\breve{T}\), is
\[
\breve{T}=\bigcap_{T \subseteq T^{\prime}, T^{\prime} \in C} T^{\prime}
\]

Observe that for all \(T, T \subseteq\{r, u\}^{\omega}, \breve{T}\) is an commutative set of \(\omega\)-trajectories and, moreover, \(\breve{T}\) is the smallest commutative set of \(\omega\)-trajectories that contains \(T\).

Remark 4.2. The function \({ }^{\sim}{ }^{\sim}: \mathcal{P}\left(V^{\omega}\right) \rightarrow \mathcal{P}\left(V^{\omega}\right)\) defined as above is a closure operator.

Remark 4.3. One can easily verify that:
\[
\breve{T}=T \cup \operatorname{sym}(T) .
\]

\section*{- Associativity}

The main results in this paper deal with associativity. After a few general remarks, we restrict the attention to the set \(V_{+}^{\omega}\) of \(\omega\)-trajectories \(t\) such that both \(r\) and \(u\) occur infinitely often in \(t\). (It will become apparent below why this restriction is important.) It turns out that associativity can be viewed as stability under four particular operations, referred to as \(\diamond\)-operations. This characterization exhibits a
surprising interconnection between associativity and periodicity, which in our opinion is of direct importance also for the basic theory of \(\omega\)-words.

Definition 4.3. A set \(T\) of \(\omega\)-trajectories is associative iff the operation \(山_{T}\) is associative, i.e.,
\[
\left(\alpha \uplus_{T} \beta\right) \uplus_{T} \gamma=\alpha \uplus_{T}\left(\beta \uplus_{T} \gamma\right),
\]
for all \(\alpha, \beta, \gamma \in \Sigma^{\omega}\).
The following sets of \(\omega\)-trajectories are associative:
1. \(T=\{r, u\}^{\omega}\).
2. \(T=\left\{\left.t \in V^{\omega}| | t\right|_{r}<\infty\right\}\).
3. \(T=\left\{\alpha_{0} \beta_{0} \alpha_{1} \beta_{1} \ldots \mid \alpha_{i} \in r^{*}, \beta_{i} \in u^{*}\right.\) and, moreover, \(\alpha_{i}\) and \(\beta_{i}\) are of even length, \(i \geq 0\}\).

Nonassociative sets of \(\omega\)-trajectories are for instance:
1. \(T=(r u)^{\omega}\).
2. \(T=\left\{t \in V^{\omega} \mid t\right.\) is a Sturmian \(\omega\)-word \(\}\).
3. \(T=\left\{w_{0} w_{1} w_{2} \ldots \mid w_{i} \in L\right\}\), where \(L=\left\{r^{n} u^{n} \mid n \geq 0\right\}\).

Definition 4.4. Let \(D\) be the set \(D=\{x, y, z\}\). Define the substitutions \(\Sigma\), \(\tau: V \longrightarrow \mathcal{P}\left(D^{*}\right)\), as follows:
\[
\begin{aligned}
\Sigma(r) & =\{x, y\}, \Sigma(u)=\{z\}, \\
\tau(r) & =\{x\}, \tau(u)=\{y, z\} .
\end{aligned}
\]

Consider the morphisms \(\varphi\) and \(\psi, \varphi, \psi: V \longrightarrow D^{*}\), defined as:
\[
\begin{aligned}
& \varphi(r)=x, \varphi(u)=y \\
& \psi(r)=y, \psi(u)=z
\end{aligned}
\]

Proposition 4.3. Let \(T\) be a set of \(\omega\)-trajectories. The following conditions are equivalent:
(i) \(T\) is an associative set of \(\omega\)-trajectories.
(ii) \(\Sigma(T) \cap\left(\varphi(T) Ш z^{\omega}\right)=\tau(T) \cap\left(\psi(T) \amalg x^{\omega}\right)\).

Proof. \((i) \Rightarrow(i i)\). Assume that \(T\) is an associative set of \(\omega\)-trajectories. Consider \(w\) such that \(w \in \Sigma(T) \cap\left(\varphi(T) \amalg z^{\omega}\right)\). It follows that there exists \(t_{1}, t_{1} \in T\), such that \(w \in \Sigma\left(t_{1}\right)\) and there exists \(t, t \in T\), such that \(w \in \varphi(t) Ш z^{\omega}\). Assume that
\[
t_{1}=r^{i_{0}} u^{j_{1}} r^{i_{1}} \ldots u^{j_{n}} r^{i_{n}} \ldots
\]
for some nonnegative integers \(i_{g}, j_{h}, 0 \leq g, 1 \leq h\). From the definition of \(\Sigma\) we conclude that
\[
w \in\{x, y\}^{i_{0}} z^{j_{1}}\{x, y\}^{i_{1}} \ldots z^{j_{n}}\{x, y\}^{i_{n}} \ldots .
\]

Since \(w \in \varphi(t) \Perp z^{\omega}\) ，it follows that \(t=s_{0} s_{1} \ldots s_{n} \ldots\) ，such that \(s_{k} \in V^{*}\) and \(\left|s_{k}\right|=i_{k}\) for all \(k, 0 \leq k\) ．Therefore，
\[
w \in\left(x^{\omega} \uplus_{t} y^{\omega}\right) \uplus_{t_{1}} z^{\omega} .
\]

Because \(T\) is associative，there are \(t^{\prime}\) and \(t_{1}^{\prime}\) in \(T\) such that
\[
\left(x^{\omega} \uplus_{t} y^{\omega}\right) \uplus_{t_{1}} z^{\omega}=x^{\omega} \uplus_{t^{\prime}}\left(y^{\omega} \uplus_{t_{1}^{\prime}} z^{\omega}\right)
\]

Hence，we obtain that \(w \in x^{\omega} 山_{t^{\prime}}\left(y^{\omega} \uplus_{t_{1}^{\prime}} z^{\omega}\right)\) ，for some \(t^{\prime}\) and \(t_{1}^{\prime}\) in \(T\) ．Now，it is easy to observe that this implies that \(w \in \tau(T) \cap\left(\psi(T) \Perp x^{\omega}\right)\) ．Thus，\(\Sigma(T) \cap\left(\varphi(T) Ш z^{\omega}\right) \subseteq\) \(\tau(T) \cap\left(\psi(T) \Perp x^{\omega}\right)\) ．The converse inclusion is analogous．Therefore，the equality from （ii）is true．
（ii）\(\Rightarrow(i)\) ．Let \(\Sigma\) be an alphabet and let \(\alpha, \beta, \gamma\) be \(\omega\)－words over \(\Sigma\) ．Consider an \(\omega\)－word \(w\) ，such that \(w \in\left(\alpha \uplus_{T} \beta\right) \amalg_{T} \gamma\) ．There exist \(t\) and \(t_{1}\) in \(T\) such that \(w \in\left(\alpha \uplus_{t} \beta\right) 山_{t_{1}} \gamma\) ．Let \(v\) be the \(\omega\)－word obtained from \(w\) by replacing each letter from \(\alpha\) by \(x\) ，each letter from \(\beta\) by \(y\) and each letter from \(\gamma\) by \(z\) ．Observe that \(v\) is in \(\Sigma\left(t_{1}\right)\) and also in \(\varphi(t) \amalg z^{\omega}\) ．Therefore，\(v \in \Sigma(T) \cap\left(\varphi(T) \amalg z^{\omega}\right)\) ．By our assumption，it follows that \(v \in \tau(T) \cap\left(\psi(T) \amalg x^{\omega}\right)\) ．Hence，there are \(t^{\prime}\) and \(t_{1}^{\prime}\) in \(T\) such that \(v \in \tau\left(t^{\prime}\right) \cap\left(\psi\left(t_{1}^{\prime}\right) Ш x^{\omega}\right)\) ．Note that this means that \(v \in x^{\omega} 山_{t^{\prime}}\left(y^{\omega} Ш_{t_{1}^{\prime}} z^{\omega}\right)\) ． Hence，it is easy to see that \(w \in \alpha \uplus_{t^{\prime}}\left(\beta 山_{t^{\prime \prime}} \gamma\right)\) ，i．e．，\(w \in \alpha \amalg_{T}\left(\beta 山_{T} \gamma\right)\) ．Thus， \(\left(\alpha \Perp_{T} \beta\right) \uplus_{T} \gamma \subseteq \alpha \uplus_{T}\left(\beta \Perp_{T} \gamma\right)\) ．The converse inclusion is analogous．Therefore，for all \(\alpha, \beta, \gamma \in \Sigma^{\omega}\) ，
\[
\left(\alpha \uplus_{T} \beta\right) \Perp_{T} \gamma=\alpha \Perp_{T}\left(\beta \uplus_{T} \gamma\right) .
\]

Thus，\(T\) is an associative set of \(\omega\)－trajectories．
Proposition 4．4．If \(T\) is a regular set of \(\omega\)－trajectories，then it is decidable whether or not \(T\) is associative．

Proof．Observe that if \(T\) is a regular \(\omega\)－language，then the languages \(\Sigma(T) \cap\) \(\left(\varphi(T) \amalg z^{\omega}\right)\) and \(\tau(T) \cap\left(\psi(T) \amalg x^{\omega}\right)\) are regular \(\omega\)－languages．Hence，the equality （ii）from the Proposition 4.3 is decidable．

Notation．Let \(\mathcal{A}\) be the family of all associative sets of \(\omega\)－trajectories．
Proposition 4．5．If \(\left(T_{i}\right)_{i \in I}\) is a family of associative sets of \(\omega\)－trajectories，then \(T^{\prime}\) ，
\[
T^{\prime}=\bigcap_{i \in I} T_{i}
\]
is an associative set of \(\omega\)－trajectories．
Proof．Analogous to Proposition 4．2．
Definition 4．5．Let \(T\) be an arbitrary set of \(\omega\)－trajectories．The associative closure of \(T\) ，denoted \(\bar{T}\) ，is
\[
\bar{T}=\bigcap_{T \subseteq T^{\prime}, T^{\prime} \in \mathcal{A}} T^{\prime}
\]

Observe that for all \(T, T \subseteq\{r, u\}^{*}, \bar{T}\) is an associative set of \(\omega\)－trajectories and， moreover， \(\bar{T}\) is the smallest associative set of \(\omega\)－trajectories that contains \(T\) ．

Remark 4．4．The function \({ }^{-}: \mathcal{P}\left(V^{\omega}\right) \longrightarrow \mathcal{P}\left(V^{\omega}\right)\) defined as above is a closure operator．

Notation．Let \(V_{+}^{\omega}\) be the set of all \(\omega\)－trajectories \(t \in V^{\omega}\) such that \(t\) contains infinitely many occurrences both of \(r\) and of \(u\) ．

Now we give another characterization of an associative set of \(\omega\)－trajectories from \(V_{+}^{\omega}\) ．This is useful in finding an alternative definition of the associative closure of a set of \(\omega\)－trajectories and also to prove some other properties related to associativity．

However，this characterization is valid only for sets of \(\omega\)－trajectories from \(V_{+}^{\omega}\) and not for the general case，i．e．，not for sets of \(\omega\)－trajectories from \(V^{\omega}\) ．

Definition 4．6．Let \(W\) be the alphabet \(W=\{x, y, z\}\) and consider the following four morphisms，\(\rho_{i}, 1 \leq i \leq 4\) ，where
\[
\rho_{i}: W \longrightarrow V_{+}^{\omega}, \quad 1 \leq i \leq 4
\]
and
\[
\begin{array}{lll}
\rho_{1}(x)=\lambda, & \rho_{1}(y)=r, & \rho_{1}(z)=u \\
\rho_{2}(x)=r, & \rho_{2}(y)=u, & \rho_{2}(z)=u \\
\rho_{3}(x)=r, & \rho_{3}(y)=u, & \rho_{3}(z)=\lambda \\
\rho_{4}(x)=r, & \rho_{4}(y)=r, & \rho_{4}(z)=u .
\end{array}
\]

Next，we consider four operations on the set of \(\omega\)－trajectories，\(V_{+}^{\omega}\) ．
Definition 4．7．Let \(\diamond_{i}, 1 \leq i \leq 4\) be the following operations on \(V_{+}^{\omega}\) ．
\[
\diamond_{i}: V_{+}^{\omega} \times V_{+}^{\omega} \longrightarrow V_{+}^{\omega}, \quad 1 \leq i \leq 4
\]

Let \(t, t^{\prime}\) be in \(V_{+}^{\omega}\)
1．\(\diamond_{1}\left(t, t^{\prime}\right)=\rho_{1}\left(\left(x^{\omega} Ш_{t} y^{\omega}\right) Ш_{t^{\prime}} z^{\omega}\right)\),
2．\(\diamond_{2}\left(t, t^{\prime}\right)=\rho_{2}\left(\left(x^{\omega} \uplus_{t} y^{\omega}\right) Ш_{t^{\prime}} z^{\omega}\right)\) ，
3．\(\diamond_{3}\left(t^{\prime}, t\right)=\rho_{3}\left(x^{\omega} Ш_{t^{\prime}}\left(y^{\omega} \uplus_{t} z^{\omega}\right)\right)\) ，
4．\(\diamond_{4}\left(t^{\prime}, t\right)=\rho_{4}\left(x^{\omega} Ш_{t^{\prime}}\left(y^{\omega} Ш_{t} z^{\omega}\right)\right)\).
Definition 4．8．A set \(T \subseteq V_{+}^{\omega}\) is stable under \(\diamond\)－operations iff for all \(t_{1}, t_{2} \in T\) ， it follows that \(\diamond_{i}\left(t_{1}, t_{2}\right) \in T, 1 \leq i \leq 4\) ．

Proposition 4．6．Let \(T\) be a set of \(\omega\)－trajectories，\(T \subseteq V_{+}^{\omega}\) ．The following assertions are equivalent：
（i）\(T\) is an associative set of \(\omega\)－trajectories．
（ii）\(T\) is stable under \(\diamond\)－operations．
Proof．The idea of the proof is that for two \(\omega\)－trajectories \(t, t^{\prime}\) and for the \(\omega\)－words \(x^{\omega}, y^{\omega}\) and \(z^{\omega}\) ，the operation \(\diamond_{1}\) applied to \(t\) and \(t^{\prime}\) computes the（unique）trajectory \(t_{1}^{\prime}\) that occurs in the equality：
\[
\left(x^{\omega} 山_{t} y^{\omega}\right) 山_{t^{\prime}} z^{\omega}=x^{\omega} 山_{t_{1}}\left(y^{\omega} Ш_{t_{1}^{\prime}} z^{\omega}\right) .
\]

The operation \(\nabla_{2}\) computes the (unique) \(\omega\)-trajectory \(t_{1}\) that occurrs in the above equality. Analogously, \(\diamond_{3}\) applied to \(t_{1}\) and \(t_{1}^{\prime}\) computes the (unique) trajectory \(t\) whereas \(\diamond_{4}\left(t_{1}, t_{1}^{\prime}\right)=t^{t}\).
( \(i) \Longrightarrow\) (ii) Assume that \(T_{+}^{\omega}\) is an associative set of \(\omega\)-trajectories. Since \(T\) is associative, there are \(t_{1}\) and \(t_{1}^{\prime}\) in \(T\) such that
\[
\left(x^{\omega} \amalg_{t} y^{\omega}\right) \amalg_{t^{\prime}} z^{\omega}=x^{\omega} \amalg_{t_{1}}\left(y^{\omega} \amalg_{t_{1}^{\prime}} z^{\omega}\right) .
\]

Hence,
\[
\begin{gathered}
\diamond_{\mathbf{1}}\left(t, t^{\prime}\right)=\rho_{\mathbf{1}}\left(\left(x^{\omega} Ш_{t} y^{\omega}\right) \uplus_{t^{\prime}} z^{\omega}\right)=\rho_{1}\left(x^{\omega} Ш_{t_{1}}\left(y^{\omega} \uplus_{t_{1}^{\prime}} z^{\omega}\right)\right)= \\
=r^{\omega} \uplus_{t_{1}^{\prime}} u^{\omega}=t_{1}^{\prime} \in T .
\end{gathered}
\]

Thus \(T\) is stable for \(\diamond_{1}\).
Analogously,
\[
\begin{gathered}
\diamond_{2}\left(t, t^{\prime}\right)=\rho_{2}\left(\left(x^{\omega} \uplus_{t} y^{\omega}\right) \uplus_{t^{\prime}} z^{\omega}\right)=\rho_{2}\left(x^{\omega} \uplus_{t_{1}}\left(y^{\omega} \uplus_{t_{1}^{\prime}} z^{\omega}\right)\right)= \\
=r^{\omega} \uplus_{t_{1}} w^{\omega}=t_{1} \in T .
\end{gathered}
\]

Hence \(T\) is stable for \(\diamond_{2}\).
A similar proof shows that \(T\) is also stable for \(\diamond_{3}\) and \(\diamond_{4}\).
\((\) ii \() \Longrightarrow(i)\) Now assume that \(T \subseteq V_{+}^{\omega}\) is a set of \(\omega\)-trajectories stable under \(\diamond_{i}\), \(1 \leq i \leq 4\).

Let \(\Sigma\) be an alphabet and consider \(\alpha, \beta, \gamma \in \Sigma^{\omega}\) and \(t, t^{\prime} \in T\).
Note that \(\diamond_{1}\left(t, t^{\prime}\right)=t_{1}^{\prime}\) and \(\diamond_{2}\left(t, t^{\prime}\right)=t_{1}\), for some \(t_{1}, t_{1}^{\prime} \in T\).
Now it is easy to see that
\[
\left(\alpha \uplus_{t} \beta\right) \amalg_{t^{\prime}} \gamma=\alpha 山_{t_{1}}\left(\beta \amalg_{t_{1}^{\prime}} \gamma\right) .
\]

Thus, we obtain that
\[
\left(\alpha \uplus_{T} \beta\right) \uplus_{T} \gamma \subseteq \alpha \uplus_{T}\left(\beta \uplus_{T} \gamma\right) .
\]

For the converse inclusion, the proof is similar, but using this time the fact that \(T\) is stable under \(\diamond_{3}\) and \(\diamond_{4}\).

Remark 4.5. Here we like to point out why we restricted our attention to the set \(V_{+}^{\omega}\) and not to the general case \(V^{\omega}\). The operation \(\diamond_{1}\) is defined to produce the \(\omega\)-trajectory \(t_{1}^{\prime}\) (see the above proof). However, if \(T\) contains a trajectory \(t\) that is not in \(V_{+}^{\omega}\), then \(\nabla_{1}(t, t)\) is not necessarily in \(V^{\omega}\). For instance \(t=r u r^{\omega}\), then \(\diamond_{1}(t, t)=u r \notin V^{\omega}\). Thus the operation \(\diamond_{1}\) is not well defined. A similar phenomenon happens with the operation \(\diamond_{3}\).

Comment. Observe that \(\mathcal{D}=\left(\mathcal{P}\left(V_{+}^{\omega}\right),\left(\diamond_{i}\right)_{1 \leq i \leq 4}\right)\) is a universal algebra. If \(T\) is a set of \(\omega\)-trajectories, then denote by \(\tilde{T}\) the subalgebra generated by \(T\) with respect to the algebra \(\mathcal{D}\).

Proposition 4.7. Let \(T \subseteq V_{+}^{\omega}\) be a set of \(\omega\)-trajectories.
(i) \(\tilde{T}\) is an associative set of \(\omega\)-trajectories and, morover,
(ii) \(\tilde{T}=\bar{T}\), i.e., the associative closure of \(T\) is exactly the subalgebra generated by \(T\) in \(\mathcal{D}\).

Proof. (i) \(\tilde{T}\) is stable under the operations \(\diamond_{i}, 1 \leq i \leq 4\) and thus, by Proposition 4.6, \(\tilde{T}\) is an associative set of \(\omega\)-trajectories.
（ii）Observe that \(T \subseteq \tilde{T}\) and that \(\tilde{T}\) is associative，hence \(\bar{T} \subseteq \tilde{T}\) ．For the converse inclusion，let \(T^{\prime} \subseteq V_{+}^{\omega}\) be an associative set of \(\omega\)－trajectories such that \(T \subseteq T^{\prime}\) ．Note that by Proposition \(4.6, T^{\prime}\) is stable under the operations \(\diamond_{i}, 1 \leq i \leq 4\) and thus \(\tilde{T} \subseteq T^{\prime}\) ．Therefore \(\tilde{T} \subseteq \bar{T}\) ．

Proposition 4．8．Let \(T \subseteq V_{+}^{\omega}\) be a set of \(\omega\)－trajectories．
（i）If each \(t \in T\) is a periodic \(\omega\)－word，then the associative closure of \(T, \bar{T}\) ，has the same property，i．e．，each \(\omega\)－trajectory in \(\bar{T}\) is periodic．
（ii）if additionally，each \(t \in T\) has a palindrome as its period，then the associative closure of \(T, \bar{T}\) ，has the same property．
（iii）If \(T\) is a set of ultimately periodic \(\omega\)－trajectories，then the associative closure of \(T, \bar{T}\) ，has the same property，i．e．，each \(\omega\)－trajectory in \(\bar{T}\) is ultimately periodic．

Proof．（i）Note that the morphisms \(\rho_{i}, 1 \leq i \leq 4\) ，preserve the periodicity．Now consider the operation \(\diamond_{1}\) ．Let \(t_{1}=s^{\omega}\) and \(t_{2}=s^{\prime \omega}\) ．Define \(p\) and \(q\) by \(p=|s|_{r}\) and \(q=|s|_{u}\) ．Observe that \(x^{\omega}=\left(x^{p}\right)^{\omega}\) and \(y^{\omega}=\left(y^{q}\right)^{\omega}\) ．Let \(v\) be the unique word \(x^{p} 山_{s} y^{q}\) （note that this is the shuffle over a finite trajectory，see Remark 3．1）．Observe that \(x^{\omega} \amalg_{t_{1}} y^{\omega}=v^{\omega}\) is a periodic \(\omega\)－word for some nonempty word \(v\) that contains both \(r\) and \(u\left(T \subseteq V_{+}^{\omega}\right)\) ．

Now assume that \(i=\left|s^{\prime}\right|_{r}, j=\left|s^{\prime}\right|_{u}\) and \(k=|v|\) ．Let \(n\) be the smallest common multiple of \(i, j, k\) ．Assume that \(n=i i^{\prime}=j j^{\prime}=k k^{\prime}\) for some positive nonzero integers \(i^{\prime}, j^{\prime}, k^{\prime}\) ．Note that
\[
\left(x^{\omega} 山_{t_{1}} y^{\omega}\right) 山_{t_{2}} z^{\omega}=v^{\omega} 山_{s^{\prime \omega}} z^{\omega}=\left(v^{i^{\prime}}\right)^{\omega} 山_{s^{j^{\prime}}}\left(z^{k^{\prime}}\right)^{\omega}=\alpha^{\omega},
\]
where \(\alpha\) is the unique word \(v^{i^{\prime}} \ddot{m}_{s^{\prime j^{\prime}}} z^{k^{\prime}}\) ．
Hence \(\diamond_{1}\left(t_{1}, t_{2}\right)\) is a periodic \(\omega\)－word．Similarly，\(\diamond_{i}\left(t_{1}, t_{2}\right)\) is a periodic \(\omega\)－word， \(2 \leq i \leq 4\) ．
（ii）Observe that the morphisms \(\rho_{i}, 1 \leq i \leq 4\) ，are weak codings and hence they preserve the palindromes．The proof now proceeds as above．The resulting periods are palindromes．
（iii）The proof is similar with the proof of（i）．
The above proposition yields：
Corollary 4．1．The following sets of \(\omega\)－trajectories are associative：
（i）the set of all periodic \(\omega\)－trajectories from \(V_{+}{ }^{\omega}\) ．
（ii）the set of all periodic \(\omega\)－trajectories from \(V_{+}{ }^{\omega}\) that have as their period a palindrome．
（iii）the set of all ultimately periodic \(\omega\)－trajectories from \(V_{+}{ }^{\omega}\) ．
The next theorem provides a characterization of those \(\omega\)－trajectories that are pe－ riodic．As such it is also a direct contribution to the study of \(\omega\)－words，exhibiting an interconnection between periodicity and associativity．The theorem gives also a concrete example of a calculation of the associative closure of a set of \(\omega\)－trajectories．

Theorem 4．1．Let \(t\) be an \(\omega\)－trajectory such that \(t \neq r^{\omega}\) and \(t \neq u^{\omega}\) ．The following assertions are equivalent：
（i）\(t\) is a periodic \(\omega\)－word．
（ii）\(t\) is in the associative closure of \((r u)^{\omega}\) ．
Proof．\((i i) \Longrightarrow(i)\) It follows from Proposition 4．7，（ii）and Proposition 4．8，（i）．
(i) \(\Longrightarrow(i i)\) Let \(A\) be the associative closure of the \(\omega\)-trajectory \((r u)^{\omega}\). Assume that \(w\) is a nonempty word from \(V^{*}, w=d_{i_{1}}^{j_{1}} d_{i_{2}}^{j_{2}} \ldots d_{i_{k}}^{j_{k}}\), where \(d_{i_{p}} \in\{r, u\}, 1 \leq j_{p}\), for all \(1 \leq p \leq k\) and, moreover, \(d_{i_{q}} \neq d_{i_{q+1}}\), for all \(1 \leq q<k\). The degree of \(w\), denoted \(\operatorname{deg}(w)\), is by definition \(k\). Note that for each nonempty word \(w\) over \(V, \operatorname{deg}(w)\) is a unique integer greater than 1. Let \(t\) be a periodic \(\omega\)-word over \(V\) such that \(t \neq r^{\omega}\) and \(t \neq u^{\omega}\). It follows that \(t=w^{\omega}\) for some nonempy word \(w\). Clearly, \(\operatorname{deg}(w) \geq 2\).

We prove by induction on \(\operatorname{deg}(w)\) that \(t=w^{\omega}\) is in \(A\). First we prove two claims:
Claim A. For all \(i, j \geq 1\), the \(\omega\)-trajectories \(t=w^{\omega}\), where \(w=r^{i} u\) or \(w=u r^{j}\), are in \(A\).

Proof of Claim A. Note that \(\diamond_{1}\left((r u)^{\omega},(r u)^{\omega}\right)=(u r u)^{\omega}\). Moreover, \(\diamond_{3}\left((u r u)^{\omega}\right.\), \(\left.(r u)^{\omega}\right)=(u r)^{\omega}\). Hence we obtain that \((u r)^{\omega} \in A\).

Assume now that \(w=r^{i} u, i \geq 1\). We show by induction on \(i\) that \(t=w^{\omega} \in A\). For \(i=1\), obviously \(t \in A\). Assume the statement true for all \(w=r^{i} u\) with \(i \leq k\) and consider \(w=r^{k+1} u\). If \(k\) is an even number, say \(k=2 j\), then let \(t_{1}, t_{2}\) be the \(\omega\)-trajectories \(t_{1}=(r u)^{\omega}\) and \(t_{2}=\left(r^{j} u\right)^{\omega}\). By the inductive hypothesis \(t_{2}\) is in \(A\). Now observe that:
\[
\left.\diamond_{4}\left(t_{1}, t_{2}\right)=\rho_{4}\left(x^{\omega} \Perp_{t_{1}}\left(y^{j} z\right)^{\omega}\right)=\rho_{4}\left((x y)^{j} x z\right)^{\omega}\right)=\left(r^{2 j+1} u\right)^{\omega}=\left(r^{k+1} u\right)^{\omega} .
\]

Consider now the other case, i.e., \(k\) is an odd number, say \(k=2 j-1\). Let \(t_{1}, t_{2}\) be the \(\omega\)-trajectories \(t_{1}=\left(r^{j} u\right)^{\omega}\) and \(t_{2}=(u r)^{\omega}\). By the inductive hypothesis \(t_{1}\) is in \(A\). Now observe that:
\[
\diamond_{3}\left(t_{1}, t_{2}\right)=\rho_{3}\left(x^{\omega} \uplus_{t_{1}}(z y)^{\omega}\right)=\rho_{3}\left(\left(x^{j} z x^{j} x y\right)^{\omega}\right)=\left(r^{2 j} u\right)^{\omega}=\left(r^{k+1} u\right)^{\omega}
\]

Therefore \(\left(r^{i} u\right)^{\omega} \in A\) for all \(i \geq 1\).
A similar proof shows that \(\left(u^{j} r\right)^{\omega},\left(u r^{j}\right)^{\omega},\left(r u^{j}\right)^{\omega} \in A\) for all \(j \geq 1\).
Claim B. For all \(i, j, p, q \geq 1\), the \(\omega\)-trajectories \(t=w^{\omega}\), where \(w=r^{i} u^{j}\) or \(w=u^{p} r^{q}\), are in \(A\).

Proof of Claim B. First assume that \(w=r^{i} u^{j}, i, j \geq 1\). The proof is by induction on the number \(i+j\). Obviously, if \(w=r u\), then \(t=w^{\omega} \in A\). The inductive step: let \(t_{1}=\left(r^{i} u^{j}\right)^{\omega}\) be in \(A\). By Claim A it follows that \(t_{2}=\left(r^{i+j} u\right)^{\omega} \in A\). Observe that:
\[
\left.\diamond_{2}\left(t_{1}, t_{2}\right)=\rho_{2}\left(\left(x^{i} y^{j}\right) \omega 山_{t_{2}} z^{\omega}\right)=\rho_{2}\left(x^{i} y^{j} z\right)^{\omega}\right)=\left(r^{i} u^{j+1}\right)^{\omega}
\]

Hence Claim B is true also for \(w=r^{i} u^{j+1}\).
Note that the \(\omega\)-trajectory \(t_{3}=\left(r u^{i+j}\right)^{\omega}\) is also in \(A\), see Claim A. Moreover, \(\diamond_{4}\left(t_{1}, t_{3}\right)=\left(r^{i+1} u^{j}\right)^{\omega}\). Therefore, for all words of the form \(w=r^{i} u^{j}, i, j \geq 1, w^{\omega} \in A\).

A similar proof shows that for all words of the form \(w=u^{p} r^{q}, p, q \geq 1, w^{\omega} \in A\).
We are now ready to prove Theorem \(4.1,(i) \Longrightarrow(i i)\). Let \(t=w^{\omega}\) be a periodic \(\omega\)-word such that \(t \neq r^{\omega}\) and \(t \neq u^{\omega}\). The proof is by induction on \(k=\operatorname{deg}(w)\). The case \(k=2\) follows from Claim B. Assume the implication true for words \(w\) with \(\operatorname{deg}(w) \leq k\). Let \(w\) be an word with \(\operatorname{deg}(w)=k+1\), say \(w=r^{i_{1}} u^{i_{2}} r^{i_{3}} \ldots r^{i_{k}} u^{q}\). Denote \(w_{1}=r^{i_{1}} u^{i_{2}} r^{i_{3}} \ldots r^{i_{k}}\) and note that by the inductive hypothesis the \(\omega\)-trajectory \(t_{1}=\left(w_{1}\right)^{\omega}\) is in \(A\). Consider also the \(\omega\)-trajectory \(t_{2}=\left(r^{s} u^{q}\right)^{\omega}\), where \(s=\left|w_{1}\right|\) and note that \(t_{2}\) is also in \(A\). Observe that:
\[
\diamond_{2}\left(t_{1}, t_{2}\right)=\rho_{2}\left(\left(x^{i_{1}} y^{i_{2}} \ldots x^{i_{k}}\right) 山_{t_{2}} z^{\omega}\right)=\rho_{2}\left(\left(x^{i_{1}} y^{i_{2}} \ldots x^{i_{k}} z^{q}\right)^{\omega}\right)=t .
\]

If \(w=r^{i_{1}} u^{i_{2}} r^{i_{3}} \ldots u^{i_{k}} r^{p}\), then denote \(w_{1}=r^{i_{1}} u^{i_{2}} r^{i_{3}} \ldots u^{i_{k}}\) and note that again by the inductive hypothesis the \(\omega\)-trajectory \(t_{1}=\left(w_{1}\right)^{\omega}\) is in \(A\). Consider also the \(\omega\) trajectory \(t_{2}=\left(u^{s} r^{p}\right)^{\omega}\), where \(s=\left|w_{1}\right|\) and note that \(t_{2}\) is also in \(A\). Moreover, it is easy to see that: \(\diamond_{4}\left(t_{2}, t_{1}\right)=t\).

The situation when \(w\) begins with \(u\) is similar.
Comment. Theorem 4.1 provides another proof of Corollary 4.1. The theorem can also be used for calculations of the associative closure of other sets of \(\omega\) trajectories. For instance let \(T=\left\{t_{1}, t_{2}\right\}\), where \(t_{1}=\left(r^{2} u\right)^{\omega}\) and \(t_{2}=\left(r^{3} u\right)^{\omega}\). In order to compute \(\bar{T}\) observe that \(\diamond_{1}\left(t_{1}, t_{2}\right)=(r u)^{\omega}\). Therefore \(\bar{T}\) is the set of all periodic \(\omega\)-trajectories, except \(r^{\omega}\) and \(u^{\omega}\).

\section*{- Distributivity}

Observe that for each set of \(\omega\)-trajectories, \(T\), the operation \(Ш_{T}\) is distributive over union both on the right and on the left side. Moreover, we adjoin to \(V^{\omega}\) a unit element with respect to each \(\Perp_{T}\), denoted 1 . Note that 1 is not an \(\omega\)-word. Hence, we obtain the following mathematically important result:

Proposition 4.9. If \(T\) is an associative set of trajectories, then for any alphabet \(\Sigma\),
\[
\mathcal{S}=\left(\mathcal{P}\left(\Sigma^{*}\right), \cup, \amalg_{T}, \emptyset, 1\right)
\]
is a semiring.
Proof. One can easily verify the axioms of a semiring, see [3].

\section*{5. Fairness}

Fairness is a property of the parallel composition of processes that, roughly speaking, means that each action of a process is performed with not too much delay with respect to performing actions from another process. That is, the parallel composition should be "fair" for both processes performed.

Definition 5.1. Let \(T \subseteq\{r, u\}^{\omega}\) be a set of \(\omega\)-trajectories and let \(n\) be an integer, \(n \geq 1\). \(T\) has the \(n\)-fairness property iff for all \(t \in T\) and for all \(t^{\prime} \in V^{*}\) such that \(t=t^{\prime} t^{\prime \prime}\) for some \(t^{\prime \prime} \in V^{\omega}\), it follows that:
\[
\left|\left|t^{\prime}\right|_{r}-\left|t^{\prime}\right|_{u}\right| \leq n
\]

This means that all \(\omega\)-trajectories from \(T\) are contained in the region of the plane bounded by the line \(y=x-n\) and the line \(y=x+n\), see Figure 2, for \(n=4\).

Example 5.1. The \(\omega\)-literal shuffle, i.e., \(T=(r u)^{\omega}\) has the \(n\)-fairness property for all \(n, n \geq 1\).

Definition 5.2. Let \(n\) be a fixed number, \(n \geq 1\). Define the language \(F_{n}\) as:
\[
F_{n}=\left\{t \in V^{\omega}| |\left|t^{\prime}\right|_{r}-\left|t^{\prime}\right|_{u} \mid \leq n, \text { for all } t^{\prime} \text { such that } t=t^{\prime} t^{\prime \prime}, t^{\prime} \in V^{*}, t^{\prime \prime} \in V^{\omega}\right\}
\]

Remark 5.1. Note that a set \(T\) of trajectories has the \(n\)-fairness property if and only if \(T \subseteq F_{n}\).


Figure 2

Proposition 5.1. For every \(n, n \geq 1\), the language \(F_{n}\) is a regular \(\omega\)-language.
Proof. We omit the straightforward construction of a Büchi automaton for \(F_{n}\).
Corollary 5.1. If \(T\) is a regular set of \(\omega\)-trajectories and \(n\) is fixed, \(n \geq 1\), then it is decidable whether or not \(T\) has the \(n\)-fairness property.

Proof. Note that the inclusion problem for regular \(\omega\)-languages is decidable. Hence, this corollary follows from Proposition 5.1.

Proposition 5.2. The fairness property is preserved by the commutative closure.

Proof. Assume that \(T\) has the \(n\)-fairness property for some \(n, n \geq 1\). This means that for all \(t \in T\) and for all \(t^{\prime}\) such that \(t=t^{\prime} t^{\prime \prime}\) for some \(t^{\prime \prime} \in V^{\omega}\), it follows that
\[
\left|\left|t^{\prime}\right|_{r}-\left|t^{\prime}\right|_{u}\right| \leq n .
\]

Obviously,
\[
\left|\left|t^{\prime}\right|_{r}-\left|t^{\prime}\right|_{u}\right|=\left|\left|\operatorname{sym}\left(t^{\prime}\right)\right|_{r}-\left|\operatorname{sym}\left(t^{\prime}\right)\right|_{u}\right|
\]

Proposition 5.3. The fairness property is not necessarily preserved by the associative closure.

Proof. Consider the set of trajectories \(T=(r u)^{\omega}\). Using Theorem 4.1 we infer that the associative closure of \(T\) does not have the fairness property.

\section*{6. Conclusions}

Shuffle on trajectories provides a useful tool for the study of a variety of problems in the theory of \(\omega\)-words as well as in connection with parallel computation and the theory of concurrency. Besides, it opens a new view on the general theory of \(\omega\)-words, as shown by our exhaustive characterization of the periodicity of \(\omega\)-words. At the
time of this writing, a similar characterization for the ultimate periodicity of \(\omega\)-words remains an open problem.

Other aspects from the theory of concurrency and parallel computation such as priorities, the existence of critical sections, communication and the use of re-entrant routines are studied using semantic constraints on the shuffle operation. Indeed, these aspects are more related to the inner structure of the words that are shuffled and cannot be investigated using only syntactic constraints. We like to emphasize that perhaps the most useful and realistic types of constraints are mixed, i.e., both syntactic and semantic.

Of a special interest is to extend these operations to more complex objects such as graphs and networks or different types of automata. In this way one can obtain a more general framework to study the phenomena of parallelism and of concurrency.
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\begin{abstract}
The Lindenmayerian algebraic systems of Honkala, Kuich [3] are generalized to arbitrary \(\omega\)-continuous semirings. On the other side, Lindenmayerian algebraic systems for languages with just one symbol are considered. If such a system has a special form then the components of its least solution are rational.
\end{abstract}

\section*{1. Introduction}

Formal power series play an important role in generalizing the theory of formal languages and automata theory (see Berstel, Reutenauer [1], Kuich, Salomaa [6] and Salomaa, Soittola [8]). In [3], Honkala and Kuich gave a power series approach to a generalization of ETOL languages (see Rozenberg, Salomaa [7]).

In this paper we generalize this approach to \(\omega\)-continuous semirings. The background of this research is the following. In Kuich [5], we have shown that many classical theorems of automata theory, of the theory of formal languages and of the theory of formal power series are, in fact, specialized versions of theorems on \(\omega\)-continuous semirings. For example, the Theorem of Kleene, the equivalence of context-free grammars or algebraic systems and push-down automata, and the Theorem of Parikh can be generalized to \(\omega\)-continuous semirings.

In [3], Honkala and Kuich considered Lindenmayerian algebraic systems and generalized some results of ETOL languages to Lindenmayerian algebraic power series. In the first part of this paper, we make-in the spirit of Kuich [5]-a further step of generalization. We generalize Lindenmayerian algebraic power series to certain subsemirings of \(\omega\)-continuous semirings and show some closure properties of these subsemirings.

In the second part of this paper, we consider Lindenmayerian algebraic systems with just one terminal symbol. If such a system has a special form then the components of its least solution are rational.

It is assumed that the reader is familiar with the basics of semiring theory. Notions and notations that are not defined are taken from Kuich [5] and Honkala, Kuich [3].

\section*{2. Lindenmayerian Algebraic Systems}

In the sequel \(A\) is always an \(\omega\)-continuous semiring, \(A^{\prime}\) is a subset of \(A\) containing 0 and 1 , and \(Y=\left\{y_{1}, \ldots, y_{n}\right\}\) is an alphabet of variables.

An \(A^{\prime}\)-Lindenmayerian algebraic system (with variables in \(Y\) ) is a system of formal equations
\[
y_{i}=p_{i}\left(y_{1}, \ldots, y_{n}, h_{11}\left(y_{1}\right), \ldots, h_{1 s}\left(y_{1}\right), \ldots, h_{n 1}\left(y_{n}\right), \ldots, h_{n s}\left(y_{n}\right)\right), \quad 1 \leq i \leq n
\]
where \(p_{i}\left(y_{1}, \ldots, y_{n}, z_{11}, \ldots, z_{1 s}, \ldots, z_{n 1}, \ldots, z_{n s}\right), 1 \leq i \leq n\), is a semiring-polynomial in \(A^{\prime}(Y \cup Z)\) and \(h_{i j}: A \rightarrow A\) are complete semiring morphisms such that \(h_{i j}(a) \in A^{\prime}\) for \(a \in A^{\prime}, 1 \leq i \leq n, 1 \leq j \leq s\). Furthermore, \(Z=\left\{z_{11}, \ldots, z_{1 s}, \ldots, z_{n 1}, \ldots, z_{n s}\right\}\) is an alphabet with \(Y \cap Z=\emptyset\). We want to emphasize that when we consider the polynomial \(p_{i}\) we do not assume that each \(z_{i j}\) actually has an occurrence in \(p_{i}\), \(1 \leq i \leq n, 1 \leq j \leq s\).

If there is no danger of confusion, we use a vectorial notation. We write \(y\) for \(y_{1}, \ldots, y_{n}, p\) for \(p_{1}, \ldots, p_{n}, h\) for \(h_{11}, \ldots, h_{1 s}, \ldots, h_{n 1}, \ldots, h_{n s}\) and \(h(y)\) for \(h_{11}\left(y_{1}\right), \ldots\), \(h_{1 s}\left(y_{1}\right), \ldots, h_{n 1}\left(y_{n}\right), \ldots, h_{n s}\left(y_{n}\right)\). By this vectorial notation, an \(A^{\prime}\)-Lindenmayerian algebraic system as defined above is now written as
\[
y=p(y, h(y))
\]

The development of the theory of \(A^{\prime}\)-Lindenmayerian algebraic systems parallels that of the usual \(A^{\prime}\)-algebraic systems.

A solution to the \(A^{\prime}\)-Lindenmayerian algebraic system \(y=p(y, h(y))\) is given by \(\sigma \in A^{n}\) such that \(\sigma=p(\sigma, h(\sigma))\). It is termed the least solution iff \(\sigma \sqsubseteq \tau\) holds for all solutions \(\tau\) of \(y=p(y, h(y))\). Hence, a solution (resp. the least solution) of \(y=p(y, h(y))\) is nothing else than a fixpoint (resp. the least fixpoint) of the mapping \(f: A^{n} \rightarrow A^{n}\) defined by \(f(\sigma)=p(\sigma, h(\sigma)), \sigma \in A^{n}\).

By Theorem 3.2 of Kuich [5] we infer that the mappings \(h_{i j}, 1 \leq i \leq n, 1 \leq\) \(j \leq s\), are \(\omega\)-continuous. Since \(\omega\)-continuous mappings are closed under functional composition, the mapping \(f\) is \(\omega\)-continuous. Hence, by the Fixpoint Theorem the least solution of an \(A^{\prime}\)-Lindenmayerian algebraic system \(y=p(y, h(y))\) exists and equals the least fixpoint \(\operatorname{fix}(f)=\sup \left\{f^{n}(0) \mid n \in \mathbf{N}\right\}\).

To compute this unique least fixpoint, we define the approximation sequence
\[
\sigma^{0}, \sigma^{1}, \sigma^{2}, \ldots, \sigma^{j}, \ldots, \quad \sigma^{j} \in A^{n \times 1}
\]
associated to the \(A^{\prime}\)-Lindenmayerian algebraic system \(y=p(y, h(y))\) as follows:
\[
\sigma^{0}=0, \quad \sigma^{j+1}=p\left(\sigma^{j}, h\left(\sigma^{j}\right)\right), j \geq 0
\]

Then the least solution is given by \(\sup \left\{\sigma^{j} \mid j \in \mathbf{N}\right\}\). This proves our first theorem.
Theorem 2.1.The least solution of the \(A^{\prime}\)-Lindenmayerian algebraic system \(y=\) \(p(y, h(y))\) exists and is given by
\[
\sup \left\{\sigma^{j} \mid j \in \mathbf{N}\right\}
\]
where \(\sigma^{0}, \sigma^{1}, \ldots, \sigma^{j}, \ldots\) is the approximation sequence associated to it.
The collection of all components of the least solutions of \(A^{\prime}\)-Lindenmayerian algebraic systems is denoted by \(\operatorname{LAlg}\left(A^{\prime}\right)\). Clearly, we have \(\operatorname{Alg}\left(A^{\prime}\right) \subseteq \operatorname{LA} \lg \left(A^{\prime}\right)\).

We now connect our definition of an \(A^{\prime}\)-Lindenmayerian algebraic system with the L algebraic systems of Honkala, Kuich [3]. The basic semiring is now \(A\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle\), where
\(A\) is commutative, \(\Sigma\) is an alphabet, and \(A^{\prime}\) is the semiring of polynomials \(A\left\langle\Sigma^{*}\right\rangle\). For each \(I\) algebraic systern with least solution \(\sigma\) there exists an \(A\left(\Sigma^{*}\right)\)-Lindenmayerian algebraic system with least solution \(\sigma\).

Theorem 2.2. \(A^{\mathrm{Lalg}}\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle \subseteq \mathrm{LAlg}\left(A\left\langle\Sigma^{*}\right\rangle\right)\).
Theorem 10 of Kuich [4] and application of the distribution laws prove the next theorem.

Theorem 2.3. Let \(A\) be one of the semirings \(\mathbf{B}, \mathbf{N}^{\infty}\) or \(\mathbf{R}_{+}^{\infty}\). Then \(A^{\text {Lalg }}\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle=\) \(\mathbf{L A l g}\left(A\left\langle\Sigma^{*}\right\rangle\right)\).

Our next theorems are similar to Theorems 7.2, 7.4 and 2.7 of Honkala, Kuich [3].

Theorem 2.4. The components of the least solution of an \(\operatorname{LAlg}\left(A^{\prime}\right)\)-algebraic system are in \(\mathbf{L A l g}\left(A^{\prime}\right)\).

Proof. Let
\[
y_{i}=p_{i}\left(a_{1}, \ldots, a_{m}, y_{1}, \ldots, y_{n}\right), \quad 1 \leq i \leq n,
\]
be an \(\mathbf{L A} \lg \left(A^{\prime}\right)\)-algebraic system. The notation indicates that the coefficients of this \(\operatorname{LAIg}\left(A^{\prime}\right)\)-algebraic system are \(a_{1}, \ldots, a_{m} \in \mathbf{L A} \lg \left(A^{\prime}\right)\). We now replace the coefficients \(a_{1}, \ldots, a_{m}\) by new variables \(z_{1}, \ldots, z_{m}\) and consider the \(A^{\prime}\)-algebraic system
\[
y_{i}=p_{i}\left(z_{1}, \ldots, z_{m}, y_{1}, \ldots, y_{n}\right), \quad 1 \leq i \leq n
\]
and the \(A^{\prime}\)-Lindenmayerian algebraic systems
\[
y^{j}=p^{j}, \quad 1 \leq j \leq m .
\]

The variables of the \(j\)-th \(A^{\prime}\)-Lindenmayerian algebraic system, i. e. the components of \(y^{j}\), are \(y_{1}^{j}, \ldots, y_{n_{j}}^{j}, 1 \leq j \leq m\). We assume that the least solution of \(y^{j}=p^{j}\) is given by \(\tau^{j}\) with \(\tau_{1}^{j}=a_{j}, 1 \leq j \leq m\).

We now construct a new \(A^{\prime}\)-Lindenmayerian algebraic system
\[
\begin{array}{ll}
y_{i}=p_{i}\left(y_{1}^{1}, \ldots, y_{1}^{m}, y_{1}, \ldots, y_{n}\right), & 1 \leq i \leq n, \\
y^{j}=p^{j}, & \\
1 \leq j \leq m,
\end{array}
\]
with variables in \(\left\{y_{i} \mid 1 \leq i \leq n\right\} \cup\left\{y_{i}^{j} \mid 1 \leq i \leq n_{j}, 1 \leq j \leq m\right\}\). We observe that the \(y^{j}\)-subvector of the least solution of this new \(A^{\prime}\)-Lindenmayerian algebraic system equals the least solution of the \(j\)-th \(A^{\prime}\)-Lindenmayerian algebraic system \(y^{j}=p^{j}\), i. e. \(\tau^{j}\), for \(j=1, \ldots, m\), and that the \(y_{i}\)-component of the least solution of the new \(A^{\prime}\)-Lindenmayerian algebraic system equals the \(y_{i}\)-component of the least solution of the original \(\mathbf{L A} \lg \left(A^{\prime}\right)\)-Lindenmayerian algebraic system
\[
y_{i}=p_{i}\left(a_{1}, \ldots, a_{m}, y_{1}, \ldots, y_{n}\right), \quad 1 \leq i \leq n .
\]

Hence, the components of the least solution of this LAlg \(\left(A^{\prime}\right)\)-Lindenmayerian algebraic system are elements in \(\operatorname{LAlg}\left(A^{\prime}\right)\).

Corollary 2.5. \(\mathbf{A l g}\left(\operatorname{LAlg}\left(A^{\prime}\right)\right)=\mathbf{L A} \lg \left(A^{\prime}\right)\).
The next corollary means that \(\operatorname{LA} \lg \left(A^{\prime}\right)\) is fully rationally closed.

\section*{Corollary 2.6. \(\operatorname{Rat}\left(\operatorname{LAlg}\left(A^{\prime}\right)\right)=\operatorname{LAlg}\left(A^{\prime}\right)\).}

In the next theorem we consider complete semiring morphisms \(g: A \rightarrow A\), where \(g(b) \in \mathbf{L A} \lg \left(A^{\prime}\right)\) for \(b \in A^{\prime}\). The application of these complete semiring morphisms to elements of \(\operatorname{Alg}\left(A^{\prime}\right)\) yields elements of \(\operatorname{LAlg}\left(A^{\prime}\right)\).

Theorem 2.7. Let \(g: A \rightarrow A\) be a complete semiring morphism such that \(g(b) \in \mathbf{L A l g}\left(A^{\prime}\right)\) for \(b \in A^{\prime}\). Then \(g(a) \in \mathbf{L A l g}\left(A^{\prime}\right)\) for all \(a \in \operatorname{Alg}\left(A^{\prime}\right)\).

Proof. We consider the \(A^{\prime}\)-algebraic system
\[
y_{i}=p_{i}\left(a_{1}, \ldots, a_{m}, y_{1}, \ldots, y_{n}\right), \quad 1 \leq i \leq n .
\]

Here \(a_{1}, \ldots, a_{m}\) are the coefficients of the system and \(y_{1}, \ldots, y_{n}\) are the variables. Denote the least solution of this \(A^{\prime}\)-algebraic system by \(\sigma\). Then we show that \(g\left(\sigma_{i}\right)\), \(1 \leq i \leq n\), are elements in \(\operatorname{LAlg}\left(A^{\prime}\right)\). The proof is similar to the proof of Theorem 7.4 of Kuich [5].

By Theorem 2.4 we infer that the least solution \(\tau\) of the \(\operatorname{LAlg}\left(A^{\prime}\right)\)-algebraic system
\[
y_{i}=p_{i}\left(g\left(a_{1}\right), \ldots, g\left(a_{m}\right), y_{1}, \ldots, y_{n}\right), \quad 1 \leq i \leq n,
\]
is a vector of elements in \(\operatorname{LAlg}\left(A^{\prime}\right)\). We claim that \(\tau_{i}=g\left(\sigma_{i}\right), 1 \leq i \leq n\).
Let ( \(\sigma^{j}\) ) and ( \(\tau^{j}\) ) be the approximation sequences associated to the systems \(y_{i}=p_{i}\left(a_{1}, \ldots, a_{m}, y_{1}, \ldots, y_{n}\right)\) and \(y_{i}=p_{i}\left(g\left(a_{1}\right), \ldots, g\left(a_{m}\right), y_{1}, \ldots, y_{n}\right), 1 \leq i \leq n\), respectively. Then we show by induction on \(j\) that \(\tau_{i}^{j}=g\left(\sigma_{i}^{3}\right), 1 \leq i \leq n, j \geq 0\). Since a complete semiring morphism \(g\) is \(\omega\)-continuous that will show our claim.

We have \(\tau_{i}^{0}=0=g(0)=g\left(\sigma_{i}^{0}\right), 1 \leq i \leq n\), and, for \(j>0\) and \(1 \leq i \leq n\),
\[
\begin{aligned}
\tau_{i}^{j} & =p_{i}\left(g\left(a_{1}\right), \ldots, g\left(a_{m}\right), \tau_{1}^{j-1}, \ldots, \tau_{n}^{j-1}\right) \\
& =p_{i}\left(g\left(a_{1}\right), \ldots, g\left(a_{m}\right), g\left(\sigma_{1}^{j-1}\right), \ldots, g\left(\sigma_{n}^{j-1}\right)\right) \\
& =g\left(p_{i}\left(a_{1}, \ldots, a_{m}, \sigma_{1}^{j-1}, \ldots, \sigma_{n}^{j-1}\right)\right) \\
& =g\left(\sigma_{i}^{j}\right)
\end{aligned}
\]

Hence, \(\tau_{i}=g\left(\sigma_{i}\right), 1 \leq i \leq n\), are in \(\mathbf{L A I g}\left(A^{\prime}\right)\).
Theorem 2.8. Let \(g: A \rightarrow A\) be a complete semiring morphism such that \(g(b) \in A^{\prime}\) for \(b \in A^{\prime}\). Then \(g(a) \in \mathbf{L A} \lg \left(A^{\prime}\right)\) for all \(a \in \mathbf{L} \mathbf{A l g}\left(A^{\prime}\right)\).

Proof. We consider the \(A^{\prime}\)-Lindenmayerian algebraic system \(y=p(y, h(y))\) with the least solution \(\sigma\). Then the \(A^{\prime}\)-Lindenmayerian algebraic system
\[
y_{0}=g(y), \quad y=p(y, h(y))
\]
has the least solution \(g(\sigma)\).

\section*{3. Lindenmayerian Algebraic Series with One Terminal Symbol}

Througout this section, \(A\) denotes a commutative idempotent \(\omega\)-continuous semiring.

We start with an example. This example shows that
\[
\mathbf{B}^{\mathrm{alg}}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle=\mathbf{B}^{\mathrm{rat}}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle \subset \mathbf{B}^{\mathrm{Lalg}}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle .
\]

Example 3.1. We consider the L algebraic system with just one equation \(y=\) \(h(y)+x\), where \(h(x)=x^{2}\). The approximation sequence associated to it is given by \(\sigma^{0}=0, \sigma^{j}=x^{2^{j-1}}+x^{2^{j-2}}+\cdots+x^{2}+x, j \geq 0\). Hence, the least solution of \(y=h(y)+x\) is given by \(\sigma=\sum_{j>0} x^{2^{j}}\). Since \(\left\{2^{j} \mid j \geq 0\right\}\) is not semilinear, \(\sigma\) is not contained in \(\mathbf{B}^{\text {alg }}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle=\mathbf{B}^{\text {rat }}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\).

Observe that \(\sigma\) is (by the isomorphism between \(\mathbf{B}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\) and \(\mathbf{P}\left(\{x\}^{*}\right)\) the language generated by the D0L system \(G=(\{x\}, h, x)\) (see Rozenberg, Salomaa [7]).

We now consider infinite Rat \(\left(A^{\prime}\right)\)-Lindenmayerian algebraic systems with just one variable \(y\) of the form
\[
\begin{equation*}
y=\sum_{j \geq 1} a_{j}(y) y+b \tag{*}
\end{equation*}
\]
where \(a_{j}(y)=c_{j} h_{j 1}(y) \cdots h_{j n_{j}}(y) y^{m_{j}-\mathbf{1}}, b, c_{j} \in \boldsymbol{\operatorname { R a t }}\left(A^{\prime}\right)\) and \(h_{j k}: A \rightarrow A\) are complete \(A^{\prime}\)-rational morphisms, \(n_{j} \geq 0, m_{j} \geq 1,1 \leq k \leq n_{j}, j \geq 1\). Moreover, we assume that \(\mathbf{H}=\left\{h_{j k} \mid 1 \leq k \leq n_{j}, j \geq 1\right\}\) is a finite set, \(|\mathbf{H}|=m\) for some \(m>0\), and
\[
\sum_{j \geq 1} c_{j} z_{j 1} \cdots z_{j n_{j}} y^{m_{j}-1} \in \operatorname{Rat}\left(A^{\prime}\left((Z \cup\{y\})^{*}\right\rangle\right)
\]

Here \(Z=\left\{z_{1}, \ldots, z_{m}\right\}\) is a finite alphabet of variables corresponding to the morphisms of \(\mathbf{H}\) and \(z_{j k} \in Z, 1 \leq k \leq n_{j}, j \geq 1\).

We call these systems together with all properties described above infinite \(\boldsymbol{R a t}\left(A^{\prime}\right)\)-Lindenmayerian algebraic (*)-systems (with one variable \(y\) ).

The definitions of solution, least solution and approximation sequence of these ( \(*\) )systems are analogous to the respective definitions for \(A^{\prime}\)-Lindenmayerian algebraic systems in Section 2 and so is the proof of the next theorem.

Theorem 3.1. The least solution of an infinite \(\mathbf{R a t}\left(A^{\prime}\right)\)-Lindenmayerian algebraic (*)-system exists and is given by
\[
\sup \left\{\sigma^{j} \mid j \in \mathbf{N}\right\}
\]
where \(\sigma^{0}, \sigma^{1}, \ldots, \sigma^{j}, \ldots\) is the approximation sequence associated to it.
It turns out that certain infinite \(\operatorname{Rat}\left(A^{\prime}\right)\)-Lindenmayerian algebraic (*)-systems have a rational least solution. The proof of this result has similarities with Pilling's proof of the Theorem of Parikh (see Section 8 of Kuich [5]).

Theorem 3.2. Consider an infinite \(\mathbf{R a t}\left(A^{\prime}\right)\)-Lindenmayerian algebraic (*)-system and assume \(h\left(a^{*}\right) a^{*}=a^{*}\) for all \(h \in \mathbf{H}\) and \(a \in \operatorname{Rat}\left(A^{\prime}\right)\). Then its least solution is given by
\[
\sigma=\left(\sum_{j \geq 1} a_{j}(b)\right)^{*} b
\]
and \(\sigma \in \operatorname{Rat}\left(A^{\prime}\right)\).
Proof. We first show that \(\sigma \in \mathbf{R a t}\left(A^{\prime}\right)\). Consider the complete \(\left(A^{\prime}\left((Z \cup\{y\})^{*}\right\rangle, A^{\prime}\right)\) rational semiring morphism \(h\) defined by \(h\left(z_{j}\right)=h_{j}(b), z_{j} \in Z, h(y)=b\) and
\[
h\left(\sum_{i_{1}, \ldots, i_{m}, i \geq 0} a_{i_{1}, \ldots, i_{m}, i} z_{1}^{i_{1}} \cdots z_{m}^{i_{m}} y^{i}\right)=\sum_{i_{1}, \ldots, i_{m}, i \geq 0} a_{i_{1}, \ldots, i_{m}, i} h_{1}(b)^{i_{1}} \cdots h_{m}(b)^{i_{m}} b^{i}
\]

Then, by Theorem 7.7 of Kuich [5], the assumption
\[
\sum_{j \geq 1} c_{j} z_{j 1} \cdots z_{j n_{j}} y^{m_{j}-1} \in \operatorname{Rat}\left(A^{\prime}\left\langle(Z \cup\{y\})^{*}\right\rangle\right)
\]
implies \(\sum_{j \geq 1} a_{j}(b) \in \operatorname{Rat}\left(A^{\prime}\right)\). Hence, \(\sigma \in \operatorname{Rat}\left(A^{\prime}\right)\).
We now show that \(\sigma\) is a solution of our infinite \(\boldsymbol{\operatorname { R a t }}\left(A^{\prime}\right)\)-Lindenmayerian algebraic \((*)\)-system. Denote \(r(y)=\sum_{j \geq 1} a(y)\). Then \(\sigma=r(b)^{*} b\) and we obtain
\[
\begin{aligned}
& \sum_{j \geq 1} a_{j}(\sigma) \sigma+b= \\
& \quad=\sum_{j \geq 1} c_{j} h_{j 1}\left(r(b)^{*}\right) h_{j 1}(b) \cdots h_{j n_{j}}\left(r(b)^{*}\right) h_{j n_{j}}(b)\left(r(b)^{*}\right)^{m_{j}} b^{m_{j}}+b \\
& \quad=\sum_{j \geq 1} c_{j} h_{j 1}(b) \cdots h_{j n_{j}}(b) r(b)^{*} b^{m_{j}}+b \\
& \quad=r(b) r(b)^{*} b+b=r(b)^{*} b=\sigma .
\end{aligned}
\]

Here the second equality follows by the equality \(\left(r(b)^{*}\right)^{m_{j}}=\left(r(b)^{*}\right)^{n_{j}+1}\) (see Theorem 8.2(i) of Kuich [5]), by \(r(b)^{*} \in \operatorname{Rat}\left(A^{\prime}\right)\) and by the assumption \(h\left(a^{*}\right) a^{*}=a^{*}\) for all \(h \in \mathbf{H}\) and \(a \in \operatorname{Rat}\left(A^{\prime}\right)\).

Finally, we show that \(\sigma\) is the least solution. Let ( \(\sigma^{j}\) ) be the approximation sequence associated to ( \(*\) ). We show by induction that, for \(j \geq 0\),
\[
\sum_{0 \leq k \leq j} r(b)^{k} b \sqsubseteq \sigma^{j+1}
\]

For \(j=0\) we have \(b \sqsubseteq \sigma^{1}=b\). For \(j>0\) we obtain
\[
\sum_{0 \leq k \leq j} r(b)^{k} b=b+r(b) \sum_{0 \leq k \leq j-1} r(b)^{k} b \sqsubseteq b+r(b) \sigma^{j} \sqsubseteq b+r\left(\sigma^{j}\right) \sigma^{j}=\sigma^{j+1} .
\]

Here the first inequality follows by the induction hypothesis and the second inequality by \(\sigma^{j} \sqsupseteq \sigma^{1}=b, j \geq 1\).

Since \(A\) is an \(\omega\)-continuous semiring, the inequality
\[
\sum_{0 \leq k \leq j} r(b)^{k} b \sqsubseteq \sigma^{j+1}, \quad j \geq 0
\]
implies
\[
\sum_{k \geq 0} r(b)^{k} b \sqsubseteq \sup \left\{\sigma^{j} \mid j \geq 0\right\}
\]

Since \(\sigma=r(b)^{*} b\) is a solution we infer that \(\sigma=\sup \left\{\sigma^{j} \mid j \geq 0\right\}\), i. e. \(\sigma\) is the least solution.

We now show that the assumption \(h\left(r^{*}\right) r^{*}=r^{*}\) in Theorem 3.2 is satisfied by certain morphisms for \(r \in \mathbf{B}^{\text {rat }}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\).

Lemma 3.3. The following inequalities are valid in \(\mathbf{B}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\) for \(p, t \geq 1\) :
(i) \(\left(x^{t p}\right)^{+} \sqsubseteq\left(x^{p}\right)^{+}\),
(ii) \(\left(x^{t p}\right)^{*} \sqsubseteq\left(x^{p}\right)^{*}\).

Proof. (i) \(\left(x^{t p}\right)^{+}=x^{t p}+x^{2 t p}+\cdots+x^{n t p}+\cdots \sqsubseteq\left(x^{p}\right)^{+}\).
(ii) \(\left(x^{t p}\right)^{*}=1+\left(x^{t p}\right)^{+} \sqsubseteq 1+\left(x^{p}\right)^{+}=\left(x^{p}\right)^{*}\).

Lemma 3.4. Let \(h(x)=x^{t}\) for some \(t \geq 0\) and consider a rational power series \(r \in \mathbf{B}^{\text {rat }}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\). Then \(h\left(r^{*}\right) r^{*}=r^{*}\).

Proof. By Chapter V of Eilenberg [2], the rational power series \(r\) is of the form
\[
r=\sum_{1 \leq i \leq s_{1}} x^{n_{i}}+\left(\sum_{1 \leq i \leq s_{2}} x^{m_{i}}\right)\left(x^{p}\right)^{*}
\]
for some \(s_{1}, s_{2} \geq 0, p \geq 1\). We now compute the rational power series \(r^{*}\) :
\[
\begin{aligned}
r^{*}= & \left(\sum_{1 \leq i \leq s_{1}} x^{n_{i}}\right)^{*}\left(\left(\sum_{1 \leq i \leq s_{2}} x^{m_{i}}\right)\left(x^{p}\right)^{*}\right)^{*} \\
= & \left(\sum_{1 \leq i \leq s_{1}} x^{n_{i}}\right)^{*}\left(1+\left(\sum_{1 \leq i \leq s_{2}} x^{m_{i}}\right)^{+}\left(x^{p}\right)^{*}\right) \\
= & \left(\sum_{1 \leq i \leq s_{1}} x^{n_{i}}\right)^{*}+\left(\sum_{1 \leq i \leq s_{1}} x^{n_{i}}\right)^{*}\left(\sum_{1 \leq i \leq s_{2}} x^{m_{i}}\right)\left(\sum_{1 \leq i \leq s_{2}} x^{m_{i}}\right)^{*}\left(x^{p}\right)^{*} \\
= & \left(x^{n_{1}}\right)^{*} \cdots\left(x^{n_{s_{1}}}\right)^{*}+ \\
& \left(\left(x^{m_{1}}\right)^{+} \cdots\left(x^{m_{s_{2}}}\right)^{*}+\cdots+\left(x^{m_{1}}\right)^{*} \cdots\left(x^{m_{s_{2}}}\right)^{+}\right)\left(x^{n_{1}}\right)^{*} \cdots\left(x^{n_{s_{1}}}\right)^{*}\left(x^{p}\right)^{*} .
\end{aligned}
\]

Here the first, second and fourth equality follow by Theorem 8.2 of Kuich [5]. We now compute the power series \(h\left(r^{*}\right)\) :
\[
\begin{aligned}
& h\left(r^{*}\right)=\left(x^{t n_{1}}\right)^{*} \cdots\left(x^{t n_{s_{1}}}\right)^{*}+ \\
& \quad\left(\left(x^{t m_{1}}\right)^{+} \cdots\left(x^{t m_{s_{2}}}\right)^{*}+\cdots+\left(x^{t m_{1}}\right)^{*} \cdots\left(x^{t m_{s_{2}}}\right)^{+}\right)\left(x^{t n_{1}}\right)^{*} \cdots\left(x^{t n_{s_{1}}}\right)^{*}\left(x^{p}\right)^{*} \\
& \quad \sqsubseteq r^{*}
\end{aligned}
\]

Here the inequality follows by Lemma 3.3. Hence, \(h\left(r^{*}\right) r^{*} \sqsubseteq\left(r^{*}\right)^{2}=r^{*}\). Moreover, \(h\left(r^{*}\right) r^{*}=h\left(r^{+}\right) r^{*}+r^{*} \sqsupseteq r^{*}\). These two inequalities imply \(h\left(r^{*}\right) r^{*}=r^{*}\).

Theorem 3.5. The \(L\) algebraic system (with one variable \(y\) )
\[
y=\sum_{1 \leq j \leq s} x^{i_{j}} h_{j 1}(y) \cdots h_{j n_{j}}(y) y^{m_{j}}+b(x)
\]
where \(b(x) \in \mathbf{B}\left\langle\{x\}^{*}\right\rangle, s \geq 0,1 \leq j \leq s, i_{j}, n_{j} \geq 0, m_{j} \geq 1\) and \(h_{j k}: \mathbf{B}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle \rightarrow\) \(\mathbf{B}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\) are morphisms defined by \(h_{j k}(x)=x_{j k}^{t}, t_{j k} \geq 0,1 \leq k \leq n_{j}\), has the least solution
\[
\left(\sum_{1 \leq j \leq s} x^{i j} h_{j 1}(b(x)) \cdots h_{j n_{j}}(b(x)) b(x)^{m_{j}-\mathbf{1}}\right)^{*} b(x) \in \mathbf{B}^{\mathrm{rat}}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle .
\]

The question now arises whether we can solve \(A\left\langle\Sigma^{\oplus}\right\rangle\)-Lindenmayerian algebraic systems over the commutative idempotent \(\omega\)-continuous semiring \(A\left\langle\left\langle\Sigma^{\oplus}\right\rangle\right\rangle\) with the methods of Theorem 3.2. Here \(\Sigma^{\oplus}\) is the free commutative monoid generated by an alphabet \(\Sigma\). The next example shows that this is not possible in general.

Example 3.2. Let \(\Sigma=\left\{x_{1}, x_{2}\right\}\). Our basic semiring is \(\mathbf{B}\left\langle\left\langle\Sigma^{\oplus}\right\rangle\right\rangle\). We consider the \(\mathbf{B}\left\langle\Sigma^{\oplus}\right\rangle\)-Lindenmayerian algebraic system
\[
y=h(y) y+x_{1} x_{2}
\]
where \(h: \mathbf{B}\left\langle\left\langle\Sigma^{\oplus}\right\rangle\right\rangle \rightarrow \mathbf{B}\left\langle\left\langle\Sigma^{\oplus}\right\rangle\right\rangle\) is the morphism defined by \(h\left(x_{1}\right)=x_{1}^{t_{1}}, h\left(x_{2}\right)=x_{2}^{t_{2}}\), \(t_{1}, t_{2}>0\).

Then \(\sigma\) of Theorem 3.2 is given by
\[
\sigma=h\left(\left(x_{1} x_{2}\right)^{*}\right) x_{1} x_{2}=\left(x_{1}^{t_{1}} x_{2}^{t_{2}}\right)^{*} x_{1} x_{2}=\sum_{m \geq 0} x_{1}^{t_{1} m+1} x_{2}^{t_{2} m+1}
\]

We now substitute \(\sigma\) into the right side of the above equation and obtain
\[
\begin{aligned}
h(\sigma) \sigma+x_{1} x_{2} & =h\left(\sum_{n \geq 0} x_{1}^{t_{1} n+1} x_{2}^{t_{2} n+1}\right)\left(\sum_{k \geq 0} x_{1}^{t_{1} k+1} x_{2}^{t_{2} k+1}\right)+x_{1} x_{2} \\
& =\left(\sum_{n \geq 0} x_{1}^{t_{1}^{2} n+t_{1}} x_{2}^{t_{2}^{2} n+t_{2}}\right)\left(\sum_{k \geq 0} x_{1}^{t_{1} k+1} x_{2}^{t_{2} k+1}\right)+x_{1} x_{2} \\
& =\sum_{n, k \geq 0} x_{1}^{t_{1}\left(t_{1} n+k+1\right)+1} x_{2}^{t_{2}\left(t_{2} n+k+1\right)+1}+x_{1} x_{2} .
\end{aligned}
\]

If we assume that \(\sigma\) is a solution, i. e., \(h(\sigma) \sigma+x_{1} x_{2}=\sigma\), then we obtain the following equations: For each choice of \(n, k t\) here exists an \(m\) such that
\[
\begin{aligned}
& t_{1}\left(t_{1} n+k+1\right)+1=t_{1} m+1 \\
& t_{2}\left(t_{2} n+k+1\right)+1=t_{2} m+1
\end{aligned}
\]

This implies \(t_{1}=t_{2}\). Hence, in case \(t_{1}=t_{2}\) we can apply the methods of Theorem 3.2, while in case \(t_{1} \neq t_{2}\) the method of Theorem 3.2 does not solve the equation.

We now extend the method of Theorem 3.2 to systems with more than one variable. We consider infinite Rat ( \(A^{\prime}\) )-Lindenmayerian algebraic systems (with commuting variables in \(Y\) ) of the form
\[
\begin{align*}
y_{i}= & r_{i}\left(y_{1}, \ldots, y_{n}, h_{11}\left(y_{1}\right), \ldots, h_{n s}\left(y_{n}\right)\right) y_{i}  \tag{**}\\
& +b_{i}\left(y_{1}, \ldots, y_{i-1}, h_{11}\left(y_{1}\right), \ldots, h_{i-1}\left(y_{i-1}\right)\right),
\end{align*}
\]
where \(r_{i}\left(y_{1}, \ldots, y_{n}, z_{11}, \ldots, z_{n s}\right) y_{i}+b_{i}\left(y_{1}, \ldots, y_{i-1}, z_{11}, \ldots, z_{i-1 s}\right) \in \boldsymbol{\operatorname { R a t }}\left(A^{\prime}\langle(Z \cup\right.\) \(\left.\left.Y)^{\oplus}\right\rangle\right), h_{i j}: A \rightarrow A\) are complete \(A^{\prime}\)-rational morphisms, \(1 \leq i \leq n, 1 \leq j \leq s\), and \(Z=\left\{z_{i j} \mid 1 \leq i \leq n, 1 \leq j \leq s\right\}\).

We call these systems together with all properties described above infinite Rat \(\left(A^{\prime}\right)\)-Lindenmayerian algebraic (**)-systems (with commuting variables in \(Y\) ).

In the sequel we will use the following notations for \(1 \leq i \leq n\) :
\[
\begin{aligned}
\hat{r}_{i}\left(y_{1}, \ldots, y_{n}\right) & =r_{i}\left(y_{1}, \ldots, y_{n}, h_{11}\left(y_{1}\right), \ldots, h_{n s}\left(y_{n}\right)\right) \\
\hat{b}_{i}\left(y_{1}, \ldots, y_{i-1}\right) & =b_{i}\left(y_{1}, \ldots, y_{i-1}, h_{11}\left(y_{1}\right), \ldots, h_{i-1}\left(y_{i-1}\right)\right) .
\end{aligned}
\]

The definitions of solution, least solution and approximation sequence of these (**)systems are analogous to the respective definitions for \(A^{\prime}\)-Lindenmayerian algebraic systems in Section 2 and so is the proof of the next theorem.

Theorem 3.6. The least solution of an infinite \(\mathbf{R a t}\left(A^{\prime}\right)\)-Lindenmayerian algebraic (**)-system exists and is given by
\[
\sup \left\{\sigma^{j} \mid j \in \mathbf{N}\right\}
\]
where \(\sigma^{0}, \sigma^{1}, \ldots, \sigma^{j}, \ldots\) is the approximation sequence associated to it.
Theorem 3.7. Consider an infinite Rat( \(\left.A^{\prime}\right)\)-Lindenmayerian algebraic (**)system and assume \(h_{i j}\left(a^{*}\right) a^{*}=a^{*}\) for \(1 \leq i \leq n, 1 \leq j \leq s\), and \(a \in \operatorname{Rat}\left(A^{\prime}\right)\). Then its least solution is in \(\boldsymbol{\operatorname { R a t }}\left(A^{\prime}\right)\).

Proof. Observe that, by our assumptions, \(r_{i}\left(y_{1}, \ldots, y_{n}, z_{11}, \ldots, z_{n s}\right) \in \boldsymbol{\operatorname { R a t }}\left(A^{\prime}\langle(Z\right.\) \(\left.\left.\cup Y)^{\oplus}\right\rangle\right)\) and \(b_{i}\left(y_{1}, \ldots, y_{i-1}, z_{11}, \ldots, z_{i-1}\right) \in \boldsymbol{\operatorname { R a t }}\left(A^{\prime}\left(\left(Z \cup\left\{y_{1}, \ldots, y_{i-1}\right\}\right)^{\oplus}\right\rangle\right), 1 \leq i \leq n\). This is easily seen by the construction of \(A^{\prime}\left((Z \cup Y)^{\oplus}\right)\)-rational transducers (resp. \(\left(A^{\prime}\left\langle(Z \cup Y)^{\oplus}\right\rangle, A^{\prime}\left(\left(Z \cup\left\{y_{1}, \ldots, y_{i-1}\right\}\right)^{\oplus}\right\rangle\right)\)-rational transducers, \(\left.1 \leq i \leq n\right)\) that map \(r_{i} y_{i}+b_{i}\) into \(r_{i}\) (resp. \(b_{i}\) ), \(1 \leq i \leq n\).

The proof now proceeds by induction on \(n\). For \(n=1\) the least solution \(\sigma\) is given by Theorem 3.2: \(\sigma=\hat{r}_{1}\left(b_{1}\right)^{*} b_{1} \in \boldsymbol{\operatorname { R a t }}\left(A^{\prime}\right)\). Assume now \(n>1\) and consider the infinite \(\operatorname{Rat}\left(A^{\prime}\left(\left\{y_{1}, \ldots, y_{n-1}, z_{11}, \ldots, z_{n-1}\right\}^{\oplus}\right\rangle\right)\)-Lindenmayerian algebraic \((*)\)-system (with variable \(y_{n}\) )
\[
\begin{aligned}
y_{n}= & r_{n}\left(y_{1}, \ldots, y_{n-1}, y_{n}, z_{11}, \ldots, z_{n-1}, h_{n 1}\left(y_{n}\right), \ldots, h_{n s}\left(y_{n}\right)\right) y_{n} \\
& +b_{n}\left(y_{1}, \ldots, y_{n-1}, z_{11}, \ldots, z_{n-1 s}\right) .
\end{aligned}
\]

By Theorem 3.2, the least solution \(t_{n}\left(y_{1}, \ldots, y_{n-1}, z_{11}, \ldots, z_{n-1}\right)\) of this system is in \(\operatorname{Rat}\left(A^{\prime}\left\langle\left\{y_{1}, \ldots, y_{n-1}, z_{11}, \ldots, z_{n-1}\right\}^{\oplus}\right\rangle\right)\). Denote \(\hat{t}_{n}\left(y_{1}, \ldots, y_{n-1}\right)=\) \(t_{n}\left(y_{1}, \ldots, y_{n-1}, h_{11}\left(y_{1}\right), \ldots, h_{n-1} s\left(y_{n-1}\right)\right)\). Consider now the infinite Rat \(\left(A^{\prime}\right)\) Lindenmayerian algebraic ( \(* *\) )-system (with variables \(y_{1}, \ldots, y_{n-1}\) )
\[
y_{i}=\hat{r}_{i}\left(y_{1}, \ldots, y_{n-1}, \hat{t}_{n}\left(y_{1}, \ldots, y_{n-1}\right)\right) y_{i}+\hat{b}_{i}\left(y_{1}, \ldots, y_{i-1}\right), \quad 1 \leq i \leq n-1
\]

By induction hypothesis, there exists a least solution \(\left(s_{1}, \ldots, s_{n-1}\right)\), where \(s_{i} \in\) \(\boldsymbol{\operatorname { R a t }}\left(A^{\prime}\right), 1 \leq i \leq n\). This means
\[
s_{i}=\hat{r}_{i}\left(s_{1}, \ldots, s_{n-1}, \hat{t}_{n}\left(s_{1}, \ldots, s_{n-1}\right)\right) s_{i}+\hat{b}_{n}\left(s_{1}, \ldots, s_{i-1}\right), \quad 1 \leq i \leq n-1
\]

Moreover, \(\hat{t}_{n}\left(s_{1}, \ldots, s_{n-1}\right)\) is the least solution of
\[
y_{n}=\hat{r}_{n}\left(s_{1}, \ldots, s_{n-1}, y_{n}\right) y_{n}+\hat{b}_{n}\left(s_{1}, \ldots, s_{n-1}\right) .
\]

Hence, \(\left(s_{1}, \ldots, s_{n-1}, \hat{t}_{n}\left(s_{1}, \ldots, s_{n-1}\right)\right)\) is a solution of
\[
y_{i}=\hat{r}_{i}\left(y_{1}, \ldots, y_{n}\right) y_{i}+\hat{b}_{i}\left(y_{1}, \ldots, y_{i-1}\right), \quad 1 \leq i \leq n
\]
and \(s_{1}, \ldots, s_{n-1}, \hat{t}_{n}\left(s_{1}, \ldots, s_{n-1}\right) \in \boldsymbol{\operatorname { R a t }}\left(A^{\prime}\right)\).
We now show that this is the least solution. Let \(\left(\sigma_{1}, \ldots, \sigma_{n}\right)\) be an arbitrary solution of our (**)-system. Since \(\hat{t}_{n}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)\) is the least solution of
\[
y_{n}=\hat{r}_{n}\left(\sigma_{1}, \ldots, \sigma_{n-1}, y_{n}\right) y_{n}+\hat{b}_{n}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)
\]
we obtain \(\hat{t}_{n}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right) \sqsubseteq \sigma_{n}\). Define, for \(1 \leq i \leq n-1\),
\[
s_{i}^{0}=0, \quad s_{i}^{j+1}=\hat{r}_{i}\left(s_{1}^{j}, \ldots, s_{n-1}^{j}, \hat{t}_{n}\left(s_{1}^{j}, \ldots, s_{n-1}^{j}\right)\right) s_{i}^{j}+\hat{b}_{i}\left(s_{1}^{j}, \ldots, s_{i-1}^{j}\right) .
\]

Since \(\left(s_{1}^{j}, \ldots, s_{n-1}^{j}\right), j \geq 0\), is the approximation sequence associated to
\[
y_{i}=\hat{r}_{i}\left(y_{1}, \ldots, y_{n-1}, \hat{t}_{n}\left(y_{1}, \ldots, y_{n-1}\right)\right) y_{i}+\hat{b}_{i}\left(y_{1}, \ldots, y_{n-1}\right), \quad 1 \leq i \leq n-1,
\]
we obtain \(\sup \left(s_{i}^{j} \mid j \geq 0\right)=s_{i}, 1 \leq i \leq n-1\). We claim now \(s_{i}^{j} \sqsubseteq \sigma_{i}, 1 \leq i \leq n-1\), \(j \geq 0\), and prove it by induction on \(j\).

For \(j=0\), we have \(s_{i}^{0}=0 \sqsubseteq \sigma_{i}, 1 \leq i \leq n-1\). The inductive step is proved by
\[
\begin{aligned}
s_{i}^{j+1} & \sqsubseteq \hat{r}_{i}\left(\sigma_{1}, \ldots, \sigma_{n-1}, \hat{t}_{n}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)\right) \sigma_{i}+\hat{b}_{i}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right) \\
& \sqsubseteq \hat{r}_{i}\left(\sigma_{1}, \ldots, \sigma_{n-1}, \sigma_{n}\right) \sigma_{i}+\hat{b}_{i}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)=\sigma_{i}, \quad 1 \leq i \leq n-1
\end{aligned}
\]

Hence, \(s_{i} \sqsubseteq \sigma_{i}, 1 \leq i \leq n-1\). Moreover,
\[
\hat{t}_{n}\left(s_{1}, \ldots, s_{n-1}\right) \sqsubseteq \hat{t}_{n}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right) \sqsubseteq \sigma_{n} .
\]

This proves that \(\left(s_{1}, \ldots, s_{n-1}, \hat{t}_{n}\left(s_{1}, \ldots, s_{n-1}\right)\right)\) is the least solution of our (**)-system.

Our last corollary is a generalization of Theorem 3.5 to more than one variable.
Corollary 3.8. The components of the least solution of an \(L\) algebraic system with commuting variables \(y_{1}, \ldots, y_{n}\) of the form
\[
\begin{aligned}
y_{i}= & r_{i}\left(y_{1}, \ldots, y_{n}, h_{11}\left(y_{1}\right), \ldots, h_{n s}\left(y_{n}\right)\right) y_{i} \\
& +b_{i}\left(y_{1}, \ldots, y_{i-1}, h_{11}\left(y_{1}\right), \ldots, h_{i-1 s}\left(y_{i-1}\right)\right),
\end{aligned}
\]
where \(r_{i}\left(y_{1}, \ldots, y_{n}, z_{11}, \ldots, z_{n s}\right) \in \mathbf{B}\left\langle\left\{x, y_{1}, \ldots, y_{n}, z_{11}, \ldots, z_{n s}\right\}^{*}\right\rangle, b_{i}\left(y_{1}, \ldots, y_{i-1}, z_{11}\right.\), \(\left.\ldots, z_{i-1}\right) \in \mathbf{B}\left\langle\left\{x, y_{1}, \ldots, y_{i-1}, z_{11}, \ldots, z_{i-1 s}\right\}^{*}\right\rangle\) and \(h_{i j}: \mathbf{B}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle \rightarrow \mathbf{B}\left\langle\left\langle\{x\}^{*}\right\rangle\right\rangle\) are finite substitutions defined by \(h_{i j}(x)=x^{t_{i j}}\) for some \(t_{i j} \geq 0,1 \leq i \leq n, 1 \leq j \leq s\), are in \(\mathbf{B}^{\text {rat }}\left\langle\left(\{x\}^{*}\right\rangle\right\rangle\).
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\begin{abstract}
In [1] we gave presentations as abstract data types for some classes of finite relations (functions, partial functions, injections, bijections and so on) and we proved that each relation may be written in a unique normal form. The algebraic structures introduced there include some elements which model the finite relations at the abstract level. These elements are called abstract relations. Our paper proves that each abstract relation may be written in a normal form.
\end{abstract}

\section*{1. Preliminaries}

In a category we use the diagramatic order for composition, i.e. \(f g: a \longrightarrow c\) is the composite of \(f: a \longrightarrow b\) and \(g: b \longrightarrow c\). The first and the second axioms in table 1 are for categories.

A category \(C\) is said to be strict monoidal if its set of objects \(\mathrm{Ob}(C)\) is a monoid and if it is endowed with a sum
\[
+: C(a, b) \times C(c, d) \longrightarrow C(a+c, b+d)
\]
which satisfies axioms C3-C6 in table 1 , where \(\varepsilon\) is the neutral element of monoid \(\mathrm{Ob}(C)\).

A subcategory of \(C\) which has the same objects as \(C\) and is closed under sum is called a strict monoidal subcategory of \(C\). If \(G\) is a set of morphisms of \(C\), then the least strict monoidal subcategory of \(C\) which includes \(G\) consists of all the finite composites of morphisms of type \(1_{a}+g+1_{b}\) where \(g \in G\).

A strict monoidal category \(B\) is said to be symmetric if it contains a morphism \({ }^{a} \times^{b}: a+b \longrightarrow b+a\) for each \(a, b \in \mathrm{Ob}(B)\) and satisfies axioms \(\mathrm{C} 7-\mathrm{C} 9\) in table 1. For short, instead of symmetric strict monoidal category we shall write ssmc.

Let \(B_{a \alpha}\) be the least strict monoidal subcategory of \(C\) which includes \(\left\{{ }^{a} \times{ }^{b} \mid a, b \in\right.\) \(\mathrm{Ob}(B)\}\). A morphism in \(B_{a \alpha}\) is called an \(a \alpha\)-morfism.

Besides the symmetric strict monoidal categories(in the sequel they are called \(a \alpha\) ssmc, too) which models the intuitive concept of bijection we shall use 15 types of ssmc which models other types of finite relations as function, partial function, injective function, surjective function, partial injective function and so on. These 16 concepts are called in the sequel \(x y\)-ssmc, where \(x \in\{a, b, c, d\}\) and \(y \in\{\alpha, \beta, \gamma, \delta\}\).

These concepts use some distinguished morphisms: \(T, \perp, \vee, \wedge\). The second column in table 3 shows the distinguished morphisms we use in each case. We mention that one uses such a distinguished morphism for each object which is written as a subscript or a superscript. The domains and the codomains of these morphisms are:
\[
\begin{array}{ll}
\top_{a}: \varepsilon \longrightarrow a & \perp^{a}: a \longrightarrow \varepsilon \\
\vee_{a}: a+a \longrightarrow a & \wedge^{a}: a \longrightarrow a+a
\end{array}
\]

\footnotetext{
\({ }^{1}\) Research partially supported by the Academy of Finland, Project 11281
}

These distinguished morphisms must satisfy their axioms in table 2. The axiom list which must be satisfied in each case is given in the last column of table 3. In table 2 the superscript \({ }^{\circ}\) shows a categorial duality. Notice that \(T\) and \(\perp\) are dual. The same for \(\vee\) and \(\wedge\).
\[
\begin{aligned}
& \text { (C1) } f(g h)=(f g) h \\
& \text { (C2) } \quad 1_{a} f=f=f 1_{b} \\
& \text { (C3) } f+(g+h)=(f+g)+h \\
& \text { (C4) } 1_{\varepsilon}+f=f=f+1_{\varepsilon} \\
& \text { (C5) } 1_{a}+1_{b}=1_{a+b} \\
& \text { (C6) }(f+g)(u+v)=f u+g v \\
& \text { (C7) }{ }^{b} \times^{a}(f+g)^{c} x^{d}=g+f \\
& \text { (C8) }{ }^{a} \times{ }^{\varepsilon}=1_{a} \\
& \text { (C9) }{ }^{a} x^{b+c}=\left({ }^{a} x^{b}+1_{c}\right)\left(1_{b}+{ }^{a} x^{c}\right)
\end{aligned}
\]

Table 1. Axioms for csms
An \(x y\)-ssmc is a ssmc endowed with the distinguished morphisms mentioned in the second column of table 3 and which satisfies the axioms mentioned in the last column of table 3 .

Let \(B_{x y}\) be the least strict monoidal subcategory of \(B\) which includes \(B_{a \alpha}\) and all the distinguished morphisms coresponding to the case \(x y\).
\[
\begin{aligned}
& \text { (A) }\left(\vee_{a}+1_{a}\right) \vee_{a}=\left(1_{a}+\vee_{a}\right) \vee_{a} \quad\left(A^{0}\right) \wedge^{a}\left(\wedge^{a}+1_{a}\right)=\wedge\left(1_{a}+\wedge^{a}\right) \\
& \text { (B) }{ }^{a} \times^{a} \vee_{a}=\vee_{a} \\
& \left(B^{\circ}\right) \wedge^{a}{ }^{a} \times^{a}=\wedge^{a} \\
& \text { (C) }\left(\mathrm{T}_{a}+1_{a}\right) V_{a}=1_{a} \\
& \left(C^{\circ}\right) \wedge^{a}\left(\perp^{a}+1_{a}\right)=1_{a} \\
& \text { (D) } \vee_{a} \perp^{a}=\perp^{a}+\perp^{a} \\
& \left(D^{\circ}\right) \mathrm{T}_{a} \wedge^{a}=\mathrm{T}_{a}+\mathrm{T}_{a} \\
& \text { (E) } \mathrm{T}_{a} \perp^{a}=1_{e} \\
& \text { (F) } \vee_{a} \wedge^{a}=\left(\wedge^{a}+\wedge^{a}\right)\left(1_{a}+{ }^{a} \chi^{a}+1_{a}\right)\left(\vee_{a}+\vee_{a}\right) \\
& \text { (G) } \wedge^{a} \vee_{a}=1_{a} \\
& \text { (SV1) } \mathrm{T}_{\epsilon}=1_{\varepsilon} \\
& \left(S V 1^{0}\right) \perp^{\varepsilon}=1_{\varepsilon} \\
& \text { (SV2) } \mathrm{T}_{a+b}=\mathrm{T}_{a}+\mathrm{T}_{b} \\
& \left(S V 2^{\circ}\right) \perp^{a+b}=\perp^{a}+\perp^{b} \\
& \text { (SV3) } \vee_{\varepsilon}=1_{\varepsilon} \\
& \left(S V 3^{\circ}\right) \wedge^{\varepsilon}=1_{\varepsilon} \\
& (S V 4) \vee_{a+b}=\left(1_{a}+{ }^{b} \times^{a}+1_{b}\right)\left(\vee_{a}+\vee_{b}\right) \\
& \left(S V 4^{\circ}\right) \wedge^{a+b}=\left(\wedge^{a}+\wedge^{b}\right)\left(1_{a}+{ }^{a} \times^{b}+1_{b}\right)
\end{aligned}
\]

Table 2. Axioms for \(x y\)-csms

\section*{2. Basic Morphisms}

We use the following notation:
\[
x^{\prime}=\left\{\begin{array}{ll}
a & \text { if } x=b \\
c & \text { if } x=d
\end{array} \text { and } y^{\prime}= \begin{cases}\alpha & \text { if } y=\beta \\
\gamma & \text { if } y=\delta\end{cases}\right.
\]

Theorem 1. Let \(B\) be an xy-ssmc.
1. If \(x \in\{b, d\}\) then each \(x y\)-morphism can be written as \(j\left(1_{a}+\perp^{b}\right)\), where \(j\) is \(a\) \(x^{\prime} y\)-morphism.
2. If \(y \in\{\beta, \delta\}\) then each \(x y\)-morphism can be written as \(\left(T_{a}+1_{b}\right) j\), where \(j\) is a \(x y^{\prime}\)-morphism.
3. If \(x \in\{b, d\}\) and \(y \in\{\beta, \delta\}\) then each \(x y\)-morphism can be written as \(\left(T_{c}+\right.\) \(\left.1_{a}\right) j\left(1_{b}+\perp^{d}\right)\), where \(j\) is a \(x^{t} y^{t}\)-morphism.
\begin{tabular}{|c|c|c|}
\hline Case \(x y\) & Existing basic morphisms & Specific identities satisfied \\
\hline \({ }^{\text {a }}\) a & - & - \\
\hline \(a \beta\) & T & SV1-2 \\
\hline \(a \gamma\) & \(V\) & A, B, SV3-4 \\
\hline \(a \delta\) & T, V & A-C, SV1-4 \\
\hline \(b \alpha\) & \(\perp\) & SV1 \({ }^{\circ}-2^{\circ}\) \\
\hline \(b \beta\) & - , T & E, SV1-2, SV1 \({ }^{\circ}-2^{\circ}\) \\
\hline \(b \gamma\) & \(\perp, \mathrm{V}\) & A, B, D, SV3-4, SV1 \({ }^{\circ}-2^{\circ}\) \\
\hline \(b \delta\) & \(\perp, \mathrm{T}, \mathrm{V}\) & A-E, SV1-4, SV1 \({ }^{\circ}-2^{\circ}\) \\
\hline \(c \alpha\) & \(\wedge\) & \(\mathrm{A}^{\circ}, \mathrm{B}^{\circ}, \mathrm{SV} 3^{\circ}-4^{\circ}\) \\
\hline \(c \beta\) & \(\wedge, T\) & \(\mathrm{A}^{\circ}, \mathrm{B}^{\circ}, \mathrm{D}^{\circ}, \mathrm{SV} 1-2, \mathrm{SV} 3^{\circ}-4^{\circ}\) \\
\hline \(c \gamma\) & \(\wedge, \vee\) & \(\mathrm{A}, \mathrm{B}, \mathrm{F}, \mathrm{G}, \mathrm{A}^{\circ}, \mathrm{B}^{\circ}, \mathrm{SV} 3-4, \mathrm{SV}^{\circ}-4^{\circ}\) \\
\hline \(c \delta\) & \(\wedge, T, V\) & A-C, F, G, A \({ }^{\circ}, \mathrm{B}^{\circ}, \mathrm{D}^{\circ}\), SV1-4, SV3 \({ }^{\circ}-4^{\circ}\) \\
\hline \(d \alpha\) & \(1, \wedge\) & \(\mathrm{A}^{\circ}-\mathrm{C}^{\circ}, \mathrm{SV1} 1^{\circ}-4^{\circ}\) \\
\hline \(d \beta\) & \(\perp, \wedge, \mathrm{T}\) & \(\mathrm{A}^{\circ}-\mathrm{D}^{\circ}, \mathrm{E}, \mathrm{SV1} 1^{\circ}-4^{\circ}\), SV1-2 \\
\hline \(d \gamma\) & \(\perp, \wedge, \vee\) & \(\mathrm{A}, \mathrm{B}, \mathrm{D}, \mathrm{F}, \mathrm{G}, \mathrm{A}^{\circ}-\mathrm{C}^{\circ}, \mathrm{SV} 3-4, \mathrm{SV} 1^{\circ}-4^{\circ}\) \\
\hline \(d \delta\) & \(\perp, \wedge, T, \vee\) & A-G, \(\mathrm{A}^{\circ}-\mathrm{D}^{\circ}, \mathrm{SV} 1-4, \mathrm{SV} 1^{\circ}-4^{\circ}\) \\
\hline
\end{tabular}

Table 3. \(x y\)-csms
Proof. In each case one shows the set of all the morphisms having the above form is a sub- \(x y\)-ssmc.

In the third case, \(x \in\{b, d\}, y \in\{\beta, \delta\}\), we prove that this set is closed under composition and sum. For composition let \(j \in B(c+a, b+d), k \in B(e+b, f+g)\) be two \(x^{\prime} y^{\prime}\)-morphisms. In the composition
\[
\begin{aligned}
& \left(T_{c}+1_{a}\right) j\left(1_{b}+\perp^{d}\right)\left(T_{e}+1_{b}\right) k\left(1_{f}+\perp^{g}\right)= \\
& \left(T_{e}+1_{a}\right) j\left(T_{e}+1_{b}+\perp^{d}\right) k\left(1_{f}+\perp^{g}\right)= \\
& =\left(T_{c}+1_{a}\right) j\left(T_{e}+1_{b+d}\right)\left(1_{e+b}+\perp^{d}\right) k\left(1_{f}+\perp^{g}\right) \\
& =\left[T_{e}+\left(T_{c}+1_{a}\right) j\right]\left[k\left(1_{f}+\perp^{g}\right)+\perp^{d}\right] \\
& =\left(T_{e}+T_{c}+1_{a}\right)\left(1_{e}+j\right)\left(k+1_{d}\right)\left(1_{f}+\perp^{g}+\perp^{d}\right) \\
& =\left(T_{e+c}+1_{a}\right)\left[\left(1_{e}+j\right)\left(k+1_{d}\right)\right]\left(1_{f}+\perp^{g+d}\right)
\end{aligned}
\]
\[
\text { we remark that }\left(1_{e}+j\right)\left(k+1_{d}\right) \text { is an } x^{\prime} y^{\prime} \text {-morphism. }
\]

For sum let \(j \in B(c+a, b+d), k \in B(e+h, f+g)\) be two \(x^{\prime} y^{\prime}\)-morphisms. In the sum
\(\left(T_{c}+1_{a}\right) j\left(1_{b}+\perp^{d}\right)+\left(T_{e}+1_{h}\right) k\left(1_{f}+\perp^{g}\right)=\)
\(=\left(T_{c}+1_{a}+T_{e}+1_{h}\right)(j+k)\left(1_{b}+1^{d}+1_{f}+1^{g}\right)\)
\(=\left[T_{c}+\left(T_{e}+1_{a}\right)^{e} \times^{a}+1_{h}\right](j+k)\left[1_{b}+{ }^{d} \times^{f}\left(1_{f}+\perp^{d}\right)+\perp^{g}\right]\)
\(=\left(T_{c}+T_{e}+1_{a}+1_{h}\right)\left[\left(1_{c}+{ }^{e} \times^{a}+1_{h}\right)(j+k)\left(1_{b}+{ }^{d} \times^{f}+1_{g}\right)\right]\left(1_{b}+1_{f}+\perp^{d}+\perp^{g}\right)\)
\(=\left(T_{c+e}+1_{a+h}\right)\left[\left(1_{c}+{ }^{e} \times^{a}+1_{h}\right)(j+k)\left(1_{b}+{ }^{d} \times^{f}+1_{g}\right)\right]\left(1_{b+f}+\perp^{d+g}\right)\)
we remark that \(\left(1_{c}+{ }^{e} x^{a}+1_{h}\right)(j+k)\left(1_{b}+{ }^{d} x^{f}+1_{g}\right)\) is an \(x^{\prime} y^{\prime}\)-morphism.
As
\[
\begin{gathered}
1_{a}=\left(T_{\varepsilon}+1_{a}\right) 1_{a}\left(1_{a}+\perp_{\varepsilon}\right),{ }^{a} \times^{b}=\left(T_{\varepsilon}+1_{a+b}\right)^{a} \times^{b}\left(1_{b+a}+\perp^{\varepsilon}\right) \\
\perp^{a}=\left(T_{\varepsilon}+1_{a}\right) 1_{a}\left(1_{\varepsilon}+\perp^{a}\right) \text { and } T_{a}=\left(T_{a}+1_{\varepsilon}\right) 1_{a}\left(1_{a}+\perp^{\varepsilon}\right)
\end{gathered}
\]
we deduce that all the morphisms of the above given form makes a sub-xy-ssmc, therefore we get the conclusion.

Proposition 2. Let \(B\) be an xy-ssmc.
1. If \(x \in\{b, d\}\) and \(y \in\{\beta, \delta\}\), then
- each a \(\beta\)-morphism is a monic which has a right converse,
- each ba-morphism is an epic which has a left converse.
2. If \(y=\delta\), then
- each a - -morphism is an epic which has a left converse.

2․ If \(x=d\), then
- each co-morphism is a monic which has a right converse.
3. If \(x \in\{b, d\}\) and \(y=\delta\), then
- each b \(\gamma\)-morphism is an epic which has a left converse.
\(\mathfrak{B}^{\circ}\). If \(x=d\) and \(y \in\{\beta, \delta\}\), then
- each c \(\beta\)-morphism is a monic which has a right converse.

Proof. One knows that each \(x y\)-morphism may be written as a finite composite of morphisms of one of the following type:
a) \(1_{a}+{ }^{b} x^{c}+1_{d}\),
b) \(1_{a}+\perp^{b}+1_{c}\) only if \(x \in\{b, d\}\),
c) \(1_{a}+\Lambda^{b}+1_{c}\) only if \(x \in\{c, d\}\),
d) \(1_{a}+T_{b}+1_{c}\) only if \(y \in\{\beta, \delta\}\),
e) \(1_{a}+V_{b}+1_{c}\) only if \(y \in\{\gamma, \delta\}\).

The morphisms of type a) are isomorphisms.
As
\[
\left(1_{a}+T_{b}+1_{c}\right)\left(1_{a}+\perp^{b}+1_{c}\right)=1_{a+c}
\]
we deduce for \(y \in\{\beta, \delta\}\) that the morphisms of type \(\mathbf{b}\) ) have a left converse and for \(x \in\{b, d\}\) the morphisms of type d) have a right converse.

For \(x=d\), as
\[
\left(1_{a}+\Lambda^{b}+1_{c}\right)\left(1_{a+b}+\perp^{b}+1_{c}\right)=1_{a+b+c}
\]
we deduce that the morphisms of type c) have a right converse.
For \(y=\delta\), as
\[
\left(1_{a+b}+T_{b}+1_{c}\right)\left(1_{a}+V_{b}+1_{c}\right)=1_{a+b+c}
\]
we deduce the morphisms of type e) have a left converse.
Finally remark that a composite of morphisms having a left converse is a morphism having a left converse.

In the sequel we use for each nonnegative integer \(n\) the following conventions:
1. \(n\) satisfies \(a\) or \(\alpha\) means \(n=1\),
2. \(n\) satisfies \(b\) or \(\beta\) means \(n \leq 1\),
3. \(n\) satisfies \(c\) or \(\gamma\) means \(n \geq 1\),
4. \(n\) satisfies \(d\) or \(\delta\) means no conditions.

Fact 3. Let \(B\) be an ay-ssmc and let \(r\) be a natural number satisfying the condition \(y\). If \(n \geq 1\) and \(b_{i} \in O b(B)\) for \(i \in[n]\) then there exists an \(a \alpha\)-morphism \(k\) such that
\[
V_{b_{1}+b_{2}+\ldots+b_{n}}^{r}=k\left(V_{b_{1}}^{r}+V_{b_{2}}^{r}+\ldots+V_{b_{n}}^{r}\right)
\]

Proof.
- For \(n=1\) take \(k=1_{r b_{1}}\).
- For \(n=2\) we use an induction on \(r\) to prove \(\mathrm{V}_{a+b}^{r}=k\left(\mathrm{~V}_{a}^{r}+\mathrm{V}_{b}^{r}\right)\).
\[
\begin{aligned}
& \mathrm{V}_{a+b}^{r+1}=\left(\mathrm{V}_{a+b}^{r}+1_{a+b}\right) \mathrm{V}_{a+b}=\left[k\left(\mathrm{~V}_{a}^{r}+\mathrm{V}_{b}^{r}\right)+1_{a+b}\right]\left(1_{a}+{ }^{b} \times^{a}+1_{b}\right)\left(\mathrm{V}_{a}+\mathrm{V}_{b}\right) \\
&=\left(k+1_{a+b}\right)\left(1_{r a}+{ }^{r b} \times^{a}+1_{b}\right)\left(\mathrm{V}_{a}^{r}+1_{a}+\mathrm{V}_{b}^{r}+1_{b}\right)\left(\mathrm{V}_{a}+\mathrm{V}_{b}\right) \\
&=\left[\left(k+1_{a+b}\right)\left(1_{r a}+{ }^{r b} \times^{a}+1_{b}\right)\right]\left(\mathrm{V}_{a}^{\tau+1}+\mathrm{V}_{b}^{r+1}\right)
\end{aligned}
\]
- Finally we use an induction on \(n\) :
\(\mathrm{V}_{b_{1}+b_{2}+\cdots+b_{n+1}}^{r}=k_{1}\left(\mathrm{~V}_{b_{1}+b_{2}+\cdots+b_{n}}^{\tau}+\mathrm{V}_{b_{n+1}}^{\tau}\right)=k_{1}\left[k_{2}\left(\mathrm{~V}_{b_{1}}^{\tau}+\mathrm{V}_{b_{2}}^{r}+\cdots+\mathrm{V}_{b_{n}}^{r}\right)+\mathrm{V}_{b_{n+1}}^{\tau}\right]\)
\(=\left[k_{1}\left(k_{2}+1_{r b_{n+1}}\right)\right]\left(\vee_{b_{1}}^{r}+\mathrm{V}_{b_{2}}^{r}+\cdots+\mathrm{V}_{b_{n+1}}^{r}\right)\).
Fact 4. Let \(B\) an ay-ssmc where \(y \in\{\gamma, \delta\}\) and \(n \geq 1\). If for each \(i \in[n]\) we suppose \(a_{i} \in O b(B)\) and the natural numbers \(r_{i}, t_{i}\) satisfy condition \(y\) then there exists an \(a \alpha\)-morphism \(k\) such that
\[
\left(\sum_{i=1}^{n} V_{a_{i}}^{r_{i}}+\sum_{i=1}^{n} V_{a_{i}}^{t_{i}}\right) \vee_{a_{1}+\ldots+a_{n}}=k \sum_{i=1}^{n} V_{a_{i}}^{r_{i}+t_{i}}
\]

Proof. Induction on \(n\).
For \(n=1\) we have a known identity \(\left(V_{a_{1}}^{r_{1}}+V_{a_{1}}^{t_{1}}\right) V_{a_{1}}=V_{a_{1}}^{r_{1}+t_{1}}\).
We assume the equality is true for \(n-1\). Let \(t=\sum_{i=1}^{n-1} t_{i} a_{i}, r=\sum_{i=1}^{n-1} r_{i} a_{i}\) and \(a=\sum_{i=1}^{n-1} a_{i}\).
\[
\begin{aligned}
& \left(\sum_{i=1}^{n} V_{a_{i}}^{r_{i}}+\sum_{i=1}^{n} V_{a_{i}}^{t_{i}}\right) V_{a_{1}+a_{2}+\cdots+a_{n}}= \\
= & \left(\sum_{i=1}^{n-1} V_{a_{i}}^{r_{i}}+V_{a_{n}}^{r_{n}}+\sum_{i=1}^{n-1} V_{a_{i}}^{t_{i}}+V_{a_{n}}^{t_{n}}\right)\left(1_{a}+{ }^{a_{n}} X^{a}+1_{a_{n}}\right)\left(V_{a}+V_{a_{n}}\right) \\
= & {\left[\sum_{i=1}^{n-1} V_{a_{i}}^{r_{i}}+\left(V_{a_{n}}^{r_{n}}+\sum_{i=1}^{n-1} V_{a_{i}}^{t_{i}}\right){ }^{a_{n}} \times^{n}+V_{a_{n}}^{t_{n}}\right]\left(V_{a}+V_{a_{n}}\right) } \\
= & {\left[\sum_{i=1}^{n-1} V_{a_{i}}^{r_{i}}+{ }^{r_{n} a_{n}} \times^{t}\left(\sum_{i=1}^{n-1} V_{a_{i}}^{t_{i}}+V_{a_{n}}^{r_{n}}\right)+V_{a_{n}}^{t_{n}}\right]\left(V_{a}+V_{a_{n}}\right) } \\
= & \left(1_{r}+{ }^{r_{n} a_{n}} \times^{t}+1_{t_{n} a_{n}}\right)\left[\left(\sum_{i=1}^{n-1} V_{a_{i}}^{\tau_{i}}+\sum_{i=1}^{n-1} V_{a_{i}}^{t_{i}}\right) V_{a}+\left(V_{a_{n}}^{r_{n}}+V_{a_{n}}^{t_{n}}\right) V_{a_{n}}\right] \\
= & \left(1_{r}+{ }^{r_{n} a_{n}} \times^{t}+1_{t_{n} a_{n}}\right)\left[k\left(\sum_{i=1}^{n-1} V_{a_{i}}^{r_{i}+t_{i}}\right)+V_{a_{n}}^{r_{n}+t_{n}}\right] \\
= & {\left[\left(1_{r}+{ }^{r_{n} a_{n}} \times^{t}+1_{t_{n} a_{n}}\right)\left(k+1_{\left(r_{n}+t_{n}\right) a_{n}}\right)\right] \sum_{i=1}^{n} V_{a_{i}}^{r_{i}+t_{i}} . }
\end{aligned}
\]

Lemma 5. Let \(B\) an ay-ssmc with \(O b(B)\) equidivisible. Each ay-morphism can be written as \(k \sum_{i=1}^{n} \vee_{b_{i}}^{n_{i}}\), where \(k\) is an a \(\alpha\)-morphism, \(n \geq 1\) and for each \(i \in[n]\) : \(b_{i} \in O b(B)\) and \(n_{i}\) satisfies condition \(y\).

Proof. Notice that the morphisms \(1_{a}+{ }^{b} x^{c}+1_{d}, 1_{a}+T_{b}+1_{c}\) if \(y \in\{\beta, \delta\}\) and \(1_{a}+V_{b}+1_{c}\) if \(y \in\{\gamma, \delta\}\) may be written as above.

We prove that the right composite with \(1_{a}+{ }^{b} \times^{c}+1_{d}, 1_{a}+T_{b}+1_{c}\) if \(y \in\{\beta, \delta\}\) and with \(1_{a}+\vee_{b}+1_{c}\) if \(y \in\{\gamma, \delta\}\) of each morphism of the above type may be written as a morphism of the above type.

When the right composite with \(1_{a}+{ }^{b} x^{c}+1_{d}\) is defined we deduce \(b_{1}+b_{2}+\cdots+b_{n}=\) \(a+b+c+d\). Usind the equidivisibility and fact 3 we deduce
\[
\begin{aligned}
& k\left(\sum_{i=1}^{\pi} \vee_{b_{i}}^{n_{i}}\right)\left(1_{a}+{ }^{b} \times^{c}+1_{d}\right)= \\
& k^{\prime}\left(\sum_{i=1}^{m} V_{c_{i}}^{m_{i}}\right)\left(1_{c_{1}+c_{2}+\cdots+c_{s}}+{ }^{c_{s+1}+\cdots+c_{r}} \times^{c_{r+1}+\cdots+c_{t}}+1_{c_{t+1}+\cdots+c_{m}}\right),
\end{aligned}
\]
where \(k^{\prime}\) is an \(a \alpha\)-morphism, \(m \geq 1, c_{i} \in \mathrm{Ob}(B)\) for each \(i \in[m]\) and \(1 \leq s<r<t<\) \(m\). Notice that the last composition is equal to the composite of
\[
k^{\prime}\left(\sum_{i=1}^{s} m_{i} c_{i}+\sum_{i=s+1}^{r} m_{i} c_{i} \times \sum_{i=r+1}^{t} m_{i} c_{i}+1_{\sum_{i=t+1}^{m} m_{i} c_{i}}\right)
\]
to
\[
\left(\sum_{i=1}^{s} \vee_{c_{i}}^{m_{i}}+\sum_{i=r+1}^{t} V_{c_{i}}^{m_{i}}+\sum_{i=s+1}^{r} \vee_{c_{i}}^{m_{i}}+\sum_{i=t+1}^{m} V_{c_{i}}^{m_{i}}\right)
\]

When the right composite with \(1_{a}+T_{b}+1_{c}\) is defined we deduce \(b_{1}+b_{2}+\cdots+b_{n}=\) \(a+c\). Therefore
\[
k\left(\sum_{i=1}^{n} V_{b_{i}}^{n_{i}}\right)\left(1_{a}+\mathrm{T}_{b}+1_{c}\right)=k^{\prime}\left(\sum_{i=1}^{m} \mathrm{~V}_{c_{i}}^{m_{i}}\right)\left(1_{c_{1}+c_{2}+\cdots+c_{s}}+\mathrm{T}_{b}+1_{c_{s+1}+\cdots+c_{m}}\right)
\]
where \(k^{\prime}\) is an \(a \alpha\)-morphism, \(m \geq 1, c_{i} \in \mathrm{Ob}(B)\) for each \(i \in[m]\) and \(1 \leq s<m\), hence
\[
k\left(\sum_{i=1}^{n} \mathrm{~V}_{b_{i}}^{n_{i}}\right)\left(1_{a}+\mathrm{T}_{b}+1_{c}\right)=k^{\prime}\left(\sum_{i=1}^{s} \mathrm{~V}_{c_{i}}^{m_{i}}+\mathrm{V}_{b}^{0}+\sum_{i=s+1}^{m} \mathrm{~V}_{c_{i}}^{m_{i}}\right)
\]

When the right composite with \(1_{a}+\mathrm{V}_{b}+1_{c}\) is defined we deduce \(b_{1}+b_{2}+\cdots+b_{n}=\) \(a+b+b+c\). Usind the equidivisibility of the monoid \(\mathrm{Ob}(\mathrm{B})\) and fact 3 we deduce
\[
k\left(\sum_{i=1}^{n} \vee_{b_{i}}^{n_{i}}\right)\left(1_{a}+\vee_{b}+1_{c}\right)=k^{\prime}\left(\sum_{i=1}^{m} \vee_{c_{i}}^{m_{i}}\right)\left(1_{c_{1}+\cdots+c_{s}}+V_{c_{s+1}+\cdots+c_{r}}+1_{c_{t+1}+\cdots+c_{m}}\right)
\]
where \(k^{\prime}\) is an \(a \alpha\)-morphism, \(m \geq 1, c_{i} \in \mathrm{Ob}(B)\) for each \(i \in[m], 1 \leq s<r<t<m\) and \(b=c_{s+1}+\cdots+c_{r}=c_{r+1}+\cdots+c_{t}\). Usind again the equidivisibility we deduce the existence of the objects \(d_{1}, d_{2}, \ldots, d_{h} \in \mathrm{Ob}(B)\) such that:
\[
\begin{aligned}
& c_{s+p}=d_{i_{p-1}+1}+\cdots+d_{i_{p}} \text { for } 1 \leq p \leq r-s \\
& c_{r+q}=d_{j_{q-1}+1}+\cdots+d_{j_{q}} \text { for } 1 \leq q \leq t-r
\end{aligned}
\]
where \(0=i_{0}<i_{1}<\ldots<i_{r-s}=h\) and \(0=j_{0}<j_{1}<\ldots<j_{t-r}=h\).
Using fact 3 , there exists an \(a \alpha\)-morphism \(k^{\prime \prime}\) such that
\[
\begin{aligned}
& k\left(\sum_{i=1}^{n} \vee_{b_{i}}^{n_{i}}\right)\left(1_{a}+V_{b}+1_{c}\right)=k^{\prime \prime}\left(\sum_{i=1}^{s} \mathrm{~V}_{c_{i}}^{m_{i}}+\sum_{v=1}^{r-s} \sum_{w=i_{v-1}+1}^{i_{v}} V_{d_{w}}^{m_{s+v}}+\right. \\
& \left.+\sum_{v=1}^{t-r} \sum_{w=j_{v-1}+1}^{j_{v}} V_{d_{w}}^{m_{r+v}}+\sum_{i=t+1}^{m} V_{c_{i}}^{m_{i}}\right)\left(1_{c_{1}+c_{2}+\cdots+c_{s}}+V_{d_{1}+d_{2}+\cdots+d_{h}}+1_{c_{t+1}+\cdots+c_{m}}\right) .
\end{aligned}
\]

To get the conclusion we apply fact 4 .
Therefore all the morphisms which may be written as \(k \sum_{i=1}^{n} \vee_{b_{i}}^{n_{i}}\) form a sub-xyssmc, hence this set includes \(B_{a y}\).

Fact 6. In each \(x y\)-ssmc \(B\) if \(m\) satisfies condition \(x, n\) satisfies condition \(y\) and \(a \in O b(B)\), then there exists an \(a \alpha\)-morphism \(k\) such that
\[
\vee_{a}^{n} \wedge_{m}^{a}=\left(\sum_{i=1}^{n} \wedge_{m}^{a}\right) k\left(\sum_{i=1}^{m} \vee_{a}^{n}\right)
\]

Theorem 7. Let \(B\) an \(x y\)-ssmc with \(O b(B)\) equidivisible. Each \(x y\)-morphism can be written as
\[
\left(\sum_{j=1}^{m} \wedge_{m_{j}}^{a_{j}}\right) k\left(\sum_{i=1}^{n} \vee_{b_{i}}^{n_{i}}\right)
\]
where \(m, n \geq 1, k\) is an a \(\alpha\)-morphism, for \(j \in[m] a_{j} \in O b(B)\) and \(m_{j}\) satisfies condition \(x\) and for \(i \in[n] b_{i} \in O b(B)\) and \(n_{i}\) satisfies condition \(y\).

Proof. All the morphisms as above make a sub-xy-ssmc. We prove the most dificult part only, i.e. the fact that the composite of two morphisms as above is a morphism as above, therefore
\[
\left(\sum_{j=1}^{m} \wedge_{m_{j}}^{a_{j}}\right) k\left(\sum_{i=1}^{n} \vee_{b_{i}}^{n_{i}}\right)\left(\sum_{j=1}^{p} \wedge_{r_{j}}^{c_{j}}\right) j\left(\sum_{i=1}^{q} \vee_{d_{i}}^{t_{i}}\right)
\]
where \(b_{1}+b_{2}+\cdots+b_{n}=c_{1}+c_{2}+\cdots+c_{p}\). Using the echidivisibility of \(\mathrm{Ob}(\mathrm{B})\), fact 3 , its dual and then fact 6 we get
\[
\begin{gathered}
\left(\sum_{j=1}^{m} \wedge_{m_{j}}^{a_{j}}\right) k^{\prime}\left(\sum_{t=1}^{r} \vee_{e_{t}}^{n_{t}} \wedge_{v_{t}}^{e_{t}}\right) j^{\prime}\left(\sum_{i=1}^{q} \vee_{d_{i}}^{t_{i}}\right)= \\
=\left[\left(\sum_{j=1}^{m} \wedge_{m_{j}}^{a_{j}}\right) k^{\prime}\left(\sum_{t=1}^{r} \sum \wedge_{v_{t}}^{e_{t}}\right)\right] k^{\prime \prime}\left[\left(\sum_{t=1}^{r} \sum \vee_{e_{t}}^{n_{t}}\right) j^{\prime}\left(\sum_{i=1}^{q} \vee_{d_{i}}^{t_{i}}\right)\right]
\end{gathered}
\]

Applying in the two square brackets the dual of lemma 5 and lemma 5 we get the conclusion.

In \(a\) is in a free monoid, \(|a|\) denotes its length and \(a_{1}, a_{2}, \ldots, a_{|a|}\) its letters.
Corollary 8. Let \(B\) be an \(x y\)-ssmc such that \(O b(B)\) is a free monoid. Each \(x y\)-morphism \(f \in B(a, b)\) can be written as
\[
\left(\sum_{j=1}^{|a|} \wedge_{m_{j}}^{a_{j}}\right) k\left(\sum_{i=1}^{|b|} \vee_{b_{i}}^{n_{i}}\right)
\]
where \(k\) is a \(\alpha\)-morphism, \(m_{j}\) satisfy condition \(x\) for \(j \in[|a|]\) and \(n_{i}\) satisfy condition \(y\) for \(i \in[|b|]\).

Proof. We apply theorem 7. The terms as \(\wedge_{m_{j}}^{\varepsilon}\) or \(\mathrm{V}_{\varepsilon}^{n_{i}}\), where \(\varepsilon\) is the empty word, may be get out from the sum. For the terms \(\Lambda_{m}^{a}\) or \(\vee_{a}^{n}\) where \(a\) is a word of length at least 2 , we apply the dual of fact 3 and fact 3 , respectively.
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\begin{abstract}
We consider operations between languages, based on splitting the underlying alphabet into two disjoint sets. Such operations are generalizations of the classical catenation or shuffle operation. With such operations rational and algebraic languages can be defined similar to the classical case. The basic properties of the corresponding language families are investigated.
\end{abstract}

\section*{1. Introduction}

In [9] the partial shuffle has been introduced as a new operation on sets of words, based on the normal operations of catenation and shuffle. In [5], [6], [7] another operation on words, distributed catenation, similar to partial shuffle, but based only on normal catenation, was considered. In [2] a general extension is studied. In this paper we present another general extension of such operations. These are based on the division of the alphabet into two disjoint sets, and the composition of the new operation by using three (not necessarily different) associative operations on the two disjoint subsets and the entire alphabet. This new operation will be called (left) mix operation.

Throughout this paper we will omit left and use only mix operation.

\section*{2. Basic Properties of Mix Operation}

We start by introducing the basic definitions of mix operation and considering the basic properties of it.

Let \(\Sigma\) be a finite and nonempty set, an alphabet. The empty word is denoted by \(\lambda\), the set of all nonempty words over \(\Sigma\) by \(\Sigma^{+}\), and the set of all words over \(\Sigma\) by \(\Sigma^{*}=\Sigma^{+} \cup\{\lambda\}\).

For general results concerning the theory of formal languages the reader may consult the monograph [12].

If \(\Sigma\) is an alphabet, let \(\Delta \subseteq \Sigma\) and \(\Gamma \subseteq \Sigma\) such that \(\Sigma=\Gamma \cup \Delta\) and \(\Gamma \cap \Delta=\emptyset\). Note that \(\Gamma\) or \(\Delta\) can be empty.

Notations. For \(\Delta \subseteq \Sigma\) let
\[
\begin{aligned}
& M_{0}=\Gamma^{*}, \\
& M_{k+1}=\Gamma^{*}\left(\Delta^{+} \Gamma^{+}\right)^{k} \Delta^{+} \Gamma^{*} \cup\{\lambda\}, k \geq 0 .
\end{aligned}
\]

Remark 1. Note that:
(i) \(\bigcup_{k \geq 0} M_{k}=\Sigma^{*}\),
(ii) if \(i \neq j\), then \(M_{i} \cap M_{j}=\{\lambda\}\),
(iii) for any \(w \in \Sigma^{+}\), there exists a unique \(k \geq 0\), such that \(w \in M_{k}\).

Definition 2. Let \(w\) be in \(\Sigma^{+}\). The \(\Delta\)-degree of \(w\) is:
\[
\operatorname{deg}_{\Delta}(w)=k, \text { where } w \in M_{k}
\]

By definition, \(\operatorname{deg}_{\Delta}(\lambda)=0\).
Comment. Note that for any word \(w \in \Sigma^{*}, \operatorname{deg}_{\Delta}(w)\) has a unique value (see Remark 1).

Any \(w \in \Sigma^{*}\) can be represented in the following canonical decomposition with respect to \(\Delta\), or shortly, canonical decomposition, if \(\Delta\) is clear from the context: \(w=\) \(u_{0} v_{1} u_{1} \cdots v_{k} u_{k}\) with \(u_{i} \in \Gamma^{*}, i=0, \cdots, k\) and \(v_{j} \in \Delta^{+}, j=1, \cdots, k\).

Definition 3. Let \(\diamond, \triangleright\), and o be binary operations on \(\mathcal{P}\left(\Sigma^{*}\right)\), defined by
\(\{\lambda\} \bullet\{\lambda\}=\{\lambda\}\{\lambda\} \bullet\{x\}=\{x\} \bullet\{\lambda\}=\{x\}\) for \(\bullet \in\{\diamond, \triangleright, \circ\}\), with
\(\{x\} \diamond\{y\} \subseteq \Gamma^{+},\{x\} \triangleright\{y\} \subseteq \Delta^{+},\{x\} \circ\{y\} \subseteq \Sigma^{+}\)for \(x, y \in \Gamma, \Delta, \Sigma\), respectively, and
\(\{x\} \bullet(\{y\} \bullet\{z\})=(\{x\} \bullet\{y\}) \bullet\{z\}, A \bullet B=\bigcup_{x \in A, y \in B}(\{x\} \bullet\{y\})\)
for \(\bullet \in\{\circ, \triangleright, \circ\} x, y, z \in \Sigma\).
Then \(\diamond, \triangleright, \circ\) are associative operations on \(\mathcal{P}\left(\Sigma^{*}\right)\).
For arbitrary \(k \geq 0\) a binary operation on \(M_{k}\) is defined by
Definition 4. If \(x \in M_{k}, y \in M_{k}, x=u_{0} v_{1} u_{1} \ldots v_{k} u_{k}, y=u_{0}^{\prime} v_{1}^{\prime} u_{1}^{\prime} \ldots v_{k}^{\prime} u_{k}^{\prime}\), with \(u_{0}, u_{0}^{\prime}, u_{k}, u_{k}^{\prime} \in \Gamma^{*}, u_{i}, u_{i}^{\prime} \in \Gamma^{+}, i=1, \cdots, k-1, v_{i}, v_{i}^{\prime} \in \Delta^{+}, i=1, \ldots, k\), then:
\(\{x\}[\diamond, \triangleright, \circ, \Delta, k]\{y\}=\left(\left\{u_{0}\right\} \circ\left\{u_{0}^{\prime}\right\}\right) \circ\left(\left\{v_{1}\right\} \triangleright\left\{v_{1}^{\prime}\right\}\right) \circ\left(\left\{u_{1}\right\} \circ\left\{u_{1}^{\prime}\right\}\right) \cdots\) \(\left(\left\{v_{k}\right\} \triangleright\left\{v_{k}^{\prime}\right\}\right) \circ\left(\left\{u_{k}\right\} \odot\left\{u_{k}^{\prime}\right\}\right)\).
By definition,
\[
\{x\}[\diamond, \triangleright, \circ, \Delta, k]\{\lambda\}=\{\lambda\}[\diamond, \triangleright, \circ, \Delta, k]\{x\}=\{x\} .
\]
\([\diamond, \triangleright, \circ, \Delta, k]\) is called the \(k-\Delta\)-mix operation of \(\{x\}\) with \(\{y\}\).
Trivially,
Lemma 5. For any \(\Sigma, \Delta \subseteq \Sigma\) and \(k \geq 0\), the operation \([\rho, \triangleright, \circ, \Delta, k]\) is associative, and the triple \(\mathcal{M}_{[0, \triangleright, 0, \Delta, k]}=\left(\mathcal{P}\left(M_{k}\right),[\diamond, \triangleright, \circ, \Delta, k],\{\lambda\}\right)\) is a monoid.

Proof. Assume \(x, y, z \in M_{k}\) with canonical decompositions
\[
x=u_{0} v_{1} u_{1} \cdots v_{k} u_{k}, y=u_{0}^{\prime} v_{1}^{\prime} u_{1}^{\prime} \cdots v_{k}^{\prime} u_{k}^{\prime}, z=u_{0}^{\prime \prime} v_{1}^{\prime \prime} u_{1}^{\prime \prime} \cdots v_{k}^{\prime \prime} u_{k}^{\prime \prime},
\]

Then
\[
\begin{aligned}
& (\{x\}[\diamond, \triangleright, \circ, \Delta, k]\{y\})[\diamond, \triangleright, \circ, \Delta, k]\{z\} \\
= & \left(\left\{u_{0}\right\} \diamond\left\{u_{0}^{\prime}\right\}\right) \diamond\left\{u_{0}^{\prime \prime}\right\} \circ\left(\left\{v_{1}\right\} \triangleright\left\{v_{1}^{\prime}\right\}\right) \triangleright\left\{v_{1}^{\prime \prime}\right\}\left(\left\{u_{1}\right\} \diamond\left\{u_{1}^{\prime}\right\}\right) \diamond\left\{u_{1}^{\prime \prime}\right\} \cdots \\
& \left(\left\{v_{k}\right\} \triangleright\left\{v_{k}^{\prime}\right\}\right) \triangleright\left\{v_{k}^{\prime \prime}\right\} \circ\left(\left\{u_{k}\right\} \diamond\left\{u_{k}^{\prime}\right\}\right) \diamond\left\{u_{k}^{\prime \prime}\right\} \\
= & \left\{u_{0}\right\} \diamond\left(\left\{u_{0}^{\prime}\right\} \diamond\left\{u_{0}^{\prime \prime}\right\}\right) \circ\left\{v_{1}\right\} \triangleright\left(\left\{v_{1}^{\prime}\right\} \triangleright\left\{v_{1}^{\prime \prime}\right\}\right)\left\{u_{1}\right\} \diamond\left(\left\{u_{1}^{\prime}\right\} \diamond\left\{u_{1}^{\prime \prime}\right\}\right) \cdots \\
& \left\{v_{k}\right\} \triangleright\left(\left\{v_{k}^{\prime}\right\} \triangleright\left\{v_{k}^{\prime}\right\}\right) \circ\left\{u_{k}\right\} \diamond\left(\left\{u_{k}^{\prime}\right\} \diamond\left\{u_{k}^{\prime \prime}\right\}\right) \\
= & \{x\}[\diamond, \triangleright, \circ, \Delta, k](\{y\}[\diamond, \triangleright, \circ, \Delta, k]\{z\})
\end{aligned}
\]
and \(\{\lambda\}\) is the unit element.

The binary operation \([\rho, \triangleright, 0, \Delta, k]\) is extended to arbitrary subsets \(A, B\) of \(M_{k}\) in a natural way by
\[
A[\diamond, \triangleright, \circ, \Delta, k] B=\bigcup_{x \in A, y \in B}(\{x\}[\diamond, \triangleright, \circ, \Delta, k]\{y\})
\]

Then \(\mathcal{M}_{[\varnothing, \Delta, 0, \Delta, k]}=\left(\mathcal{P}\left(M_{k}\right),[\diamond, \triangleright, o, \Delta, k],\{\lambda\}\right)\) is a monoid.
Moreover,
Lemma 6. The operation \([\diamond, \triangleright, ০, \Delta, k]\) is distributive with the operation \(\cup\) and the triple \(\mathcal{S}_{[\rho, \Delta, 0, \Delta, k]}=\left(\mathcal{P}\left(M_{k}\right), \cup,[\diamond, \triangleright, \circ, \Delta, k], \emptyset,\{\lambda\}\right)\) is a (generally noncommutative) \(\omega\) complete semiring.
\(\omega\)-complete means that any sequence \(\left(A_{i}\right)\) with \(A_{i} \in \mathcal{P}\left(M_{k}\right)\) and \(A_{i} \subseteq A_{i+1}\) for \(i \geq 0\) has a limit (supremum) in \(\mathcal{P}\left(M_{k}\right)\). This limit is
\[
A=\bigcup_{i \geq 0} A_{i} .
\]

Furthermore, for \(B \in \mathcal{P}\left(M_{k}\right)\),
\[
B[\diamond, \triangleright, \circ, \Delta, k] \bigcup_{i \geq 0} A_{i}=\bigcup_{i \geq 0}\left(B[\diamond, \triangleright, 0, \Delta, k] A_{i}\right)
\]
and
\[
\left(\bigcup_{i \geq 0} A_{i}\right)[\diamond, \triangleright, \circ, \Delta, k] B=\bigcup_{i \geq 0}\left(A_{i}[\diamond, \triangleright, \circ, \Delta, k] B\right) .
\]

For the theory of semirings one may consult the monographs [1] and [3].
Definition 7. If \(A \subseteq M_{k}, k \geq 0\), then the \(\Delta-k\)-mix operation closure of \(A\) is:
\[
\begin{aligned}
& A^{[0, \triangleright, 0, \Delta, k]}=\bigcup_{i \geq 0} A^{[0, \Delta, 0, \Delta, k](i)}, \text { where } \\
& A^{[0, \infty, 0, \Delta, k](0)}=\{\lambda\} \text { and } A^{[0,>, 0, \Delta, k](i+1)}=A[\diamond, \triangleright, o, \Delta, k] A^{[0, \Delta, 0, \Delta, k][i)} .
\end{aligned}
\]

Comment. Note that \(A^{[0 ;,, 0, \Delta, k]}\) is the submonoid generated by \(A\), with respect to \([\rho, \triangleright, \circ, \Delta, k]\), in the monoid \(\mathcal{M}_{[\rho, \Delta, 0, \Delta, k]}\) and in the semiring \(\mathcal{S}_{[0, \Delta, 0, \Delta, k]}\).

If \(\diamond\) and \(\triangleright\) are commutative, then \([\diamond, \triangleright, 0, \Delta, k]\) is commutative too.
The \(k-\Delta\)-mix operation will now be extended to arbitrary subsets from \(\Sigma^{*}\). The new operation will be denoted by \([\rho, \triangleright, \circ, \Delta]\).

Definition 8. Let \(x, y\) be in \(\Sigma^{+}\)such that \(\operatorname{deg}_{\Delta}(x)=n\) and \(\operatorname{deg}_{\Delta}(y)=m\). Assume that \(x=u_{0} v_{1} u_{1} \cdots v_{n} u_{n}, y=u_{0}^{\prime} v_{1}^{\prime} u_{1}^{\prime} \cdots v_{m}^{\prime} u_{m}^{\prime}\), with \(u_{0}, u_{0}^{\prime}, u_{n}, u_{m}^{\prime} \in \Gamma^{*}, u_{i} \in \Gamma^{+}, i=\) \(1, \cdots, n-1, v_{i} \in \Delta^{+}, i=1, \cdots, n, u_{i}^{\prime} \in \Gamma^{+}, i=1, \cdots, m-1, v_{i}^{\prime} \in \Delta^{+}, i=1, \cdots, m\). Then the \(\Delta-k\) mix operation of \(\{x\}\) with \(\{y\}\) is:

Case \(n \leq m\)
\[
\begin{aligned}
\{x\}[\diamond, \triangleright, \circ, \Delta]\{y\}= & \left(\left\{u_{0}\right\} \diamond\left\{u_{0}^{\prime}\right\}\right) \circ\left(\left\{v_{1}\right\} \triangleright\left\{v_{1}^{\prime}\right\}\right) \circ\left(\left\{u_{1}\right\} \diamond\left\{u_{1}^{\prime}\right\}\right) \cdots \\
& \left(\left\{v_{n}\right\} \triangleright\left\{v_{n}^{\prime}\right\}\right) \circ\left(\left\{u_{n}\right\} \diamond\left\{u_{n}^{\prime}\right\}\right) \circ \\
& \circ\left\{v_{n+1}^{\prime}\right\} \circ\left\{u_{n+1}^{\prime}\right\} \cdots\left\{v_{m}^{\prime}\right\} \circ\left\{u_{m}^{\prime}\right\}
\end{aligned}
\]

Case \(n \geq m\)
\[
\begin{aligned}
\{x\}[\diamond, \triangleright, \circ, \Delta]\{y\}= & \left(\left\{u_{0}\right\} \diamond\left\{u_{0}^{\prime}\right\}\right) \circ\left(\left\{v_{1}\right\} \triangleright\left\{v_{1}^{\prime}\right\}\right) \circ\left(\left\{u_{1}\right\} \diamond\left\{u_{1}^{\prime}\right\}\right) \cdots \\
& \left(\left\{v_{m}\right\} \triangleright\left\{v_{m}^{\prime}\right\}\right) \circ\left(\left\{u_{m}\right\} \diamond\left\{u_{m}^{\prime}\right\}\right) \circ \\
& \circ\left\{v_{m+1}\right\} \circ\left\{u_{m+1}\right\} \cdots\left\{v_{n}\right\} \circ\left\{u_{n}\right\}
\end{aligned}
\]

By definition:
\[
\{x\}[\triangleright, \triangleright, \circ, \Delta]\{\lambda\}=\{\lambda\}[\diamond, \triangleright, \circ, \Delta]\{x\}=\{x\} .
\]
\([\rho, \triangleright, o, \Delta]\) is extended to \(\mathcal{P}\left(\Sigma^{*}\right)\) in the usual way by
\[
A[\diamond, \triangleright, \circ, \Delta] B=\bigcup_{x \in A, y \in B}\{x\}[\diamond, \triangleright, \circ, \Delta]\{y\}
\]
for \(A, B \in \mathcal{P}\left(\Sigma^{*}\right)\).
Remark 9. Note that actually we have defined a left mix operation. A right one can be defined similarly.

For the special cases \(\Delta=\emptyset\) and \(\Delta=\Sigma\) we get the operations \(\diamond\) and \(\triangleright\), respectively.

Again, if \(\diamond\) and \(\triangleright\) are commutative then \([\diamond, \triangleright, \circ, \Delta]\) is commutative.
Lemma 10. For any \(\Sigma\) and \(\Delta \subseteq \Sigma\) the operation \([\diamond, \triangleright, \circ, \Delta]\) is associative, and the triple \(\mathcal{M}_{[0,\rangle, 0, \Delta]}=\left(\mathcal{P}\left(\Sigma^{*}\right),[\Delta, \triangleright, \circ, \Delta],\{\lambda\}\right)\) is a (noncommutative) monoid.

Proof. First, observe that \(\lambda\) is the unit element. It remains to show that \([0, \varnothing, 0, \Delta]\) is an associative operation on \(\mathcal{P}\left(\Sigma^{*}\right)\). Let \(x, y, z\) be in \(\Sigma^{+}\)with \(\operatorname{deg}_{\Delta}(x)=i, \operatorname{deg}_{\Delta}(y)=\) \(j\), and \(\operatorname{deg}_{\Delta}(z)=k\). Assume that \(x, y, z\) have canonical decompositions:
\[
x=u_{0} v_{1} u_{1} \cdots v_{i} u_{i}, y=u_{0}^{\prime} v_{1}^{\prime} u_{1}^{\prime} \cdots v_{j}^{\prime} u_{j}^{\prime}, z=u_{0}^{\prime \prime} v_{1}^{\prime \prime} u_{1}^{\prime \prime} \cdots v_{k}^{\prime \prime} u_{k}^{\prime \prime}
\]

Observe that:
\[
\begin{aligned}
& (\{x\}[\diamond, \triangleright, \circ, \Delta]\{y\})[\diamond, \triangleright, \circ, \Delta]\{z\}= \\
& \quad=\left(\left\{u_{0}\right\} \diamond\left\{u_{0}^{\prime}\right\} \diamond\left\{u_{0}^{\prime \prime}\right\}\right) \circ\left(\left\{v_{1}\right\} \triangleright\left\{v_{1}^{\prime}\right\} \triangleright\left\{v_{1}^{\prime \prime}\right\}\right) \circ\left(\left\{u_{1}\right\} \diamond\left\{u_{1}^{\prime}\right\} \diamond\left\{u_{1}^{\prime \prime}\right\}\right) \cdots \\
& \left(\left\{v_{s}\right\} \triangleright\left\{v_{s}^{\prime}\right\} \triangleright\left\{v_{s}^{\prime \prime}\right\}\right) \circ\left(\left\{u_{s} \diamond\left\{u_{s}^{\prime}\right\} \diamond\left\{u_{s}^{\prime \prime}\right\}\right) .\right. \\
& \cdot\left(\left\{v_{s+1}^{(1)} v_{s+1}^{(2)}\right)\left(u_{s+1}^{(1)} u_{s+1}^{(2)}\right) \cdots\right. \\
& \left(\left\{v_{r}^{(1)}\right\} \triangleright\left\{v_{r}^{(2)}\right\}\right) \circ\left(\left\{u_{r}^{(1)}\right\} \diamond\left\{u_{r}^{(2)}\right\}\right) \circ\left\{v_{r+1}^{(2)}\right\} \triangleright\left\{u_{r+1}^{(2)}\right\} \cdots \\
& \left\{v_{t}^{(2)}\right\} \circ\left\{u_{t}^{(2)}\right\}= \\
& \quad=\{x\}[\diamond, \triangleright, \circ, \Delta](\{y\}[\circ, \triangleright, \circ, \Delta]\{z\})
\end{aligned}
\]
where \(s=\min (i, j, k), r=\min (\{i, j, k\}-\{s\}), t=\max (i, j, k)\) and, moreover:
if \(i \leq j \leq k\), then \(v_{p}^{(1)}=v_{p}^{\prime}, u_{p}^{(1)}=u_{p}^{\prime}, v_{q}^{(2)}=v_{q}^{\prime \prime}, u_{q}^{(2)}=u_{q}^{\prime \prime}\), else
if \(i \leq k \leq j\), then \(v_{p}^{(1)}=v_{p}^{\prime \prime}, u_{p}^{(1)}=u_{p}^{\prime \prime}, v_{q}^{(2)}=v_{q}^{\prime}, u_{q}^{(2)}=u_{q}^{\prime}\), else
if \(j \leq i \leq k\), then \(v_{p}^{(1)}=v_{p}, u_{p}^{(1)}=u_{p}, v_{q}^{(2)}=v_{q}^{\prime \prime}, u_{q}^{(2)}=u_{q}^{\prime \prime}\), else
if \(j \leq k \leq i\), then \(v_{p}^{(1)}=v_{p}^{\prime \prime}, u_{p}^{(1)}=u_{p}^{\prime \prime}, v_{q}^{(2)}=v_{q}, u_{q}^{(2)}=u_{q}\), else
if \(k \leq i \leq j\), then \(v_{p}^{(1)}=v_{p}, u_{p}^{(1)}=u_{p}, v_{q}^{(2)}=v_{q}^{\prime}, u_{q}^{(2)}=u_{q}^{\prime}\), else
if \(k \leq j \leq i\), then \(v_{p}^{(1)}=v_{p}^{\prime}, u_{p}^{(1)}=u_{p}^{\prime}, v_{q}^{(2)}=v_{q}, u_{q}^{(2)}=u_{q}\),
where \(p=s+1, \ldots, r\) and \(q=s+1, \ldots, t\).
By the normal extension to arbitrary subsets \(A, B, C\) of \(\Sigma^{*}\),
\[
A \circ_{\Delta} B=\bigcup_{x \in A, y \in B} x \circ_{\Delta} y
\]
it follows that \([\rho, \triangleright, \circ, \Delta]\) is an associative operation.
Then, trivially
Lemma 11. For any \(\Delta \subseteq \Sigma\), the triple \(\mathcal{M}_{[\Delta, \Delta, 0, \Delta]}=\left(\mathcal{P}\left(\Sigma^{*}\right),[\diamond, \triangleright, 0, \Delta],\{\lambda\}\right)\) is a (noncommutative) monoid, and the quintuple \(\mathcal{S}_{[0, \triangleright, 0, \Delta]}=\left(\mathcal{P}\left(\Sigma^{*}\right), \cup, \emptyset,[\diamond, \triangleright, \circ, \Delta],\{\lambda\}\right)\) is an \(\omega\)-complete (noncommutative) semiring.

Definition 12. If \(A \subseteq \Sigma^{*}\) then the \(\Delta\)-mix operation closure of \(A\) is:
\[
\begin{aligned}
& A^{[0, \Delta, 0, \Delta]}=\bigcup_{i \geq 0} A^{(i)_{[0, \Delta, 0, \Delta]}} \text {, where } \\
& A^{[0, \Delta, 0, \Delta](0)}=\{\lambda\} \text { and } A^{[0, \Delta, 0, \Delta](i+1)}=A[\diamond, \triangleright, \circ, \Delta] A^{[0, \Delta, 0, \Delta](i)} .
\end{aligned}
\]

Comment. Note that \(A^{[8, \infty, 0, \Delta]}\) is the submonoid generated by \(A\), with respect to \([\rho, \Delta, 0, \Delta]\), in the monoid \(\mathcal{T}_{[0, \Delta, 0, \Delta]}\) and in the semiring \(\mathcal{S}_{[\rho, \Delta, 0, \Delta]}\).

Notation. For any \(k \geq 0\) let
\[
H_{k}=\bigcup_{i \leq k} M_{i}
\]

Lemma 13. For any \(\Delta \subseteq \Sigma\) and for any \(k \geq 0\),
\[
\mathcal{H}_{[\rho, \Delta, 0, \Delta, k]}=\left(\mathcal{P}\left(H_{k}\right), \cup, \emptyset,[\triangleright, \triangleright, \circ, \Delta, k],\{\lambda\}\right)
\]
is also a (noncommutative) semiring.
Proof. This fact follows from Lemma 11.
Definition 14. Let \(A \in \mathcal{S}_{[0, \Delta, o, \Delta]}, A \neq \emptyset\). The \(\Delta\)-degree of \(A\) is:
\[
\operatorname{deg}_{\Delta}(A)=\max \left(\left\{\operatorname{deg}_{\Delta}(x) \mid x \in A\right\}\right)
\]
if the maximum exists and \(\operatorname{deg}_{\Delta}(A)=\infty\) otherwise.
By definition, \(\operatorname{deg}_{\Delta}(\emptyset)=0\).
Note that the following fact holds:
\[
\operatorname{deg}_{\Delta}(A \cup B)=\max \left\{\operatorname{deg}_{\Delta}(A), \operatorname{deg}_{\Delta}(B)\right\}
\]

\section*{3. Equations and Systems of Equations}

Note that the semirings \(\mathcal{S}_{[0, \Delta, 0, \Delta, k]}, \mathcal{H}_{[0, \Delta, 0, \Delta, k]}\) and \(\mathcal{S}_{[0, \Delta, 0, \Delta]}\) are \(\omega\)-complete semirings, i.e. any increasing sequence \(\left(A_{n}\right)_{n \geq 0}\) of elements has the supremum in the corresponding semiring. The supremum of an increasing sequence \(\left(A_{n}\right)_{n \geq 0}\) will be denoted by \(\bigvee A_{n}\). Moreover, any of the above semirings has a first element (infimum), the empty set \(\emptyset\).

Lemma 15. Let \(A, B \in \mathcal{S}_{[0, \infty, 0, \Delta]}\). The equation \(X=A[0, \Delta, 0, \Delta] X \cup B\) has the (minimal) solution \(X_{0}=A^{[\triangleright, \triangleright, 0, \Delta]}[\triangleright, \triangleright, \circ, \Delta] B\).

Proof. Consider the function:
\[
\varphi: \mathcal{P}\left(\Sigma^{*}\right) \rightarrow \mathcal{P}\left(\Sigma^{*}\right) \varphi(C)=A[\diamond, \triangleright, \circ, \Delta] C \cup B
\]

It is easy to verify that \(\varphi\) is an \(\omega\)-continuous function, i.e. \(\varphi\) commutes with the supremum of increasing sequences of elements from \(\mathcal{S}_{[0, \Delta, 0, \Delta]}\). Therefore, by Kleene's fixed point theorem \(\varphi\) has a least fixed point, \(X_{0}=\bigvee \varphi^{n}(\emptyset)\), where \(\varphi^{n}\) means identity if \(n=0\) and \(\varphi^{n+1}=\varphi \circ \varphi^{n}\) if \(n>0\). In our case, we obtain \(X_{0}=A^{[0, \triangleright, o, \Delta]}[\diamond, \triangleright, \circ, \Delta] B\), which completes the proof.

Corollary 16. The result of the above lemma remains true if the semiring \(\mathcal{S}_{[0, \Delta, 0, \Delta]}\) is replaced by any of the semirings \(\mathcal{S}_{[\rho, \triangleright, 0, \Delta, k]}, \mathcal{H}_{[\rho, \triangleright, 0, \Delta, k]}, k \geq 0\).

Let \(X=\left\{X_{1}, \ldots, X_{n}\right\}\) be a set of variables such that \(X \cap \Sigma=\emptyset\).
Definition 17. A monomial over \(\mathcal{S}_{[0, \Delta, 0, \Delta]}\) with variables in \(X\) is a finite string of the form :
\[
A_{1}[\diamond, \triangleright, ০, \Delta] A_{2}[\diamond, \triangleright, \circ, \Delta] \ldots[\diamond, \triangleright, \circ, \Delta] A_{k}
\]
where \(A_{i} \in X\) or \(A_{i} \subseteq \Sigma^{*},\left|A_{i}\right|<\infty, i=1, \ldots, k\) (without loss of generality, \(A_{i}=\left\{\alpha_{i}\right\}\) with \(\alpha_{i} \in \Sigma^{*}\) suffices instead of \(A_{i} \subseteq \Sigma^{*}\) ).

A polynomial \(p(X)\) over \(\mathcal{S}_{[0, \Delta, 0, \Delta]}\) is a finite union of monomials.
A system of equations over \(\mathcal{S}_{[0,0,0, \Delta]}\) is a finite set of equations:
\[
E=\left\{X_{i}=p_{i}(X) \mid i=1, \ldots, n\right\}
\]
where \(p_{i}(X)\) are polynomials.
The solution of \(E\) is a \(n\)-tuple \(\left(L_{1}, \ldots, L_{n}\right)\) of languages over \(\Sigma\), with the property that \(L_{i}=p_{i}\left(L_{1}, \ldots, L_{n}\right)\) and the \(n\)-tuple is minimal with this property, i.e. if \(\left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right)\) is another \(n\)-tuple that satisfies \(E\), then \(\left(L_{1}, \ldots, L_{n}\right) \leq\left(L_{1}^{\prime}, \ldots, L_{n}^{\prime}\right)\) (where the order is defined componentwise with respect to inclusion).

As in the case of Lemma 15, see also [8], it can be shown that:
Theorem 18. Any system of equations over \(\mathcal{S}_{[0, \Delta, 0, \Delta]}\left(\mathcal{S}_{[0, \Delta, 0, \Delta, k]}, \mathcal{H}_{[0, \Delta, 0, \Delta, k]}, k \geq 0\right)\) has a unique solution.

Comment. This solution is also the least fixed point, and it is the limit of an iteration starting with \(\left(X_{1}, \cdots, X_{n}\right)=(\emptyset, \cdots, \emptyset)\).

\section*{4. Rational and Algebraic Languages with Mix Operation}

In this section we will consider properties of languages defined in a way analogous to the classical rational and algebraic languages, but with the operation \([\Omega, \triangleright, 0, \Delta]\). If necessary, we will also include the alphabet \(\Sigma\) into our notations.

Definition 19. A language \(L\) is (mix operation) algebraic over ( \(\Sigma, \Delta\) ) if and only if \(L\) is the component of the solution of a system of equations over \(\mathcal{S}_{[\rho, \Delta, 0, \Delta, \Sigma]}\).

Notation.
\[
\begin{aligned}
& \frac{\operatorname{Alg}([\diamond, \triangleright, \circ, \Delta, \Sigma])}{\operatorname{Alg}([\diamond, \triangleright, \circ, \Sigma])}=\{L \mid L \text { is }[\diamond, \triangleright, ০, \Delta] \text {-algebraic over }(\Sigma, \Delta\}, \\
& \bigcup_{\Delta \subseteq \Sigma} \underline{A l g}([\diamond, \triangleright, \circ, \Delta, \Sigma]), \\
& \underline{\operatorname{Alg}([\diamond, \triangleright, \circ])}=\{L \mid \exists \Sigma, L \in \underline{A l g}([\diamond, \triangleright, \circ, \Sigma])\} .
\end{aligned}
\]

Definition 20. The family of (mix operenation) rational languages over the semiring \(\mathcal{S}_{[\rho, \triangleright, 0, \Delta, \Sigma]}\) is the smallest family of languages, denoted \(\underline{\operatorname{Rat}([\diamond, \triangleright, ০, \Delta, \Sigma]) \text {, such }}\) that:
(i) if \(F \subseteq \Sigma^{*}\) finite, then \(F \in \operatorname{Rat}([\rho, \triangleright, \circ, \Delta, \Sigma])\).
(ii) if \(A, B \in \operatorname{Rat}([\rho, \triangleright, \circ, \Delta, \Sigma])\), then \(A \cup B \in \operatorname{Rat}([\rho, \triangleright, \circ, \Delta, \Sigma])\).
(iii) if \(A, B \in \overline{\operatorname{Rat}([\diamond, \triangleright, \circ, \Delta, \Sigma])}\) then \(A[\diamond, \triangleright, \circ, \bar{\Delta}] B \in \operatorname{Rat}([\diamond, \triangleright, \circ, \Delta, \Sigma])\).
(iv) if \(A \in \operatorname{Rat}([\Delta, \Delta, \circ, \Delta, \Sigma])\), then \(A^{[0, \Delta, 0, \Delta]} \in \operatorname{Rat}([\diamond, \triangleright, 0, \Delta, \Sigma])\).

Notation.
\[
\begin{aligned}
& \underline{\operatorname{Rat}([\diamond, \triangleright, 0, \Sigma])}=\bigcup_{\Delta \subseteq \Sigma} \underline{\operatorname{Rat}([\diamond, \triangleright, 0, \Delta, \Sigma])} \\
& \underline{\operatorname{Rat}([\diamond, \triangleright, 0])}=\{L \mid \exists \Sigma, L \in \underline{\operatorname{Rat}([\diamond, \triangleright, 0, \Sigma])\}}
\end{aligned}
\]

Definition 21. A monomial is rational iff it is of the form \(\alpha[\diamond, \Delta, \circ, \Delta] Y\) or of the form \(\alpha\), where \(Y\) is a variable and \(\alpha \in \Sigma^{*}\).

A polynomial is rational iff it is a finite union of rational monomials.
A system \(E=\left\{X_{i}=p_{i}(X) \mid i=1, \ldots, n\right\}\) is rational if each polynomial \(p_{i}\) is a rational polynomial, \(i=1, \ldots, n\).

The following theorem recovers a fundamental result:
Theorem 22. The following assertions are equivalent:
(i) \(L \in \underline{\operatorname{Rat}([\diamond, \triangleright, \circ, \Delta, \Sigma])}\).
(ii) \(L\) is a component of the solution of a rational system of equations over the semiring \(\mathcal{S}_{[0, \Delta, 0, \Delta, \Sigma]}\).

Proof. This follows in a straightforward way from the general theory of semirings, see [8] or [1].

Comment. The same holds if in Definition 21 rational is defined by using \(Y[\circ, \triangleright, \circ, \Delta] \alpha\) instead of \(\alpha[\rho, \triangleright, \circ, \Delta] Y\).

Comment. From the above theorem, it follows that
\[
\begin{aligned}
& \underline{\operatorname{Rat}([ }(\stackrel{\Delta}{ }, \triangleright, \circ, \Delta, \Sigma]) \subseteq \operatorname{Alg}([\Delta, \triangleright, \circ, \Delta, \Sigma]), \\
& \operatorname{Rat}([\rho, \triangleright, \circ, \Sigma]) \subseteq \operatorname{Alg}([\rho, \triangleright, \circ, \Sigma]), \\
& \underline{R a t([\rho, \triangleright, \circ])} \subseteq \operatorname{Alg}([\odot, \triangleright, \circ]) .
\end{aligned}
\]

The next theorem states some closure properties.
Theorem 23. For any \(\Sigma\) and for any \(\Delta, \Delta \subseteq \Sigma\), the class \(\operatorname{Alg}([\odot, \triangleright, \circ, \Delta, \Sigma])\) is closed under union \(\cup\), mix operation \([\diamond, \triangleright, \circ, \Delta]\), and \([\diamond, \triangleright, \circ, \Delta]\)-closure \({ }^{[\rho, \Delta, o, \Delta]}\).

Proof. (1) Let \(L_{1}, L_{2} \in \operatorname{Alg}([\rho, \triangleright, \circ, \Delta, \Sigma])\). There exist algebraic systems of equations \(E_{1}\) and \(E_{2}\) such that \(\overline{L_{i}}\) corresponds to the \(X_{i}\) component of the solution. Without loss of generality, we can assume that \(E_{1}\) and \(E_{2}\) have disjoint sets of variables.

Let \(X_{3}\) be a new variable and define the following system of algebraic equations:
\[
E_{3}=E_{1} \cup E_{2} \cup\left\{X_{3}=X_{1} \cup X_{2}\right\} .
\]

Obviously, the component of the solution of \(E_{3}\) corresponding to \(X_{3}\), is \(L_{3}=\) \(L_{1} \cup L_{2}\).
(2) For proving closure under \([\diamond, \triangleright, \circ, \Delta]\) define \(E_{3}\) as follows:
\[
E_{3}=E_{1} \cup E_{2} \cup\left\{X_{3}=X_{1}[\diamond, \triangleright, \circ, \Delta] X_{2}\right\}
\]

Obviously again, the component of the solution of \(E_{3}\) corresponding to \(X_{3}\), is the set \(L_{3}=L_{1}[\diamond, \triangleright, \circ, \Delta] L_{2}\).
(3) Finally, for \([\diamond, \triangleright, \circ, \Delta]\)-closure define:
\[
E_{3}=E_{1} \cup\left\{X_{3}=X_{1}[\diamond, \triangleright, \circ, \Delta] X_{3} \cup\{\lambda\}\right\}
\]

The component of the solution of \(E_{3}\) corresponding to the variable \(X_{3}\), is the set \(L_{3}=L_{1}^{[0, \triangleright, 0, \Delta]}\).

\section*{5. Rational and Algebraic Languages with Special Mix Operation}

In the remaining part of this paper we will assume the following additional conditions on the underlying operations \(\diamond, \triangleright\), and \(\circ\). The first one is on the lengths.
\[
\forall z \in\{x\} \bullet\{y\}:|z|=|x|+|y|
\]

Then all sets \(\{x\} \bullet\{y\}\) for \(\bullet \in\{\Delta, \triangleright, \circ\}\) are finite, as well as the set \(\{x\}[\Delta, \triangleright, \circ, \Delta]\{y\}\).

The second one concerns the Parikh vectors. It implies the first condition.
\[
\forall z \in\{x\} \bullet\{y\}: \pi(z)=\pi(x)+\pi(y) .
\]

The classical catenation - and shuffle \(\amalg\) are fulfilling these conditions.
Assuming the first condition the following pumping lemmata can be shown as in the classical case (see also [5]):
 \(n(L)>0\) such that, for any \(w \in \bar{L}\) with \(|w| \geq n(L)\), there exist \(x_{1}, x_{2}, x_{3} \in \Sigma^{*}\) such that:
(i) \(w \in\left\{x_{1}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{2}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{3}\right\}\).
(ii) \(0<\left|x_{2}\right| \leq n(L)\).
(iii) \(\left\{x_{1}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{2}\right\}^{[0, \triangleright, 0, \Delta]}[\diamond, \triangleright, \circ, \Delta]\left\{x_{3}\right\} \subseteq L\).

Lemma 25. Let \(L \in \operatorname{Alg}([\diamond, \triangleright, \circ])\) with \(L \subseteq \Sigma^{*}\). Then there exist \(\Delta \subseteq \Sigma\) and \(n(L)>0\) such that, for any \(w \in L\) with \(|w| \geq n(L)\), there exist \(x_{1}, x_{2}, x_{3}, x_{3}, x_{5} \in \Sigma^{*}\) such that:
(i) \(w \in\left\{x_{1}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{2}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{3}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{4}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{2}\right\}\).
(ii) \(\left|x_{2} x_{3} x_{4}\right| \leq n(L)\).
(iii) \(0<\left|x_{2} x_{4}\right|\)
(iv) \(\forall k \geq 0\) :
\(\left\{x_{1}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{2}\right\}^{[0, \triangleright, 0, \Delta](k)}[\diamond, \triangleright, \circ, \Delta]\left\{x_{3}\right\}[\diamond, \triangleright, \circ, \Delta]\left\{x_{4}\right\}^{[0, \triangleright, \circ, \Delta](k)}[\diamond, \triangleright, \circ, \Delta]\left\{x_{5}\right\} \subseteq\) \(L\).

As in the classical case, it is also possible to prove a result on the set of Parikh vectors of \(L \in \operatorname{Alg}([\rho, \triangleright, \circ])\).
 semilinear set.

Proof. This can be shown as in the classical case. Note that \(x[\rho, \triangleright, \circ, \Delta] y\) and \(x y\) yield the same Parikh vectors.

From this follows immediately
Corollary 27. Let \(L \in \underline{\operatorname{Alg}([\rho, \triangleright, \circ])}\). Then the set of lengths \(\nu(L)=\{|w| \mid w \in L\}\) is a semilinear set.

Lemma 28. \(\operatorname{Alg}([\Delta, \triangleright, o]) \subset \underline{C S}\).
Proof. For any \(L \in \operatorname{Alg}([\rho, \triangleright, \circ])\), i.e. \(L\) component of the minimal solution of an algebraic system of equations, it is easy to construct a LBA, verifying for any input \(w\) if \(w \in L\). Here we must point out that the system can be considered without coefficients \(\lambda\) and thus, in Kleene's iterations the length of words is strictly increasing. Therefore, \(\operatorname{Alg}([\Delta, \triangleright, \circ]) \subseteq \underline{C S}\).

Consider the language:
\[
L=\left\{a^{n} b^{n^{2}} \mid n>0\right\} .
\]

Obviously, \(L \in \underline{C S}\), but note that \(\nu(L)=\{|w| \mid w \in L\}\) is not a semilinear set. Thus, by Corollary 27, \(L \notin \operatorname{Alg}([\Delta, \triangleright, 0])\), hence the inclusion is strict.

Defining the language families \(\operatorname{Alg}(\diamond), \operatorname{Rat}(\diamond), \operatorname{Alg}(\triangleright), \operatorname{Rat}(\triangleright)\) in a similar way, and using Remark 9, the relations between these language families can be stated in the following diagram where all relations, except for that stated in Lemma 28, are also valid in the general case.


Finally, we show a decidability properties of \(\operatorname{Rat}([\rho, \triangleright, 0])\) which holds only for special mix operation with the first condition.

Theorem 29. The membership problem, the emptiness problem, and the infinity problem of \(\operatorname{Rat}([\rho, \triangleright, \mathrm{o}])\) are decidable.

Proof. This can be seen immediately from the finite representation of \(L \in\) \(\underline{\operatorname{Rat}([\rho, \triangleright, 0])}\) by \(\cup,[\rho, \triangleright, \circ, \Delta]\), and \({ }^{[0, \infty, 0, \Delta]}\).

Conclusion. In [9] the case [ \(\cdot, \amalg, \cdot]\) of \([\diamond, \triangleright, \circ\) ] was considered whereas in [5], [6], [7] the case of \([\cdot, \cdot, \cdot]\). In another paper we will investigate the remaining cases with . and \(\|\).
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\begin{abstract}
We investigate complexities of insertion operations on formal languages relatively to complexity classes. In this way, we introduce operations closely related to \(L O G(C F L)\) and \(N P\). Our results relativize and give new characterizations of the ways to relativize nondeterministic space.
\end{abstract}

\section*{1. Introduction}

There are many close connections between the theory of formal languages and structural complexity theory [14], [17]. While it is obvious to express the complexity of classes of formal languages in terms of completeness results, it is another question to classify the complexity of operations on formal languages [4], [11], [13]. Our approach is to determine relatively to a base complexity class \(A\). In this way, we consider two constructions: on the one hand we analyze the complexity of a single application of an operator op to \(A\). This leads to the class \(A P P L(A, o p)\) of all languages reducible to \(o p(L)\) for some \(L \in A\). The drawback of this class is that it is not necessarily closed under \(o p\), even if \(o p\) is idempotent. Therefore, we consider also the class \(H U L L(A, o p)\) which is the smallest class containing \(A\) and closed under \(o p\) as well as downward under logspace many-one reducibility.

In this notation, for example the relation between the Kleene star (STAR), nonerasing homomorphism (HOM) and the complexity classes \(N S p a c e(\log n), N P\), and \(1 D\) Space \((\log n)\) (the class of languages recognizable by logarithmically space bounded deterministic Turing machines with one-way input tape) are:
\[
\begin{aligned}
\text { NSpace }(\log n) & =A P P L(1 D S p a c e(\log n), S T A R) \\
& =H U L L(1 D S p a c e(\log n), S T A R)
\end{aligned}
\]
whereas for nonerasing homomorphisms we find
\[
\begin{aligned}
N S p a c e(\log n) & =A P P L(1 D S p a c e(\log n), H O M) \quad \text { and } \\
N P & =H U L L(1 D S p a c e(\log n), H O M) .
\end{aligned}
\]

There are many more relations like this, nearly all pertaining to the classes \(N S p a c e(\log n)\) and \(N P\). We remark that \(L O G(C F L)\), the complexity class generated by the context-free languages, has not been characterized in this way.

One of the main results of this paper will be the construction of an operation on formal languages filling this gap. The key observation to do this will be to consider operations which are iterations of simpler operations. As an example, Kleene's star operation may be regarded as the iterated application of the operation of concatenation. We will now replace concatenation by the more complex operation of (monadic)
insertion of languages. A similar approach was made in [6], [7], [10], [15] in terms of iterated substitution. The difference is that we here are interested in complexity theoretical aspects.

Since insertion is not associative there are several possibilities to iterate the operation of insertion. One is to do it outside-in (OI), i.e., to insert atomic words into composed ones, while inside-out (IO) iteration of insertion inserts composed words into atomic ones. It will turn out that outside-in iterated insertion characterizes \(N P\), while inside out iterated insertion characterizes \(N S p a c e(\log n)\). The anticipated operation characterizing \(L O G(C F L)\) is now obtained by iterating the operation of binary insertion. Again the outside-in iteration of binary insertion characterizes \(N P\), while the inside-out iteration now characterizes \(L O G(C F L)\). In particular we obtain the following equations:
1. \(N S p a c e(\log n)=A P P L\left(1 D S p a c e(\log n), I O_{M O N}\right)\) \(=H U L L\left(N S p a c e(\log n), I O_{M O N}\right)\),
2. \(\operatorname{LOG}(C F L)=A P P L\left(1 D S p a c e(\log n), I O_{\text {BIN }}\right)=\) \(H U L L\left(L O G(C F L), I O_{B I N}\right)\),
3. \(L O G(C F L)=A P P L(1 D S p a c e(\log n), O I)\),
4. \(N P=A P P L(D S p a c e(\log n), O I)=H U L L(N P, O I)\), and
5. \(N P=H U L L(1 D S p a c e(\log n), O I)\).

In a second part we show that all these relations relativize. It is interesting to see how the different ways to iterate insertions characterize the different ways to equip space bounded complexity classes with oracles: the two most important possibilities to relativize nondeterministic space are that of Ladner and Lynch [12] and that of Ruzzo, Simon, and Tompa [18]. These two notions carry over in a natural way to time and space bounded auxiliary pushdown automata. It turns out that the outsidein iteration of insertion corresponds to LL-relativizations while inside-out iterations pertain to RST-relativizations.

\section*{2. Preliminaries}

We assume the reader to be familiar with the basics of complexity theory as contained in [1], [9], [20]. In particular, we will deal with the well-known sequence of complexity classes:
\[
1 D S p a c e(\log n) \subseteq D S p a c e(\log n) \subseteq N S p a c e(\log n) \subseteq P \subseteq N P .
\]

Here 1DSpace \((\log n), D S p a c e(\log n), N S p a c e(\log n), P\), and \(N P\), respectively, denote the set of all problems recognizable in one-way logarithmic space, logarithmic space, nondeterministic logarithmic space, polynomial time, and nondeterministic polynomial time, respectively.

Completeness and hardness results are always meant with respect to deterministic logspace many-one reducibilities, unless otherwise stated. \(L \leq_{m}^{\log } M\) is used to denote the fact that \(L\) is reducible to \(M\). For a class \(A\) let \(L O G(A):=\left\{L \mid \exists_{M \in A}: L \leq_{m}^{\log }\right.\) \(M\}\). In addition, we use \(\lambda\) to denote the empty word, \(|w|\) for the length of a word \(w\), and \(w^{R}\) for the mirror image of \(w\).

In the following, we will often make use of the concept of auxiliary pushdown automaton [2], [9]. Let NAuxPDA-TimeSpace \((t(n), s(n))\) denote the set of all problems accepted by \(O(t(n))\) time- and \(O(s(n))\) space-bounded nondeterministic pushdown automata. The importance of this automaton model is demonstrated by its ability to represent the classes
\[
\begin{array}{rlll}
P & = & \text { NauxPDA-TimeSpace }\left(2^{O(n)}, \log n\right) & {[2] \text { and }} \\
\operatorname{LOG}(C F L) & =\text { NauxPDA-TimeSpace }\left(n^{(1)}, \log n\right) & {[19] .}
\end{array}
\]

Throughout this paper, we will consider complexities of operations on formal languages. In this context, we introduce a "measure" for the complexity of an operation relative to a complexity class.

Definition 1. Let \(o p\) be an operation on formal languages and \(A\) some class, then \(o p(A):=\{o p(L) \mid L \in A\}\).

We define \(\operatorname{APPL}(A, o p)\) to be the logspace many-one closure of \(o p(A)\), i.e., \(A P P L(A, o p)\) is the set \(L O G(o p(A))\). For iterating the APPL-operation on a class \(A\) of languages we define \(A P P L^{0}(A, o p):=A\) and \(A P P L^{i+1}(A, o p):=\) \(A P P L\left(A P P L^{i}(A, o p), o p\right)\).

Finally, let \(H U L L(A, o p)\) be the smallest complexity class closed under op that contains \(A\). In other words \(H U L L(A, o p):=\bigcup_{i \geq 0} A P P L^{i}(A, o p)\).

Obviously \(A P P L(A, o p) \subseteq H U L L(A, o p)\) and sometimes we refer to \(A\) in \(A P P L(A, o p)\) or \(H U L L(A, o p)\) as the base class.

\section*{3. Iterated Insertions}

We show that several nondeterministic complexity classes can be characterized in terms of formal language theoretical operations. One of the main results of this section will be the characterization of \(L O G(C F L)\). The formal language operations which will be studied in this section are natural generalizations of the concatenation operation, the so called insertion operations. Thus we define:

Definition 2. Let \(L_{1}\) and \(L_{2}\) be arbitrary languages. The monadic insertion of \(L_{1}\) into \(L_{2}\) is defined as \(L_{1} \rightarrow L_{2}:=\left\{w_{1} v w_{2} \mid v \in L_{1}\right.\) and \(\left.w_{1} w_{2} \in L_{2}\right\}\).

In contrast to operations like concatenation or shuffle, the above operation is not associative. Hence, there are several ways to iterate it. The first possibility is to insert composed words into "atomic words," i.e., to make the iteration in an insideout manner. Thus, for monadic insertion we define

\section*{Inside-Out monadic insertion}
1. Let \(I O_{M O N}(L, 0):=\{\lambda\}\) and \(I O_{M O N}(L,(i+1)):=I O_{M O N}(L, i) \rightarrow L\).
2. Finally set \(I O_{M O N}(L):=\bigcup_{i \geq 0} I O_{M O N}(L, i)\).

The other possibility to iterate the insertion process is in a so called outside-in manner, i.e., to insert "atomic words" into composed ones. Thus, for the monadic insertion we define:

\section*{Outside-in monadic insertion}
1. Set \(O I_{M O N}(L, 0):=\{\lambda\}\) and \(O I_{M O N}(L,(i+1)):=L \rightarrow O I_{M O N}(L, i)\).
2. Finally set \(O I_{M O N}(L):=\bigcup_{i \geq 0} O I_{M O N}(L, i)\).

Example 1. Let \(F\) be the finite set \(\{()\),\(\} . Then I O_{M O N} F\) is a linear language generated by the grammar \(G=(\{S\},\{()\}, P, S\),\() with the productions P=\{S \rightarrow\) \(\lambda, S \rightarrow(S), S \rightarrow S(), S \rightarrow() S, S \rightarrow()\}\). On the other hand one readily verifies that \(O I_{M O N}(F)\) equals to the Dyck set \(D_{1}\).

In next subsections, we will see that the complexity of these two iterated monadic insertions lead not to the class \(L O G(C F L)\), but again to \(N S p a c e(\log n)\) and \(N P\), only. Thus, in order to find a complete operation for \(L O G(C F L)\) we have to define a more "complicated" version of insertion.

Definition 3. Let \(L_{1}, L_{2}\), and \(L_{3}\) be arbitrary languages. The binary insertion of \(L_{1}\) and \(L_{2}\) into \(L_{3}\) is defined as
\[
\left(L_{1}, L_{2}\right) \rightarrow L_{3}:=\left\{w_{1} u w_{2} v w_{3} \mid u \in L_{1}, v \in L_{2}, \text { and } w_{1} w_{2} w_{3} \in L_{3}\right\}
\]

Again, we have two possibilities to iterate the insertion process:

\section*{Inside-Out binary insertion}
1. Set \(I O_{B I N}(L, 0):=\{\lambda\}, I O_{B I N}(L, 1):=L\), and \(I O_{B I N}(L,(i+1)):=\bigcup_{0 \leq j \leq i}\left(I O_{B I N}(L, j), I O_{B I N}(L,(i-j))\right) \rightarrow L\).
2. \(I O_{B I N}(L):=\bigcup_{i \geq 0} I O_{B I N}(L, i)\).

\section*{Outside-In binary insertion}
1. Let \(O I_{B I N}(L, 0):=\{\lambda\}, I O_{B I N}(L, 1):=L\), and \(O I_{B I N}(L,(i+1)):=\)
\[
\bigcup_{0 \leq j \leq 1}\left(O I_{B I N}(L, j), O I_{B I N}(L,(1-j))\right) \rightarrow O I_{B I N}(L, i) .
\]
2. \(O I_{B I N}(L):=\bigcup_{i \geq 0} O I_{B I N}(L, i)\).

For the outside-in binary insertion \(O I_{B I N}(L)\) one shows that this insertion process coincides with the outside-in monadic one. Thus, we have:

Lemma 1. \(O I_{M O N}(L)=O I_{B I N}(L)\) for arbitrary language \(L\).
Because of this lemma, we deal only with one outside-in operation in the sequel, and define \(O I(L):=O I_{M O N}(L)\) for an arbitrary language \(L\). Let us give a further example.

Example 2. Let \(F\) be the set of the previous example. By Lemma 1 and the definition of the \(O I\)-operation we have \(O I(F)=D_{1}\) and an easy induction on the iteration process shows that \(I O_{B I N}(F)=D_{1}\), too.

\subsection*{3.1. Closure under Iterated Insertion}

In this subsection, we show that several complexity classes are closed under iterated insertion. First, we consider inside-out iterated monadic and binary insertion. In both cases, the main idea for an algorithm to check \(I O_{M O N}(L)\) or \(I O_{B I N}(L)\) is the same. The machine that checks \(I O_{M O N}(L)\) membership works as follows: on input \(w\) it guesses a decomposition \(w=w_{1} u w_{2}\), checks whether \(w_{1} w_{2} \in L\), and recursively verifies that \(v\) belongs to \(I O_{M O N}(L)\). Then following proposition is easy to see:

Proposition 1. If \(s(n) \geq \log n\), then \(I O_{M O N}(N S p a c e(s(n))) \subseteq N S p a c e(s(n))\).
In case of binary inside-out iterated insertion we do similarly, but now using an auxiliary pushdown automaton. On input \(w\) the machine guesses a decomposition \(w_{1} u w_{2} v w_{3}\), checks whether \(w_{1} w_{2} w_{3} \in L\), and recursively verifies whether both words \(u\) and \(v\) belong to \(I O_{B I N}(L)\). To do so the machine stores the begin and end of the subwords \(u\) and \(v\) on its pushdown. If the nondeterministic auxiliary pushdown automaton that accepts \(L\) is \(O(t(n))\)-time and \(O(s(n))\) space bounded, then the machine that checks \(I O_{B I N}(L)\) membership is \(O(n \cdot t(n))\)-time and \(O(s(n))\) space bounded.

Theorem 1. Let \(s(n) \geq \log n\) and \(t(n) \geq n^{O(1)}\). If \(L\) is a member of the class NauxPDA-TimeSpace \((t(n), s(n))\), then the language \(I O_{B I N}(L)\) belongs to NauxPDA-TimeSpace \((n \cdot t(n), s(n))\).

Observe that with a little bit more advanced algorithm we can even check \(O I(L)\) membership in NauxPDA-TimeSpace \(\left(2^{O(s(n))}, s(n)\right)\) if \(L \in 1 D S p a c e(s(n))\). The only modification in the construction is, that the automaton which accepts \(O I_{M O N}(L)\), guesses a decomposition \(u_{0} w_{1} u_{1} w_{2} u_{2} \ldots u_{t-1} w_{t} u_{t+1}\) while the input head scans the input from left to right, and checks by simulating the one-way nondeterministic \(O(s(n))\) space bounded Turing machine whether \(w_{1} w_{2} \ldots w_{t}\) belongs to \(L\). Then the machine recursively verifies-as described above-whether the words \(u_{i}\), for \(0 \leq i \leq t+1\), belong to \(O I_{M O N}(L)\).

As an immediate consequence of the characterization of \(L O G(C F L)\) and \(P\) in terms of nondeterministic auxiliary pushdown automata [2], [19] we get the closure of both classes under inside-out iterated binary insertion.

Corollary 1. \(I O_{B I N}(L O G(C F L)) \subseteq L O G(C F L)\) and \(I O_{B I N}(P) \subseteq P\).
At this point we want to mention two things: (1) The construction presented to check \(I O_{B I N}\)-membership can be generalized to IO-membership for insertions where the possible insertion points into a word is constantly bounded. Hence, e.g., \(L O G(C F L)\) is also closed under iterated inside-out ternary insertion. (2) Moreover, we want to point out that DSpace \(\left(\log ^{2} n\right)\) is closed under both types of inside-out iterated insertion.

Finally, we mention the closure of \(N P\) under \(O I\)-operation. This proof is straightforward and is left to the reader.

Proposition 2. \(O I(N P) \subseteq N P\).

\subsection*{3.2. Hardness of Iterated Insertion}

For technical reasons we introduce a notation, the so-called insertion tree, which is helpful in analyzing inside-out iterated monadic and binary insertion.

Definition 4. An insertion tree over a terminal alphabet \(T\) is a construct \(I=\left(V, h, x_{0}, l a b e l, T\right)\), where
1. ( \(V, h, x_{0}\) ) is a tree rooted in \(x_{0} \in V\), i.e., \(h: V \rightarrow V\) points every node to its father, \(h\left(x_{0}\right)=x_{0}\) and for all \(x \in V\) there exists an \(n \geq 0\) such that \(h^{n}(x)=x_{0}\).
2. label : \(V \rightarrow T^{*}\left(V T^{*}\right)^{*}\) is the labelling function.

For an insertion tree \(I\) we define the functions
1. word: \(V \rightarrow T^{*}\), by \(\operatorname{word}(x):=w_{0} w_{1} \ldots w_{t}\), if \(\operatorname{label}(x)=w_{0} x_{1} w_{1} \ldots w_{t-1} x_{t} w_{t}\),
2. yield: \(V \rightarrow T *\) inductively by yield \((x)=w_{0} y\) ield \(\left(x_{1}\right) w_{1} \ldots w_{t-1}\) yield \(\left(x_{t}\right) w_{t}\), if \(\operatorname{label}(x)=w_{0} x_{1} w_{1} \ldots w_{t-1} x_{t} w_{t}\).

An insertion tree \(I\) is called (1) monadic if the mapping label only takes images in \(T^{*} \cup T^{*} V T^{*}\) and (2) binary if it only takes images in \(T^{*} \cup T^{*} V T^{*} V T^{*}\).

Obviously, for any language we have:
Lemma 2. Let \(L \subseteq T^{*}\) and \(w \in T^{*}\). The word \(w\) belongs to \(I O_{M O N}(L)\) \(\left(I O_{B I N}(L), O I(L)\right.\), respectively) if and only if there exists a monadic (binary, arbitrary, respectively) insertion tree \(I=\left(V, h, x_{0}\right.\), label \()\) such that yield \(\left(x_{0}\right)=w\) and for all \(x \in V\) we have \(w o r d(x) \in L \cup\{\lambda\}\).

\subsection*{3.2.1. Hardness of the \(I O_{M O N}\)-Operation}

The following theorem shows close relation of \(I O_{M O N}\) and \(N S p a c e(\log n)\). We state it without proof, since it is very similar to that on showing the analogous results of the Kleene star operation [4], [16].

Theorem 2. There is a language \(L_{M}\) in \(1 D S p a c e(\log n)\) such that \(I O_{M O N}\left(L_{M}\right)\) is NSpace \((\log n)\)-complete.

Essentially the strings in \(L_{M}\) are of the form \(b^{n} \$\left(a^{*} \$ b^{*} \$\right)^{*} \#\left(\$ a^{*} \$ b^{*}\right)^{*} \$ a^{n}\). The Kleene closure of this language is \(N \operatorname{Space}(\log n)\)-complete. But the power of the \(I O_{M O N}\)-operation makes it necessary to extend the construction in order to avoid "wrong" insertion. The details are similar to, although less extensive than, those provided in Theorem 3. Using Proposition 1 we get:

Corollary 2. \(N\) Space \((\log n)=A P P L\left(1 D S p a c e(\log n), I O_{M O N}\right)\)
\[
=H U L L\left(N S p a c e(\log n), I O_{M O N}\right)
\]

This implies the following equalities: \(A P P L\left(1 D S p a c e(\log n), I O_{M O N}\right)=\) \(\operatorname{APPL}\left(D \operatorname{Space}(\log n), I O_{M O N}\right)=H U L L\left(1 D \operatorname{Space}(\log n), I O_{M O N}\right)\). Later we will see that the \(O I\)-operation is much more sensitive with respect to this difference.

\subsection*{3.2.2. Hardness of the \(I O_{B I N}\)-Operation}

Before we come to one of the main results of this paper establishing a close link between iterated binary insertion and polynomially time bounded auxiliary pushdown automata we need the following lemma.

Lemma 3. There exists a \(L O G(C F L)\)-complete context-free language which is generated by a context-free grammar \(G=(N, T, P, S)\), with nonterminals \(N\), terminals \(T\), axiom \(S\), and production set \(P \subseteq N \times\left(T \cup T N^{2}\right)\).

Observe, that context-free grammars which satisfy \(P \subseteq N \times\left(T \cup T N^{2}\right)\) can only generate words of odd length. Hence such a normal-form for context-free grammars does not exist in general.

Proof. Without loss of generality one can assume that the \(L O G(C F L)\)-complete context-free language \(L\) is generated by a grammar \(G=(N, T, P, S)\) being in 2standard Greibach normal-form, i.e.,
\[
P \subseteq N \times\left(\left(T \cup T(N \backslash\{S\}) \cup T(N \backslash\{S\})^{2}\right)\right.
\]

We will use new symbols \#, \(X\) with subscripts which are not contained in \(N\) and \(T\). We first modify the production set \(P\) in the following way:
\[
\begin{aligned}
P_{1}:= & \{A \rightarrow a a \mid A \rightarrow a \in P\} \cup\{A \rightarrow a a B \mid A \rightarrow a B \in P\} \cup \\
& \{A \rightarrow a a B C \mid A \rightarrow a B C \in P\} .
\end{aligned}
\]

Observe that the language \(G_{1}=\left(N, T, P_{1}, S\right)\) is \(L O G(C F L)\)-complete, too. Then let us construct a grammar \(G_{2}\) with \(L\left(G_{2}\right)=L\left(G_{1}\right)\{\#\}\). Every word that belongs to \(L\left(G_{1}\right)\{\#\}\) has odd length. Set
\[
\begin{aligned}
& P_{2}:=\left\{X_{a} \rightarrow a \mid a \in T\right\} \cup \\
&\left\{X_{A b} \rightarrow a X_{a} X_{b}, X_{b A} \rightarrow b X_{a} X_{a}, X_{b D A} \rightarrow b X_{D a} X_{a} \mid A \rightarrow a a \in P_{1}\right\} \cup \\
&\left\{X_{A b} \rightarrow a X_{a} X_{B b}, X_{b A} \rightarrow b X_{a} X_{a B}, X_{b D A} \rightarrow b X_{D a} X_{a B} \mid\right. \\
&\left\{\begin{array}{l}
\left.A \rightarrow a a B \in P_{1}\right\} \cup \\
\end{array}\right. \\
& \\
& \\
& A \rightarrow a X_{a B} X_{C b}, X_{b A} \rightarrow b X_{a} X_{a B C}, X_{b D A} \rightarrow b X_{D a} X_{a B C} \mid \\
&\left.A C \in P_{1}\right\}
\end{aligned}
\]
and let
\[
G_{2}=\left(N \cup\left\{X_{S \#}\right\} \cup\left\{X_{a}, X_{a B}, X_{a B C} \mid a \in T \text { and } B, C \in N\right\}, T \cup\{\#\}, P_{2}, X_{S \#}\right)
\]

Then \(P_{2}\) has the expected normal-form, and obviously \(L\left(G_{2}\right)\) is \(L O G(C F L)\)-complete.

Theorem 3. There is a set \(L_{B}\) in \(1 D S p a c e(\log n)\) such that both \(O I_{M O N}\left(L_{B}\right)\) and \(I O_{B I N}\left(L_{B}\right)\) are \(L O G(C F L)\)-complete.

Proof. We start with a \(\operatorname{LOG}(C F L)\)-complete language \(L_{1}\) which is generated by a context-free grammar \(G=(N, T, P, S)\) satisfying the requirement of the above lemma.

Observe that we do not require \(L_{1}\) to be a hardest language in the sense of Greibach [6], but only to be \(L O G(C F L)\)-complete. Our construction closely follows that one of Greibach although we have to be more careful due to the nonsequential nature of iterated insertion (compared to inverse homomorphism).

In the following we will need new symbols \(\$, \#, 0,2\), and \(F\) contained in neither \(N\) nor \(T\). In addition, let \(\bar{N}:=\{\bar{A} \mid A \in N \cup\{F\}\}\) be a disjoint copy of \(N \cup\{F\}\).

For an arbitrary \(a \in T\) consider all productions \(p_{1}, \ldots, p_{k}\) such that \(p_{i} \in N \times(a \cup\) \(a N^{2}\) ) for each \(1 \leq i \leq k\). For each \(i \geq 0\) and each \(1 \leq j \leq k\) define
\[
f_{i}^{a}(j):= \begin{cases}\bar{A} 2 C B \$^{i} & \text { if } p_{j} \text { equals } A \rightarrow a B C^{1} \\ \bar{A} 0 \$^{i} & \text { if } p_{j} \text { equals } A \rightarrow a\end{cases}
\]
and
\[
f_{i}^{\prime a}(j):= \begin{cases}\lambda & \text { if } p_{j} \text { equals } A \rightarrow a B C \\ \bar{A} 2 F F \$^{i} & \text { if } p_{j} \text { equals } A \rightarrow a .\end{cases}
\]

Further on we set
\[
g_{i}^{a}:=\$^{i} f_{i}^{a}(1) f_{i}^{a}(2) \ldots f_{i}^{a}(k) \quad \text { and } \quad g_{i}^{\prime a}:=\$^{i} f_{i}^{\prime a}(1) f_{i}^{\prime a}(2) \ldots f_{i}^{\prime a}(k)
\]

\footnotetext{
\({ }^{1}\) Observe the inversion of \(B\) and \(C\).
}

For a word \(w=a_{1} \ldots a_{n} \in T^{*}\) with \(a_{i} \in T\) we define
\[
h\left(a_{1} \ldots a_{n}\right):=S \# g_{1}^{a_{1}} \# g_{2}^{a_{2}} \# \ldots \# g_{n-1}^{a_{n-1}} \# g_{n}^{\prime a_{n}} \# \$^{n+1} \bar{F} 0 \$^{n+1} \# \$^{n+2} \bar{F} 0
\]

Obviously, the mapping is computable in deterministic logarithmic space.
Now we define the language \(L_{B}\). First let
\[
R:=\{\bar{A} 0 \mid A \in N \cup\{F\}\} \cup\{\bar{A} 2 B C \mid A \in N \text { and } B, C \in N \cup\{F\}\}
\]
and for \(i \geq 0\) set \(R_{i}:=\$^{i}\left(R \$^{i}\right)^{*}\). Finally, define
\[
L_{B}:=\left\{A \alpha \# \beta \bar{A} c \mid \exists i \geq 1: \alpha \in R_{i-1}, \beta \in R_{i} ; A \in N \cup\{F\} ; c \in\{0,2\}\right\} .
\]

Obviously, \(L_{B}\) is a member of \(1 D S p a c e(\log n)\).
The idea underlying this construction is to translate a derivation tree of \(G\) into an insertion tree as follows: if \(A\) is a nonterminal labelling the root of a subderivation tree \(\mathcal{D}\) and \(B\) and \(C\) are the root-labels of the left and right subtrees \(\mathcal{D}_{L}\) and \(\mathcal{D}_{R}\), there will be three elements of \(L_{B}\), namely \(w_{A}:=A \alpha \# \beta \bar{A} 2, w_{B}:=B \alpha^{\prime} \# \beta^{\prime} \bar{B} c^{\prime}\), and \(w_{C}:=C \alpha^{\prime \prime} \# \beta^{\prime \prime} \bar{C} c^{\prime \prime}\). The corresponding part of the insertion tree will consist of \(w_{A}\) on top, \(w_{C}\) inserted at the very right end of \(w_{A}\), and \(w_{C}\) inserted after the first symbol of \(w_{C}\), which is the symbol \(C\). That is left brothers become the left sons of the right brothers. This is illustrated in Figure 1.


Figure 1. The conversion of a derivation tree into an insertion tree
Now we have to prove \(w \in L_{1}\) if and only if \(h(w) \in O I\left(L_{B}\right)\) if and only if \(h(w) \in\) \(I O_{B I N}\left(L_{B}\right)\). It is easy to show that \(w \in L_{1}\) implies \(h(w) \in I O_{B I N}\left(L_{B}\right)\) and hence \(h(w) \in O I\left(L_{B}\right)\). The converse makes use of the many additional features which we added to Greibach's construction [6].

Let us assume \(h(w) \in O I\left(L_{B}\right)\). Then there exists an insertion tree \(I=\) \(\left(V, h, x_{0}\right.\), label \()\) with yield \(\left(x_{0}\right)=h(w)\) and \(\operatorname{word}(x) \in L_{B}\) for all \(x \in V\). We proceed in several stages:

Step 1 Let \(x \in V\) and \(\operatorname{label}(x)=w_{0} x_{1} w_{1} \ldots x_{t} w_{t}\). Due to the increasing length of the \(\$^{i}\)-blocks it is easy to see that for a typical element \(A \alpha \# \beta \bar{A} c \in L_{B}\) there are only three places to perform insertion: before \(A\), behind \(A\), or after the \(c\). Otherwise the resulting word could no longer be a subword of \(h(w)\).

Step 2 We can rearrange \(I\) in the following way: First, \(I\) no longer has nodes inserting the empty word, and second whenever two nodes in \(I\) are directly neighboured, i.e., the concatenation of the yields is a subword of \(h(w)\), the right one is inserted as a son at the very right end of the left one. The way to rearrange \(I\) is indicated in the Figures 2 and 3.


Figure 2. First rearrangement of the insertion tree \(I\).

Step 3 After the rearrangement, each node \(x\) of \(I\) is either a leaf or has at most two sons, one inserted at the right end of \(\operatorname{word}(x)\) and one after the first symbol of \(\operatorname{word}(x)\). Let \(x\) be in \(V\) and \(\operatorname{word(x)}=A \alpha \# \beta \bar{A} c \in L_{0}\). Then we set nonterminal \((x):=A\) and \(\operatorname{index}(x):=i\) if \(\beta \in R_{i}\) (and \(\alpha \in R_{i-1}\) ). It is not hard to work out that nonterminal \(\left(x_{0}\right)=S\).

Step 4 The structure of the mapping \(h\) enforces the following claim:
Claim. If \(x \in V\) with \(\operatorname{word}(x)=A \alpha \# \beta \bar{A} c\) possesses a right son \(y\), inserted after the symbol \(c\), then (1) \(c=2\) and (2) \(y\) possesses a left son \(z\) inserted after the first symbol of word ( \(y\) ).

Proof. If word \((y)=C \alpha^{\prime \prime} \# \beta^{\prime \prime} \bar{C} c^{\prime \prime}\), then \(\bar{A} c C\) must be a subword of \(h(w)\), since otherwise nothing is inserted left of \(C\). Hence \(c\) cannot be 0 , but must be 2 . But then we need a second nonterminal following the symbol 2. This can be only provided by the insertion of a left son \(z\) after symbol \(c\).

Step 5 Inductively we define the mapping derive : \(V \rightarrow T^{*}\) by derive(x):= \(a_{i}\), if \(x\) does not possess a right son in \(I\). Here \(i:=\) index \((x)\). If \(i \geq n+1\), we set \(a_{i}:=\lambda\). If \(x\) possesses a right son \(y\) we know by the previous step that \(y\) in turn possesses a left son \(z\). In this case we define \(\operatorname{derive}(x):=a_{i} \operatorname{derive}(z) \operatorname{derive}(y)\). The reader may verify that \(\operatorname{derive}\left(x_{0}\right)=w\) !

Step 6 For each \(x \in V\) with index \((x) \leq n\) we have \(A \Rightarrow_{G}^{*}\) derive \((x)\). In particular \(S=\) nonterminal \(\left(x_{0}\right) \Rightarrow_{G}^{*} w\), i.e., \(w \in L_{1}\).

Proof. If \(x\) has no right son, then \(\operatorname{word}(x)=A \alpha \# \beta \bar{A} 0\) for some \(\alpha \in R_{i-1}\), \(\beta \in R_{i}\), and \(i:=\operatorname{index}(x)\). Hence, \(\$^{i} \bar{A} 0\) is a subword of \(h(w)\) and \(g_{i}^{a_{i}}\). This implies that \(A \rightarrow a_{i}\) is in \(P\). Hence \(A \Rightarrow{ }_{G}^{1} a_{1}=\operatorname{derive}(x)\).
If \(x\) possesses a right son \(y\) with nonterminal \((y)=C\), then by Step 4 the node \(y\) has a left son \(z\) with nonterminal \((z)=B\). Then we have that \(\$^{i} A 2 C B\) is a subword of \(h(w)\) and hence of \(g_{i}^{a_{i}}\). This implies \(A \rightarrow a_{i} B C\) is in \(P\). Hence, by induction \(A \Rightarrow{ }_{G}^{1} a_{i} B C \Rightarrow{ }_{G}^{*} a_{i} \operatorname{derive}(z) \operatorname{derive}(y)=\operatorname{derive}(x)\).


Figure 3. Second rearrangement of the insertion tree \(I\).
Using Corollary 1 we get:
Corollary 3.
1. \(L O G(C F L)=A P P L\left(1 D S p a c e(\log n), I O_{B I N}\right)\)
\(=H U L L\left(L O G(C F L), I O_{B I N}\right)\).
2. \(\operatorname{LOG}(C F L)=A P P L(1 D S p a c e(\log n), O I)\).

\subsection*{3.2.3. Hardness of the OI-Operation}

In this sub-subsection, we will exhibit some crucial differences in the structural behaviour of \(O I\) compared with \(I O_{M O N}\) and \(I O_{B I N}\).

Theorem 4. \(N P=A P P L(D \operatorname{Space}(\log n), O I)\)
\[
=H U L L(1 D S p a c e(\log n), O I)=H U L L(N P, O I)
\]

Proof. We first show the inclusion \(N P \subseteq A P P L(D S p a c e(\log n), O I)\). Let \(L_{1}\) and \(L_{2}\) bet the sets:
\[
\begin{aligned}
L_{1}:=\left\{\$ a_{1} \$ \$ a_{2} \$ \$ \ldots \$ \$ a_{k} \$ \# b \# \mid a_{1}, \ldots, a_{k}, b\right. \text { are binary numbers } \\
\text { with } \left.\sum_{i=1}^{k} a_{i}=b\right\} \text { and } \\
L_{2}:=\{\$ a \$ \mid a \text { is a binary number }\} .
\end{aligned}
\]

Now set \(L_{O I}:=L_{1} \cup L_{2}\). Obviously, \(L_{O I}\) belongs to \(D \operatorname{Space}(\log n)\) and language \(O I\left(L_{O I}\right) \cap\left(\left(\$\{0,1\}^{*} \mathcal{S}\right)^{*} \#\{0,1\}^{*} \#\right)\) is the \(N P\)-complete subset-sum problem (see, e.g., [20]). Hence, \(O I_{M O N}\left(L_{O I}\right)\) is \(N P\)-complete, too.

The inclusion \(A P P L(D S p a c e(\log n), O I) \subseteq H U L L(1 D S p a c e(\log n), O I)\) follows since the former class is included in \(A P P L^{2}(1 D S p a c e(\log n), O I)\). Finally, \(H U L L(1 D S p a c e(\log n), O I) \subseteq H U L L(N P, O I)\) is trivial and to close the circle we use Proposition 2 and the fact that \(N P\) is closed under deterministic logarithmic space bounded reducibilities, which gives us \(H U L L(N P, O I) \subseteq N P\).

We want to mention that the above given construction even works with an "unbounded" variant of insertion, i.e., the number of insertion points are not bounded any more. Moreover, if one modifies set \(L_{2}\) to be \(\left\{\$ a_{1} \$ \$ a_{2} \$ \$ \ldots \$ \$ a_{k} \$ \mid\right.\) \(a_{1}, a_{2}, \ldots, a_{k}\) are binary numbers \(\}\), then one obtains subset-sum with the shuffle operation ( \(S H U\) ). Since \(N P\) is closed under shuffle it equals the complexity class \(A P P L(D S p a c e(\log n), S H U)\). This strengthens a result in \([8]\).

In the light of construction following Theorem 1 we should not hope to find a language \(L\) in \(1 D \operatorname{Space}(\log n)\) with an \(N P\)-complete set \(O I(L)\), since this would imply \(L O G(C F L)=P=N P\).

This sensitivity of the \(O I\)-operation with respect to the used base class leads to surprising phenomena: \(O I\) compared to \(I O_{M O N}\) is idempotent, i.e., \(O I(O I(L))=O I(L)\) while in general \(I O_{M O N}(L) \subseteq I O_{M O N}\left(I O_{M O N}(L)\right)\) for a language \(L\). But on the other hand, we have \(A P P L\left(1 D S p a c e(\log n), I O_{M O N}\right)=A P P L^{2}\left(1 D S p a c e(\log n), I O_{M O N}\right)\) while \(A P P L(1 D S p a c e(\log n), O I)=L O G(C F L)\) seems to be different from the class \(A P P L^{2}(1 D S p a c e(\log n), O I)=N P\).

\subsection*{3.3. Relativizations}

We show that all the relations found in the previous section relativize. For space bounded complexity classes, there are two main possibilities to relativize them, i.e., to equip space bounded machines with an oracle mechanism. In the approach of Ladner and Lynch [12], further called LL-relativization, the machine may use all of its power to generate oracle queries, while in the approach of Ruzzo, Simon, and Tompa [18], further called RST-relativization, the queries have to be generated deterministically. As usual, the use of parentheses is reserved for the LL-mechanism, while the use of the RST-relativization is indicated by using angles. Hence, for an arbitrary oracle set \(A\) one gets, e.g., in case of nondeterministic logspace bounded Turing machines the LLrelativized class \(N\) Space \((\log n)^{(A)}\) and the RST-relativized version \(N S p a c e(\log n)^{(A)}\), respectively. Observe that in case of deterministic logspace bounded machines both relativizations coincide.

In [13] it was shown that the relations
1. \(N P=A P P L(D S p a c e(\log n), H O M)=H U L L(D S p a c e(\log n), H O M)\),
2. NSpace \((\log n)=A P P L(1 D S p a c e(\log n), H O M)\),
3. \(N P=H U L L(1 D S p a c e(\log n), H O M)\), and
4. \(\quad\) NSpace \((\log n)=A P P L(D S p a c e(\log n), S T A R)\)
\(=H U L L(D S p a c e(\log n), S T A R)\)
relativize, i.e, for an arbitrary oracle set \(A\) we have:
1. \(N P^{(A)}=A P P L\left(D S p a c e(\log n)^{(A)}, H O M\right)=H U L L\left(D S p a c e(\log n)^{(A)}\right.\), \(H O M)\),
2. NSpace \((\log n)^{(A)}=A P P L\left(1 D S p a c e(\log n)^{(A)}, H O M\right)\),
3. \(N P^{(A)}=H U L L\left(1 D S p a c e(\log n)^{(A)}, H O M\right)\), and
```

4. $\quad$ SSpace $(\log n)^{(A)}=A P P L\left(D S p a c e(\log n)^{(A)}, S T A R\right)$
$=H U L L\left(D S p a c e(\log n)^{(A)}, S T A R\right)$.
```

Observe that in the fourth relation the RST- and and in the second relation the LL-relativization is used.

We will see this pattern again, when replacing nonerasing homomorphism by outside-in iterated insertion and the Kleene closure by inside-out iterated insertion. Before we can state our theorem, we need the following definition:

Definition 5. A doubly RST-restricted nondeterministic polynomially time bounded logspace auxiliary oracle pushdown automaton is a nondeterministic polynomially time and logspace bounded pushdown automaton equipped with an oracle mechanism (tape, query- and answer states), which is not allowed to use nondeterminism or its pushdown store while writing on its oracle tape \({ }^{2}\).

The class of languages reducible to an oracle set \(A\) via a doubly RST-restricted nondeterministic polynomially time bounded logspace augmented oracle pushdown automaton is denoted by NauxPDA-TimeSpace \(\left(n^{O(1)}, \log n\right)^{\langle A\rangle}\).

Theorem 5. For an arbitrary oracle set \(A\) we have:
```

1. $N P^{(A)}=H U L L\left(1 D S p a c e(\log n)^{(A)}, O I\right)$.
2. $N P^{(A)}=A P P L\left(D S p a c e(\log n)^{(A)}, O I\right)=H U L L\left(D S p a c e(\log n)^{(A)}, O I\right)$.
3. $N$ Space $(\log n)^{(A)}=A P P L\left(1 D S p a c e(\log n)^{(A)}, I O_{M O N}\right)$
$=H U L L\left(1 D S p a c e(\log n)^{(A)}, I O_{M O N}\right)$.
4. NauxPDA-TimeSpace $\left(n^{O(1)}, \log n\right)^{\langle A\rangle}$
$=A P P L\left(1 D S p a c e(\log n)^{(A)}, I O_{B I N}\right)$
$=H U L L\left(1 D S p a c e(\log n)^{(A)}, I O_{B I N}\right)$.
```

In the cases 1 till 3 it is possible to put oracle queries in the sets constructed in the Theorem 2 and 4, very similar to the methods used in [13]. The idea to prove 4 is a bit more complicated since one has to deal with pushdown automata instead of grammars. That is, one has to combine the triple-construction with the inside-out iterated binary operation.

\section*{4. Conclusions}

We investigated the computational power of operations on formal languages with respect to simple complexity classes. We introduced two new operations which were closely related to \(L O G(C F L)\) and \(N P\). We mention in passing that similar results can be obtained when iterating the operation of deletion, defined in correspondence to that of insertion.

There are several questions left open. An interesting aspect is the treatment of abstract storage types. Most results concerning context-free languages and pushdown

\footnotetext{
\({ }^{2}\) This is equivalent to a logarithmic bound on the oracle queries, if the oracle has access to the input word.
}
automata have been shown to remain valid if we replace in the automaton the pushdown store by another arbitrary storage device. For languages this led to the notions of abstract families of automata or of automata with abstract storage [3], [5]. Essentially this led to the construction of permissible sequences of basic instructions of a storage type. For instance, the Dyck sets are the languages of correct computations of a pushdown store. In our framework this leads to the task to construct to an abstract storage type X a characteristic operation \(o p_{\mathrm{X}}\), which would play for X that role which inside-out iterated binary insertion plays for the context-free languages. The advantage of this approach is that all results obtained in this way would relativize.
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\begin{abstract}
A language \(L \subseteq \Sigma^{*}\) is confluent with respect to a given quasi order \(\leq\) on \(\Sigma^{*}\) if, for any \(x, y \in L\), there is \(z \in L\) such that \(x \leq z\) and \(y \leq z . L\) is confluent with respect to \(\leq\) in generalized sense if it is a finite union of languages confluent with respect to \(\leq\). We investigate in this paper the decidability of the generalized confluence problem with respect to the prefix partial order and the factor partial order for context-free languages, thus generalizing previous results concerning the decidability of the ordinary confluence problem.
\end{abstract}

\section*{1. Introduction}

Starting from the property of the language of all factors of an infinite word to contain, for any two words of it, one which has the former two as factors, one introduced in [2] the notion of confluence. Generally, for any quasi order on a free monoid, the confluence property is the property of a language to contain, for any two words of it, one which is bigger with respect to the given quasi order than each of the former two. As shown in [2], the decidability of the confluence problem is closely related to the effective regularity of down-sets, where the down-set of a language is the set of all words smaller than the words in the language.

The confluence property was generalized in [6] by considering languages which are finite unions of confluent languages. It was shown there that the generalized confluence property is closely related to the property of a quasi order of being a well quasi order.

We study in this paper the decidability of the generalized confluence problem with respect to the prefix partial order and the factor partial order for context-free languages. Our results generalize the similar ones for the ordinary confluence problem in [2].

The paper is organized as follows. After giving the basic definitions in the next section, we prove in section 3 that the generalized confluence problem with respect to the prefix partial order is decidable for context-free languages. It turns out that this decidability is closely connected with the decidability of the slenderness problem for context-free languages. In section 4 we prove that the same problem is undecidable for the factor partial order.

\section*{2. Definitions}

For an alphabet \(\Sigma\), we denote by \(\Sigma^{*}\) the free monoid generated by \(\Sigma\) and by \(\lambda\), the empty word, its identity. For a word \(w \in \Sigma^{*},|w|\) denotes the length of \(w\).

\footnotetext{
\({ }^{1}\) Research supported by the Academy of Finland, Project 11281
}

Given a quasi order \(\leq\) on \(\Sigma^{*}\), we say that a language \(L \subseteq \Sigma^{*}\) is confluent w.r.t. \(\leq\) if, for any \(x, y \in L\), there is \(z \in L\) such that \(x \leq z\) and \(y \leq z\). For a positive integer \(k \geq 1, L \subseteq \Sigma^{*}\) is called \(k\)-confluent w.r.t. \(\leq\) if
\[
L=\bigcup_{i=1}^{k} L_{i}
\]
for some \(L_{i} \subseteq \Sigma^{*}, L_{i}\) confluent w.r.t. \(\leq\), for any \(1 \leq i \leq k\). \(L\) is confluent w.r.t. \(\leq\) in generalized sense if \(L\) is \(k\)-confluent w.r.t. \(\leq\), for some \(k \geq 1\).

Notice that this is a generalization of the ordinary confluence since 1 -confluent is the same as confluent. Also remark that the empty language is confluent w.r.t. any quasi order and, for any two quasi orders \(\leq_{1}\) and \(\leq_{2}\) on \(\Sigma^{*}\), if \(\leq_{1} \subseteq \leq_{2}\), then any language confluent w.r.t. \(\leq_{1}\) is confluent also w.r.t. \(\leq_{2}\).

The down-set of \(L\) w.r.t. \(\leq\), denoted \(\downarrow_{\leq} L\), is the set
\[
\downarrow \leq L=\left\{w \in \Sigma^{*} \mid w \leq u \text { for some } u \in L\right\} .
\]

For any quasi order \(\leq\) on \(\Sigma^{*}\), the down-operator \(\downarrow_{\leq}\)is monotone and idempotent.
The two partial orders we deal with in this paper are as follows, where \(u, v\) are finite words over an alphabet \(\Sigma\) :
prefix: \(u \leq_{p} v\) iff there is \(w \in \Sigma^{*}\) such that \(v=u w\),
factor: \(u \leq_{f} v\) iff there is \(w, z \in \Sigma^{*}\) such that \(v=w u z\),

\section*{Examples:}
1. The language
\[
L_{1}=\left\{a^{n} b \mid n \geq 0\right\}
\]
is obviously confluent w.r.t. \(\leq_{f}\) but it is not confluent w.r.t. \(\leq_{p}\). In fact, \(L_{1}\) is not confluent w.r.t. \(\leq_{p}\) even in generalized sense. Indeed, if \(R\) is a nonempty subset of \(L_{1}\) such that \(R\) is confluent w.r.t. \(\leq_{p}\), then \(R\) has exactly one element, since any two elements of \(L_{1}\) are incomparable w.r.t. \(\leq_{p}\). Thus, as \(L_{1}\) is infinite, it cannot be written as a finite union of languages confluent w.r.t. \(\leq_{p}\).
2. For any language \(L \subseteq \Sigma^{*}\), the catenation closure of \(L, L^{*}\), is confluent w.r.t. any quasi order \(\leq\) on \(\Sigma^{*}\) which is an extension of the factor partial order \(\leq_{f}\).
3. For any alphabet \(\Sigma\) such that \(\operatorname{card}(\Sigma) \geq 2\), the total language \(\Sigma^{*}\) is not confluent w.r.t. \(\leq_{p}\), even in the generalized sense. To prove this, consider two different letters of \(\Sigma\), say \(a\) and \(b\). For any \(k \geq 1\), consider the following \(k+1\) words in \(\Sigma^{*}\) : \(a b^{k+1}, a^{2} b^{k}, \ldots, a^{k+1} b\). Since, for any two words \(x, y\) of the previous \(k+1\), there is no word \(z \in \Sigma^{*}\) such that \(x \leq_{p} z\) and \(y \leq_{p} z\), it follows that \(\Sigma^{*}\) is not \(k\)-confluent w.r.t. \(\leq_{p}\).

For all formal language theory results we refer to [3] and [9] and for all combinatorics on words results we refer to [1] and [7].

In what concerns the decidability of the generalized confluence problem w.r.t. a given quasi order \(\leq\), there are two problems. We formulate them for context-free languages but they can be considered for any family of languages.
1. Given a fixed \(k \geq 1\), is it decidable whether or not an arbitrary context-free language is \(k\)-confluent w.r.t. \(\leq\) ?
2. Is it decidable whether or not an arbitrary context-free language is confluent w.r.t. \(\leq\) in generalized sense, that is, is there some \(k \geq 1\) such that the given language is \(k\)-confluent w.r.t. \(\leq\) ?

We prove in the next sections that both problems are decidable for the prefix partial order \(\leq_{p}\) and undecidable for the factor partial order \(\leq_{f}\).

\section*{3. Prefixes of Words}

We prove in this section that both problems, the \(k\)-confluence problem w.r.t. \(\leq_{p}\) and the generalized confluence problem w.r.t. \(\leq_{p}\) are decidable for context-free languages.

For an infinite word \(\alpha\), we denote by \(\operatorname{Pr} f(\alpha)\) the set of all finite prefixes of \(\alpha\). The family of languages which are prefixes of infinite words is denoted by \(\mathcal{F}_{\text {pref }}\), that is,
\[
\mathcal{F}_{\text {pref }}=\{L \mid L=\operatorname{Pref}(\alpha) \text { for some infinite word } \alpha\} .
\]

Our first result is a connection between \(k\)-confluence and the family \(\mathcal{F}_{\text {pref }}\). It generalizes the following result in [2].

Lemma 3.1. Any language \(L \subseteq \Sigma^{*}\) is in the family \(\mathcal{F}_{\text {pref }}\) if and only if the following conditions are fulfilled: (i) \(L\) is infinite, (ii) \(L=\downarrow_{\leq_{p}} L\), (iii) \(L\) is confluent w.r.t. \(\leq_{p}\).

We need also the next result from [6]. (It was proved first for \(k=1\) in [2].)
Lemma 3.2. For any quasi order \(\leq\) on \(\Sigma^{*}\) and \(k \geq 1\), a language \(L \subseteq \Sigma^{*}\) is \(k\)-confluent w.r.t. \(\leq\) if and only if \(\downarrow_{\leq} L\) is \(k\)-confluent w.r.t. \(\leq\).

Lemma 3.3. Let \(k \geq 1\) and \(L \subseteq \Sigma^{*}\) an infinite language such that \(L=\downarrow_{\leq_{p}} L\). Then \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\) if and only if
\[
L=\bigcup_{i=1}^{k} L_{i}
\]
such that, for any \(1 \leq i \leq k, L_{i} \subseteq \Sigma^{*}\) and \(L_{i}\) is either finite and confluent w.r.t. \(\leq_{p}\) or infinite and \(L_{i} \in \mathcal{F}_{\text {pref }}\).

Proof. Take \(k \geq 1\) and \(L \subseteq \Sigma^{*}\), such that \(L\) is infinite and \(L=\downarrow_{\leq p} L\). Suppose first that \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\) and put
\[
L=\bigcup_{i=1}^{k} L_{i},
\]
for some \(L_{i} \subseteq \Sigma^{*}, L_{i}\) confluent w.r.t. \(\leq_{p}\), for any \(1 \leq i \leq k\). Since
\[
\downarrow_{\leq p} L=\downarrow_{\leq p}\left(\bigcup_{i=1}^{k} L_{i}\right)=\bigcup_{i=1}^{k} \downarrow_{\leq p} L_{i},
\]
we may suppose that \(L_{i}=\downarrow_{\leq_{p}} L_{i}\), for any \(1 \leq i \leq k\). Notice that we may indeed make this assumption since \(L_{i}\) is confluent w.r.t. \(\leq_{p}\) and so, by Lemma \(3.2, \downarrow_{\leq_{p}} L_{i}\) is also confluent w.r.t. \(\leq_{p}\).

If, for some \(1 \leq i \leq k, L_{i}\) is infinite, as \(L_{i}=\downarrow_{\leq p} L_{i}\) and \(L_{i}\) is confluent w.r.t. \(\leq_{p}\), it follows by Lemma 3.1 that \(L_{i} \in \mathcal{F}_{\text {pref }}\). One implication is proved.

For the converse one, it is enough to observe that any language in the family \(\mathcal{F}_{\text {pref }}\) is confluent w.r.t. \(\leq_{p}\). The proof is concluded.

We need one more definition from [8]. For a language \(L \subseteq \Sigma^{*}\), denote
\[
l_{n}(L)=\operatorname{card}\{w \in L| | w \mid=n\},
\]
for any \(n \geq 0\). For any \(k \geq 0\), the language \(L\) is called \(k\)-slender if and only if \(l_{n}(L) \leq k\), for any \(n \geq 0\). \(L\) is called slender if it is \(k\)-slender, for some \(k \geq 1\).

We remind the following two results from [4] and [5].
Lemma 3.4. ([4]) A context-free language \(L \subseteq \Sigma^{*}\) is slender if and only if it is a finite union of sets of the form
\[
\left\{u v^{n} w x^{n} y \mid n \geq 0\right\}
\]
where \(u, v, w, x, y \in \Sigma^{*}\).
Lemma 3.5. ([5]) It is decidable whether or not an arbitrary context-free language \(L \subseteq \Sigma^{*}\) is slender. In the affirmative case, the smallest constant \(k\) such that \(L\) is \(k\) slender is computable. Also, there are finitely many possibilities of decomposing \(L\) into sets of the form in Lemma 3.4 and all of them can be effectively found.

Lemma 3.6. Let \(k \geq 1\) and \(L \subseteq \Sigma^{*}\) be an infinite context-free language. Then \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\) if and only if the following two conditions are fulfilled:
(i) \(\downarrow_{\leq p} L\) is \(k\)-slender,
(ii) \(\downarrow_{\leq_{p}} L\) is a finite union
\[
\downarrow_{\leq p} L=\bigcup_{i=1}^{k} L_{i}
\]
for some \(L_{i} \subseteq \Sigma^{*}\), such that for any \(1 \leq i \leq k, L_{i}\) is either finite and confluent w.r.t. \(\leq_{p}\) or infinite and of the form
\[
L_{i}=\downarrow_{\leq p}\left\{z_{i 1} z_{i 2}^{n} \mid n \geq 0\right\}
\]
for some \(z_{i 1}, z_{i 2} \in \Sigma^{*}, z_{i 2} \neq \lambda\).
Proof. Take \(k \geq 1\) and \(L \subseteq \Sigma^{*}\), such that \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\). By Lemma 3.2, the down-set \(\downarrow_{\leq_{p}} L\) is confluent w.r.t. \(\leq_{p}\) and so, by Lemma 3.3, we have
\[
\downarrow_{\leq p} L=\bigcup_{i=1}^{k} L_{i}
\]
for some \(L_{i} \subseteq \Sigma^{*}, L_{i}\) either finite and confluent w.r.t. \(\leq_{p}\) or else infinite and \(L_{i} \in \mathcal{F}_{p r e f}\).
Clearly, if \(L_{i} \in \mathcal{F}_{\text {pref }}\), then \(l_{n}\left(L_{i}\right)=1\), for any \(n \geq 0\). On the other hand, if \(L_{i}\) is finite, then \(l_{n}\left(L_{i}\right) \leq 1\), for any \(n \geq 0\). Indeed, if \(u, v \in L_{i}\) such that \(|u|=|v|\), then, as \(L_{i}\) is \(k\)-confluent w.r.t. \(\leq_{p}\), there is \(w \in L_{i}\) such that \(u \leq_{p} w\) and \(v \leq_{p} w\). Thus, either \(u \leq_{p} v\) or \(v \leq_{p} u\). In any case, it follows that \(u=v\).

Therefore, \(l_{n}\left(\downarrow_{\leq_{p}} L\right) \leq k\), for any \(n \geq 0\), and (i) is proved.
The following claim will be useful for the proof of (ii).

Claim 1. \(\downarrow_{\leq_{p}} L\) contains no infinite antichain of \(\leq_{p}\).
Proof of Claim 1. Let \(A \subseteq \downarrow_{\leq_{p}} L\) be an antichain of \(\leq_{p}\). We have
\[
A=\bigcup_{i=1}^{k}\left(L_{i} \cap A\right)
\]

If \(u, v \in L_{i} \cap A\), then, as \(L_{i}\) is confluent w.r.t. \(\leq_{p}\), there is \(w \in L_{i}\) such that \(u \leq_{p} w\) and \(v \leq_{p} w\). Thus either \(u \leq_{p} v\) or \(v \leq_{p} u\). In both cases, since \(A\) is an antichain of \(\leq_{p}\), it follows that \(u=v\), so \(\operatorname{card}\left(L_{i} \cap A\right) \leq 1\). Therefore, \(\operatorname{card}(A) \leq k\) and so \(A\) is finite. The claim is proved.

Since \(\downarrow_{\leq p} L\) is slender, it follows by Lemma 3.4 that it is a finite union of the form
\[
\downarrow_{\leq p} L=\bigcup_{i=1}^{m}\left\{u_{i} v_{i}^{n} w_{i} x_{i}^{n} y_{i} \mid n \geq 0\right\}
\]
for some \(m \geq 1\) and \(u_{i}, v_{i}, w_{i}, x_{i}, y_{i} \in \Sigma^{*}, 1 \leq i \leq m\). Thus
\[
\downarrow_{\leq_{p}} L=\bigcup_{i=1}^{m} \downarrow_{\leq_{p}}\left\{u_{i} v_{i}^{n} w_{i} x_{i}^{n} y_{i} \mid n \geq 0\right\}
\]
where we suppose that no set in the union in the right-hand side is redundant, that is, for no \(i_{0}, 1 \leq i_{0} \leq m\),
\[
\downarrow_{\leq_{p}} L=\bigcup_{\substack{i=1 \\ i \neq i_{0}}}^{m} \downarrow_{\leq_{p}}\left\{u_{i} v_{i}^{n} w_{i} x_{i}^{n} y_{i} \mid n \geq 0\right\}
\]

Claim 2. If, for some \(1 \leq i \leq m, v_{i} x_{i} \neq \lambda\), then
\[
\downarrow_{\leq p}\left\{u_{i} v_{i}^{n} w_{i} x_{i}^{n} y_{i} \mid n \geq 0\right\}=\downarrow_{\leq p}\left\{z_{i 1} z_{i 2}^{n} \mid n \geq 0\right\}
\]
for some \(z_{i 1}, z_{i 2} \in \Sigma^{*}, z_{i 2} \neq \lambda\).
Proof of Claim 2. Because \(v_{i} x_{i} \neq \lambda\), it follows that the set \(\left\{u_{i} v_{i}^{n} w_{i} x_{i}^{n} y_{i} \mid n \geq 0\right\}\) is infinite. As, by Claim 1, there is no infinite antichain of \(\leq_{p}\) in \(\downarrow_{\leq_{p}} L\), we can find a strictly increasing infinite sequence of positive integers \(\left(i_{n}\right)_{n \geq 1}\) such that
\[
u_{i} v_{i}^{i_{n}} w_{i} x_{i}^{i_{n}} y_{i} \leq_{p} u_{i} v_{i}^{i_{n+1}} w_{i} x_{i}^{i_{n+1}} y_{i}
\]
for any \(n \geq 1\). Thus, for any \(n, p \geq 1\),
\[
w_{i} x_{i}^{i_{n}} y_{i} \leq_{p} v_{i}^{i_{n+p}-i_{n}} w_{i} x_{i}^{i_{n+p}} y_{i}
\]

Suppose that \(v_{i} \neq \lambda\) and \(x_{i} \neq \lambda\). Then, as the length of \(v_{i}^{i_{n+p}-i_{n}}\) tends to infinity with \(p\), for a large enough \(i_{n}, x_{i}^{i_{n}}\) and \(v_{i}^{i_{n+p}-i_{n}}\) will overlap each other on a part longer than \(\left|x_{i}\right|+\left|v_{i}\right|\). By Fine and Wilf's theorem, it follows that \(x_{i}\) and \(v_{i}\) are powers of conjugates of the same word. Thus, there are \(z^{\prime}, z^{\prime \prime} \in \Sigma^{*}\) such that \(x_{i}=\) \(\left(z^{\prime} z^{\prime \prime}\right)^{r_{1}}, v_{i}=\left(z^{\prime \prime} z^{\prime}\right)^{r_{2}}\), for some \(r_{1}>0, r_{2}>0\). Then \(w_{i}=\left(z^{\prime \prime} z^{\prime}\right)^{r_{3}} z^{\prime \prime}\), for some
\(r_{3} \geq 0\) and \(y_{i}=\left(z^{\prime} z^{\prime \prime}\right)^{r_{4}} t^{\prime}\), for some \(r_{4} \geq 0\) and \(t^{\prime} \in \Sigma^{*}, t^{\prime} \leq_{p} z^{\prime} z^{\prime \prime}\). Let us put \(z^{\prime} z^{\prime \prime}=t^{\prime} t^{\prime \prime}, t^{\prime \prime} \in \Sigma^{*}\). Therefore
\[
\begin{aligned}
\left\{u_{i} v_{i}^{n} w_{i} x_{i}^{n} y_{i} \mid n \geq 0\right\} & =\left\{u_{i}\left(z^{\prime \prime} z^{\prime}\right)^{n r_{2}}\left(z^{\prime \prime} z^{\prime}\right)^{r_{3}} z^{\prime \prime}\left(z^{\prime} z^{\prime \prime}\right)^{n r_{1}}\left(z^{\prime} z^{\prime \prime}\right)^{r_{4}} t^{\prime} \mid n \geq 0\right\} \\
& =\left\{u_{i} z^{\prime \prime}\left(z^{\prime} z^{\prime \prime}\right)^{\left.r_{3}+r_{4}+n\left(r_{1}+r_{2}\right)^{\prime} \mid n \geq 0\right\}}\right. \\
& =\left\{u_{i} z^{\prime \prime}\left(t^{\prime} t^{\prime \prime}\right)^{r_{3}+r_{4}+n\left(r_{3}+r_{2}\right)} t^{\prime} \mid n \geq 0\right\} \\
& =\left\{z_{i 1} z_{i 2}^{n} \mid n \geq 0\right\},
\end{aligned}
\]
for
\[
\begin{aligned}
& z_{i 1}=u_{i} z^{\prime \prime} t^{\prime}\left(t^{\prime \prime} t^{\prime}\right)^{r_{3}+r_{4}}, \\
& z_{i 2}=\left(t^{\prime \prime} t^{\prime}\right)^{r_{1}+r_{2}}
\end{aligned}
\]

Notice that \(z_{i 2} \neq \lambda\).
The cases \(v_{i} \neq \lambda, x_{i}=\lambda\) and \(v_{i}=\lambda, x_{i} \neq \lambda\) are treated similarly. The claim is proved.

Claim 3. \(m \leq k\).
Proof of Claim 3. By Lemma 3.3, \(\downarrow_{\leq_{p}} L\) is a finite union of \(k\) sets of prefixes of some words, finite or infinite, say
\[
L=\bigcup_{i=1}^{k} R_{i} .
\]

So far, we proved that \(\downarrow_{\leq_{p}} L\) is finite union of \(m\) sets of prefixes of some words which are either finite or infinite and ultimately periodic. Since we have supposed that none of the words in the second representation is redundant, it follows that
\[
\operatorname{card}\left\{i \mid R_{i} \text { is infinite }\right\} \geq \operatorname{card}\left\{i \mid z_{i 2} \neq \lambda\right\} .
\]

Indeed, if \(\downarrow_{\leq_{p}}\left\{z_{i 1} z_{i 2}^{n} \mid n \geq 0\right\} \cap R_{j}\) is infinite, then \(\downarrow_{\leq_{p}}\left\{z_{i 1} z_{i 2}^{n} \mid n \geq 0\right\} \subseteq R_{j}\), since \(R_{j} \in \mathcal{F}_{\text {pref }}\). It is also clear that
\[
\operatorname{card}\left\{i \mid R_{i} \text { is finite }\right\} \geq \operatorname{card}\left\{i \mid z_{i 2}=\lambda\right\}
\]

Therefore \(m \leq k\) and the claim is proved.
By Claim 2 and Claim 3, one implication in the statement is proved.
The converse implication is clear since \(L\) and \(\downarrow_{\leq_{p}} L\) are \(k\)-confluent w.r.t. \(\leq_{p}\) at the same time. The proof is concluded.

Remark. It is clear that condition (i) in Lemma 3.6 does not imply that \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\). We notice that, even with the hypothesis that \(L\) is confluent w.r.t. \(\leq_{p}\) in generalized sense, it still does not follow that \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\). For instance, the language
\[
L=\operatorname{Pref}\left(a b^{\omega}\right) \cup \operatorname{Pref}\left(a^{2} b^{\omega}\right) \cup\{b\}
\]
where \(b^{\omega}\) is the infinite word \(b b b \ldots\), is 2-slender but it is not 2 -confluent w.r.t. \(\leq_{p}\). \(L\) is 3 -confluent w.r.t. \(\leq_{p}\).

We can prove now the decidability of the \(k\)-confluence problem w.r.t. \(\leq_{p}\) for context-free languages.

Theorem 3.7. For any \(k \geq 1\), it is decidable whether or not an arbitrary contextfree language \(L \subseteq \Sigma^{*}\) is \(k\)-confluent w.r.t. \(\leq_{p}\).

Proof. Take \(k \geq 1\) and an arbitrary context-free language \(L \subseteq \Sigma^{*}\). We give the following algorithm to decide whether or not \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\).

\section*{Algorithm 3.8.}
1. Decide whether or not \(L\) is finite [possible for context-free languages]. If yes, then decide directly whether or not \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\) [obviously possible], else go to step 2.
2. Construct \(\downarrow_{\leq_{p}} L\) [this is effectively constructable for \(L\) context-free].
3. Decide whether or not \(\downarrow_{\leq_{p}} L\) is slender [possible by Lemma 3.5]. If yes, then go to step 4, else answer no [correct by Lemma 3.6].
4. Compute the minimal \(k^{\prime}\) such that \(\downarrow_{\leq p} L\) is \(k^{\prime}\)-slender [possible by Lemma 3.5].
5. If \(k^{\prime} \leq k\), then go to step 6 , else answer no [correct by Lemma 3.6].
6. Find all possibilities of decomposing \(\downarrow_{\leq_{p}} L\) as in Lemma 3.4 [possible by Lemma 3.5].
7. Check whether any of these decompositions [there are finitely many] verifies the conditions in the statement of Lemma 3.6 [this is clearly possible]. If yes, then answer yes, else answer no [correct by Lemma 3.6].

We move now to the generalized confluence problem w.r.t. \(\leq_{p}\). We intend to prove that also this problem is decidable for context-free languages. We need the following result which is a corollary of Lemma 3.6.

Corollary 3.9. Let \(L \subseteq \Sigma^{*}\) be a context-free language. Then \(L\) is confluent w.r.t.
 \(L\)
\[
\downarrow_{\leq p} L=\bigcup_{i=1}^{k} \downarrow_{\leq p}\left\{u_{i} v_{i}^{n} \mid n \geq 0\right\}
\]
for some \(k \geq 1\) and \(u_{i}, v_{i} \in \Sigma^{*}, 1 \leq i \leq k\).
Proof. Take \(L \subseteq \Sigma^{*}\) a context-free language which is confluent w.r.t. \(\leq_{p}\) in generalized sense. Then, for some \(k \geq 1, L\) is \(k\)-confluent w.r.t. \(\leq_{p}\) and the claim follows by Lemma 3.6.

The converse implication is clear since the set of prefixes of a finite or infinite word is confluent w.r.t. \(\leq_{p}\).

As a consequence of Corrolary 3.9, we have the next result.
Corollary 3.10. If \(L \subseteq \Sigma^{*}\) is a context-free language which is confluent w.r.t. \(\leq_{p}\) in generalized sense, then \(L\) is regular.

We can give now the decidability result.
Theorem 3.11. It is decidable whether or not an arbitrary context-free language is confluent w.r.t. \(\leq_{p}\) in generalized sense.

Proof. Let \(L \subseteq \Sigma^{*}\) be a an arbitrary context-free language. The algorithm to decide whether or not \(L\) is confluent w.r.t. \(\leq_{p}\) in generalized sense is clear now from Corollary 3.9.

\section*{Algorithm 3.12.}
1. Decide whether or not \(L\) is finite [possible for context-free languages]. If yes, then answer yes [obviously correct], else go to step 2.
2. Construct \(\downarrow_{\leq_{p}} L\) [this is effectively constructable for \(L\) context-free].
3. Decide whether or not \(\downarrow_{\leq p} L\) is slender [possible by Lemma 3.5]. If yes, then go to step 4, else answer no [correct by Corollary 3.9].
4. Find all possibilities of decomposing \(\downarrow_{\leq_{p}} L\) as in Lemma 3.4 [possible by Lemma 3.5].
5. Check whether any of these decompositions [there are finitely many] verifies the conditions in the statement of Corollary 3.9 [this is clearly possible]. If yes, then answer yes, else answer no [correct by Corollary 3.9].

The next corollary is a direct consequence of Theorem 3.7, Theorem 3.11, and Lemma 3.6.

Corollary 3.13. For a context-free language \(L\) which is confluent w.r.t. \(\leq_{p}\) in generalized sense, the minimal \(k\) such that \(L\) is \(k\)-confluent w.r.t. \(\leq_{p}\) is computable. Also
\[
\min \left\{k^{\prime} \mid \downarrow_{\leq_{p}} L \text { is } k^{\prime} \text {-slender }\right\} \leq \min \left\{k^{\prime \prime} \mid L \text { is } k^{\prime \prime} \text {-confluent w.r.t. } \leq_{p}\right\} .
\]

\section*{4. Factors of Words}

We deal in this section with the factor partial order \(\leq_{f}\) and prove that the \(k\) confluence problem w.r.t. \(\leq_{f}\) and the generalized confluence problem w.r.t. \(\leq_{f}\) are undecidable for context-free languages.

We prove first a general undecidability result concerning the decidability of the \(k\)-confluence problem w.r.t. \(\leq_{f}\).

Lemma 4.1. Let \(k \geq 1\) and \(\mathcal{L}\) be a family of languages effectively closed under union, catenation with letters, and \(\lambda\)-free catenation closure such that the inclusion problem is undecidable in \(\mathcal{L}\). Then also the \(k\)-confluence problem is undecidable in \(\mathcal{L}\).

Proof. We argue by contradiction. Suppose that the \(k\)-confluence problem w.r.t. \(\leq_{f}\) is decidable in \(\mathcal{L}\).

Claim 1. The emptiness problem is decidable in \(\mathcal{L}\).
Proof of Claim 1. Take an arbitrary language \(L \in \mathcal{L}, L \subseteq \Sigma^{*}\), and construct the language
\[
L_{1}=\bigcup_{i=0}^{k} \# L \# i,
\]
where \(\#, \#_{0}, \#_{1}, \ldots, \#_{k} \notin \Sigma\) are new letters. It follows by hypothesis that \(L_{1} \in \mathcal{L}\) and we claim that \(L\) is empty if and only if \(L_{1}\) is \(k\)-confluent w.r.t. \(\leq_{f}\).

If \(L=\emptyset\), then \(L_{1}=\emptyset\), so \(L_{1}\) is \(k\)-confluent w.r.t. \(\leq_{f}\).
Conversely, suppose that \(L_{1}\) is \(k\)-confluent w.r.t. \(\leq_{f}\) but \(L \neq \emptyset\) and take \(w \in L\). We have by definition
\[
L_{1}=\bigcup_{i=1}^{k} R_{i}
\]
for some \(R_{i} \subseteq \Sigma^{*}, R_{i}\) confluent w.r.t. \(\leq_{f}\). Consider the words \#w \(\#_{i}, 0 \leq i \leq k\). They belong all to \(L_{1}\). But no \(R_{i}\) can contain two of them. Indeed, if \(\# w \#_{i_{1}}, \# w \#_{i_{2}} \in R_{i}\),
for some \(0 \leq i_{1}, i_{2} \leq k, i_{1} \neq i_{2}\), then, as \(R_{i}\) is confluent w.r.t. \(\leq_{f}\), there is \(z \in R_{i}\) such that \(\# w \#_{i_{1}} \leq_{f} z\) and \(\# w \#_{i_{2}} \leq_{f} z\). Then, from \(\# w \#_{i_{1}} \leq_{f} z\), we get \(z=\# w \#_{i_{1}}\) so \(\# w \#_{i_{2}} \underline{x}_{f} z\), a contradiction. Therefore \(L\) is empty.

Consequently, to decide whether or not \(L\) is empty, we decide whether or not \(L_{1}\) as constructed above is \(k\)-confluent w.r.t. \(\leq_{f}\), which is possible by our assumption, since \(L_{1}\) is effectively in \(\mathcal{L}\). The claim is proved.

We show that also the inclusion problem is decidable in \(\mathcal{L}\), thus obtaining a contradiction. For, take \(L_{1}, L_{2} \in \mathcal{L}, L_{1} \subseteq \Sigma^{*}, L_{2} \subseteq \Sigma^{*}\), and construct the language
\[
L=\# L_{1} \#_{0} \cup \bigcup_{i=1}^{k}\left(\# L_{2} \#_{0} \#_{i}\right)^{+}
\]
where \(\#, \# 0, \#_{1}, \ldots, \#_{k} \notin \Sigma\) are new letters. Then, by hypothesis, \(L \in \mathcal{L}\).
Claim 2. \(L\) is \(k\)-confluent w.r.t. \(\leq_{f}\) if and only if either \(L_{1} \subseteq L_{2}\) or \(1 \leq \operatorname{card}\left(L_{1}\right) \leq\) \(k\) and \(L_{2}=\emptyset\).

Proof of Claim 2. Suppose first that \(L_{1} \subseteq L_{2}\). Then
\[
\downarrow_{\leq_{f}} L=\downarrow_{\leq_{f}}\left(\# L_{1} \#_{0}\right) \cup \bigcup_{i=1}^{k} \downarrow_{\leq_{f}}\left(\# L_{2} \#_{0} \#_{i}\right)^{+}=\bigcup_{i=1}^{k} \downarrow_{\leq_{f}}\left(\# L_{2} \#_{0} \#_{i}\right)^{+}
\]
since
\[
\downarrow_{\leq_{f}}\left(\# L_{1} \#_{0}\right) \subseteq \downarrow_{\leq_{f}}\left(\# L_{2} \#_{0} \#_{i}\right) \subseteq \downarrow_{\leq_{f}}\left(\# L_{2} \#_{0} \#_{i}\right)^{+},
\]
for any \(1 \leq i \leq k\). As, clearly, \(\left(\# L_{2} \#_{0} \#_{i}\right)^{+}\)is confluent w.r.t. \(\leq_{f}\), by Lemma 3.2, \(\downarrow_{\leq_{f}}\left(\# L_{2} \#_{0} \#_{i}\right)^{+}\)is confluent w.r.t. \(\leq_{f}\). Thus \(\downarrow_{\leq_{f}} L\) if \(k\)-confluent w.r.t. \(\leq_{f}\) and so, again by Lemma 3.2, \(L\) is \(k\)-confluent w.r.t. \(\leq_{f}\).

Suppose now that \(1 \leq \operatorname{card}\left(L_{1}\right) \leq k\) and \(L_{2}=\emptyset\). Then, if \(L_{1}=\left\{w_{1}, w_{2}, \ldots w_{p}\right\}\), \(1 \leq p \leq k\), then
\[
L=\bigcup_{i=1}^{p}\left\{\# w_{i} \#_{0}\right\}
\]

As \(\left\{\# w_{i} \#_{0}\right\}\) is confluent w.r.t. \(\leq_{f}\), it follows that \(L\) is \(p\)-confluent w.r.t. \(\leq_{f}\) hence also \(k\)-confluent w.r.t. \(\leq_{f}\).

For the converse part, suppose that \(L\) is \(k\)-confluent w.r.t. \(\leq_{f}\). Suppose also that \(L_{1} \nsubseteq L_{2}\) and take \(w_{1} \in L_{1} \backslash L_{2}\). If \(L_{2} \neq \emptyset\), then take \(w_{2} \in L_{2}\). It follows that
\[
\left\{\# w_{1} \#_{0}, \# w_{2} \#_{0} \#_{1}, \# w_{2} \#_{0} \#_{2}, \ldots, \# w_{2} \#_{0} \#_{k}\right\} \subseteq L
\]
and a contradiction with the \(k\)-confluence w.r.t. \(\leq_{f}\) of \(L\) is obtained as in the proof of Claim 1. Thus \(L_{2}=\emptyset\) and so
\[
L=\# L_{1} \# \mathrm{o}
\]

If \(\operatorname{card}\left(L_{1}\right) \geq k+1\), then take \(z_{1}, z_{2}, \ldots, z_{k+1} \in L_{1}, z_{i} \neq z_{j}\), for any \(i \neq j\). We have that
\[
\left\{\# z_{1} \#_{0}, \# z_{2} \#_{0}, \ldots \# z_{k+1} \#_{0}\right\} \subseteq L
\]
and again a contradiction with the \(k\)-confluence w.r.t. \(\leq_{f}\) of \(L\) is obtained. Thus \(\operatorname{card}\left(L_{1}\right) \leq k\). As \(L_{1} \nsubseteq L_{2}=\emptyset\), we get also \(\operatorname{card}\left(L_{1}\right) \geq 1\). The claim is proved.

Claim 3. The inclusion problem is decidable in \(\mathcal{L}\).
Proof of Claim 3. Take two arbitrary language \(L_{1}, L_{2} \in \mathcal{L}\) and construct the language \(L\) as above. We give the following algorithm to decide whether or not \(L_{1} \subseteq L_{2}\) and prove the claim.

Algorithm 4.2.
1. Decide whether or not \(L_{2}=\emptyset\) [the emptiness problem is decidable in \(\mathcal{L}\) by Claim \(1]\). If yes, then go to step 2 , else go to step 3 .
2. Decide whether or not \(L_{1}=\emptyset\) [possible by Claim 1]. If yes, then answer yes [obviously correct], else answer no [again correct].
3. Decide whether or not \(L\) is \(k\)-confluent w.r.t. \(\leq_{f}\) [the \(k\)-confluence problem is decidable in \(\mathcal{L}\) by our assumption and \(L\) is effectively in \(\mathcal{L}\) ]. If yes, then answer yes [correct by Claim 2], else answer no [correct also by Claim 2].

Consequently, we have proved that the decidability of the \(k\)-confluence problem w.r.t. \(\leq_{f}\) for languages in \(\mathcal{L}\) would entail the decidability of the inclusion problem for languages in \(\mathcal{L}\). Since the latter is undecidable in \(\mathcal{L}\), it follows that also the former is undecidable in \(\mathcal{L}\) and the result is proved.

As a direct corollary of Lemma 4.1, we obtain the undecidability of the \(k\)-confluence problem w.r.t. \(\leq_{f}\) for context-free languages.

Theorem 4.3. For any \(k \geq 1\), it is undecidable whether or not an arbitrary context-free language is \(k\)-confluent w.r.t. \(\leq_{f}\).

We consider now the generalized confluence problem w.r.t. \(\leq_{f}\) and give the following general undecidability result.

Lemma 4.4. Let \(\mathcal{L}\) be a family of languages effectively closed under union, catenation, and \(\lambda\)-free catenation closure such that all regular languages are in \(\mathcal{L}\). If it is undecidable for an arbitrary language \(L \in \mathcal{L}, L \subseteq \Sigma^{*}\), whether or not \(L=\Sigma^{*}\), then the generalized confluence problem w.r.t. \(\leq_{f}\) is undecidable for languages in \(\mathcal{L}\).

Proof. We argue by contradiction. Suppose that the generalized confluence problem w.r.t. \(\leq_{f}\) is decidable in \(\mathcal{L}\). Then we prove that it is decidable for an arbitrary language \(L \in \mathcal{L}, L \subseteq \Sigma^{*}\), whether or not \(L=\Sigma^{*}\). For, take an arbitrary such language \(L\) and construct the language
\[
L_{1}=\# \Sigma^{*} \#_{1} \#_{2}^{*} \#_{1} \cup\left(\# L \#_{1} \#_{2}^{*} \#_{1}\right)^{+},
\]
where \(\#, \#_{1}, \#_{2} \notin \Sigma\) are new letters. Then, by hypothesis, \(L_{1} \in \mathcal{L}\).
Claim. \(L_{1}\) is confluent w.r.t. \(\leq_{f}\) in generalized sense if and only if \(L=\Sigma^{*}\).
Proof of Claim. Suppose first that \(L=\Sigma^{*}\). Then
\[
\downarrow_{\leq_{f}} L_{1}=\downarrow_{\leq_{f}}\left(\# \Sigma^{*} \#_{1} \#_{2}^{*} \#_{1}\right) \cup \downarrow_{\leq_{f}}\left(\# \Sigma^{*} \#_{1} \#_{2}^{*} \#_{1}\right)^{+}=\downarrow_{\leq_{f}}\left(\# \Sigma^{*} \#_{1} \#_{2}^{*} \#_{1}\right)^{+} .
\]

Then, as \(\left(\# \Sigma^{*} \#_{1} \#_{2}^{*} \#_{1}\right)^{+}\)is confluent w.r.t. \(\leq_{f}\), it follows, by Lemma 3.2, that \(\downarrow_{\leq_{f}}\left(\# \Sigma^{*} \#_{1} \#_{2}^{*} \#_{1}\right)^{+}\)is confluent w.r.t. \(\leq_{f}\), so \(\downarrow_{\leq_{f}} L_{1}\) is confluent w.r.t. \(\leq_{f}\) and so, again by Lemma 3.2, \(L_{1}\) is confluent w.r.t. \(\leq_{f}\). It follows also that \(L_{1}\) is confluent w.r.t. \(\leq_{f}\) in generalized sense.

Conversely, suppose that \(L_{1}\) is \(k\)-confluent w.r.t. \(\leq_{f}\), for some \(k \geq 1\), but \(L \subset \Sigma^{*}\) and take \(w \in \Sigma^{*} \backslash L\). Put also
\[
L_{1}=\bigcup_{i=1}^{k} R_{i}
\]
for some \(R_{i} \subseteq \Sigma^{*}, R_{i}\) confluent w.r.t. \(\leq_{f}\). We have then
\[
\bigcup_{i=0}^{k}\left\{\#_{w} \#_{1} \#_{2}^{i} \#_{1}\right\} \subseteq L_{1}
\]
and we can find an \(i, 1 \leq i \leq k\), and \(i_{1} \neq i_{2}, 0 \leq i_{1}, i_{2} \leq k\), such that \(\# w \#_{1} \#_{2}^{i_{1}} \#_{1}, \# w \#_{1} \#_{2}^{i_{2}} \#_{1} \in R_{i}\). As \(R_{i}\) is confluent w.r.t. \(\leq_{f}\), there is \(z \in R_{i}\) such that \(\# w \#_{1} \#_{2}^{i_{1}} \#_{1} \leq_{f} z\) and \(\# w \#_{1} \#_{2}^{i_{2}} \#_{1} \leq_{f} z\). Because \(w \notin L\), it follows that \(z \notin\left(\# L \#_{1} \#_{2}^{*} \#_{1}\right)^{+}\), and so \(z=\# x \#_{1} \#_{2}^{j} \#_{1}\), for some \(x \in \Sigma^{*}, j \geq 0\). From \(\# w \#_{1} \#_{2}^{i_{1}} \#_{1} \leq_{f} \# x \#_{1} \#_{2}^{j} \#_{1}\), we obtain \(w=x\) and \(i_{1}=j\). But, since \(i_{1} \neq i_{2}\), \(\# w \#_{1} \#_{2}^{i_{2}} \#_{1} \Sigma_{f} z\), a contradiction. It follows that \(L=\Sigma^{*}\). As \(k\) above has been chosen arbitrarily, the claim is proved.

Hence, to decide whether or not \(L=\Sigma^{*}\), we can decide whether or not \(L_{1}\) is confluent w.r.t. \(\leq_{f}\) in generalized sense, which is possible by our assumption, since \(L_{1}\) is effectively in \(\mathcal{L}\). But this contradicts the hypothesis. Therefore the generalized confluence problem w.r.t. \(\leq_{f}\) is undecidable in \(\mathcal{L}\) and the result is proved.

We get imediately the following result.
Theorem 4.5. It is undecidable whether or not an arbitrary context-free language is confluent w.r.t. \(\leq_{f}\) in generalized sense.
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[^0]:    ${ }^{1}$ Note that this definition corresponds to the definition of leftmost derivations of type 3 in [4].
    ${ }^{2}$ For recent results about leftmost derivations in the special case of unconditional transfer cf. [5].

[^1]:    ${ }^{2}$ If there is no confusion, we write $D: S=w_{1} \Longrightarrow_{r_{1}} w_{2} \Longrightarrow_{r_{2}} \cdots \Longrightarrow_{r_{n-1}} w_{n}=w \in V_{G}^{*}$ instead of $D:\left(S, r_{1}\right)=\left(w_{1}, r_{1}\right) \Longrightarrow\left(w_{2}, r_{2}\right) \Longrightarrow \cdots \Longrightarrow\left(w_{n}, r_{n}\right)=\left(w, r_{n}\right) \in V_{G}^{*} \times \Lambda$ for a derivation of a programmed grammar.
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