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UNDERSTANDING THE INTERACTIONS BETWEEN
UNICAST AND GROUP COMMUNICATIONS
SESSIONS IN AD HOC NETWORKS

Lap Kong Law, Srikanth V. Krishnamurthy and Michalis Faloutsos *
Department of Computer Science & Engineering
University of California, Riverside
Riverside, California 92521

{lklaw,krish,michalis}@cs.ucr.edu

Abstract In this paper, our objective is to study and understand the mutual effects be-
tween the group communication protocols and unicast sessions in mobile ad hoc
networks. The motivation of this work is based on the fact that a realistic wire-
less networks would typically have to support different simultaneous network
applications, many of which may be unicast but some of which may need broad-
cast or multicast. However, almost all of the prior work on evaluating protocols
in ad hoc networks examine protocols in isolation. In this paper, we compare
the interactions of broadcast/multicast and unicast protocols and understand the
microscopic nature of the interactions. We find that unicast sessions are sig-
nificantly affected by the group communication sessions. In contrast, unicast
sessions have less influence on the performance of group communications due
to redundant packet transmissions provided by the latter. We believe that our
study is a first step towards understanding such protocol interactions in ad hoc
networks.

1. Introduction

Most routing protocol evaluations assume implicitly that only the protocol
under consideration is deployed in the network. However, ad hoc networks are
likely to support many types of communication such as unicast, broadcast, and
multicast at the same time. Although the performance evaluation of a protocol
in isolation can lend valuable insights on its behavior and performance, the
protocol may have complex interactions with other coexisting protocols. These
interactions may significantly alter the behavior of the protocols.

*This work was supported from grants from Telcordia Technologies and ARL no: 100833196 and from
DARPA FTN Grant no: F30602-01-2-0535.
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In this paper, we consider two families of protocols that are typically in-
voked by applications: unicast routing protocols and group communication
protocols such as broadcast and multicast. While an assessment of the be-
havioral interactions between a large representative set of unicast routing and
group communication protocols is beyond the scope of this paper, our attempt
is to provide a fundamental understanding of such interactions by consider-
ing suitable candidate protocols from each set. Towards this, we consider a
representative protocol from the unicast, broadcast and multicast routing. We
choose the Ad-hoc On-Demand Distance Vector Routing (AODV) [10] as the
representative unicast routing protocol. We consider the Simple Broadcast Al-
gorithm (SBA) [9] as the candidate broadcast scheme and the On-Demand
Multicast Routing Protocol (ODMRP) [5] as the candidate multicast protocol.
The chosen protocols have been shown to be the elite members of their respec-
tive families [2] [11] [6].

The goal of this paper is to draw the attention of the community to the
importance of cross protocol interactions. We discuss the possible effects that
may arise when both types of protocols coexist in the network. Finally, we
conduct extensive simulations to quantify the effects of the interactions. We
find that the effects are indeed significant and should be considered in realistic
simulations of complete systems.

We wish to point out that in a complementary effort [4], we evaluate the
behavioral differences between broadcast and multicast considered in isolation
in order to determine the suitability of each for performing group communi-
cations. In this paper, our objective is to examine the effects of broadcast and
multicast on unicast sessions and vice versa.

The rest of the paper is organized as follows: In the next section, we pro-
vide a brief description of the candidate protocols chosen. In Section 3, we
deliberate on possible interactions that may arise when unicast and group com-
munication protocols coexist in a network; these deliberations provide a basis
for the metrics that we choose when performing our simulation experiments.
In Section 4, we first describe the simulation scenarios and parameters cho-
sen; then we present and discuss the results from our simulations. Finally we
conclude the paper in Section 5.

2. Background

In the following paragraphs, we will briefly describe the candidate protocols
that we choose for our evaluation. A description of the protocols in more detail
can be found from the appropriate references cited. In addition, we present
background that facilitates the discussions in the later sections.

Unicast: Ad hoc On-Demand Distance Vector Protocol (AODV) [10] is
an on-demand routing protocol that builds routes only when needed. When a
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source has packet to send but does not have a route, it buffers the packet in a
temporary buffer and broadcasts a Route Request (RREQ) message. In order
to perform the broadcast, the expanding ring search method is used. With this
technique, a node iteratively searches for the destination in zones of increas-
ing size (in terms of hop count) until the destination is found. Nodes that do
not have the route to the destination, upon the reception of a unique RREQ
message, forward it to their neighbors and update their route tables to set up a
reverse route back to the source. Interim nodes that have a fresh route to the
destination respond by means of a Route Reply (RREP) message directed to
the originating source. As the RREP propagates back to the source, intermedi-
ate nodes set up forward pointers to the destination. Once the source receives
the RREP, it may begin the transmission of packets from the temporary buffer.
In AODV, a sequence number is used to prevent routing loops and nodes must
use the information with the most up-to-date sequence number while making
routing decisions. When a link along the active route breaks, the node up-
stream of the broken link propagates a Route Error (RERR) message towards
the source to inform the source of the link failure.

Multicast: On-Demand Multicast Routing Protocol (ODMRP) [5] is a
mesh based multicast protocol. When a multicast source has a packet to send
and the multicast group members are yet to be identified, it floods a Join Query
message in the network. The Join Query message is also periodically flooded to
refresh group membership information and update routes as long as the source
still has packets to send. When a node receives a Join Query message, it stores
the source id and sequence number indicated in the message in its message
cache; duplicate receptions of the same Join Query are discarded. If the mes-
sage received is not a duplicate instance of a previous message and if the Time-
to-live (TTL) value indicated in the message is greater than zero, the recipient
node rebroadcasts the Join Query. When the Join Query reaches a multicast re-
ceiver, it creates a Join Reply message and broadcasts it to its neighbors. When
a node receives a Join Reply, it checks if it is identified to be the next hop entry.
If it is, the node is a forwarding node and the forwarding group flag is set. It
then rebroadcasts its own Join Reply. Finally, the Join Reply reaches the mul-
ticast source and the routes are established. From then on, until information is
further updated, a node will forward the packet only if it is in the forwarding
group.

Broadcast: Simple Broadcast Algorithm (SBA) [9] is an intelligent broad-
cast protocol in the sense that it considerably reduces the number of rebroad-
casts as compared with flooding. Furthermore, it has been shown in previous
work [11] that SBA outperforms most of the other broadcast schemes such
as the counter-based scheme and the location-based scheme. It reduces the
effects of a broadcast storm [8] by using a simple technique that we discuss
below in brief. SBA incorporates the exchange of periodic hello message be-
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tween neighbors to enable the acquisition of local neighborhood information
by each node. Each hello message contains a list of the one-hop neighbors of
the broadcasting node and thus, finally, every node in the network will have its
two-hop neighborhood information. The collected neighborhood information
is used to decide whether or not a received data packet should be rebroadcasted.
The decision is made by determining, by means of the neighborhood informa-
tion table, if there exists any node that is not covered by previous broadcasts. If
all the neighbors of the node are already covered, the node will not rebroadcast
the packet; otherwise the node will schedule a time to rebroadcast the packet
based on the number of neighbors that it has. The higher the number of neigh-
bors, the sooner the node will rebroadcast the packet. This would therefore
make nodes with higher degrees broadcast earlier than lower degree nodes.
Thus, this can potentially enable the coverage of a large fraction of nodes with
relatively few broadcasts.

We present a brief discussion on the IEEE 802.11 MAC and specifically
the Distributed Coordination Function (DCF) since all protocols under our
evaluation are affected by this protocol.

IEEE 802.11 Medium Access Control (MAC) [1] is the de-facto MAC
layer standard for wireless networks and has been popularly considered for
ad hoc networks. The fundamental access method with the DCF is known as
carrier sense multiple access with collision avoidance (CSMA/CA). This pro-
tocol basically defines how each station may access the shared wireless chan-
nel. Physical and virtual carrier sensing are used to provide the status of the
medium. In order for a host to transmit, it must sense that the medium is idle
for a minimum specified duration before attempting to transmit. If the medium
is busy, the host must defer its transmission and select a random backoff in-
terval. The backoff interval counter decrements when a host senses that the
medium is idle. As soon as the backoff counter reaches zero and the medium
is determined idle, a host may proceed with its transmission. The aforemen-
tioned access mechanism defines the basic access method which is used for
all broadcast, multicast and some of the unicast control packets transmissions.
IEEE 802.11 MAC DCF also defines an additional mechanism which is used
in conjunction with the basic access method to further avoid collisions. This
additional mechanism is the Request to send (RTS)/Clear to send (CTS) ex-
change mechanism. Before any data packets are transmitted, a sender host
should transmit a short RTS frame to announce its intention to transmit data.
All the neighbors of the sender are expected to receive the RTS frame. The des-
tination host upon the reception of the RTS replies with a CTS frame. Since
both the RTS and CTS frame contain information that defines the period of
time that the medium is reserved, the other neighbors of either the sender or
the receiver preclude the initiation of any transmission in this period of time
and thus avoid causing collisions. It is assumed as in prior work [2], that all
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the unicast data packets and some of the control packets are transmitted using
this RTS/CTS exchange mechanism.

3. Issues that may arise when unicast and group
communications protocols coexist

In this section, we qualitatively examine the various interactions between
coexisting unicast and multicast sessions in an ad hoc network. The sessions
compete with each of the network resources and in particular the wireless band-
width. The exact nuances of the interactions do depend on the actual protocol
design; we attempt to characterize certain generic aspects of the interactions
via a few chosen metrics of interest.

3.1 Degradations in Packet Delivery Performance
Since, the coexisting protocols attempt to access the shared wireless channel

at the same time, a higher number of collisions may be expected. This is espe-
cially the case with the control messages that are generated from both proto-
cols since they do not employ the RTS/CTS reservation mechanism. Collisions
happen when multiple hosts sense the medium to be idle and try to transmit at
the same time or if there are hidden terminals that cause collisions at a receiver.
Since all of the packets forwarded using the broadcasting and multicasting pro-
tocols are transmitted via the aforementioned basic access method, from the
perspective of the unicast protocol, there is an increase in the number of broad-
cast packets that collide primarily with its control messages. Packet drops may
occur since routes might not be established. For broadcast and multicast ses-
sions, data packets may be lost directly due to collisions.

To elaborate on the effects of broadcast on unicast protocols, typically when
a route to a destination is needed a protocol such as AODV invokes the flood
(perhaps a modified version) of an RREQ message as mentioned earlier. In the
presence of a group communication session these broadcast RREQ messages
typically collide and are hence lost. In some cases, a route is not discovered
although it actually exists. This would trigger additional route query attempts
and thus would further increase the generated congestion. With AODV if four
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consecutive route query attempts were to fail, the sending source would abort
the session and drop the packets.

3.2 Increased Latency Effects
Note that a secondary effect of the congestion is that the MAC layer inter-

face queues fill up quickly. Since the control messages have priority over actual
data, the increase in the volume of control messages (repeated RREQ floods)
may be expected to cause the actual data packets to experience increased (and
potentially large) latencies in each queue.

The unicast packets are likely to be affected to a higher extent than the group
communication packets. Because of the higher levels of redundancy built into
the group communication protocols, they may be less affected by congested
areas; packets that may actually be able to go through less congested areas to
reach their intended destinations more quickly. Furthermore, since there are
no explicit RTS/CTS exchanges, it is enough that only the sender perceive the
channel to be free (as opposed to requiring both the sender and receiver to
be free as in the case of the unicast connections). Thus, the group commu-
nication packets have a tendency to depart from their interface queues more
quickly (once they get to the head of the queue) as compared with their uni-
cast counterparts. Finally, note that there are no explicit attempts to retransmit
a group communication session’s packets. However, the MAC layer makes
seven retransmission attempts for every unicast packet. Each attempt is made
after an exponential back-off period from the previous retransmission attempt.
Thus this retransmission procedure is expected to contribute immensely to the
latency evolved by the unicast connections.

3.3 Increased Control Overhead
An consequence of congestion is an increase in control overhead. Con-

trol overhead includes all packet transmissions excepts the actual data packet
transmissions. In other words, all the control messages transmitted for assist-
ing with the functionality of a protocol account for control overhead. In an
environment where contention levels are high, a great portion of the control
messages are lost due to collisions. These control messages may or may not
be retransmitted (depending on the type of the message). With a broadcasting
protocol such as SBA, the control messages (Hello messages) are not retrans-
mitted upon loss. For protocols such as ODMRP and AODV, control messages
are retransmitted. If a route is not found, several additional attempts are made
before the node aborts the query attempt. We call this type of protocols as
routing-dependent protocols and the broadcasting protocol such as SBA as
routing-independent protocols. Routing-dependent protocols are more sensi-
tive to congestion since a complete route must be established before the route
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discovery cycle ends. Therefore, the control overhead will increase when the
contention level increases. On the other hand, routing-independent protocols
do not require the construction of any forwarding structure and thus the control
overhead is independent of the contention level.

4. Simulation Study

We conduct extensive simulations to quantify the effects of coexistence of
two different types of protocols on the same network.

We use ns-2 simulator [7] in our evaluation. We vary parameters of in-
terest to study the effects of interest under various scenarios. Other system
parameters have been chosen to be fixed but the behavioral results from sam-
ple simulations for other values of these parameters were similar. The set of
generic parameters used are listed in TABLE. 1. We divide the simulations into
two parts. In the first part, we simulate scenarios to study the effects of unicast
traffic on group communication performance. In the second part, we try to cap-
ture the effects of group communication on unicast session performance. The
parameters that we vary in the first part of the simulation are listed in TABLE
2, and the parameters that we vary for the second part of the simulation are in
TABLE 3. We repeat each simulation 30 times and for each run, we use differ-
ent scenarios. In order to allow both types of protocols to run concurrently, we
have made modifications to the ns-2 source code.

4.1 Simulation results
In the following, we present and discuss the simulation results that we ob-

tain. In order to understand the mutual effects between protocols, we also
conducted baseline simulations such that only the protocol of interest is de-
ployed in isolation. We can thus compare the performance of each protocol
in the presence of other coexisting protocols with that of the protocol in iso-

7
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Figure 1. The differences in the performance of SBA/ODMRP in the presence of unicast
traffic

lation. Most of the graphs presented reflect the comparisons and are usually
represented as a percentage difference.

4.2 The effects of unicast protocol on the performance of
group communication protocols

We first present the performance results that capture the effects of the group
communication protocols in the presence of unicast protocol.

Packet Delivery Ratio. As seen from Fig. l (a), the performance of both
SBA and ODMRP degrade when the number of unicast sessions and the unicast
rate increases. This is expected since the collisions on the physical channel
increases when the background unicast traffic increases. Note that the packet
delivery ratio of ODMRP decreases to a greater extent than that of SBA. The
reason for this is that SBA has a higher rebroadcast redundancy than ODMRP
and therefore the chance of successful packet delivery is higher in spite of
congestion as discussed earlier in Section 3.1. The maximum offered load by
all the unicast sessions together is 0.625Mb/s. This is a significantly high load
given that the channel data rate is assumed to be 2Mbps. However, most of the
results that we obtain demonstrate less than a 10% decrease and thus we do not
regard these as a significant degradation.

Average Packet Delay. Although the packet delivery ratio with both SBA
and ODMRP only decreases slightly, the average packet delay increases dras-
tically as seen from Fig. 1(b). When the amount of unicast traffic is low, the
average packet delay remains almost the same as that of the case wherein the
group communication protocol is considered in isolation. However, when the
unicast traffic increases, the delay increases significantly. When the number of
unicast sessions is 8 and the unicast rate is 20 pkts/second, the average packet
delay of both SBA and ODMRP data packets jumps by almost 1300% as com-
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Figure 2. The effect of hello message loss on the control overhead of SBA

pared to the case where no unicast traffic is present. The reason for such a
drastic increase in average packet delay is that the data packets are caught up
at the lower layer interface queue as discussed earlier in Section 3.2. The sit-
uation becomes worse when the amount of unicast traffic further increases as
one might expect.

Control Overhead. The control overhead of SBA and ODMRP are af-
fected differently under the presence of unicast traffic. From Fig. 2(a), we
see that the control overhead of SBA decreases as the amount of unicast traffic
increases. In contrast, the control overhead of ODMRP increases drastically.
Upon further investigation, we find that the decrease in control overhead of
SBA is caused by the loss of hello messages. From Fig. 2(b), we see that
the number of successful hello packet receptions decreases as the amount of
unicast traffic increases. These losses of hello packets are mainly due to the
collisions. As a result, the two-hop neighborhood information maintained at
each node is incomplete and inaccurate. Therefore, on average, the size of the
hello message (containing the one-hop neighborhood information) is smaller.
This decrease in control overhead is significant, since state information is im-
portant for the effective functioning of the SBA protocol. For ODMRP, the
control messages are retransmitted for a limited number of times. Because of
this, the multicast structure is constructed successfully. Due to an increase in
such retransmissions, the control overhead increases in ODMRP as the amount
of unicast traffic increases, as we see in Fig. 2(a).

4.3 The effects of group communications protocols on the
performance of the unicast protocol

In this subsection, we present the performance of AODV in the presence of
broadcast or multicast traffic.
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Figure 3. The differences in the performance of AODV in the presence of group communi-
cation traffic

Packet Delivery Ratio. From Fig. 3(a), we see that when the broadcast or
multicast traffic rate is low (2 packets/s), the packet delivery ratio of AODV
remains almost same as that in the case when it is considered in isolation.
However, when the broadcast or multicast traffic increases, the packet delivery
ratio of AODV decreases significantly. When there are 4 broadcast/multicast
sources with a data rate of 8 packets/s, the packet delivery ratio of AODV
differs by almost 90% as compared to the case where no group communication
sessions are present. This tells us that the group communication traffic even at
moderate amounts, degrade AODV performance significantly.

We investigate the reasons for the loss of packets with AODV. In Fig. 4(a)
and Fig. 4(b), we represent the distribution of the AODV data packet drops
when a varying number of broadcast/multicast sources with different data trans-
mission rates are present in the network. At a transmission rate of 2 packets/s,
only a small fraction of the unicast packets are being dropped (compared to
the total of 600 packets) and more than half of them are due to link failures.
We regard these as a normal packet drops since the link failures in this case
are mainly caused by the node mobility. However, as the amount of broad-
cast/multicast traffic increases, the number of packet drops increases drasti-
cally. We notice that the number of packet drops at the interface queue upon
link failure increases and accounts for a major portion of the total packet losses.
This happens when there is a link failure and a large number of packets wait-
ing in the queue rely on that link. Note that when the congestion increases, the
number of link failures are also seen to increase. These are primarily due to
“false link failures” and artifact of the IEEE 802.11 MAC protocol [3]. Here if
the intended recipient of an RTS packet is within the sending range (interfer-
ence range) of some other node, it does not respond to the sender of the RTS
message with a CTS message. After seven consecutive attempts the sender
deems the link to have failed although in reality it still exists. Notice that
the aforementioned packet losses only happen with high amounts of broad-
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Figure 4. The distribution of AODV data packet drop

cast/multicast traffic. This is in line with our discussion in the previous section
that a high amount of traffic increases the contention level at the lower layer
interface queue. At very high amounts of broadcast/mutlicast traffic (at a rate
of 8 packets/s and 3 sources), packet losses increase drastically. This im-
plies that at this level of background broadcast/multicast traffic, AODV route
discovery attempts begin to encounter failures. A lot of packets are buffered in
the AODV buffer temporarily without a route to the destination.

Average Packet Delay. In addition to the poor packet delivery ratio, the
average packet delay also increases significantly (see Fig. 3(b)). When the
background broadcast/multicast traffic rate is low (2 packets/s), the average
packet delay remains steady with only a small delay increase as compared
with the case of AODV in isolation. However, when the background broad-
cast/multicast rate increases, the delay increases drastically. When the broad-
cast/multicast rate is 4 packets/s, the delay rises by up to 500% and at a rate
of 8 packets/s the delay increase is even up to 3250%! This effect is a combi-
nation of the delay incurred by the data packet while waiting in the interface
queue as well as the delay due to waiting for the route to be found.

5. Conclusions

In this paper we attempt to understand the impact of coexisting unicast and
group communication protocols. Specifically, we attempt to quantify the extent
of performance degradations on one due to the other and discuss the underlying
effects that cause such degradations. This is motivated by realistic networks
wherein multiple applications, some of which may require unicast sessions
while others require multicast/broadcast sessions, are likely to exist. To the
best of our knowledge this is the first attempt to undertake such a study.
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We discuss the possible effects of the unicast sessions on the coexisting
group communication sessions and vice versa and perform extensive simula-
tions to corroborate our reasoning and to quantify the effects. The effects are
quantified in terms of the packet loss rate and the average incurred delay. We
find that due to the inherent redundancy in group communication protocols,
these sessions are affected to a lesser extent by unicast sessions than vice versa.
The poor performance of the latter in the presence of the former is attributed
to the increase in the number of false link failures, the increase in buffer delays
which in turn cause packets to encounter link failures with increased probabil-
ity (at the instance of which they are dropped), and due to collisions of route
discovery query packets and the consequent failures of such queries. The group
communication sessions also suffer from increased packet losses and delays.
Broadcast schemes are likely to be more robust to route failures than multicast
schemes since they are independent of routing.
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Abstract This paper introduces cross-layer implementation with a multi-rate aware rout-
ing scheme and shows that SNR is an important information to use in a routing
protocol. The existing routing protocol attempts to minimize the number of
hops between source-destination pairs. We use a new metric definition to route
the packets and to select the best available link along the path in a multi-rate
protocol senario. The new metric is created with information coming from inter-
layer interaction between the routing layer and the MAC layer. We use SNR as
an information about link quality. We show through simulation that for com-
munications using muti-rate protocol in ad hoc networks, throughput is highly
affected as soon as the route goes through low-rate link.

Keywords: Ad hoc networks, AODV, Cross-Layers, IEEE 802.11, Inter-layer interactions,
Performance, QoS

Introduction

Ad hoc wireless network are self organizing multi-hop wireless networks
where all the nodes take part in the process of forwarding packets. Ad Hoc
networks are very different from conventional computer networks. First, the
radio resource is rare and time varying. Second, the network topology is mo-
bile and the connectivity is unpredictable. Third architecture-based 802.11
WLAN, is further complicated due to the presence of hidden stations, exposed
station, “capturing” phenomena, and so on. Fourth, many current and proposed
wireless networking standards have this multi-rate capacity (802.11b, 802.11a,
802.11g, and HyperLan2). The interaction between these phenomena make
the behavior of ad hoc network very complex to predict and are really different
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from wired network architecture.
The aim of Cross-Layer concept is to improve the performance of all layers
and share key information between these layers. The goal of this technique
is to take benefit of informations about the channel quality to develop a more
powerful routing technique. The inter-layer interaction will be managed by
the network status. The network status will act as information repository and
it will give on demand to each layer, the information about other layers. The
inter-layer interaction enables us to use the information on the channel to de-
fine a new cost metric in ad hoc network as a function of link quality.
Our proposed schemes use a cross-layer interaction between MAC and net-
work layer. The objective is to create a new QoS cost metric (cf Fig. 1). The
proposed metric is a function of SNR (Signal Noise Ratio) and of the number
of hops.

Figure 1. Inter-Layer Interaction

1. Related Work

In [BAR04] the authors proposed a new network metric the medium Time
Metric (MTM), which is derived from a general theoretical model of the reach-
able throughput in multi-rate ad hoc wireless networks. The MTM avoids using
the long range link favored by shortest path routing in favor of shorter, higher
throughput, more reliable links.
In [GCNB03] the authors propose a new power-aware routing technique for
wireless ad hoc networks (PARO) where all nodes are located within the max-
imum transmission range of each other. PARO uses a packet forwarding tech-
nique where immediate nodes can elect to be redirector on behalf of source-
destination pairs with the goal of reducing the overall transmission power
needed to deliver packet in the network, thus, increasing the operational life-
time of network devices.
In [DACM02] the authors show that the minimum hop path generally contains
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links which exhibit low reliability. In [DRWT97] and [HLT02] the authors
present routing protocols which are based on signal stability rather then on
only a shortest path in order to provide increased path reliability.
Based on the IEEE 802.11 protocol, the Receiver Based Auto Rate (RBAR)
protocol was presented in [GHB01]. RBAR allows the receiving node to select
the rate. This is accomplished by using the SNR or the RTS packet to choose
the most appropriate rate and to communicate that rate to the sender using the
CTS packets. This allows much faster adaptation to the changing channel con-
ditions than ARF, but requires some modifications to the 802.11 standard.
The Opportunistic Auto Rate (OAR) protocol which is presented in [BSK02],
operates using the same receiver based approach, but allows high-rate multi-
packet burst to take advantage of the coherence time of good channel con-
ditions. The bursts also dramatically reduce the overhead at high rates by
smoothing the cost of contention period and RTS CTS frames over several
packets.

2. IEEE 802.11 MAC Layer Approach

The IEEE 802.11 technology is a good platform to implement single-hop
ad hoc network because of its extreme simplicity. But in a multi-hop ad hoc
networks environment, the IEEE 802.11 protocol works inefficiently. There are
two main effects that reduce the *effiency* of the protocol. First the 802.11b
standard extends the 802.11 standard by introducing a higher-speed Physical
Layer in the 2.4 Ghz band still guaranteeing the interoperability with 802.11
cards. The 802.11b standard enables multi-rate transmission at 11 Mbps and
5.5 Mbps in addition to 1 Mbps and 2 Mbps. To ensure the interoperability,
each WLAN defines a basic rate set that contains the data transfer rate that
must be used by all the stations in a WLAN. The overhead due to the use of the
basic rate between all the stations in a WLAN is very important and it affects
the throughput.

is the time required to transmit all the control frame

is the time required to transmit MAC ACK frame which includes
Physical header and MAC header.

is the time required to transmit a MAC data frame which includes
Physical header, MAC header, MAC payload

is the Slot Time.

is the time required to transmit only the bytes generated
by the application; is therefore equal to rate where
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Figure 2. real throughput vs theoretic throughput with constant size packet of 1024

data rate is the data rate used by the NIC to transmit data, i.e., 1, 2, 5.5
or 11 Mbps.

is the average backoff time

However, even with large packet size (eg., bytes) the bandwidth uti-
lization is lower than 39% (cf Fig. 2). This theoretical analysis corresponds to
the measurement of the actual throughput at the application level. Two typical
“applications” have been considered: FTP and CBR. The experimental results
related to the UDP traffic are very close to the maximum throughput computed
analytically. As expected, in the presence of TCP traffic the measured through-
put is lower than the theoretical maximum throughput. Indeed, when using the
TCP protocol overhead related to the TCP-ACK transmission has to be taken
into account.
In the second graph (cf Fig. 3), qualnet simulations have been run for which
one “CBR” application have been considered (packets size = 1024 bytes). The
throughput has been studied as a function of the number of hops and for dif-
ferent available rate using the IEEE 802.11b protocol. We could see how the
transmission throughput decreases as a function of the number of hops.

Effect of the SNR

Many current and proposed wireless network standards such as IEEE 802.11a,
IEEE 802.11b or HyperLan 2 present a multi-rate capacity. The IEEE802.11b
has different adaptive modulations which were investigated with the dynamic
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Figure 3. Throughput vs number of hop

channel allocation technology. All of them are trying to improve the effective
data rate given the specified bit error rate (BER). Due to the physical prop-
erties of communication channels, there is a direct relationship between the
rate of communication and the quality of the channel required to support that
communication reliably. Since the distance is one of the primary factor that de-
termines wireless channel quality, there is an inherent trade-off between high
transmission rate and effective transmission range. The SNR is a very interest-
ing information to monitor because it reflects the link quality. In a multi-rate
protocol, each available link may operate at a different rate. The most impor-
tant challenge is to choose a good trade-off between the link quality and the
number of hops. As a short link can operate at high rate, more hops are re-
quired to reach the destination.
The Figure 4 and 5 show the Bit Error rate is represented as a function of SNR
and the Throughput as a function of the SNR (cf Fig. 5). We can see the ef-
fect of the SNR on the transmission performance. But the distance of each
link is the primary factor that determines channel quality. Long links have
low quality, and thus operate at low rate (cf Fig. 4). Nevertheless, it is diffi-
cult to measure the link quality, so we propose to use the Smoothed value of
Signal-to-Noise-Ratio since SNR could change dynamically with a high fre-
quency due to electro-magnetic effect. This Smoothed SNR (SSNR) value can
be computed as follows:

where cur_snr and old_snr denote the value of the SNR on receipt of a packet
and the previously computed ssnr, respectively. The constant value is a
filtering factor and it is set between 0.7 and 0.9 as a function of changing speed
of the signal.
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Figure 4. Relation between the distance of two nodes and the available data rate

Figure 5. Bits error rate as a function of
SNR

Figure 6. Throughput as a function of
SNR

3. Network Layer Approach

Ad-Hoc networks require a highly adaptive routing scheme to deal with the
frequent topology changes and low performance. In this paper, we propose a
routing protocol that utilizes the ad hoc network characteristics to select the
route which has a better compromize between the number of hops, the theo-
retical available bandwidth, and the stability of the route. This protocol is new
because it uses the signal strength and SNR available at the MAC layer of an
individual host as a route selection criteria. The trade-off between the number
of hops and the SNR of each individual route defines a new network metric.
The new metric available at the network layer allows to have a global overview
of the best available path. In this protocol, a host initiates route discovery on-
demand (only when a route is needed to send data). The source broadcasts a
route-search packet which will be propagated to the destination, allowing the
destination to choose a route and return a route reply.
This paper describes an implementation of the AODV protocol based on a
cross layer mechanism in which we use SNR information to obtain better rout-
ing techniques. To do so, we use SNR of each node to determine the route
which will have globally the best SNR along the path. For this purpose we
have added SNR information in each RREQ packet which is used as QoS in-



Cross-Layer Simulation and Optimization for Mobile ad hoc Networks 19

Figure 7. Cross-Layer Extension in AODV Frame

formation. Each node that forwards these packets adds its own SNR informa-
tion, thus updating the SNR of each link along the route. When the destination
node receives the RREQ packet it directly has the information about the quality
of the route. The destination node then determines the best route and replies
by sending a RREP packet so that each node on the route can save the QoS
information in its routing table. With a route decision mechanism, we take
advantage of this QoS information, the route quality and the global throughput
are improved.
The RREQ and the RREP AODV frame carry the new extension field (cf Fig.
7). Each host along the path picks back the new metric in the extension field of
the RREQ frame. In the case of RREP frame, each host along the path reads
the new metric value and stores it in its routing table.
As we always find the link with the best SNR, we obtain a path with small
transmission range but it may increase the number of hops. Consequently, the
channel access overhead (e.g, backoff time) could be increased in proportion
with the hop count. However it can reduce the link-level transmission time

Packet Size / Bandwidth), which is highly affected by the packet size. By
reducing the transmission time, we can achieve a better throughput and always
reduce the total energy consumption in the network wide.
This protocol have been tested with ns-2 and is available. It is developed with
the source code of AODV-UU[LN] with cross-layer extension[Gau04].

4. Expected Result

In the first part of this paper we have presented different effects of SNR on
link quality. First, the throughput and the SNR are directly correlated to the
distance between the sender and the receiver (cf Fig. 9). Second, the through-
put is directly correlated to the SNR (cf Fig. 8).
A good link quality is defined by a good SNR. The SNR is a good indicator
of the quality of service of the link. But it is more convenient to aggregate
all SNR informations available on each link into one metric indicator for each
path.
We chose this new metric to find the best available path and to globally im-
prove the network performance. Each link of the best path will have a low Bit
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Figure 8. Throughput vs SNR Figure 9. Distance vs Throughput in
802.11b

Error Rate and the selected path has the best available throughput between the
sender and the receiver. The measuring method of SNR helps us to have a good
overview over the time of the SNR information and not just the SNR at a given
selected time. It helps us to determine which link has a good stability over the
time and which link has the lower probability to shutdown.

5. Future Works

The new challenge is to develop a mechanism to monitor the link quality in
real-time during the communication. In this case when the quality of service
of a link falls down, a mechanism should be implemented to find a new path.
It will also be necessary to propose a trade-off between the number of hops
and the quality of each link. It will not lead to select the best available route
but to the selection of a route which presents the best compromise between the
number of hops and the available data rate.
This mechanism could help us to develop a new method of load-balancing
because each node could monitor the number of path search demands and de-
termine a trade-off not to be crossed.

6. Simulation Issues

We run simulations in order to test the performance and to validate cross-
layer protocols We have written modules simulating a layered stack, which in-
cludes MAC layer and network layer. Each layer module communicates with
the upper and the lower layer modules and each layer module communicates
also with the other modules of the same layer in other stacks (see Fig. 1). Mod-
ules inside the stack are supposed to communicate with the cross-layer stack.
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To simulate these communications, a design solution has been implemented.
Small experience maybe hand maneged but for longer experiments, simulation
should have to be automatically and dynamically run. So it is necessary to de-
sign dynamic and autonomic simulations, which are not easy. This part of the
work is not completed yet.

7. Conclusion

In this paper, we started to investigate several cross-layer protocols and we
have presented implementation of the AODV protocol which includes cross-
layer extension. The concept of cross-layer provides a wide field of informa-
tion exchange between layers. We focused on SNR which is a useful infor-
mation to exchange because a low SNR level impacts throughput on the path.
A low SNR level leads to a high bit error rate and consequently to a low link
throughput.
This protocol uses SNR information in the calculating of the network metric
to choose the link with the best available quality (low bit error rate and high
throughput). In wireless networks major criteria are the radio channel quality
and the energy consumption. These elements cannot be only managed at a
local level but have to be managed in a distributed way in the network. Conse-
quently a new network metric has to be created, instead of looking only for the
number of hops between the transmitter and the receiver. The quality of the
radio channel along the route will also considered.
In order to validate cross-layer methods it is necessary to run a lot of very
long simulations in an autonomic and a dynamic way. This work is not com-
pleted yet. Nevertheless, cross-layer will probably lead to get very useful re-
sults about ad-hoc networks optimization.
The design of dynamic and autonomic simulations may be of general use in
order to solve a large set of problems.
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Abstract The use of loss differentiation algorithms within the congestion control scheme
of TCP was proposed recently as a way of improving TCP performance over
heterogeneous networks including wireless links affected by random loss. Such
algorithms provide TCP with an estimate of the cause of packet losses. In this
paper, we propose to use the Vegas loss differentiation algorithm to enhance the
TCP NewReno error-recovery scheme, thus avoiding unnecessary rate reduction
caused by packet losses induced by bit corruption on the wireless channel. We
evaluate the performance of this enhanced TCP, showing that it achieves higher
goodput over wireless networks, while guaranteeing fair share of network re-
sources with classical TCP versions over wired links. Finally, by studying the
TCP behavior with an ideal scheme having perfect knowledge of the cause of
packet losses, we provide an upper bound to the performance of all possible
schemes based on loss differentiation algorithms. The proposed TCP enhanced
with Vegas loss differentiation algorithm well approaches this ideal bound.

Keywords: TCP, Wireless Networks, Internet, Protocols.

1. Introduction
The Transmission Control Protocol (TCP) has proved efficient in classical

wired networks, proving an ability to adapt to modern, high-speed networks
and new scenarios for which it was not originally designed. However, modern
wireless access networks, such as cellular networks and wireless local area
networks, pose new challenges to the TCP congestion control scheme.

The existing versions of TCP, like Reno or NewReno, experience heavy
throughput degradation over channels with high error rate, such as wireless
channels. The main reason for this poor performance is that the TCP con-
gestion control mechanism cannot distinguish between random packet losses
due to bit corruption in wireless channels and those due to network congestion.
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Therefore, the TCP congestion control mechanism reduces, even when not nec-
essary, the transmission rate. To avoid such limitation and degradation, several
schemes have been proposed and are classified in [H.Balakrishnan et al., 1997].
A possible way to reduce the throughput degradation due to transmission er-
rors is to use loss differentiation algorithms that try to estimate the cause of
packet losses [S.Cen et al., 2003].

In this paper we propose to use the Vegas loss differentiation algorithm, also
known in literature as Vegas Loss Predictor (LP) [Brakmo and Peterson, 1995]
to enhance the TCP NewReno error-recovery scheme, as proposed in [S.Cen
et al., 2003, Fu and S.C.Liew, 2003], thus avoiding unnecessary rate reduction
caused by packet losses induced by bit corruption on the wireless channel.

We evaluate the performance of this enhanced TCP (TCP NewReno-LP),
showing that it achieves higher goodput over wireless networks, with both
long-lived and short-lived TCP connections, while guaranteeing fair share of
network resources with current TCP versions over wired links. TCP NewReno-
LP can be implemented by modifying the sender-side only of a TCP connec-
tion, thus allowing immediate deployment in the Internet.

We also evaluate the behavior of TCP enhanced with ideal loss prediction,
assuming perfect knowledge of the cause of packet losses, thus providing an
upper bound to the performance of all possible schemes based on different loss
differentiation algorithms. The TCP enhanced with Vegas loss predictor well
approaches this ideal bound.

The paper is structured as follows: Section 2 presents TCP NewReno-LP.
Section 3 presents the simulation network model. Section 4 analyzes the accu-
racy of TCP NewReno-LP in estimating the cause of packet losses under sev-
eral realistic network scenarios. Section 5 measures the performance of TCP
NewReno-LP in terms of achieved goodput, fairness and friendliness, and its
performance is compared to existing TCP versions, like TCP NewReno and
TCP Westwood [Wang et al., 2002], over heterogeneous networks with both
wired and wireless links affected by independent and correlated packet losses.
Finally, Section 6 concludes the paper.

2. TCP NewReno Enhanced with Vegas Loss Predictor

The Vegas loss predictor [Brakmo and Peterson, 1995] decides whether the
network is congested or uncongested based on rate estimations. This predictor
estimates the cause of packet losses based on the parameter calculated as

where represents the expected flow rate and cwnd/RTT the
actual flow rate; cwnd is the congestion window and is the minimum
Round Trip Time measured by the TCP source.
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Given the two parameters and [segments], when the Vegas loss
predictor assumes that the network is congested; when possible losses
will be ascribed to transmission random errors. Finally, when
the predictor assumes that the network state is the same as in the previous
estimation.

We propose to use this predictor within the congestion control of a TCP
source as follows: when the source detects a packet loss, i.e. when 3 duplicate
acknowledgements are received or a retransmission timeout expires, the Vegas
predictor is asked to estimate the cause of the packet loss.

If the loss is classified as due to congestion, the TCP source reacts exactly as
a classical TCP NewReno source, setting the slow start threshold (ssthresh) to
half the current flight size. This allows TCP NewReno-LP to behave as fairly
as the standard TCP protocol in congested network environments.

On the contrary, if the loss is classified as due to random bit corruption on
the wireless channel, the ssthresh is first updated to the current flight size
value.

Then, if the packet loss has been detected by the TCP source after the receipt
of 3 duplicate ACKs, the TCP sender updates the cwnd to ssthresh + 3 Maxi-
mum Segment Sizes (MSS) and enters the fast retransmit phase as the standard
TCP NewReno. This allows the source to achieve higher transmission rates
upon the occurrence of wireless losses, if compared to the blind halving of the
transmission rate performed by current TCP implementations.

If the packet loss has been detected by the TCP source after a retransmission
timeout expiration, the congestion window is reset to 1 segment, thus enforcing
a friendly behavior of the TCP source toward current TCP implementations.

3. Simulation Network Model
The TCP NewReno-LP scheme described in the previous Section was sim-

ulated using the Network Simulator package (ns v.2 [ns-2 network simulator
(ver.2).LBL, ]), evaluating its performance in several scenarios as proposed in
[S.Floyd and V.Paxson, 2001].

We assume, as in the rest of the paper, that the Maximum Segment Size
(MSS) of the TCP source is equal to 1500 bytes, and that all the queues can
store a number of packets equal to the bandwidth-delay product. The TCP
receiver always implements the Delayed ACKs algorithm, as recommended in
[M.Allman et al., 1999].

The network topology considered in this work is shown in Fig. 1. A single
TCP NewReno-LP source performs a file transfer. The wired link
has capacity and propagation delay The wireless link
has capacity and propagation delay
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Figure 1. Network topology in simulations for TCP performance evaluation.

We considered two different statistical models of packet losses on the wire-
less link: independent and correlated losses. To model independent packet
losses, the link drops packets according to a Poisson process, causing a packet
error rate (PER) in the to range.

To account for the effects of multi-path fading typical of wireless environ-
ments, we also considered links affected by correlated errors. From the exist-
ing literature [A.A.Abouzeid et al., 2000], we modeled the wireless link state
(Good or Bad) with a two-state Markov chain. The average durations of the
Good and Bad states are equal to 1 and 0.05 seconds, respectively. In the
Good state no packet loss occurs, while we varied the packet error rate in the
Bad state from 0% to 100%, to take into account different levels of fading.

4. Accuracy Evaluation
The key feature of Loss Predictor schemes (LP) is to be accurate in esti-

mating the cause of packet losses, as the TCP error-recovery algorithm we
introduced in Section 2, based on the Vegas Predictor, reacts more gently or
more aggressively than existing TCP sources depending on the LP estimate.
Evidently, when the packet error rate is low and most of packet losses are due
to congestion, LP accuracy in ascribing losses is necessary to achieve fair-
ness and friendliness with concurrent TCP flows. On the other hand, when the
packet error rate is high such as on wireless links, LP accuracy is necessary to
achieve higher goodput, defined as the bandwidth actually used for successful
transmission of data segments (payload).

TCP sources detect loss events based on the reception of triple duplicate
acknowledgements or retransmission timeout expirations. We define wireless
loss a packet loss caused by the wireless noisy channel; a congestion loss is
defined as a packet loss caused by network congestion.

The overall accuracy of packet loss classification achieved by a loss pre-
dictor is thus defined as the ratio between the number of correct packet loss
classifications and the total number of loss events.

We measured the accuracy of the Vegas predictor in the network topology
of Fig. 1, with and

We considered both the scenarios with and without cross
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traffic on the wired link and both uncorrelated and correlated errors on the
wireless link.

As explained in Section 2, the Vegas predictor detects congestion and wire-
less losses based on two thresholds, and We tested several values for the
parameters and and we found the best performance for the accuracy of the
Vegas predictor for and We presented a detailed analysis of
the accuracy of the Vegas predictor and other loss differentiation algorithms
in [S.Bregni et al., 2003]. In this paper, we summarize only some of the most
significant results.

Fig. 2(a) shows the accuracy of packet loss classifications of the Vegas
predictor with these parameters as a function of the packet error rate in the
scenario with no cross traffic and independent packet losses. Each accuracy
value has been calculated over multiple file transfers, with very narrow 97.5%
confidence intervals [K.Pawlikowski et al., 2002]. The vertical lines reported
in all Figures represent such confidence intervals for each accuracy value.

Figure 2. Accuracy of classification of packet losses for the Vegas loss predictor as a function of PER
in two scenarios: (a) independent packet losses (b) correlated packet losses

Fig. 2(b) shows the accuracy of the Vegas predictor when transmission er-
rors are correlated and modeled as described in Section 3. The Vegas predictor
provides high accuracy and approaches an ideal estimator for the whole range
of packet error rates.

We have also extended our analysis to more complex network scenarios,
with a varying number of TCP connections, multiple hops and various patterns
of cross traffic on the wired link. For the sake of brevity we do not report these
results. In all the scenarios we examined, the accuracy of the Vegas predictor
has always been higher than 70%.
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5. TCP Performance over Wireless Links
So far, this paper has shown that TCP NewReno-LP performs an accurate

estimation of the cause of packet losses in various network scenarios. However,
as this algorithm is mainly designed to achieve high goodput in the presence of
links affected by random errors, a study was made of the performance of this
algorithm over wireless links.

To measure TCP NewReno-LP performance, and compare it with other TCP
versions, we considered several network scenarios with two different types of
connections: the long-lived TCP connections, typical of FTP file transfers, and
short-lived connections, typical of HTTP connections. In the following we
discuss the results obtained by simulation.

Uncorrelated Losses

Following the guidelines proposed in [S.Floyd and V.Paxson, 2001], we
considered the topology shown in Fig. 1. We analyzed three network scenarios
with different capacity of the wired and wireless link: 5 or 10 Mbit/s
and The Round Trip Time (RTT) is always equal to 100 ms
and the queue can contain a number of packets equal to the bandwidth-delay
product. We considered independent packet losses, modeled as described in
Section 3. For each scenario we measured the steady state goodput obtained by
TCP NewReno-LP (the bold line), TCP Westwood with NewReno extensions
[High Performance Internet Research Group, ] and TCP NewReno. All good-
put values presented in this Section were calculated over multiple file transfers
with a 97.5% confidence level [K.Pawlikowski et al., 2002]. The results are
shown in Figures 3(a), 3(b) and 4, where the vertical lines represent, as in all
the other Figures, the confidence interval for each goodput value.

Figure 3. Goodput achieved by various TCP versions in the topology of Fig. 1 as a function of PER



Improving TCP Performance over Wireless Networks Using Loss Differentiation Algorithms 29

Figure 4. Goodput achieved by various TCP versions in the topology of Fig. 1 with
and as a function of PER

It can be seen that for all packet error rates and at all link speeds TCP
NewReno-LP achieves higher goodput than TCP NewReno. This is due to
the Vegas loss predictor that prevents, most of the time, confusion between
real network congestion signals, due to queue overflow, and signals due to link
errors.

Note that for packet error rates close to zero, when congestion is the main
cause of packet losses, TCP NewReno-LP achieves practically the same good-
put as TCP NewReno. This allows TCP NewReno-LP sources to share friendly
network resources in mixed scenarios with standard TCP implementations, as
it will be shown in Section 5.

In all the considered scenarios, we also measured the goodput achieved by a
TCP Westwood source with NewReno extensions (TCP Westwood-NR). In all
simulations this source achieved higher goodput than the other TCP versions,
especially when the packet error rate was high. However, we believe that there
is a trade-off between achieving goodput gain in wireless scenarios and being
friendly toward existing TCP versions in mixed scenarios where the sources
use different TCPs. In fact, if a TCP source is too aggressive and achieves a
goodput higher than its fair share over a wired, congested link, its behavior is
not friendly toward the other competing connections. This behavior will be
analyzed in Section 5.

To provide a comparison, Figures 3(a), 3(b) and 4 also report the perfor-
mance achieved by a TCP NewReno based on an ideal estimator that always
knows the exact cause of packet losses (TCP NewReno-Ideal-LP). This scheme
provides an upper bound on the performance achievable by every scheme based
on loss predictors. Note that our scheme approaches this bound for all the con-
sidered scenarios.
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Correlated Losses

To account for the effects of multi-path fading typical of wireless environ-
ments, we also investigated the behavior of TCP NewReno-LP in the presence
of links affected by correlated errors, modeled as described in Section 3. We
considered two different scenarios with wireless link capacities equal to 2 and
5 Mbit/s, and a Round Trip Time equal to 100 ms. Fig. 5(a) shows the steady-
state goodput achieved by the TCP versions analyzed in this paper as a function
of the packet error rate in the Bad state. TCP NewReno-LP achieves higher
goodput than TCP NewReno and practically overlaps to the goodput upper
bound achieved by the ideal scheme TCP NewReno-Ideal-LP.

Figure 5. Goodput achieved by various TCP versions in the topology of Fig. 1 as a function of PER in
the Bad state

A similar behavior was observed in Fig. 5(b) where we reported the goodput
achieved by the analyzed TCP versions in the topology shown in Fig. 1 with
a 5 Mbit/s link capacity as a function of the packet error rate in the Bad state.
Note that in this scenario the performance improvement of TCP NewReno-LP
over TCP NewReno is higher than in the 2 Mbit/s scenario, as wireless losses
affect more heavily TCP NewReno goodput when the bandwidth-delay product
of the connection is higher [T.V.Lakshman and U.Madhow, 1997].

Impact of Round Trip Time

Packet losses are not the only cause of TCP throughput degradation. Many
studies [J.Padhye et al., 1998] have pointed out that TCP performance also de-
grades when the Round Trip Time (RTT) of the connection increases. TCP
NewReno-LP allows to alleviate this degradation to improve performance.
Fig. 6(a) and 6(b) report the goodput achieved by TCP NewReno and TCP
NewReno-LP sources transmitting over a single link with capacity equal to 2
Mbit/s and a 5 Mbit/s, respectively, as a function of the Round Trip Time of
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the connection. The link drops packets independently with a loss probability
constantly equal to 0.5%.

Figure 6. Goodput achieved by TCP NewReno-LP and TCP NewReno over a single link as a function
of the RTT of the connection

We point out the high goodput gain of TCP NewReno-LP over TCP NewReno.
This behavior is more evident when the Round Trip Time of the connection in-
creases.

Short-Lived TCP Connections

We also studied the performance of TCP NewReno-LP with short-lived TCP
connections. We considered, in line with the literature [N.Cardwell et al.,
2000], a typical HTTP connection involving the transfer of a 10 kbyte file
over a 5 Mbit/s link affected by a 5% random packet loss, with 100 ms Round
Trip Time. We simulated 500 transfers and measured the duration of each file
transfer.

The average time to complete the transfer was 0.79 seconds for TCP NewReno-
LP and 0.81 seconds for TCP NewReno. Hence, also for short file transfers,
TCP NewReno-LP achieves the same results as the current TCP version.

Friendliness and Fairness

So far we have shown that the TCP NewReno-LP scheme estimates accu-
rately the cause of packet losses and that achieves higher goodput than existing
TCP versions over wireless links with both uncorrelated and correlated losses.

Following the methodology proposed in [Wang et al., 2002], we evaluated
friendliness and fairness of TCP NewReno-LP in a variety of network scenar-
ios and we compared them by those achieved by TCP Westwood-NR. The term
friendliness relates to the performance of a set of connections using different
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TCP flavors, while the term fairness relates to the performance of a set of TCP
connections implementing the same algorithms.

This section shows how the proposed scheme is able to share friendly and
fairly network resources in mixed scenarios where the sources use different
TCPs.

To this purpose, we first evaluated TCP NewReno-LP friendliness by con-
sidering two mixed scenarios: in the first one 5 TCP connections using ei-
ther TCP NewReno-LP or TCP NewReno share an error-free link with capac-
ity equal to 10 Mbit/s and RTT equal to 100 ms; in the second one the TCP
NewReno-LP sources were replaced by TCP Westwood-NR sources.

By simulation we measured the goodput, for each connection, and for all
cases. The average goodput of TCP NewReno-LP and of TCP NewReno
connections, with is shown in Fig. 7(a).

Figure 7. Average goodput of (a) TCP NewReno-LP and TCP NewReno connections and (b)
TCP Westwood-NR and TCP NewReno connections, with over a 10 Mbit/s link with RTT
equal to 100 ms

The goodput achieved by both algorithms is very close to the fair share for
the full range of sources.

The same experiment was performed with TCP connections using either
TCP Westwood-NR or TCP NewReno, and the results are shown in Fig. 7(b).
In this scenario TCP Westwood-NR sources proved more aggressive toward
TCP NewReno sources than TCP NewReno-LP, and achieved a goodput higher
than the fair share practically in every case. This behavior evidences the trade
off that exists between achieving high goodput gain in wireless scenarios and
being friendly in mixed network scenarios.

To measure the level of fairness achieved by TCP NewReno-LP we consid-
ered the same scenario described above first with 5 TCP NewReno-LP con-
nections and then with 5 TCP NewReno sources sharing a 10 Mbit/s link with
RTT equal to 100 ms. In this scenarios congestion is the only cause of packet
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losses. The Jain’s fairness index of 5 TCP NewReno-LP connections was equal
to 0.9987, and that achieved by 5 TCP NewReno sources was equal to 0.9995.
These results confirm that TCP NewReno-LP achieves the same level of fair-
ness of TCP NewReno.

We also extended our simulation campaign to more complex scenarios with
a varying number of competing connections. The results obtained confirm
that TCP NewReno-LP achieves an high level of friendliness toward TCP
NewReno, thus allowing its smooth introduction into the Internet.

6. Conclusions

In this paper, we have discussed and analyzed issues related to the use of
Loss Differentiation Algorithms for TCP congestion control. We proposed
to use the Vegas loss predictor to enhance the TCP NewReno error-recovery
scheme, thus avoiding unnecessary rate reductions caused by packet losses
induced by bit corruption on the wireless channel. The performance of this
enhanced TCP (TCP NewReno-LP) was evaluated by extensive simulations,
examining various network scenarios. Two types of TCP connections were
considered, namely long-lived connections, typical of file transfers, and short-
lived connections, typical of HTTP traffic. Moreover, we considered two dif-
ferent statistical models of packet losses on the wireless link: independent and
correlated losses. We found that TCP NewReno-LP achieves higher goodput
over wireless networks, while guaranteeing good friendliness with classical
TCP versions over wired links. Moreover, we found that the Vegas loss predic-
tor, embedded in TCP NewReno-LP, proved very accurate in classifying packet
losses. Finally, we also defined an ideal scheme that assumes the exact knowl-
edge of packet losses and provides an upper bound to the performance of all
possible schemes based on loss differentiation algorithms. The TCP enhanced
with Vegas loss predictor well approaches this ideal bound.
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Abstract High speed cable/ADSL connections are rapidly becoming the standard for In-
ternet at home. Conversely, mobile network operators only offer low bit rate data
services to their 2.5G users, and 3G will not be in full swing for another couple
of years. In this context, the cooperation between a mobile telecommunication
network and a broadcast network can be a suitable alternative to enhance this
offer with high speed e-mail, web browsing, file download or even peer-to-peer
services. This paper presents a network architecture based on the coupling of
a GPRS uplink with a DVB-T downlink, to provide Internet connectivity for
unicast and multicast services. We first study the GPRS network and show the
issues raised by specific use of this return channel. Then, we analyse, using
simulations, how to tune the TCP parameters to increase the GPRS/DVB-T hy-
brid network performances. Finally, we describe the network architecture of the
deployed system, and evaluate its performances.

Keywords: Hybrid network, cooperation, asymmetry, TCP, GPRS, DVB-T

1. Introduction

In a hybrid network, the uplink and downlink are different. In our case
we use DVB-T (Digital Video Broadcasting Terrestrial) for the downlink and
GPRS (Generalised Packet Radio Services) for the uplink. The request (Req.)
is sent by GPRS to the HNIS (Hybrid Network Interconnection System). Then
the request is forwarded to the appropriate server on the Internet, whose reply
is routed on the DVB-T network [1].

DVB-T is a robust, unidirectional, broadcast network with high bandwidth,
whereas GPRS is a bidirectional telecommunication network, with a low band-
width, and a considerable bit error rate [2]. The cooperation between these two
networks creates important asymmetries between the two links of communi-
cation as shown by experimental measures (Tab. 1). Thereafter we will study
the impact of this asymmetry on the TCP mechanisms. Indeed, the TCP pro-
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Figure 1. Hybrid network architecture

tocol, without specific tuning, has poor performances in this hybrid network
architecture (Fig. 1).

Measures in table (Tab. 1) are performed for several bit rates
to full bandwidth).

2. Issues raised by the GPRS return channel

In this section we study the GPRS return channel issues. The following
experimentations are made on real GPRS networks. We use several GPRS
subscriptions of Finnish and French operators. All the results being very simi-
lar with the different operators, we only analyse the test results of one operator,
RADIOLINJA. All the GPRS subscriptions have two timeslots for upload. The
experimental tests consist of sending IP packets (ICMP packet, 84 bytes) from
a terminal to a server, and receiving these packets. The sent packets generate
a constant bit rate. Then we study the RTT (Round Trip Time) related to each
packet. In one case the packets are sent by GPRS and are received by GPRS.
We call this transmission mode bidirectional, since we use the uplink and the
downlink of GPRS. In another case, the packets are sent by GPRS and are re-
ceived by LAN. We call this transmission mode unidirectional. As the latency
of the transmission on the LAN is very low compared to the latency on GPRS
(LAN<1ms, we do not take into account the latency of the LAN.
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So, we can evaluate the behavior of the GPRS latency as a function of the
uplink load, and thus the consequences of an exclusive use of the GPRS uplink.

2.1 GPRS Bidirectional mode
We can notice in the figure 2 that the latency of the GPRS network is

around 1s (despite many oscillations), for throughputs ranging from
to At we reach the bandwidth limit of the GPRS con-
nection. The latency increases strongly due to buffer mechanisms in the GPRS
network.

Figure 2. GPRS latency in bidirectional mode

For lower bit rates, the throughput oscillates presumably because of the time
division of the bandwidth in the transmission mode of GPRS.

2.2 GPRS Unidirectional mode
We note that the behavior of the GPRS network (latency according to the

load of the uplink) in the unidirectional mode (Fig. 3) is totally different from
the bidirectional mode. The latency increases faster for small throughputs. A
detailed analysis of the GPRS latencies shows a brutal jump from 2.4s to 4s
for the traffic of The latency increases
quasi-linearly until reaching a critical threshold of 2.4s (Fig. 3). There are
therefore two different behaviors of the GPRS latency:

A stationary, oscillating mode for throughput lower than

A quasi-lineary, increasing mode involving a latency jump from 2.4s to
4s, for throughput greater than
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Figure 3. GPRS latency in unidirectional mode

2.3 GPRS uplink critical throughput
A more precise study permits to specify the critical throughput beyond

which the latency jumps to 4s. As shown in previous sections, the GPRS la-
tency varies with the type of use (unidirectional or bidirectional). In our hybrid
network architecture only the GPRS uplink is used, the latency of the GPRS
network can switch between two differents modes. In one mode the through-
put is lower than and the latency does not exceed 2s. In the other mode, the
throughput is greater than and the latency increases to 4s-5s.
If we consider the GPRS network as a black box model, we can conclude that
the GPRS uplink quality of service is probably related to the traffic on the
GPRS downlink. It is therefore necessary to evaluate the throughput needed
on the uplink for a specific service when we use GPRS as a return channel. In
the GPRS/DVB-T hybrid network, we must limit the uplink traffic to a value
smaller than to prevent the jump of the latency. This brutal increase of the
latency can otherwise be considered by TCP as a timeout. We will solve the
problem at the transport layer, as we have limited control on the GPRS net-
work.

3. Simulation studies of the hybrid network performances

3.1 Simulation model of the hybrid network
In this section, we use the NS2 (Network Simulator v2) simulation tool to

study the hybrid network architecture, to solve the GPRS return channel issues,
and assess the impact of the various asymmetries of this system. We only sim-
ulate OSI layers three and above. In particular the encapsulation mechanisms
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inherent to the DVB-T and GPRS transmission are not simulated. DVB-T is
represented by a unidirectional link with bandwidth and 50ms of
delay. GPRS is modeled by a unidirectional link with bandwidth
and 700ms of delay (Fig. 4). We simulate a data transfer from a server S to a
client C trough a TCP connection (FTP). We add a node n and a new link to
introduce the packet loss rate. This link has the same bandwidth as GPRS and
very low delay (1ms). The node n has a very large buffer to simulate the GPRS
network buffer whereas the server and the client have minimal buffers.

Figure 4. The simulation model

3.2 Asymmetries
Asymmetry of delays. The difference of delay between GPRS and DVB-
T is very important, with respectively 50ms on DVB-T and 700ms on GPRS.
However, this difference does not affect the TCP functions. It is the large RTT
(Round Trip Time), around 750ms, that hinders the throughput of the TCP
communication.

For the simulations, the global RTT is fixed to 750ms
and we vary the ratio The ratio has absolutely no effect,

the simulation results show that the throughput on the downlink is always
However to increase the TCP performances with this large RTT,

we have to increase the TCP window sizes.

Bandwidth asymmetry. The maximal size of a packet, that can be sent
from the terminal to the server and from the server to the terminal, without
fragmentation is 1500 bytes The TCP protocol generates
a maximum of one Ack (40 bytes) per packet of data. A data transfer from the
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server to the terminal produces, on the uplink, a traffic with a throughput that
cannot exceed 2.67% of the downlink throughput.

TCP uses a cumulative acknowledgement mechanism, and thus one Ack can
acknowledge more than one packet of data. We have always:

By using the full bandwidth capacity of the uplink and with-
out the other constraints (RTT, packet error rate...), we can estimate a min-
imum throughput of for the download traffic. The TCP option
Delayed Ack permits to defer the sending of the Acks for a duration We
can thus increase the number of data packets acknowledged by one Ack. So,
it is possible to reduce the bandwidth used on the uplink, or to increase the
throughput on the downlink.

We have run two series of simulations. In the first series, we do not take into
account the temporal dimension of the system by fixing the DVB-T and GPRS
latencies to 1ms (Tab. 2). We notice that the traffic on the GPRS link uses
all the bandwidth capacity and the throughput on the downlink
increases.

In the second simulation, we set the GPRS latency to 700ms and the DVB-
T latency to 50ms and we tune the TCP DelayedAck options (Tab. 3). The
throughput of the downlink increases slightly more while the traffic on the up-
link decreases strongly. In this case the throughput of the system is limited
by the temporal dimension (Expr. 1). The value of the TCP window size is
50MSS (Maximum Segment Size) [4] [6] [5]. One MSS is equal to the MTU
without the TCP and IP headers, 1460 bytes. Consequently the maximal theor-
ical throughput is This theorical value is confirmed by the sim-
ulations. By increasing the value of the TCP window size to 100MSS, we can
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theorically double the throughput of the system. Once again the full bandwidth
of the uplink is used, and the downlink throughput reaches

The asymmetry of the packet error rate. In most networks, uplink and
downlink have the same packet error rate. In this case, the DVB-T commu-
nication link has a very low packet error rate, lower than whereas the
GPRS link has a large packet error rate, around 1%. By varying the error rate
on the two links, we study how these differences affect the TCP performances.
We use the standard TCP implementation and options for these simulations.

The simulations show that the hybrid architecture is more sensitive to the
errors on the data download link than to the errors on the return channel. This
behaviour is inherent to the cumulative aspect of the TCP acknowledgement
mechanism. Conversely, when the loss of a data packet occurs, TCP has to
wait for a timeout to detect the packet loss and resend it. This timeout is similar
to the RTT, 750ms. This decreases strongly the throughput of the system. The
reliability of the DVB-T transmission to transfer the data packet is appropriate
for the service we want to provide to the end user (data transfer to the client).
Moreover, the error rate of GPRS has very limited influences on the quality of
the service. We consider the system in degraded mode, with 2% of error rate
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on GPRS and 0.01% of error rate on DVB-T. We compare the different TCP
implementations with differents options (Tab. 5).

We notice that the use of the TCP Delayed Ack option slightly decreases
the performances. As there are fewer Ack to acknowledge packets with the
Delayed Ack option, the loss of one Ack increases the probability to not ac-
knowledge a data packet. However we can see that we only use half of the
uplink bandwidth. This way, we can limit the throughput on GPRS below
the critical GPRS throughput, and we can solve the GPRS return
channel issue.

3.3 Hybrid routing
With the delayed ack option, the upload traffic remains under

However, if the terminal initiates a data transfer to the server, a new traffic
will be added to the of acknowledgment traffic. A way to prevent
the latency jump on the GPRS link, is to adapt the traffic policy routing on
the HNIS router. The Ack related to the upload traffic is routed to the GPRS
downlink. Thus the GPRS behaviour switches to a bidirectional mode and the
latency is fixed to a value near 700ms. We use a traffic control module to
regulate the data traffic on the downlink and to prevent bursts of traffic. This
contributes to enforce the architecture stability. Another functionality is to
ensure the bandwidth for a single user.

4. Experimentations

For the experimentations, we use a VPN to connect the terminal to the DVB-
T/GPRS Internet router. The VPN offers the compression and encryption capa-
bilities. We use a VPN connection to pass through firewall and/or NAT router.
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The tests consist of a FTP transfer from the router/server to the terminal. In
one case we use the TCP DelayedAck option (set to 600ms) and in the other
case the terminal acknowledges all the packets.

Figure 5. DVB-T throughput in the hybrid architecture

Figure 6. GPRS throughput in the hybrid architecture

We notice that the GPRS throughput is around for the two FTP
transfers. With the TCP DelayedAck option, the throughput of the DVB-T
traffic can reach whereas without the option, the throughput is
limited to The average throughput is with the TCP
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Figure 7. RTT in the hybrid network

option, against without the TCP DelAck. With the TCP opti-
mizations, the RTT has a value of 1185ms, whereas without the RTT has an
average of 1881ms (Fig 7). A low RTT contributes to increase the bit rate
(Expr. 1). Not only the adaptation of TCP increases the performances, but it
increases the stability of the architecture as well.

5. Conclusion

Initially, the TCP protocol was developed to prevent congestion in wired
networks, TCP is not adapted for wireless networks, with high bit error rate,
high asymmetries and multiple interfaces. However for current Internet ser-
vices, a reliable transport mechanism such as TCP is required. Due to dynamic
resource allocation, the QoS of the GPRS uplink is related to the GPRS down-
link traffic. This behavior is a major issue as it impacts the latency in a DVB-
T/GPRS hybrid network architecture. To solve this issue at the transport level,
the TCP/IP stack has been tuned.

Use of TCP Delayed Ack option to reduce strongly the return channel
traffic.

An advanced policy routing and traffic control to prevent latency peaks
during upload data transfer.

With these tunings, on the hybrid network architecture, it becomes possible
to provide stable high bit rate services (HTTP, FTP, peers to peers, streaming...)
in a wireless environment.
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Abstract Hybrid networks composed of a wireless infrastructure network providing In-
ternet access to an underlying ad hoc network are more and more attractive due
to their low installation cost. In these all-wireless environments, performance is
a key issue as radio bandwidth is scarce. Handoffs management is particularly
important as these networks are likely to be highly mobile. Mobility notifica-
tion should therefore be optimized in order to limit signaling overhead while
keeping a good reactivity against terminals mobility. This article presents and
studies by simulation different level optimizations applied to a modified Cellular
IP protocol.

Keywords: ad hoc networks, hybrid networks, micro-mobility

1. Introduction

Wireless communications have to play a crucial role in computer networks.
They offer open solutions to provide mobility and services where the instal-
lation of a complex wired infrastructure is not possible. With the exponen-
tial growth of wireless communications, a wide range of wireless devices has
been released. In the same time, the number of cellular phones has signifi-
cantly increased. The Internet becomes pervasive and is now bound to cellular
networks. Research on wireless networks has roughly been concentrating on
two distinct themes. The first one aims at extending the edge of infrastruc-
ture networks by the integration of a last wireless hop. The radio connectivity
is provided by Base Stations at the edge of the network. The second theme
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concerns infrastructure-free and auto-organized wireless networks: Mobile Ad
hoc Networks (MANet).

Research efforts aiming at merging cellular wireless and ad hoc networking
have recently increased [4, 10, 5, 7–1, 6]. Hybrid networks, the extension of
cellular networks using ad hoc connectivity, offer obvious benefits. On one
hand, they the extend cellular network coverage using ad hoc connectivity and
on the other hand they provide a global Internet connectivity to ad hoc nodes.
However, deployment of a wired cellular infrastructure still induces a high cost
as well as a lot of constraints. Both costs and constraints can be reduced if we
replace the wired infrastructure network by a fully wireless one. The infras-
tructure network becomes a collection of static wireless nodes acting both as
Base Stations and infrastructure routers. Infrastructure communications be-
come wireless and multi-hop. As the wireless medium slightly differs from the
wired one, the design of classical micro-mobility protocols must be rethought
and if necessary modified.

In this article, we study how ad hoc node mobility/handoffs must be notified
in the wireless infrastructure of a wireless hybrid network in order to achieve
the best performances. Several strategies are proposed. Section 2 presents the
routing protocol as well as the testbed that was used for simulations. Several
strategies for mobility notification frame transmission are compared in sec-
tion 3. Finally in section 4, we propose and compare several mechanisms to
reduce the signaling overhead in the wireless hybrid network.

2. Wireless Hybrid Network

The global architecture is composed of a wireless infrastructure network
extended by a general Mobile Ad-Hoc Network (MANet). This differs from
the work done in [4] since the infrastructure network is wireless and the ad hoc
connectivity may extend further than two hops. In this article, we focus on the
ad hoc nodes mobility notification process within the wireless infrastructure
network and do not compare routing strategies in hybrid networks. Such a
study may be found in [10].

Several micro-mobility protocols such as Cellular IP, Hawaii, Hierarchical
Mobile IP or Edge Mobility have been proposed for wire infrastructure net-
works. Their main tasks are to efficiently manage intra-domain routing, en-
abling mobiles to perform fast handoffs between Base Stations, as well as to
provide a paging service. Several surveys and comparative studies have been
published in [2, 3]. In the rest of this article, we will only consider Cellular
IP [9] as it is largely deployed and has been the subject of an ad hoc extension
in many proposals [8, 1]. The protocol is presented here in a version that has
been slightly modified for use in a wireless infrastructure network and in in-
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teraction with a separate ad hoc routing protocol which is used to extend the
infrastructure coverage.

Every 0.2 s, mobile nodes broadcast ad hoc packets which contain the list
of the mobile neighbors, other mobiles and Base Stations, and the identity of
the Base Station the mobile has chosen to attach to. These packets play both the
role of control packets for the ad hoc routing protocol and route update
for the CIP-like protocol.

Infrastructure nodes also act like Base Stations as they communicate through
a wireless medium and participate to ad hoc routing through the broadcast of
ad hoc packets every 0.2 s. These ad hoc packets contain a list of mobile
neighbors and advertise them as a Base Station. Here again, these ad hoc
packets play both the role of control packets to the ad hoc routing protocol and
BS advertisement for the CIP-like protocol.

Mobility notification is implicitly initiated by a mobile. As a Base Sta-
tion receives an ad hoc packet from an attached mobile, it transforms the
ad hoc packet into a CIP-like route update packet and forwards it to
the infrastructure network Gateway through its up-link neighbor. In an infras-
tructure node, reception of a mobile ad hoc packet updates the route entry
for this mobile and reception of a route update packet updates the down-
going route to the mobile with the last forwarder as next hop. An infrastructure
route has a lifetime of 0.5 s. By default, if no specific route is known, a data
packet is forwarded toward the infrastructure Gateway. Mobile nodes always
transmit their data packet to their Base Station.

The up-link neighbor of an infrastructure node is the father’s node in the
CIP-like routing tree. This tree, routed at the gateway and spanning the infras-
tructure network, is created by diffusion of a gateway advertisement
packet, periodically emitted by the gateway and forwarded by all infrastructure
nodes.

We performed our simulations using the network simulator The
topology network used consists of 9 wireless infrastructure nodes with the ad-
dition of 2 to 64 mobile nodes which move according to the Random Way-
point Mobility model. The maximum speed of the mobile nodes has been set
to 50m/s. Constant Bit Rate data flows of 5 packets of 500 bytes per second
are simulated between the mobile nodes.

3. Comparing the Route Update strategies

The radio medium is far from being similar to a classical wire medium such
as the Ethernet one and differs in several aspects. Wireless links are pervasive
and not isolated due to the broadcast nature of the medium. In consequence,
the topology of the infrastructure network is not efficiently mapped into a rout-
ing tree as it is in Cellular IP. Another difference between wired and wireless



50 Chelius and Chaudet

links is the medium transmission quality and efficiency as bandwidth is smaller
and latency is greater in air. These differences lead to the fact that some de-
sign aspects chosen during the development of Cellular IP may no longer be
appropriate. For example, the choice to transmit route update packets
in unicast increases reliability but also medium occupancy and prevents from
routing along efficient paths.

3.1 Acknowledged broadcast
The IEEE 802.11 distributed coordination function (DCF) basically pro-

vides two MAC level modes for frame transmissions: unicast and broadcast
modes. Unicast frames require acknowledgment from the receiver. The lack
of acknowledgement reception causes the retransmission of the frame unti l
the transmission succeeds or the maximum retransmission count is exceeded.
Unicast frames can also be protected, especially against hidden node situa-
tions, by using a Request to send - Clear to send (RTS-CTS) exchange prior
to frame transmission. Broadcasted frames are neither protected by RTS-CTS,
nor acknowledged. Therefore, correct reception cannot be guaranteed. But,
if the same data rate is used, broadcasted frames are far more efficient when
transmitting information to a set of neighbor nodes. Both strategies present
advantages for route update messages transmission. Unicast mode favors
reliability and can help maintaining an accurate view of the network topol-
ogy. Broadcasted frames favor speed and allow the spread of the topology
updates faster. Mixing the two approaches to obtain a more reliable broadcast
could be profitable. Nevertheless, acknowledging broadcasted frames is not
straightforward as multiple acknowledgements from multiple receivers would
collide. Therefore, acknowledging broadcasted frames requires the selection
of one particular neighbor to acknowledge frames, as if the message was trans-
mitted in unicast mode and every other mode were in a promiscuous reception
mode. Wireless hybrid networks provide a hierarchical organization removing
the need for dynamic election of the only neighbor acknwoledging frames that
arises in a pure ad hoc context. When a node emits a route update mes-
sage, it is destined to its father in the routing tree. If other infrastructure nodes
can overhear this message, they will also benefit from this information, adding
a route to the mobile and enabling a shortcut in the tree routing scheme of Cel-
lular IP. In the following paragraphs, we will compare the results we obtained
for the three possible strategies for route update transmission: using uni-
cast transmission, broadcast or acknowledged broadcast. In order to correctly
study the differences between this three transmission modes, we will keep the
tree routing scheme of Cellular IP and avoid taking the advantages offered by
the broadcast and acknowledged broadcast modes.



Handoff Notification in Wireless Hybrid Networks 51

3.2 Simulation Results
First of all, we will compare three strategies at the MAC-level for route

update messages transmission. Unicast mode includes RTS-CTS excahnge
and acknowledgements. Acknowledges broadcast suppresses RTS-CTS ex-
change and broadcast suppresses both mechanisms.

With Cellular IP, each node will regularly emit ad hoc packets, each Base
Station will regularly forward route update packets and relay gateway
advertisement packets. Signaling can represent a high load when the net-
work gets dense. Signaling packets nevertheless carry useful information and
should neither be lost, nor be delayed too much. Losing route updates will re-
sult in many routing table inconsistencies and delaying these packets too much
will result in outdated information in the routing tables. We need to find the
correct balance between network load and informations accuracy.

Figure 1. Losses of CBR packets: route disappearance

Figure 1 presents the losses of data packets due to the absence of route
towards the destination in the whole network for configurations where the
medium is overloaded (more than 16 CBR data flows). This situation arises
when a route has been deleted due to timeout and the new route has not yet
been discovered or propagated. Data packets are forwarded to the Gateway,
which is the root of the infrastructure network, that drops the packet. Unicast
transmission of route update messages leads to the highest data packet
loss rate, due to the delay introduced by the protection of signaling frames.
Routes are not refreshed in time and routing tables entries disappear.

On the opposite, Figure 2 presents the losses of data packets due to re-
transmissions by the infrastructure nodes. This situation happens whenever a
mobile has moved but the routing entry in the infrastructure network still refer-
ences the old base station. In this situation, broadcast transmission of route
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update frames leads to the highest loss number due to the low reliability of
the signaling messages transmission.

Figure 2. Losses of CBR packets: wrong routing entry

Both strategies present advantages as well as drawbacks and it is difficult
to determine which method will yield optimal results. Acknowledged broad-
cast is an “in the middle” approach and could lead to better overall results in
the end. Figure 3 represents the total number of packets that have been cor-
rectly transmitted in each of the simulations performed. As soon as the data
flows saturate the medium, broadcast mode outperforms unicast mode by 25%
in the best case. Unicast transmission of Route Update messages always
results in the poorest performance, followed by acknowledged broadcast and
broadcast.

The number of packets successfully delivered is highly dependent on the
network load. When the network is not overloaded, the performances of the
three strategies are equivalent. Then, when the network capacity is exceeded,
the overhead introduced by the route update transmission mode results in
a difference in the number of packets successfully transmitted. As transmitting
a packet in broadcast mode requires less time than transmitting the same packet
in unicast mode, the medium capacity is exceeded later with broadcast route
update packets. Finally, performances become equivalent again when the
network is overloaded regardless of the transmission mode.

4. Optimization of the mobility notification
From the results of sections 3, we can deduce that the main challenge to

improve data traffic delivery is to reduce the radio medium utilization. We
have to reconsider the experimental protocol described in section 2 in order to
lower the number of control packets its use requires.
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Figure 3. Number of CBR packets correctly received

4.1 Differential Route updates
Frequent route updates are necessary while the mobile performs a handoff.

A new route has to be set up in the infrastructure network as fast as possible in
order to avoid misrouting and losing of data packets. A first route update
packet must be sent after the mobile’s handoff to create the route. This sending
must be repeated in short successive intervals of time in order to prevent the
loss of the previous route update packets as their delivery is not reliable.
After the route setup and while the mobile remains connected to the Base Sta-
tion, frequent updates are no longer needed. The time interval between two
consecutive updates may be increased in order to lower the number of control
packets. However, the frequency of ad hoc packet emission may not be re-
duced as cellular stillness is far from meaning ad hoc stillness. In consequence,
only a subset of the ad hoc packets may be forwarded by Base Stations as
route update packets.

We introduce a flag in ad hoc packets to notify the Base Station whether or
not the packet must be forwarded in the infrastructure as a route update.
The flag is set by the mobile as it is the one which initiates the handoff. After a
handoff, the first period between two consecutive route-update is 0.2s and this
period is increased by a factor 1.5 for each consecutive route-update. We call
this mechanism differential route update.

4.2 Nack route
While using differential route update mechanism, route update emission in-

tervals may be larger than the ad hoc packets period. This means that the
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link between the mobile and its Base Station is refreshed at a higher rate than
the infrastructure down-going route to the mobile. In consequence, the Base
Station may notice a mobile’s handoff long before the mobile’s route times out
in the infrastructure. This route reminiscence may lead to incorrect routing
and data packet loss. In order to prevent this phenomenon, a Base Station may,
as soon as it has detected a mobile has left its cell, discard the route towards
this mobile in the infrastructure. As routing incoherence between different in-
frastructure routers may lead to routing loops, it is not enough for the Base
Station to only discard the route on its own. It should notify all infrastructure
routers concerned by the now out-dated route, that it is no longer valid. This is
realized by the Base Station emitting a route delete packet which is for-
warded to the infrastructure Gateway along the same path as route update
packets. This packet discards the mobile’s route in the infrastructure routers
on its path.We call this mechanism nack route.

4.3 Nack only
If we carry on trying to reduce control traffic to its extreme, we can com-

pletely avoid multiple route update emissions after a mobile handoff and
send only one. This strategy is optimistic in the sense that it makes the suppo-
sition that route update packets may not be lost in the infrastructure. If
it is lost, there will be no infrastructure route to the mobile and data packets
will be dropped. Since only one route update is sent for each handoff
and no refreshment is further performed, infrastructure routes have an infinite
lifetime. To invalid an old route after a mobile handoff, Base Stations send a
route delete packet, as explained in the previous section. This strategy
sounds far from reliable as only one route update loss has catastrophic
consequences, but it has the advantage of drastically reducing the control traf-
fic.

4.4 Simulation Results
Simulations have been carried out for broadcast, unicast as well as acknowl-

edged broadcast route update transmission modes. Usually, using the optimiza-
tions described above in these three transmission modes provides similar re-
sults when evaluating the optimizations performances. Even if the numbers of
packets successfully transmitted are not the same, the phenomenons described
below are the same for the three modes. Therefore we will only present figures
for one single transmission mode. Simulations show that the number of nodes
in the network has a much lower influence on overall performance when com-
pared to the number of data flows in the network. Therefore, for readability,
we will only present results for networks of 64 mobile nodes, as results are
also similar when considering fewer nodes.
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Figure 4. Amount of data packets lost due to route disappearance (64 mobiles; acknowl-
edged broadcast)

To evaluate the performance of the different routing strategies, we will look
at the influence of the different optimizations on the routing tables validity.
Figure 4 represents the number of data packet losses due to route disappear-
ance, i.e., no route exists to reach the destination mobile, neither in the Base
Station to which the sender is attached to, nor in the Gateway. These drops
occur when a route expires in the whole network before the new route to the
mobile has been propagated. When the medium is lightly loaded, optimiza-
tions seem to increase the number of drops at the Gateway. But as soon as the
medium gets overloaded, the Nack Only optimization which reduces the load
due to signaling packets, is highly efficient. As route update messages
represent a high load, the medium saturation point is postponed. However, los-
ing a route update message has a much greater impact with Nack Only
optimization, that’s why performance collapse again under a high data load.

However, Figure 5 shows the number of data packets lost due to outdated
entries in the routing tables. The Base Station in charge of the receiver tries
to forward the data frame to the mobile, gets no acknowledgment in return,
concludes there has been a collision and retries to forward the frame until the
retransmission counter is exceeded. These losses are also due to repeated col-
lisions resulting in retransmissions but analysis of the trace files show that this
cause is marginal compared to mobility-related losses. These results show that
the more optimizations we add, the more the routes are outdated. This is due to
the increasing delay between two route update packets sending, resulting
in a increasing route timeout.

Optimizations described here lead to the same kind of discussion as the
one on the different ways to transmit route update messages. One one
hand, we will try to send as few route update frames as possible, but
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Figure 5. Amount of data packets lost due to errors in routing tables (64 mobiles; acknowl-
edged broadcast)

Figure 6. Amount of data packets successfully transmitted (64 mobiles; acknowledged
broadcast)
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we will be less reactive to mobility and on the other hand, over-occupying
the medium will delay data packets and raise the number of packets lost due
to collisions. Figure 6 represents the total amount of data packets success-
fully delivered. If simple Differential Route Update mode always shows good
performances, other mode performances are load-dependent. Nack Only opti-
mization is rather good when the medium is overloaded but represents a loss
of performance when there is no real need for saving bandwidth.

Figure 7. Number of packets correctly transmitted in normal mode and with optimisations

To conclude this study, Figure 7 shows the total number of data packets
correctly transmitted by a regular Cellular IP compared to a modified version
in which route update packets are broadcasted and the differential route
update optimization is activated. This optimized Cellular IP leads to the best
performances, enhancing the overall data throughput by up to 40%.

5. Conclusion
In this article, we presented several possible modifications of the Cellular

IP protocol for enhancing its performance in a wireless hybrid context. These
modifications, concerning routing as well as MAC layer, show that network
performances can be increased by up to 40 %. These results can still be en-
hanced, for example by implementing optimizations of the routing scheme
related to the broadcast transmission of signaling frames. These results es-
pecially show how micro-mobility protocols derived from wired protocols are
inadequate in a wireless context. Mechanisms that have proved themselves
worthy in regular networks such as reliable unicast transmission should be left
aside in most situations.

Performance should not be expected to get similar to those obtained in wired
networks. Nevertheless, the efficiency of wireless hybrid networks can be in-
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creased. This work shows that the key issue regarding network performance
is the network load. This load can be decreased on one hand by reducing the
global signaling volume as studied here and on the other hand by designing
suited radio interfaces and medium access protocols. The separated signal-
ing channel mechanism, allocating a particular frequency, time slot or CDMA
code to control traffic, widely used in cellular telephony networks might lead
to further performance enhancements. Nevertheless, actual wireless hardwares
do not allow this due to the long channel switching delay.
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Abstract
Seamless connectivity in wireless access networks is critical for time-
sensitive applications requiring Quality-of-Service guarantees with bounded
data transmission delay. Currently, the latency inherent in the hand-
off process can preclude the successful delivery of such applications by
introducing delays up to several seconds. In this paper, we address
this issue by proposing an improvement of the access points discovery
process at the data link layer. We present a novel WLAN architecture
using an overlay sensor network as a control plane. By distributing the
information on the current network status to the sensor nodes, we show
that handoff latency can be significantly reduced.

1. Introduction
Wireless communications have gained over time great importance with

the rapid growth in data transmission rate. Whereas cellular networks
still remain constrained by low offered throughput (GPRS enables a
theoretical 171.2kbps and UMTS only permits a maximum of 2Mbps for
indoor or low range outdoor communications), a major breakthrough
has been achieved in Internet access technologies with data rates up to
54Mbps. It is now feasible to envision supporting a wide range of QoS
applications encompassing fields as diverse as video streaming or gaming.
However, this is contingent on the ability to provide appropriate QoS
guarantees through bounded end-to-end transmission delay. In addition,
the diversity of terminal devices (laptop, personal digital assistant, etc.)
renders the need for mobility support a critical feature.
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Several characteristics inherent in wireless networks contribute to the
increase of data transmission delays. In wireless LAN, the de facto
Standard IEEE 802.11 [1] defines a fair random deferred access to the
transmission medium, which introduces unbounded transmission delay
due to idle time periods and retransmissions due to collision. Signif-
icant delays also occur during the handoff process. Moving from one
access point to another involves time-consuming mechanisms which may
be detrimental to applications requiring seamless connectivity and QoS
guarantees.

In this paper, we address the problem of handoff latency at the MAC
layer. As this delay mainly results from the exhaustive scan of every
channel in the frequency band, we believe that improvements can be
achieved by distributing the information concerning the surrounding
access points (channel used, supported rate, etc.) to external agents.
By consulting these agents, the mobile nodes can limit the number of
scanned channels and take informed decision about the most appropriate
access point to be associated with.

Based on this idea, we propose a novel architecture using an overlay
sensor network on top of a WLAN. The sensor network is in charge of
maintaining a knowledge base on the network status. By contacting
only the surrounding sensor nodes, a mobile node can obtain precise
information on the network status.

The rest of the paper is organized as follows. Section 2 describes the
mechanisms involved in a handoff process in WLAN and related works.
Section 3 provides a description of our architecture. Validations through
simulations are presented in Section 4. Conclusion and future research
directions are given in Section 5.

2. Layer 2 Handoff Process and Related Works
In WLAN, a handoff can be defined as the process of leaving the basic

service set of an access point to enter a new one. A handoff is triggered
by a degradation of the signal quality which falls below a predefined
threshold. The handoff can be the result of either excessive noise and
interference or user mobility (decrease of the signal intensity due to the
increasing distance to the associated access point).

At the MAC layer, the handoff process as defined in the IEEE 802.11
Standard [1] can be decomposed into three phases: scanning, authenti-
cation and reassociation (Figure 1).

1 Scanning: In order to discover on which channel the surrounding
access points are transmitting, a mobile node needs to scan all the
channels. Two scanning methods are described in IEEE 802.11.
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Figure 1. Handoff Process at the MAC Layer

Passive Scanning entails determining the presence of access points
by successively listening to all the channels and waiting for the
reception of beacon messages identifying the access point. This
method, while offering the advantage of low overhead, presents
the drawback of introducing a significant delay. In order to allevi-
ate this problem, an active scanning method has been defined.
The mobile node broadcasts a Probe Request on each channel
and waits a minimum period MinChannelTime for any Probe Re-
sponse. After the scan of all the channels and the processing of
all the beacon messages or Probe Responses received (according to
the implemented scanning process), the mobile node can take an
informed decision on the most appropriate access point (with the
best channel quality).

Authentication: The Authentication process involves establishing
the identity of the mobile node and authorizing its access to the
basic service set of the access point.

Reassociation: The Reassociation process consists in transferring
an association between an access point and a mobile node to an-
other access point. The operations between the old AP and the
new AP are defined by the Inter-Access Point Protocol [2].

2

3
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Figure 2. Overlay sensor network architecture for handoff management

The scanning process has been identified as the principal source of
delay in the handoff mechanism [3] [4]. Few works have been conducted
aiming at reducing the latency at the MAC Layer [3] [4] . They essen-
tially adopt the same approach by optimizing the waiting time of the
mobile node during the active scanning process. Indeed, IEEE 802.11
defines two parameters: MinChannelTime, the minimum waiting period
before considering that the channel is idle; and MaxChannelTime, the
maximum waiting period after a Probe Response has been successfully
received. However, no exact value of these parameters has been explicitly
set. The suggested optimal values deduced from previous experiments
are approximately 6.5ms for MinChannelTime and 11ms for MaxChan-
nelTime.

Thanks to their sensing, computation and transmission capabilities
[5], sensor nodes can serve as an effective monitoring and data gathering
technology for WLANs. Few works used sensor networks for managing
wireless networks. MeshDynamics [6] uses sensor networks to manage
connectivity and routing in ad hoc wireless mesh networks. AirMagnet
[7] implements a distributed sensor network in WLAN for security moni-
toring and intrusion detection. These works demonstrate the practicality
and effectiveness of sensor networks as a monitoring infrastructure for
wireless networks.



Selective Active Scanning for Fast Handoff in WLAN using Sensor Networks 63

3. Architecture Design
3.1 Architecture overview

Our access architecture augments the existing IEEE 802.11 access
protocol (data plane at 54Mb/s) with an overlay sensor network (con-
trol plane at 2Mb/s). As the two planes use different access frequencies
(5GHz and 2.4GHz), communications can occur in parallel within each
respective plane (Figure 2). This characteristic allows us to lift the con-
trol overhead from the data plane.

The overlay network is composed of three types of sensor nodes: the
manager, the relays, and the agents. The manager node is a sensor
attached to the access point. First, it initializes the sensor relays by
conveying information about the associated access point. Second, it
serves as the data aggregation server where reassociation requests from
mobile nodes are gathered, and reassociation responses are sent back.
The relays are fixed sensors uniformly placed throughout the coverage
area of an access point. Because of a sensor’s short transmission range,
the relays are used to route messages between the manager and the
sensor agents. They are also responsible for sensing the frequency bands
according to a procedure described in the following section. The agents
are sensors attached to the mobile nodes. They communicate with the
relay sensors upon entering the transmission area of an access point or if
a handoff process is initiated due to a degradation of the signal quality.

3.2 Selective Active Scanning for Fast Handoff
In order to determine the presence of surrounding access points, the

common method is to successively scan all the channels and therefore
detect if a channel is busy by receiving Probe Responses or Beacons. We
believe that this time-consuming method can be drastically improved by
limiting the number of channels scanned to the ones in which the mobile
node is interested, i.e. the access points with which it can potentially be
associated. This can be achieved by maintaining a distributed database
stored by the relay sensors.

The proposed handoff process is illustrated in Figure 4. The steps
involved in the process are the following:

The mobile node broadcasts an AP_List Request on the control
plane.

The neighboring relay nodes reply with an AP_List Response if
they satisfy some criteria detailed in a subsequent section.

1

2
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3 The mobile node processes all the received messages, builds a list
of the neighbor access points and initiates a scanning process solely
based on this list.

The remaining steps of the handoff procedure remain unmodified com-
pared to the specifications of the standard, the only difference being that
the process occurs at the control plane instead of the data plane.

Figure 3. Example of initialization with two access points1

3.2.1 Sensor Network Initialization Process. Before being
able to handle any handoff, the overlay sensor network needs to be ini-
tialized in order to learn about the presence of the surrounding access
points. This process, initiated by the access point, occurs only once
during the network lifetime. Its impact is thus minimum and does not
affect the subsequent handoff mechanisms of the mobile nodes.

In the control plane, each access point sends an initialization packet
containing information about itself using a flooding protocol (Figure 3).
In order to avoid flooding the entire network upon addition of a new
access point, the forwarding process stops two hops after the initializa-
tion packet has been forwarded by a relay node that has at least another
entry (meaning that this node is in the transmission zone of another ac-
cess point). The explanation for this restriction comes from the following
observation: if we consider that for an access point and a relay sensor,
the transmission range can not exceed 150m and 50m respectively, we
are guaranteed to cover the whole transmission area of the access point
within three hops. Thus, if we assume that two access points do not

1For clarity, not all the relay sensors and not all the messages exchanged during the initial-
ization process are represented.
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cover exactly the same geographical area, the aforementioned restriction
of two hops is sufficient. Nonetheless, this parameter can be increased
if necessary without impacting our model.

An example of the database maintained by a relay node is depicted in
Table 1. This database is updated on a regular basis with information
such as signal strength by only scanning the listed channels. As during
the initialization process, a relay node may have received information
about an out of range access point, the relay node is allowed to remove
this entry if no signal is detected on the corresponding channel.

Figure 4. Proposed Handoff Process

3.2.2 Selective Scanning Method. The proposed method is
illustrated in Figure 4. Compared to a traditional handoff process, we
add a pre-scanning phase which proactively determines the presence of
access points before a mobile node initiates a handoff. As previously
mentioned, when the mobile node experiences a degradation of the re-
ceived signal strength in the current associated basic service set, the
mobile node initiates a handoff by first trying to discover new access
points which can offer a better service quality. The mobile node then
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first broadcasts an AP_List Request and waits for the surrounding relay
nodes to reply with an AP_List Response. Priority is given to the clos-
est relay sensor by defining a backoff time based on the received signal
strength such that:

where is the received signal strength, is the maximum signal
strength and CW is a random congestion window size.

A relay sensor sends back an AP_List Response by following the spec-
ifications of Algorithm 1. This algorithm guarantees that only useful
information is sent back to the mobile node. We consider as useful
information the announcement of the presence of an access point not
previously advertised by another relay sensor.

Algorithm 1: send_Probe_Response

If several AP_List Responses are received by the mobile node, the
mobile node should process them all. It is worth noticing that the in-
accuracies introduced by the difference of positions between the mobile
node and the relay sensors (for instance variations in link quality) are
overcome by the reception of multiple AP_List Responses. The mobile
node should wait for incoming AP_List Responses for a given period of
time. According to the AP_List Responses received, the mobile node ini-
tiates a traditional scanning process over the listed channels (containing
only active channels) to select the most suitable access point in terms of
link quality. To provide even faster handoff and to meet user expecta-
tions, it is also envisioned to allow the user to limit this scan to channels
with a specific Data Rate or a minimum signal strength threshold.
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To provide compatibility with existing hardware (which may not be
equipped with sensor agents), a traditional handoff process can still be
initiated.

3.3 Benefit of the overlay sensor network
The advantages of using sensor nodes as a control plane are two-fold:

By monitoring the environment, the sensor nodes can obtain infor-
mation on the presence of access points and the associated quality
of their transmission channels. Based on this information, mobile
nodes can subsequently make informed decisions about the access
point they are willing to be associated with. By directly requesting
this information from the nearest sensor node, significant improve-
ment in terms of delay can be achieved. The mobile nodes thus
scan only the channels of interest (i.e. the ones used by the access
points the mobile node can actually be associated with).

By transmitting control messages at the sensor plane, in parallel
with data transmission at the data plane, bandwidth wastage is
reduced.

The decision of using relay nodes instead of contacting directly the
access points is motivated by the following factors: less interference oc-
curs as the transmission distance is shortened, thus several mobile nodes
can contact different relay nodes without interfering with each other; en-
ergy consumption at the mobile node is minimized by contacting a closer
relay node; and relay nodes provide more accurate information on the
surrounding access points.

It is worth mentioning that the flexibility and ease of deployment of
our architecture allow further enhancements such as providing guaran-
tees for QoS applications [8].

4. Evaluation
In order to assess the benefits of our architecture, we perform simula-

tions in which a mobile node initiates a handoff process with either an
active scanning or a selective scanning (using an Overlay Sensor Net-
work architecture) with both standard and optimized MinChannelTime
/ MaxChannelTime parameters. The simulation parameters are directly
taken from [3] and summarized in Table 2. The transmission models rely
on IEEE 802.11a and IEEE 802.11b standards for the data plane and the
control plane respectively. The relay nodes are uniformly scattered over
the coverage area of the access points according to a cellular topology.
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The simulations are performed using QualNet 3.6.1 [9] and the results
are averaged over 50 runs.

We consider that 8 channels can be used by the access points, with
data sent at the lowest possible rate (6Mbps) on the data plane in order
to maximize the transmission distance.

Figure 5. Scanning delay for one user with an increasing number of access points

Figure 5 shows the delay pertaining to the different scanning ap-
proaches. In the overlay sensor network architecture, the scanning also
includes the pre-scanning delay. We observe that reducing the number of
scanned channels brings significant improvements, especially when the
number of surrounding access points is limited compared to the number
of channels available.

In Figure 6, we aim at evaluating the impact of interfering transmis-
sions on the scanning process of a mobile node. An increasing number
of users, randomly placed in the BSS, generate CBR traffic to the access
point at 10Mbps. We can observe that the delay introduced to access
the medium is still negligible compared to the time wasted to wait for
Probe Responses.
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Figure 6. Scanning delay for several users with one access point

5. Conclusion
Supporting user mobility in WLAN remains a challenging task, espe-

cially with the QoS requirements of applications necessitating bounded
transmission delay. The handoff process is a complex mechanism, in-
volving significant delay, which can be detrimental to QoS guarantees.

Recent work on applying sensor networks (monitoring network con-
nectivity [6], security, intrusion detection [7], etc.), demonstrates the
practicality and effectiveness of sensor networks as a monitoring infras-
tructure for wireless networks.

Based on these observations, this paper aims at reducing the hand-
off delay in WLANs using a two-tier access architecture consisting of
a sensor overlay control plane over an IEEE 802.11 data plane. Using
the distributed monitoring and processing capabilities of the sensor net-
work, we shift the burden of transmission control and coordination into
the control plane, preserving the data plane solely for data transmis-
sion in parallel with the control plane. By maintaining information on
the surrounding access points and by delivering this information to the
mobile nodes upon request, significant improvements can be achieved.

In this paper, emphasis lies on the handoff process. However, one can
envision a number of extensions for our proposed architecture. First,
our architecture can be extended to support service class differentiation
and QoS interworking between cellular networks and WLANs. Second,
an application-adaptive scheduling algorithm can be devised to support
per-traffic QoS guarantees (minimum bandwidth and maximum delay)
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where each mobile node transmitting to the manager node its QoS re-
quirements. Third, better communication techniques could also be in-
corporated in the sensor overlay network to improve the efficiency of
control messages exchange. We believe that the application of sensor
networks as a monitoring and control infrastructure for WLANs holds
great promise.
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Abstract: To date, mobile communication has been dominated by voice services. This is
likely to be valid also for the foreseeable future, but at the same time a
multitude of data services are also emerging. This trend in mobile
communication has fueled the introduction of packet-switched mobile
networks, thus introducing the IP suite into the field of mobile
communications. This technological shift can be already observed in today’s
2.5 and 3G networks. In the first phases, however, mobile devices have an IP
point of attachment which seldom changes throughout the lifetime of a
communication session. Mobility management is handled below this point of
attachment by means of access-specific mechanisms. A unified mobility
management mechanism at the IP layer may enable streamlined network
architectures, for example as complementary access technologies emerge in
next generation mobile networks. Mobile IPv6 represents a key candidate
mechanism to fulfill this vision of unified IP-based mobile communication
networks. This paper analyses and quantifies the signaling overheads in a
mobile communication network that uses Mobile IPv6 for mobility
management.

Key words: IP signaling; Mobile IPv6; signaling load analysis; localized mobility
management.

1. INTRODUCTION

IP is one of the key enablers of the anticipated widespread adoption of
mobile multimedia and data services. The challenges that arise in this new
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environment are rather different from the ones that IP has traditionally faced.
The main issue is related to mobility, which is inherent to wireless and
cellular systems. Although mobility may be transparently handled using
access-specific mechanisms, mobility may require the mobile device to
change its IP address in order to maintain IP connectivity. Without Mobile
IP, this change in IP address is exposed to the layers above IP, resulting in
disruptions in the mobile communication. The analysis in this paper is
specific to Mobile IPv6 [1], since IPv6 is assumed as an underlying enabler
of widespread deployment of IP-based mobile communication.

Figure 1. High level reference architecture.

In order to introduce mobility support in IPv6, Mobile IPv6 introduces
several new concepts, which will be outlined next with reference to Figure 1.
The Mobile Node (MN) acquires a static (or semi-static) IP address, known
as the Home Address, from its Home Network. When the Mobile Node
resides away from its Home Network it also acquires a Care-of Address
(CoA) that matches the prefix of the visited link. The Home Agent (HA) is a
router on the home network that maintains a mapping (called binding cache
entry) of the Mobile Node’s Home Address with the Mobile Node’s current
Care-of Address. Correspondent Nodes (CN) are any nodes with which a
Mobile Node is communicating. The Access Router (AR) is the router that
the Mobile Node uses to obtain IP connectivity to the network. In this paper,
it is assumed that IP base stations implement the AR functionality.

When a Mobile Node changes its network point of attachment it will
require an IP address that matches the network prefix of the visited link. In
order to maintain its reachability, the Mobile Node needs to announce this IP
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address to its Home Agent so that packets which reach the Mobile Node’s
home IP address can be re-directed by the Home Agent. The Mobile Node
should also announce its Care-of Address to any Correspondent Nodes so
that they can deliver the packets directly to the Mobile Node (this process is
known as Route Optimization). These announcements are performed using
messages known as Binding Updates (BU), which create a binding between
a Mobile Node’s Home Address and its Care-of Address at the receiving
node. The bindings created by these messages expire after a pre-defined
lifetime.

A Mobile Node announces its Care-of Address to the Home Agent and
preferably also to its Correspondent Nodes in the following occasions:
a) a Mobile Node changes its Care-of Address,
b) the lifetime of an existing binding is about to expire (this can be triggered

by a Correspondent Node by sending a Binding Refresh Request
message),

c) additionally, a Mobile Node should also announce its Care-of Address to
its Correspondent Nodes when a Mobile Node starts to communicate
with a new Correspondent Node that is not aware of the Mobile Node’s
Care-of Address.
This study focuses on the Mobile IPv6 signaling load which is generated

by a) in the list above. It assumes that the binding lifetimes (b) are long
enough so that the signaling load caused in refreshing these bindings is
negligibly low when compared to the load caused by IP address changes.
The Mobile IPv6 signaling due to c) may or may not be substantial
depending mainly on what type of applications the terminal is engaged in.
During some web-browsing sessions, for example, the user may be
following a set of hyperlinks that point to different web servers (and thus
different Correspondent Nodes). In this example the Mobile IPv6 signaling
due to change of Correspondent Node may be higher than the Mobile IPv6
signaling due to mobility. In some other applications, such as a speech call,
the Correspondent Node is unique for the duration of the call. The overall
result depends on the traffic mix, and on other application/user
characteristics such as how often does a user using a web-browsing
application follow a hyperlink that points to a new web server, etc. The
signaling resulting from c) is not considered in the calculations in this study.

2. BINDING UPDATE PROCEDURE

The Binding Update procedure is a core component of Mobile IPv6. This
procedure is used by the Mobile Node to inform the Home Agent and any
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Correspondent Nodes that a new Care-of Address has been assigned to the
Mobile Node.

Figure 2. Mobile IPv6 Binding Update signaling.

The sequence of messages exchanged between Mobile Node, Home
Agent and Correspondent Node when a Binding Update is required is
illustrated in Figure 2. First, the Mobile Node sends two challenges to the
Correspondent Node, one of them (Home Init cookie) secured via the Home
Agent and the other (Care-of Init cookie), unprotected, directly to the
Correspondent Node; these messages are known as Home Test Init (HoTI)
and Care-of Test Init (CoTI), respectively. The Mobile Node can perform the
binding procedure with the Home Agent in parallel to this operation.

The Mobile Node can send a valid Binding Update message to the
Correspondent Node only after receiving two tokens (home and care-of
keygen tokens) from the Correspondent Node in response to the Home Test
Init and Care-of Test Init messages. The Mobile Node combines these tokens
in order to generate the Message Authentication Code (MAC), which the
Correspondent Node uses to validate the Binding Update. This procedure is
called Return Routability. It enables the Correspondent Node to obtain some
reasonable assurance that the Mobile Node is in fact addressable at its
claimed Care-of Address and at its Home Address, before accepting any
Binding Update from a Mobile Node.
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Figure 3. Format of message Home Test Init (HoTI).

The format of message Home Test Init (HoTI) sent from the Mobile
Node to the Correspondent Node through the Home Agent (using tunneling)
is shown in Figure 3. It is composed of an IPv6 header and a security header
that encapsulates the message directed to the Correspondent Node. The
source and destination addresses in the base header may be the Home Agent
address, the Correspondent Node address or the Care-of Address, depending
on the type of message [2]. The encapsulated message consists of an IPv6
header plus a mobility header that carries the Home Test Init message. Note
that the ‘Next Header’ field in the Mobility header is named ‘Payload
Protocol’ in[1].

The IPsec ESP header is used only for messages between the Mobile
Node and the Home Agent. For all messages the format is similar but each
message type will include its own fields after the Checksum of the Mobility
Header and thus its size may vary [1]. Taking into account these variations,
the size, in bytes, of the messages used in Figure 2 is provided in Table 1.
The Initialization Vector and the Authentication Data fields depend on the
Security Association [2].
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3. BASELINE MOBILE IPv6 SIGNALING LOAD

The signaling load due to Mobile IPv6 includes the load at the air
interface, the load at the Home Agent and the load at the Correspondent
Nodes. For the analysis, it has been assumed that no IP header compression
is used for the Mobile IPv6 signaling packets. Also, it has been assumed that
the home and care-of keygen tokens expire before the Mobile Node sends
the next Binding Update to the same Correspondent Node. Due to this, the
Mobile Node must perform the complete Binding Update procedure every
time, going through the ‘Home Test Init – Home Test’ and ‘Care of Test Init
– Care of Test’ exchanges every time that a Binding Update needs to be sent.
The above assumptions clearly represent a worst-case scenario.

The subscriber density and subscriber mobility parameters, which model
the network, are shown in Table 2. Environments are classified depending on
the cell size, which is smaller in dense urban (approx. and larger
in a suburban environment (approx. These reference scenarios are
based on typical values for density of data users utilized in equivalent
cellular reference models.
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The air interface signaling overhead per AR can be obtained from the
messages shown in Figure 2. The overhead in the uplink direction is the size
of the messages (HoTI, CoTI, and both Binding Updates) sent by a Mobile
Node due to an AR relocation, multiplied by the number of relocations per
second per AR for the downlink direction the calculation is similar.

The total size of the messages exchanged in the air interface (see Figure
2) is: 128 (HoTI) + 56 (CoTI) + 136 (BU to HA) + 72 (BU to CN) + 136
(HoT) + 64 (CoT) + 128 (BAck from HA) + 72 (BAck from CN) = 792
bytes. Thus, the total overhead per Access Router for an urban environment
would be 149.69 bytes/s which represents around 0.6 kbit/s
in each direction. This overhead is negligible, even considering bandwidth-
limited interfaces.

The air interface signaling load for various environments is shown in
Figure 4.a. For suburban ARs the amount of Mobile IPv6 signaling overhead
tends to be higher. This is mainly due to the high number of Mobile Nodes
per AR in the suburban area (1442 MNs/AR). Results show that, even with
multiple simultaneous CNs, the air interface signaling overhead per AR is
not substantial.

The load at the Home Agent is given by the size of the messages
involved in the Home Agent signaling: 128 (HoTI) + 64 (HoT) + 136 (BU to
HA) + 56 (HoTI) + 136 (HoT) + 128 (BAck from HA) = 648 bytes. To
obtain the total number of bytes which are processed (either received or sent)
by the Home Agent, this number must be multiplied by the number of
subscribers served by the Home Agent (N) and the number of relocations per

Figure 4. Baseline Mobile IPv6 signaling overheads.
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1000 subscribers per second: In an urban environment, the
signaling overhead at the Home Agent per 1000 subscribers would be 360
bytes/s (see Figure 4.b for estimations on various
environments).

Moreover, the processing overhead of a Mobile IPv6 BU-BAck pair has
been measured [4] to be approximately as reported in Table 3. The Home
Agent must also initiate and terminate the IPsec ESP tunnel to the Mobile
Node. The additional processing can be roughly estimated to be double.
From these results, one can infer that a Home Agent based on a 1 GHz
processor can process approximately 5,000 ‘Binding Update – Binding
Acknowledgement’ pairs per second.

78

A Home Agent serving subscribers would need to process
approximately 3,300 ‘Binding Update – Binding Acknowledgement’ pairs
per second. This means that, in theory, if a Home Agent processor does not
handle any other traffic, current state of the art processors easily manage this
amount of processing [4]. The signaling overhead at a Home Agent serving 6
million mobile subscribers is shown in Figure 4.c. This shows that the
bandwidth introduced by 6 million Mobile IPv6 MNs at the Home Agent
could be easily supported on a 100 Mbit/s interface.Mobile Nodes should
also send Binding Updates to any Correspondent Nodes with which they
have ongoing communication, in order to facilitate the operation of route
optimization for Mobile IPv6. For a Correspondent Node the overhead
caused by the binding messages for this server would be given by the
equation:

where is the average downlink payload size is, is is the average
uplink payload size, is the average uplink packet rate and is the
average AR relocations/second/MN. Taking a voice service as an example
and using the values given in Table 4, the signaling overhead at the
Correspondent Node would be

For voice calls, assuming an average duration of 90 seconds we obtain a
mean value of 2.46 relocations/call. Thus, which produces
0.027 relocations per second per Mobile Node in a dense urban environment.
This amounts to an overhead due to Binding Updates of 945 bits per call,
which turns to be less than 0.6% overhead in the Correspondent Node per
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Mobile Node, relative to user bandwidth. Figure 4.d shows the signaling
overhead at the Correspondent Node per call for the different environments.

As can be seen from the results presented, the signaling load and
processing overhead introduced by Mobile IPv6 are not critical for any of
the affected parties, i.e. the air interface, the Home Agent, and the
Correspondent Node. Results show that systems could cope with this
overhead with slight increases of their actual capacity, which should be
considered in the planning stage. Thus, the introduction of Mobile IPv6 is
not hindered by the overheads studied in this section.

Apart from signaling due to specific messages required by Mobile IPv6,
overheads must also consider the additional signaling included in user
packets due to Mobile IP. There are four components that must be
considered: Home Address Destination option, Routing Header, inband
signaling when the Correspondent Node is also a Mobile Node and IP header
compression; their analysis is provided below. For this analysis, traffic
estimations per user are required, and the results are dependent on the
specific mix of traffic assigned to one user.

In order to avoid ingress filtering of packets by the Access Router, the
Mobile Node uses its Care-of Address as IP Source Address when sending
packets (uplink). To make the use of the Care-of Address transparent to the
higher layers (above IP), each packet must also include a 20 byte Home
Address Destination Option. This destination option contains the Home
Address of the Mobile Node, which will be used by the Correspondent Node
to replace the Care-of Address in the IP Source Address field before being
passed to the higher layers.

The overhead associated with the Home Address Destination Option is
represented in Table 5(a). For example, for voice service, as there are on
average 30.1 bytes per packet, adding 20 bytes for the Home Address
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Destination Option would represent an overhead of 66% relative to the
payload. If we include the size of the headers (around 60 bytes), without
compression mechanisms, the overhead goes down to 21.7%. As there are
32.5 packets per second in each direction this amounts to around 5 kbps per
voice flow in the uplink direction. The average subscriber uplink bitrate in
the Busy Hour, due to the combined use of all services, experiences an
increase from 0.818 kbps to 0.962 kbps. This represents an increase of 17%
in uplink network traffic.

In the downlink direction, packets sent from the CN to the MN carry the
Mobile Node’s Care-of Address in the Destination Address field of the IPv6
header. Mobile IPv6 uses a 24 byte Routing Header (type 2) to carry the
Mobile Node’s Home Address in every packet. This enables the Mobile
Node to replace its CoA in the IPv6 header with the Home Address in the
Routing Header before handing the packet over to the layers above IP. These
higher layers are therefore only aware of the Mobile Node’s static Home
Address.

The overhead associated with the Routing Header is represented in Table
5(b). In this case, downlink traffic parameters are concerned. For example,
for voice service, adding 24 bytes for the Routing Header Option would
represent an overhead of 80% relative to the payload. If we include the size
of the headers, the relative overhead goes down to 26%. This amounts to
slightly more than 6 kbps per voice flow in the downlink direction. The
average subscriber downlink bitrate, due to the combined use of all services,
in the Busy Hour experiences an increase, due to the use of the Routing
Header Option, from 1.14 kbps to 1.31 kbps. This represents an increase of
15% in downlink network traffic.

If the Correspondent Node is also a Mobile Node using Mobile IPv6,
then each packet between the two nodes needs both a Routing Header and a
Home Address Destination Option. This translates to 44 bytes of overhead in
every packet between the two nodes. If we assume that MN to MN
communication will be either voice or video (see Table 4 for typical packet

80



An Analysis of Mobile IPv6 Signaling Load in Next Generation Mobile Networks

sizes) Mobile IPv6 causes an overhead of around 25% in the uplink network
traffic and around 35% in the downlink network traffic.

Since the contents of the Home Address Destination Option and Type-2
Routing Header within a Route Optimized Mobile IPv6 user packet are fairly
constant, it is expected that IP header compression algorithms, such as the
IETF Robust Header Compression (ROHC) [5], will be capable of
compressing these headers introduced to the user packets by Mobile IPv6. If
IP header compression is applied over the air interface, the impact of the
Mobile IPv6 headers will be minimized over this resource limited link. In the
wired part of the network, however, the full headers will be exposed and thus
the overheads calculated in the previous sections are valid for this part of the
network.

The results of the baseline Mobile IPv6 signaling load show that the
overhead caused by the introduction of Mobile IPv6 in next generation
mobile systems is rather small. For example, the air interface signaling load
per AR, with more than 300 subscribers, in an urban environment is around
1.2 kbit/s. In the Correspondent Nodes the increase of load amounts to less
than 1% per Mobile Node. Also, the additional signaling and processing
loads in the Home Agent are also in reasonably low limits.

The inband signaling caused by Mobile IPv6 due to the use of the Home
Address Destination Option in uplink messages and the Routing Header
Option in downlink messages is, however, bigger, having its highest impact
on voice services. The total overhead depends on the exact user traffic mix,
increasing as the voice services represent a bigger share of the total traffic.
Our results show that this overhead would result in an increase of more than
15% on the traffic, both in the uplink and downlink directions. The impact of
this overhead could be reduced using header compression mechanisms in the
air interface. If the Correspondent Node is also a Mobile Node using Mobile
IPv6, then the overhead caused by Mobile IPv6 is around 25% in the uplink
direction and 35% in the downlink.

From the standpoint of mobility signaling, Mobile IPv6 scales well by
maintaining sustainable levels of overhead at the AR, intra-domain links,
Home Agent and Correspondent Nodes. This is mainly accredited to the
relatively low relocation frequencies characteristic of cellular environments.

Several proposals for introducing hierarchical mobility to Mobile IP have
appeared in the past years ([6], [7]), in order to address the issue of signaling
load, signaling overhead, and handover speed in Mobile IPv6. These
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mechanisms are however aimed towards the reduction of signaling load and
signaling overhead associated with the Mobile IPv6 outband signaling (i.e.
BU, BAck, CoTI, HoTI, CoT and HoT). The analysis in this paper shows
these are not so critical when compared to the inband signaling and user
plane processing. If coupled with a mechanism such as [8], which reduces
the Mobile IPv6 handover latency, we thus believe that a hierarchical
extension to Mobile IPv6 is not necessary for the architecture considered in
this paper.

This work was performed as part of a co-operation agreement between
Nokia and the University of Málaga.
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PEER-TO-PEER BASED ARCHITECTURE FOR
MOBILITY MANAGEMENT IN WIRELESS
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Mobility management is an important task in wireless networks. The Mobile
IP protocol provides a basic solution to the mobility management. However,
Mobile IP suffers from several problems. In this paper, we propose an
enhancing version of Mobile IP by using the Peer-to-Peer (P2P) network
technology. We organize home agents into P2P networks and use the Domain
Name System (DNS) to provide the universal telephone number that can
uniquely identify one person regardless of the type of equipped device. We
claim that our proposed version can provide the advantages of update locality,
scalability, load balancing, fault tolerance, and self-administration.

Mobility management in wireless networks is an important task in order
to keep connectivity with roaming users at anytime. Mobile IP1, which is a
standard proposed by the Internet Engineering Task Force (IETF), can serve
as the global mobility management in the future heterogeneous wireless
networks2.

Mobile IP uses the home agent (HA) and foreign agent (FA) to maintain
the mobility of a mobile node (MN). The HA maintains the address binding
of an MN, and the address binding is a mapping between the permanent
home address to the care-of address (CoA) temporally borrowed from an FA.

Abstract:

Key words: Mobile IP; Domain Name System; Peer-to-Peer; Wireless Networks.

1. INTRODUCTION



Lo and Chen

Mobile IP suffers from several problems3-5 such as the triangular routing,
frequent and long distant registration updates, and single point of failures.

In this paper, we propose some mechanisms to solve these problems
experienced in Mobile IP, and most of importance, we introduce the
emerging technique of Peer-to-Peer (P2P) networks6-8 into Mobile IP. P2P
networks are overlay networks whose topologies are fully independent of
physical networks. P2P networks are mostly designed for the data sharing
applications. One user can publish its shared data items such as songs or
pictures into the P2P network. The developed P2P lookup mechanisms
enable one user to efficiently locate the desired data item in logarithmic time.
Also, P2P networks with self-organizing and self-configuring features can
provide load balancing and fault tolerance.

We take the address binding as a shared data item, and organize a set of
HAs into a P2P network. We develop a mechanism to distribute the address
binding of an MN to a selected HA with low update cost from the P2P
network. We allow each system operator to organize its own P2P network
and use the Domain Name System (DNS) to provide access to the various
P2P networks. Moreover, we provide a universal identifier converted from a
typical telephone number to reach a user regardless of the type of equipped
device.

The rest of this paper is organized as follows. In Section 2, we give a
brief survey on mobility management using Mobile IP. In Section 3, we
present the design of our proposed architecture. Section 4 compares the
difference and performance of a variety of approaches. Finally, we give a
conclusion in Section 5.

Mobile IP specified a mechanism to enable an MN to change its point of
attachment without changing its IP address. Both Mobile IPv4 and Mobile
IPv6 are discussed in the IETF. In this paper, we explain our main idea
based on Mobile IPv4. The same idea can be deployed in the IPv6
framework.

Mobile IP has the problem of frequent registration updates particularly
for an MN with high mobility. The regional registration3-5 is commonly used
to reduce the registration cost. When an MN moves within the same domain
(or region), the registration update is locally handled by a domain-level
agent (called Gateway FA, GFA). We called this approach region-based
Mobile IP.

As an MN moves far away from its permanent HA, the long distant
registration update to the HA would cost high. The dynamic HA assignment

84

2. RELATED WORK



Peer-to-Peer Based Architecture for Mobility Management in Wireless Networks

becomes the potential solution to this problem. In the approachs9,10, the GFA
is used to be a temporary HA. The association of a temporary HA to an MN
is recorded in DNS. In the approach11, an FA can select a near and light
loaded HA to register for an MN, and a redirection link is created between
the permanent and temporary HAs. However, how to select a proper HA for
an MN is not discussed.

Another problem raised in Mobile IP is the triangular routing. The
straightforward solution is to bypass the HA and directly establish the
connection to the currently visited FA of the MN. In the approachs9,10,12,13,
the DNS is used to support the query of address binding of any MN. The
address binding is stored in DNS as a resource record, and can be refreshed
by the dynamic update14. We call this approach DNS-based Mobile IP.

In Mobile IP, the HA or FA is sensitive to the single point of failure. The
fault-tolerant issue becomes important. In the approachs15,16, an HA or FA
has some other redundant ones as its backup set. Once the HA or FA is
failed, another one would be dynamically selected from its backup set.

In this paper, we propose a P2P-based Mobile IP architecture to
efficiently manage the MN’s mobility. We combine the advantages of
region-based and DNS-based Mobile IPs in our proposed architecture.
Moreover, our design takes advantage of the load-balancing and scalability
characteristics of P2P networks.
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3. PEER-TO-PEER BASED ARCHITECTURE

3.1 System Overview

We use subnet-level granularity to explain the basic operations of our
mobility management. The detailed descriptions will be given in Section 3.5.
Suppose that each subnet is associated with an FA. Several subnets would
constitute a domain which is associated with a GFA. The functional
overview of our proposed architecture is depicted in Fig. 1.

Figure 1. P2P-based Mobile IP.
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To avoid the problems of single point of failure and overloaded traffic on
the HA, we organize all the existing HAs into a P2P network. With the
essential feature of P2P networks, one HA can freely join (when newly
installed) and leave (when failed) the network. We would dynamically select
an HA for an MN from the P2P network, which is close to the MN. If the
selected HA is heavy loaded, we would seek another light loaded one in the
neighborhood. With a little modification on the existing P2P lookup
mechanism, we can efficiently locate the HA that is selected for a particular
MN in the P2P network.

When an MN moves within the same domain, the registration update is
locally performed to the GFA. Only whenever the MN moves to another
domain, the registration update to the HA is performed. Meanwhile, we may
select a new HA that is close to the MN for reducing the long distant
registration update.

When a CN (Corresponding Node) would like to connect to an MN, it
issues a query to DNS where the P2P lookup mechanism is triggered to
locate the MN’s HA. The found HA would return the location of GFA the
MN is currently located in to the CN. As a result, the CN can directly
establish a connection to the GFA and this connection would be further
redirected to the MN.

We claim that this architecture can have the following advantages:
Update locality. The frequent registration updates due to the MN’s

movement of small scope will be partially localized by the regional
registration technique. Moreover, the periodical registration updates to the
HA during the binding renewal period would be cost saving, because we
have selected a near HA to the MN.

Load balancing. The DNS does not perform the complex name resolution
for an MN. Instead, the DNS only provides the entry point to the P2P
network and triggers the P2P lookup mechanism to find the MN’s HA. We
put the burden of the complex name resolution on the P2P network where
the actual execution would be distributed to the nodes involved in the P2P
network. The set of HAs in the P2P network will work together and can
migrate the workload with each other.

Self-administration. Each system operator can administer its own P2P
network, which facilities the prevention of binding data from the revelation
to other system operators. Also, a system operator can freely increase or
decrease the number of HAs depending on the amount of users that are
served.
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Figure 2. ENUM domain name space.

3.2 DNS Structure

Assume each MN is associated with and identified by a unique telephone
number (called ENUM17 throughout the paper). As illustrated in the IETF
RFC 291618, a typical E.164 telephone number like +886-3-5741234 can be
transformed to the domain name with format:

“4.3.2.1.4.7.5.3.6.8.8.e164.arpa”.
“e164.arpa” is the suggested root of the ENUM domain names. A

possible portion of the ENUM domain name space is shown in Fig. 2. The
second-level domains include one entry for every country code, and the
third-level domains include one entry for every area code or every operator
code.

Assume the ENUM domain name space is divided into non-overlapping
zones according to the ENUMs administered by different system operators.
We indicate each zone in Fig. 2 by using a dotted rectangle. A zone will
have one primary name server and several secondary name servers for the
fault-tolerant reason.

A system operator can install a set of HAs for each of its service zones.
These HAs are not necessary to be associated with network routers as done
in Mobile IP, and can be artificially distributed into the service coverage of
the corresponding zone. These HAs are responsible for storing the resource
records of MNs having their ENUMs in that zone. The resource record might
contain the IP address binding for Internet applications that need mobility
support and the service binding which specifies the preferred means (e-mail,
telephone, etc.) to be reached at a particular period of time.

The name server in the zone performs the name resolution, given an
MN’s ENUM domain name, by locating the HA which stores the MN’s
resource record in the P2P network. The system operator has the
responsibility to keep the list of HAs for each of its service zones up to date
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The emerging P2P networks have potential to support large data sharing
applications. Some system protocols, such as Pastry6, CAN7, and Chord8,
have been proposed for building large P2P networks. These protocols are
based on a distributed hash table (DHT), which allows shared data items to
be uniformly distributed into the nodes in the P2P network.

Each node participated in the P2P network has part of index information
to shared data items. In Chord, for example, one user can issue a data lookup
query to any node in the P2P network, and from there the query would be
subsequently forwarded with at most log N hops till to the target node
containing the desired data item. Also, Chord can efficiently support the
node’s join and leave with N messages.

Our goal is to construct an individual P2P network with the HAs in each
zone. Within this network, the MN’s address binding would be considered as
a shared data item. An MN can publish its address binding (or service
binding) identified by an ENUM to the P2P network. We call the node the
binding data is hashed to a destined HA for an MN. A user can locate the
destined HA of a particular MN by sending a lookup query, carrying the
MN’s ENUM, to the P2P network.

Note that the destined HA is not artificially selected but is determined by
the DHT. The registration cost would be high if the destined HA is far away
from the MN’s current location. To support update locality, we artificially
select a near HA called assigned HA to the MN, and the actual binding data
is stored in the assigned HA. Since we can only locate the destined HA
through the P2P lookup query, we establish a redirection link from the
destined HA to the assigned HA.
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in the corresponding name server. The recorded information might include
the HA’s IP address and the HA’s location possibly gotten from the GPS
(Global Positioning System). The HA list would be used in the following
functions each name server would provide.

This function returns the resource
record of the MN with ENUM domain name The
name server when performing this function would randomly select one
HA from its HA list as the entry point to the P2P network, and from there
the P2P lookup mechanism is activated.

This function returns the k nearest HAs
from the HA list that are close to the node with IP address The
actual measurement of locality is beyond the scope of the paper and GPS
is one of the possibilities.

3.3 P2P Structure
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We construct a GFA in each domain, and this GFA can provide a global
CoA (GCoA) to a registered MN under the domain. By contrast, the FA can
provide a local CoA (LCoA) to a registered MN under the subnet. Packets,
which are sent from a CN and are destined to an MN, are tunneled to the
GFA by the GCoA and then tunneled to the MN by the LCoA. During the
Mobile IP session, the CN after querying the DNS would directly deliver
packets to the GFA the MN is currently located in. If the MN makes a
movement and changes to another GCoA and/or LCoA, the GFA known by
the CN has the responsibility to redirect the packets to the MN.

If the movement is within the same domain, we can either establish a
redirection path between the old FA and the new FA (path 1 in Fig. 3) or
between the GFA and the new FA (path 2 in Fig. 3). The choice is depending
on the update and packet delivery costs.

Figure 3. Possible redirection paths.

Sometimes the near HA to the MN would be heavy loaded. In this case,
we select another HA in the neighborhood, which is light loaded as an
assigned HA. To support this function, we construct a neighbor list for each
HA, which records the state (alive and heavy loaded or not) of its neighbors.
We can get the k nearest neighbors to an HA X by asking the name server of
the local zone via function

The HA in our P2P network provides the following functions:
This function locates the destined HA of

the MN with ENUM domain name by using the P2P
lookup mechanism.

This function creates a
redirection link from the destined HA of the MN with ENUM domain
name to the node with IP address

3.4 Region Structure
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If the movement is across different domains, we have three choices on
the redirection paths. One is between the old FA and the new FA (path 3 in
Fig. 3). Another is between the old GFA and the new FA (path 4 in Fig. 3).
The other is between the old GFA and the new GFA (path 5 in Fig. 3) after
the MN has registered to the new GFA. The choice is depending on the
update and packet delivery costs and the IP address space used. The first two
have to use the LCoA of global IP address space; while the last one can use
the LCoA of private IP address space.

The GFA has another job of maintaining a list of available HAs, which
are located in the same zone and are close to the GFA, for each of service
zones. The GFA can select an HA from the corresponding list as an assigned
HA for an MN coming from a certain service zone. The GFA can send the

request to the name server of a particular zone to
construct this list. Those MNs with their ENUM domain names belonging to
the same zone would share a common list of HAs in the GFA.

In Fig. 4, we depict the signaling flow during registration update.
Whenever the MN changes subnets within the same domain, the MN only
communicates its new LCoA to the serving GFA (we use path 2 in Fig. 3).
Whenever the MN changes domains, it first obtains an LCoA by performing
a subnet-specific registration update to the serving FA. The serving FA
assigns the MN a designated GFA. Then the MN performs a domain-specific

Figure 4. Registration flow during inter-domain movement.

3.5 System Operations

3.5.1 Registration Update



Peer-to-Peer Based Architecture for Mobility Management in Wireless Networks 91

Figure 5. Packet delivery flow.

registration update by communicating its current LCoA to the designated
GFA. The designated GFA replies to the registration with a GCoA and an
assigned HA. If the MN has an active session, the redirection path (we use
path 5 in Fig. 3) between new and old GFAs is created. Then the MN
performs a home registration update by communicating its current GCoA to
the assigned HA.

The assigned HA can either accept or reject the MN’s registration
according to its current capacity. If rejected, the assigned HA would reply
the MN with another HA selected from its neighbor list. The MN would
subsequently attempt to register to a different HA till accepted. If the
accepted HA is different from the destined HA of the MN, the accepted HA
would call the function. The
subsequent binding renewal would be only performed to the assigned HA.

In our registration scheme, any new connection from a CN is directed to
the new GFA since the address binding has been updated. Those old
connections would be guaranteed to be deliverable via the redirection path.

3.5.2 Packet Delivery

In Fig. 5, we depict the signaling flow during packet delivery. The CN
first sends the request to DNS. The DNS
would contact the name server of the zone to which
belongs. The name server randomly selects an HA (called initiated HA) from
the HA list to initiate the P2P lookup operation. The destined HA of the MN
can be found by calling function Then, we
follow the redirection link to reach the assigned HA and from there the
address binding (i.e., MN’s GCoA) is retuned to the CN. As a result, the CN
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We have mentioned three categories of enhancements to Mobile IP:
region_based, DNS_based, and P2P_based ones. Here we make a
comparison of these different enhancing mechanisms to the standard Mobile
IP. In Table 1, we summarize the advantages/disadvantages and costs of
these mechanisms. Our proposed P2P_based mechanism essentially inherits
the advantages of region_based and DNS_based ones, so we have no
triangular routing (due to DNS) and frequent registration update (due to
regions) problems. The self-configuring characteristic of P2P networks
makes our mechanism having no single point of failure on the HA.

Moreover, our proposed P2P_based mechanism has good load balancing
due to the following reasons:
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establishes a connection and sends packets to the GFA, and these packets are
further tunneled to the FA, and to the MN.

4. PERFORMANCE EVALUATION

1.

2.

3.

In the DNS: The domain name hierarchy of DNS can naturally distribute
the workload to different name servers. Moreover, the random selection
of the entry point to a P2P network from a name server can distribute the
P2P lookup overhead to different nodes.
In the P2P network: The operations of a P2P lookup query are naturally
distributed to the nodes involved. The neighbor list associated with each
HA can be a reference to migrate the registration related jobs from a
heavy loaded HA to a light loaded one.
In the GFA: The assigned HA is randomly selected from a list
maintained by the GFA, which can avoid a certain HA to become heavy
loaded.
Next, we analyze the registration update, connection setup, and packet

delivery costs in terms of hop distances for these mechanisms. The standard
Mobile IP follows the path MN-FA-HA during the registration update, hence
the cost is twice (for round trip) the hops from the MN to the HA. During the
connection setup and packet delivery, the path CN-HA-FA-MN is followed.
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In the region_based one, the inter-domain registration update follows the
path MN-FA-GFA-HA; while the intra-domain registration update follows
the path MN-FA-GFA. We use the bracket in the table to denote the
maximal and minimal values of the cost. The connection setup and packet
delivery follow the path CN-HA-GFA-FA-MN.

In the DNS-based one, the path MN-FA-DNS is followed during the
registration update, and the path CN-DNS-CN-FA-MN is followed during
the connection setup. The path segment CN-DNS-CN is to iteratively locate
the proper name server in the domain name hierarchy. Assume the average
number of iterations is denoted by d. The packet delivery follows the path
CN-FA-MN.

In the P2P_based one, the path MN-FA-GFA-Assigned HA-Destined HA
is followed during the inter-domain registration update; while the path MN-
FA-GFA is followed during the intra-domain registration update. The path
CN-DNS-Initiated HA-Destined HA-Assigned HA-CN-GFA-FA-MN is
followed during the connection setup. The P2P lookup from an initiated HA
to a destined HA would take log N hops in a typical P2P network like Chord.
The packet delivery follows the path CN-GFA-FA-MN. As can be seen, the
connection setup is longer than that in other mechanisms. It is one of our
future work to reduce this setup delay by using data replication in the P2P
network.

In this paper, we introduce the emerging P2P network technology into
Mobile IP to efficiently support mobility management. In our proposed
architecture, we provide the dynamic HA assignment and the capability of
load balancing and fault tolerance on the HA. We overcome the problems in
Mobile IP such as triangular routing and frequent registration update at the
expense of the delay on connection setup. In the future, we will incorporate
the AAA (Authentication, Authorization, and Accounting) server into our
architecture to enhance the capability of security.

The authors would like to thank the anonymous referees for their helpful
suggestions. This research was partially supported by the National Science
Council of the Republic of China under Contract No. NSC 93-2752-E-007-
003-PAE.
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SUPPORTING GROUPWARE IN MOBILE NETWORKS

Nadav Lavi
Israel Cidon
Idit Keidar
Department of Electrical Engineering, Technion - Israel Institute of Technology

We present MaGMA (Mobility and Group Management Architecture), an archi-
tecture for groupware support in mobile networks. MaGMA’s main objective is
enabling mobile users to use real-time group applications over the IP infrastruc-
ture. Our solutions address group management as well as support for QoS and
seamless handoff. We illustrate the advantages of MaGMA using mathematical
analysis and simulations.

The widespread availability of the Internet has enabled the use of many
groupware and collaborative computing applications (e.g., chat, ICQ, Net-
Meeting, Exchange, Lotus Notes, Webex, desktop video conferencing, etc.).
With the advance of wireless personal communication, such groupware ap-
plications are becoming popular in cellular and mobile networks [16]. For
example, major cellular providers (Verizon, Nextel, Orange) offer, or plan to
offer soon, group services such as push-to-talk (PTT) [7, 18]. The PTT cellu-
lar revenue, which was $84 million in 2003, is expected to reach $10.1 billion
by 2008; and the 2.3 million PTT cellular subscribers community of 2003 is
expected to grow to 340 million by 2008 [19]. While traditional PTT is limited
to voice, the emerging convergence is expected to merge real time and non-real
time aspects of group communication.

The converged Internet infrastructure is starting to provide the required
support for real-time applications, such as voice over-IP (VoIP) and video-
conference over-IP (VCoIP), which require quality of service (QoS) among
stationary endpoints. This has led to the emergence of many QoS standards
and technologies, e.g., Diffserv, RSVP, and MPLS, as well as real-time proto-
cols such as RTP, H.323, MGCP, and SIP.

At the same time, wireless access to the global Internet is becoming widely
supported, and WLAN access points are ubiquitously available. Given the
trends predicted in wireless standard forums such as the Open Mobile Alliance

Abstract

1. Introduction
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(OMA) [9] and 4G, it is expected that the next phase in the evolution of con-
verged group services will be their integration with wireless mobile devices.
These networks are most likely to adopt the TCP/IP architecture including its
related convergence standards.

In this paper, we propose MaGMA an architecture for group management in
mobile networks interconnected via the global Internet. MaGMA provides an
initial comprehensive solution for the mobile world, addressing aspects such as
scalable group management, mobility, handoff, and QoS provision. MaGMA’s
architecture consists of a collection of mobile group managers (MGMs), which
manage group membership and also implement a multicast overlay for data
delivery. Each mobile node (MN) interacts with an MGM proximate to it.
MaGMA supports a subscription model in which nodes can request to be noti-
fied of other nodes’ mobility.

We propose a number of group management protocols. We have imple-
mented MaGMA in the ns2 network simulator [8]. We present simulation
results and validate them through mathematical analysis.

This paper proceeds as follows: Section 2 gives background on current mo-
bility solutions. Section 3 describes the network model and our proposed ar-
chitecture. Section 4 presents solutions for mobile group management. Section
5 evaluates the proposed solutions through simulations and analysis. Section 6
addresses transport issues, and Section 7 concludes.
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2. Related Work

We are not aware of any previous comprehensive solution for mobility sup-
port in groupware applications. We now overview leading mobility solutions
for IP in general, and group communication systems in particular.

Mobility Solutions Mobile IP [10] is the current standard for seamless mo-
bility in the IPv4 based Internet. Mobile IP uses a simple method of encapsu-
lation and tunneling. Every MN is associated with a home domain, in which
resides a proprietary server named home agent. While at its home domain, the
MN receives packets as a regular stationary node. When the MN moves to
a foreign domain and changes its IP address, it notifies its home agent of its
new IP address. Thus, the home agent can forward to the MN packets destined
to the MN’s home IP address through a tunnel it creates to the new location.
This forwarding scheme, called triangle routing, generally leads to routes that
are longer than the direct path, and therefore suffers from poor performance.
Moreover, Mobile IP applies only to unicast sessions between the MN and a
corresponding node and does not include QoS support.

In [11], a route optimization to Mobile IP that avoids triangle routing is
proposed. In this approach, the MN sends binding information to the corre-
sponding node, thus enabling direct communication between the two. It is
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unclear whether Mobile IP with route-optimizations can support simultaneous
movements of both endpoints of a communication. Moreover, this solution
requires a modification of the host IP stack, and a home agent in each MN’s
home domain, and is therefore difficult to deploy. In addition, creating new
connections to a MN must always involve its home domain, even if the MN is
distant from it for an extensive period. In contrast, MaGMA provides a flexi-
ble architecture in which the communication infrastructure is deployed in the
network, and communication with an MN is independent of its home domain.

Balakrishnan and Snoeren [14] propose a DNS-based solution to IP mo-
bility. Similar to Mobile IP, every node has a home domain. When an MN
moves and changes its IP address, it registers a secure DNS update at its home
domain DNS server. In order to avoid the use of stale binding information,
DNS caching is minimized (by setting TTL=0) and direct binding is used. The
major drawbacks of this approach are that both endpoints cannot move simul-
taneously, that DNS standards do not support user self-configuration, and that
operating systems and DNS servers often do not comply with DNS TTL direc-
tions. Finally, DNS caching elimination will overload the DNS system.

Mysore and Bhaghavan [6] propose to use the IP multicast infrastructure
for mobility support. While this solution can potentially provide good per-
formance, unfortunately, IP multicast is not widely deployed. Therefore, this
scheme cannot provide seamless mobility in today’s Internet.

Group Communication A closely-related group-management protocol is
CONGRESS [1], which was designed for ATM environments. Like MaGMA,
CONGRESS uses an overlay among servers. However, in contrast to MaGMA,
the overlay is hierarchical and restricted to membership management, and does
not support QoS multicast. Moreover, CONGRESS was not designed with mo-
bility in mind and does not incorporate a handoff solution.

Prakash and Baldoni [12] propose protocols for group communication sup-
port in virtual cellular networks where base-stations can move, and for ad-hoc
networks. In contrast, we consider a network with stationary base-stations.
Bartoli [2] proposes a totally-ordered multicast protocol for a dynamic mem-
bership in wireless networks. In contrast to MaGMA, it assumes a failure-free
environment and focuses on reliability and ordering rather than QoS support.
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3. Model and Architecture

3.1 Network model
Similarly to mobile IP, we model the network as a collection of autonomous

domains. Every MN has a unique ID (UID), which identifies the MN in all
of its locations. Upon moving to a new domain, the MN obtains a new local
IP address, e.g., using DHCP. We do not address intra-domain handoff, i.e.,
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Our architecture consists of a collection of MGMs positioned in different
domains. For simplicity’s sake, through most of this paper we assume that
MGMs are static and well known. In Section 4.5, we discuss possible exten-
sions of the basic architecture in which MGMs can be added on-the-fly. The
role of MGMs is twofold: managing group membership and forwarding pack-
ets in order to facilitate QoS multicast. Our architecture calls for the use of
multiple servers for the following reasons:
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micro mobility. Rather, we assume that a micro-mobility mechanism is in
place (e.g., [5, 13, 17]), and that an adequate routing protocol exists in each
domain. We assume that hosts can crash, and that such crashes are detectable
by other hosts.

3.2 Design goals
Our main goal is to provide support for managing and keeping a coherent

up-to-date view of each group in a highly dynamic mobile environment. The
solution we seek should address the following issues:

Mapping group names to their current subscribers.

Mobility support with seamless handoff.

QoS support for real time applications.

Transport efficiency, including the avoidance of triangle routing, and
minimizing the number of duplicates of multicast messages sent.

Low control overhead and a scalable control plane.

Support for incremental deployment.

3.3 Architecture

to offer scalability in the number of groups and the number of group
members;

to efficiently support groups with geographically dispersed members, as
well as localized ones;

to facilitate QoS reservation among domains;

to reduce traffic overhead; and

to provide fault-tolerance in the presence of network partitions (where a
node may not be able to communicate with a remote server) as well as
server failures.
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Since IP Mobility is the de facto standard for mobility on the Internet, we
first consider a naïve solution based on this approach. One can delegate the
responsibility for mobility management to Mobile IP, and have the MGMs only
map group names to nodes’ home addresses. This eliminates the need to handle
move requests. The main drawback of this solution is the uncontrolled delay
and QoS degradation resulting from Mobile IP’s triangle routing.
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Figure 1. The MaGMA network architecture.

Our architecture is depicted in Figure 1. Ideally, one MGM is located in
each domain, although this is not mandatory. Each MN is served by the closest
MGM to its domain. The MGMs provide the following services to MNs:

Joining or leaving a group.

Moving to a new location - the moving node sends a move message to its
new MGM.

Retrieving the current membership view (list of current subscribers) of a
given group and multicasting to a given group.

The MGMs form an overlay network among them. The overlay is used both
for membership management and QoS multicast. The overlay construction
can be employ known techniques for building efficient QoS-aware overlays,
e.g., [15, 4], and its discussion is beyond the scope of this paper. We assume
that MNs are likely to remain in the groups they join for extensive periods.
Therefore, move messages dominate the control traffic.

4. MGM Protocols
We now present protocols for managing group membership of mobile users.

The first two protocols are based on existing mobility solutions. We then pro-
pose two additional protocols, which handle mobility explicitly.

4.1 Exploiting Mobile IP
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As an alternative to Mobile IP, DNS-based mobility [14] can be used when
DNS support is available and user mobility is limited. We now examine possi-
bilities for extending this solution to support group management.

A simple approach, similar to the Mobile IP based solution suggested above,
can delegate mobility handling to the nodes’ home domain DNS servers, and
have the MGMs map each group to its subscribed MNs in a domain name for-
mat. With this approach, a retrieve operation first gets from the MGM a list of
MN names and then employs DNS queries to translate the MN names to actual
IP addresses. This solution is simple and can be gradually implemented in to-
day’s Internet. However, the retrieve-translate procedure can take a substantial
amount of time. Moreover, this solution suffers from the previously described
problems associated with dynamic DNS resolution.

An alternative DNS-based solution replaces the MGM with a proprietary
group DNS server used only for group translations. This DNS server maps
group names directly to their subscribed MNs’ IP addresses, thus reducing the
translation delay. An additional drawback of this suggestion is that current
standards do not support DNS server updates by hosts from foreign domains.
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4.2 DNS based solutions

4.3 MGMFlood
We now turn to solutions in which mobility is handled by the MGMs and not

delegated to other services. In our first such scheme, MGMFlood, each MGM
forwards (floods) to all other MGMs all control messages (join/leave/move)
received from MNs in its domain. When an MN crashes, its local MGM detects
the crash and sends an appropriate leave message to all other MGMs.

Note that the protocol must guarantee view consistency in the presence of
rapid mobility. When an MN frequently changes its location, it updates a
different MGM each time it moves. Thus, different MGMs can receive the
flooded move messages in different orders. In order to ensure consistency,
each MN keeps an increasing Domain Hop (DH) counter, counting the num-
ber of times it moves between domains. This counter is sent to the MGM in
every join/leave/move message, and is stored along with the MN’s UID at the
MGMs. An MGM that receives a move message with a lower DH than the one
associated with the UID in its current view ignores this message.

The MN stores the DH as long as it is up. In case the MN re-joins a group
after a crash, it registers with DH=0, which indicates to the MGM to send back,
when available, the highest DH value associated with this MN.

MGMFlood is simple and allows for seamless handoff due to its prompt re-
action to mobility updates. However, it entails high control message overhead,
as all MGMs keep views of all groups, including groups not residing in their
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domains. This solution may not scale well, especially if there are many small
groups and localized memberships.

4.4 MGMLeader
Our second solution reduces the overhead by propagating updates only to

those MGMs that have group members in their domains. When an MGM re-
ceives an MN’s message regarding a group that is represented in its domain,
it extracts the MGMs that have members in the group from its local view, and
forwards the message only to those MGMs.

If an MGM receives a control message (join or move) for a group that does
not yet exist in its domain, then it needs to discover the group’s up-to-date view,
and to forward the event to the appropriate MGMs. The challenge is preserving
a coherent view at all MGMs in the presence of concurrent operations without
inducing excessive overhead.

In order to minimize the control overhead and ensure view consistency,
only one of the participating MGMs sends the view to the new MGM. To this
end, one MGM is designated as the coordinator of the group. Every active
group has a coordinator, and a single MGM can be the coordinator of multiple
groups. If the coordinator fails or leaves the group (because all the MNs in its
domain leave) then a new coordinator is elected, as explained below.

When a new MGM joins a group due to a move event, it extracts the mov-
ing MN’s former MGM from the move message, and sends the event message
to that MGM. The former MGM, in turn, forwards the message to the coor-
dinator. When the coordinator receives a move message originating from an
MGM that is not already in the group, it sends the group’s view to the new
MGM and forwards the message to all the group’s MGMs. This message flow
is illustrated in Figure 2.

Figure 2. Move message flow. Figure 3. Potential view inconsistency in
over-simplified leader-based solution.

This communication between the two MGMs also facilitates establishing a
tunnel from the former MGM to the new one, so that the former MGM can for-
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ward data packets destined to the moving MN via its new MGM, to guarantee
smooth handoff; such tunneling is suggested in [11].

When a new MGM joins a group due to a join message, it broadcasts the
message to all the MGMs. As before, when the coordinator receives this mes-
sage from the new MGM, it sends the group’s view to the MGM.

As with the previous solution, MGMs may receive certain event messages
out of order. The ordering of events related to the same MN is solved, as
in the MGMFlood protocol, using the DH counter. However, this does not
suffice to ensure view consistency when MGMs dynamically join and leave the
group. Figure 3 illustrates a problematic scenario that can occur if concurrent
joins are handled carelessly. In this example, while a new MGM retrieves the
group’s view from the coordinator, an existing MGM sends another event to
the group’s MGMs. The existing MGM is unaware of the new MGM and
thus does not forward the message to it. This causes the new MGM to an
inconsistent view of the group.

In order to address this difficulty, each MGM maintains an increasing Local
Event Counter (LEC) for every group. Whenever an MGM receives a join,
leave, or move message from a local MN, it increments the appropriate LEC.
The group’s LEC is included in every message pertaining to this group sent by
the MGM. When an MGM joins a group, it initiates the group’s LEC to 1. In
addition, the MGM keeps, for every group, a LECvector, holding the highest
known LEC for each MGM in this group.

In every message sent from one MGM to another, both the sender’s LEC and
the receiver’s latest known LEC (from the LECvector) are included. When an
MGM receives a packet, it checks the LECs. If its local LEC is higher than the
one known to the sender it sends back its local view and LEC. If it discovers
that the sending MGM’s LEC is higher than the one it knows, it retrieves the lo-
cal view of the sending MGM. When the coordinator forwards move messages
of new MGMs, it includes the LECs corresponding to the view it is sending to
the new MGM. In case some events are not reflected in this view, the receiv-
ing MGMs forward their local views to the new MGM. In addition, we ensure
consistency using periodic updates, whereby the group’s coordinator sends the
current view all to the group’s MGMs.

We now discuss coordinator election. When the last MN in the coordina-
tor’s domain leaves the group or moves to another domain, the coordinator
appoints a new MGM as the new coordinator of the group and informs the
group’s MGMs of the new coordinator in the forwarded move or leave mes-
sage. Subsequently, the leaving coordinator forwards control messages that it
still receives to the new coordinator. In order to avoid appointing an MGM that
has already left, an MGM can not leave the group until it receives the coordi-
nator’s permission. If the coordinator notices, after receiving a leave or move
message, that an MGM has no members in the group, it sends a permission-
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to-leave message to that MGM. The only scenario where the coordinator does
not permit the MGM to leave is if the coordinator appoints the MGM to be the
new coordinator. In this case the MGM needs to find a new MGM to replace
it as the group’s coordinator.

In case the coordinator crashes, the surviving MGMs start an election pro-
cedure by flooding their local views to all MGMs in the system. The MGM
with the lowest ID is elected as the new coordinator, and it sends to the group’s
MGMs an up-to-date view computed using the local views sent during the elec-
tion procedure. Throughout the election procedure, all new events are buffered
by the MGMs, and are disseminated only after the new view is received.

4.5 Dynamic MGMs
Thus far, we have assumed that MGMs are static and well-known. How-

ever, our solution can be extended to support a dynamic architecture, where
MGMs can join and leave. The MGMLeader is a natural choice for such an
architecture, since it accommodates for a dynamic set of MGMs maintaining
the membership of a single view.

We plan to extend the architecture to support a delegation mechanism, where
MGMs can grant MNs permission to operate as membership servers. This will
allow the use of our group services in wireless hybrid networks, i.e. islands of
ad-hoc network interconnected via access-points [3].

5. MGM Protocol Evaluation

5.1 Packet delay evaluation
Mobile IP may exhibit poor performance due to its use of triangle routing.

With the MGM architecture, on the other hand, packets are sent directly to
the MN’s current location. To illustrate the advantage of this approach, we
simulate a single constant bit rate (CBR) UDP session, and measure the end to
end delay with both approaches (MGM and Mobile IP).

We simulate a network of four domains. The transmission source is in Do-
main 0 throughout the simulation. The receiver is initially in its home domain
(Domain 1) and then moves towards Domain3 through Domain2, as depicted
in Figure 4. The domains are connected via 5Mb links with 20ms delay. The
simulated wireless interface is 914MHz Lucent WaveLAN DSSS.

Figure 5 shows the average measured packet delays for three architectures:
Mobile IP, a centralized architecture with a single MGM (in Domain 0) ser-
vicing all MNs, and a distributed architecture, with an MGM in each domain.
The MGM solutions transmit messages via the optimal route, whereas Mobile
IP uses the triangle route, degrading performance by a factor of 3.
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Figure 4. Scenario simulated in Figure 5.
Figure 5. Average end-to-end packet delay
for system depicted in Figure 4: simulation.

5.2 Control plane evaluation
We now evaluate the overhead associated with control messages. We mea-

sure the average control overhead associated with a single move event. We
simulate the following uniform network model:

11 domains (Domains 0-11), 1 MGM in each domain;

10-100 receiving MNs, initially uniformly distributed in Domains 1-10,
then moving among these domains;

8 groups, where every receiving MN participates in a single group cho-
sen uniformly at random;

a fixed number of sources in Domain 0.

We simulate the MGMFlood and MGMLeader protocols in this setting, and
measure the average control overhead associated with a single move message.
The average is calculated over 300 events for each number of MNs. In each
event, a random MN moves to a new random domain. The results are de-
picted in Figure 6, with 95% confidence intervals for MGMLeader. We also
mathematically analyze the expected control overhead. For MGMFlood, this
is straightforward. Since each control message is sent to all MGMs, and there
are ten MGMs, the overhead is exactly ten messages per move event. Not sur-
prisingly, the analysis and simulation results for this protocol accurately match
each other (see Figure 6).

For MGMLeader, our analysis provides an upper bound and a lower bound
(both depicted in Figure 6). Recall that a new MGM joining a group com-
municates with the MN’s former MGM, which forwards the message to the
coordinator. The lower bound (coordinator case) occurs if the former MGM
is the coordinator of the retrieved groups. The upper bound (non-coordinator
case) occurs when the former MGM is not the group’s coordinator. In this
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Figure 6. Average number of control mes-
sages per movement, uniform system, vary-
ing number of MNs, fixed number of domains:
analysis vs. simulations.

Figure 7. Average number of incoming
streams per domain in uniform system with 8
groups, varying number of MNs, fixed number
of domains: analysis.

case, one more message is sent compared to the coordinator case: from the
former MGM to the coordinator. Due to space consideration, the detailed
analysis derivation is given in the full paper.

We observe that with MGMLeader, the overhead increases with the number
of MGMs that have members in the group. In sparse groups, few MGMs are
involved, and hence few control messages are sent. MGMLeader outperforms
MGMFlood in all the simulated situations, but its advantage is less signifi-
cant in dense groups. We conclude that MGMLeader is preferable for sparse
groups, whereas the much simpler MGMFlood may be adequate for dense
groups in which all or most MGMs participate.

6. Transport Issues

We suggest two solutions for multicast. The first solution uses unicast: the
transmitting MN retrieves the group’s view and sends data directly to all the
group members using multiple unicast streams. This solution incurs minimal
load on MGMs, but suffers from poor scalability as domains with many users
will have many incoming streams.

The second solution uses multicast over the MGMs’ overlay. The transmit-
ting MN sends the data to its MGM, which forwards the data to all the group’s
MGMs, which in turn forward the data to their locally subscribed MNs. This
solution can exploit IP Multicast where available. It is more scalable, and en-
ables each MN to use a single stream, thus extending its battery life.

Figure 7 depicts the number of incoming streams per-domain in both solu-
tions, analyzed for the uniform network model of Section 5. We assume that
all groups are active. In the unicast scheme, the average number of incoming
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data streams is the average number of MNs in the domain, whereas in the mul-
ticast scheme, it is the average number of groups in the domain. The detailed
analysis derivation is given in the full paper.

7. Conclusions

We have presented MaGMA, an architecture for supporting group services
in the emerging wireless networks. We presented and evaluated group man-
agement protocols for this architecture. MaGMA provides a comprehensive
solution for seamless mobility with QoS support, important requirements that
are not addressed in current solutions. MaGMA can be incrementally deployed
since an MN may communicate with any MGM located in its vicinity.
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Abstract: This paper describes RSM-WISP, a new management architecture designed
for WISPs to facilitate the implementation and management of the services
they offer at the access side of the WLAN, and to manage roaming contracts
between WISPs. Our architecture is based upon the policy based management
principles as introduced by the IETF, combined with more intelligence at the
network edge. RSM-WISP adopts an architecture that is composed of two
elements: a WISP management center (MC) that deploy policies and monitors
all the WLANs, and programmable access router (CPE) located in each
WLAN. The CPE ensure service enforcement, service differentiation (access
to different service levels) and guarantee, user access management, and
dynamic WLAN adaptation according to user’s SLA (service level
agreement). Concerning roaming management, it is achieved on the CPE
through multiple service provider support capabilities.

Key words: WLAN, Hotspot, IEEE802.11, WISPs, Policies, PBM, Management, Services,
SLA, Roaming

1. INTRODUCTION

The recent years have seen expanding advances in new access network
technologies which aimed to provide users with high speed access to the



108 Fodil, Jardin, and Pujolle

internet, and ability to use their network services everywhere and every time.
Among these, the IEEE802.11 [1] standard has confirmed that it is the most
simple and effective technology for providing network access in public
places for users equipped with wireless cards. In order to provide their users
with their subscribed service levels, and to benefit from public WLANs
deployment, WISPs must be able to efficiently manage their public wireless
networks at the wireless side and Internet access side. The wireless
management which consists in guaranteeing micro mobility, security and
quality of service in the wireless side is actually supported by significant
projects in research, industry and standardization community. For the access
network management, its main functionalities is to provide means for
services specification and deployment, service differentiation, user access
management, security guarantee and roaming management [5,6].

In this paper, we propose RSM-WISP, efficient, simple and scalable
management architecture for public WLAN, which enables service
differentiation between users, network adaptation according to users SLA,
heterogeneous access networks support, and roaming management. This
architecture is based on the use of IETF policy based management (PBM) [8,
9], enhanced with our improvements that allow more intelligence in access
equipments. In RSM-WISP, access management is processed at IP Level in
the access routers instead of access points. For policy configuration, some
XML schemes have been defined, offering open, easy and customizable
management architecture. We have implemented and validated this
architecture on 6WINDGate routers, and we will use it in the context of
INFRADIO project [19], which aims to deploy large IPv6 WLAN in
university campuses with advanced functionalities such as user access
control. The rest of the paper is organized as follows. Hotspot management
requirements are provided in section 2. The RSM-WISP architecture, policy
specification, and implementation are detailed in section 3. And finally,
conclusion, actual and future works are overviewed.

2. HOTSPOT ACCESS NETWORK MANAGEMENT

2.1 Management Objectives

In order to identify the hot spot access network management
requirements, some roles need to be identified. The actors can be categorized
by being one of the following: (i) Single point WISP: business venue/site
owner that offers public WLAN services as value add to other core services.
For example, hotels, airports, coffee shop, etc. (ii) Multiple point WISP:
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traditional service providers such as ISPs, GSM/GPRS/3G operators that
offer hotspot services as part of their offerings.

According to these roles, hotspot access management can be grouped into
two families: WISP management, and roaming management.
WISP management: The WISP management is a set of tools enabling
efficient operations of the hotspot network within its resources in accordance
with WISP goals. It consists on the following points:

Network Provisioning: setting up suitable quality of service
configurations in order to meet user needs, and maintaining effective
hotspot operations.
Reactivity: network monitoring and automatic adaptation when
degradations affect services.
Access Management: authentication and authorization of the users.
Adaptation: dynamic hotspot configuration according to user service
level agreement.
Accounting: varied billing strategies must been supported like free
access, prepaid access for a certain amount of time or volume, pay per
use period and differential fees for higher bandwidth.
Heterogeneous access network support: providing multiple point WISP
with ability to include hotspot offer in their services. This means that
users can buy an internet access and use it at home (DSL or cable) and
also in hotspots of their provider.

Roaming Management: There are two different roaming scenarios:
Per bandwidth: this roaming contract is between single point WISP and
multiple point WISP. Single point WISP rent a specific bandwidth for
multiple point WISP, who applies its own user and service management
strategies. A single point WISP may have contracts with one or several
multiple point providers. For example, in an airport we can find one or
several multiple point WISP.
Per user: this roaming relationship is established between multiple point
WISPs, like roaming in GSM networks. When users arrive in foreign
network, authentication is done between the user, the foreign WISP and
the user WISP. After successful authentication, the user is authorized to
access available services. After disconnection, the foreign provider
invoices the user WISP.

2.2 Management Challenges

Numerous solutions have been proposed [12, 13, 14, 15, 16], but most of
them don’t address the whole access management paradigm. Some, provide
AAA functionalities (authentication, authorization, accounting), others
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provide security, and others mobility management. Moreover, dynamic
WLAN adaptation according to users SLA, service differentiation,
heterogeneous network support, and roaming management are not achieved.

The first reason is that service differentiation and heterogeneous network
support can not be achieved using layer 2 based solutions, because they are
link layer specific and cannot provide means for identifying services.
Secondly, management is distributed among access points of the WLAN,
which is not optimum network management solution because more than one
AP has to be configured and adapted. Thirdly, dynamic network adaptation
according to users and services is very difficult and challenging task with
currently available network management tools. And finally, roaming
management is very complex in such environment, because multiple service
provider support on hotspot network still hard task.

Unfortunately, current network management cannot provide suitable
tools for achieving the above needs. This is essentially due to the fact that
network management is not much automated, and need skilled staffs with
accurate knowledge of the various management tools. Moreover, existing
tools are closed, service specific and cannot allow new service deployment.
These generates extremely complex and very difficult network management,
which weighs down and slows down introduction of new services, as well as
significantly increase service providers operating costs.

We investigate the use of IETF policy based management approach in
wireless LAN networks combined with central management held by access
router instead of access points. We have enhanced the IETF architecture,
because it is incomplete even though it is worthy foundation, since service
providers and users needs have not been translated into suitable policies
[11], and intelligence is not distributed among network equipments.
Furthermore, we focused on designing an IP level solution, because it’s the
only way to differentiate services and to provide independent access network
support. As result, we designed a policy architecture which provides WISPs
with ability to offer innovative and differentiated services to their customers,
to manage them in simple easier and more cost effective way, and to have
roaming contracts with other WISPs.

3. RSM-WISP

The main objective of the RSM-WISP architecture is to provide WISPs
with suitable tools enabling them to efficiently manage their networks and
users, and to establish and manage roaming contracts with other WISPs.
Based on the use of policies installed on the access router by WISP and
according to users SLA containing allowed services and QoS parameters, the
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access router configure itself dynamically to ensure the contracted service.
For Roaming Management, according to the roaming contract (per user, or
per bandwidth), WISPs can install their own policies on the router and
manage their users. Policies of different WISP are separated and we assume
that no conflict can happen between them since the access router appears as
a dedicated router for each WISP.

3.1 Architecture

The RSM-WISP architecture has two main components, the management
Center who takes on the WISP sold SLA guarantee and the access router
(CPE) linking the public WLAN to the Internet.

The Management Center: The management center is the component of
the architecture related to the WISP. The Management Center is responsible
for the SLA negotiation, the generation of relevant policies and the
application of these policies on the access router (CPE). The management
center is a set of five modules: Service Portal (SPo), customer Agreement
Database (CAD), Policy Server (PS), Policy Database (PDB) and
Management tool (MNT).

The Access Router (CPE): Rather than configuring and managing each
access point by itself, we choose to configure access router. Like that, user’s
re- authentication in the same WLAN is avoided, and handoff delays are
reduced. Moreover, access points provisioning and management can be done
by the router allowing global view of the network and more efficient
resource management. In the RSM-WISP architecture, the CPE is the
equivalent of the PEP+PDP (Policy enforcement and policy decision points)
[8, 9] in the IETF architecture. The CPE is more “intelligent” than a simple
PEP since it has the capability of monitoring events, keeping network states,
and providing users the ability to modify their services on the fly. The CPE
ensure plays the following roles:

Enforcement of the policies sent by the PS,
Translation of these policies in proprietary configurations,
Auto-adaptation according to the network state,
Reconfiguration or new PS policies solicitations,
Response to monitoring requests sent by the PS,
Periodic delivery of monitoring information up to the PS,
Storage of policies sent by the PS.

Management Center and Access Routers communication: The policy
server is the link between the management center and the access routers. The
communication between the Policy Server and the access routers is achieved
via 5 exchanges: provisioning (from PS to CPE) through a secured protocol,
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policy enforcement reports, on demand monitoring (PS send monitoring
request to the CPE) periodical monitoring information reports (periodically
sent from CPE to PS), and policy solicitation (when an unknown behavior
occurs, the CPE sends a request to the PS. The PS deals with the problem,
takes the appropriate decisions and sends the relevant policies to the CPE).

3.2 Policy Specification

In order to provide policies those allow appropriate translation of WISPs
and users requirements onto access router configurations, we have specified
the entire service provisioning and adaptation process. Thanks to this model,
we have identified two policy families: WISP Policies and Roaming
Policies.
Roaming Policies: point to the subscribed roaming contracts between the
WISPs. These policies contain parameters related to foreign WISP,
associated roaming model, and AAA parameters. If a foreign WISP has per
bandwidth roaming contract, it will insert its own policies for users and
services management as described after. But, if the contract is per user,
service deployment will be done only when new user connect to the hotspot
and according to parameters pushed by the foreign WISP. In other words,
when a roaming contract is established on per user model, users coming
from foreign WISPs are treated as users of the local WISP.
WISP-Service Policies: These policies define the set of policies chosen by the
WISP administrator in order to manage their own services and their users.
For foreign WISPs who have per bandwidth contract, they also insert their
own WISP-Services policies in order to manage their users and services. We
divide these policies into service specification, service update, user access
management and on-demand service policies.

Services Specification policies (SSP): These policies represent the full
description of service deployment methods adopted by the WISP to
manage its services. Since deploying differentiated services consists in
specifying IP service parameters (port, protocol, etc) and their quality of
service, we divide the SSP policies in two categories: QOSP and FAP.

Quality of service policies (QOSP): These policies allow WISPs, to
specify their own services according to the quality of service strategy
adopted in the hotspot network. Obviously, specified strategies are
tightly depending on the home WISP quality of service strategy. In
case where DiffServ is applied, each service will be assigned to
specific class of service (example: VoIP EF, Web BE) with
associated parameters. In case where Not DiffServ strategy, each
service will be assigned a specific queue on the output.
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Filtering Actions Policies (FAP): These policies give a description of
the services through filtering rules. Parameter of the filtering policies
can be static (example: destination port =80) to handle known services
or dynamic to handle applications such as VoIP, VoD, etc (pushed
when a session is launched). The filtering rules can be either IPv6 or
IPv4. In order to provide users with their guaranteed service levels, the
filtering policies are applied in coordination with the quality of service
policies. This is done thanks to an enhanced filtering engine which
combine filtering and quality of services functionalities.

Service updates Policies (SMP): In network management process, the
WISP must be able to dynamically change its current services
specification. For example, it may change bandwidth or services
parameters. For those reasons we have defined the services updates
policies which provide WISP with ability to dynamically change its
current configuration. Currently, we provide means for changing
Bandwidth parameters of existing service or class of service in DiffServ
case. This policy is defined as follows:
On Service update IF request= “change” then service_bandwidth =”new_rate”

User Access Management Policies (UAMP): UAMP policies allow
access control management of the users by specifying which types of
users have access to certain services, under which conditions, and
dynamic network adaptation according to the users SLA. When applying
these policies, the access router adapts itself to meet the user’s quality of
service requirements contained in the service level agreement (SLA).
There are two possible types of SLA that a WISP can sell, which led to
two possible types of UAMP policies:

Per service SLA: in this SLA, users can choose one or more service
among services list, and for each service specify their own quality of
service parameters. For example, WISP sells VoIP, FTP, Mail, Web,
VoD, and Video Conferencing. User John will buy VoIP and Mail,
while Barbara buys VoD, Mail and FTP. Each service of each user has
its own quality parameters. In order to give WISP with ability to
manage their users and services, the UAMP policies have been defined
as follows:

On New User If (service name) and (conditions)
Then Authorize service
Else re-adaptation

Conditions are related to quality of service parameters (available
bandwidth, etc), date, time, number of currently running service
sessions, etc. Re-adaptation consist in authorizing service, even when
conditions are not accepted through quality of service dynamically
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reconfiguration. For example, the voice over IP service is programmed
using the following policy:

If (service = VoIP and VoIP available bandwidth)
Then authorize VoIP else Readapt.

If there is no available bandwidth for VoIP service, then the access
router evaluate if it can recover bandwidth from other classes or change
its configuration thanks to Readapt actions.
Packaged SLA: in this SLA, services are grouped in different
packages, and users can buy one among them. Each package has its
specific QoS parameter. For example gold package contain VoIP, Mail
and Web with 20, 20 and 20 Kbps respectively. Time connection is
related to the entire service package. In this SLA, when user buys a
package, he/she is given a profile. In order to manage this packages,
the WISP will program its access router using the following UAMP
policies: On New user If (user_profile) and (conditions) then

Allow list of services
Else degrade to other profile

Conditions are related to available bandwidth on the access router, or
to number of current connected users. For example, for the precedent
gold package, the WISP will install

if (user=gold) and (available bandwidth ) then
Allow Mail, VoIP, Web
Else degrade to silver package.

The available bandwidth provides means for checking if there are
enough resources for the specified service package. For the both SLA,
the UAMP policies provide means for dynamic service deployment
thanks to automatic router adaptation.

On-Demand Service Policies (ODSP): Materialize the value added
services that a WISP may offer for its customers. For example, user may
change its profile from silver to gold, in order to have better quality on
voice over IP. The application of service update policies generate a
modification of the associated filtering policies that have been applied for
the user. These policies provide users with means for service upgrade and
are pushed directly from user terminal to the access router (Web interface
or some protocols). These policies have two main objectives, provide
users with means for dynamically changing their requirements and allow
them to configure access equipments according to their SLA which is
stored in the user side (smart card). At present, we have defined the
following policy

On Update if (request=”change”) Then
(user_profile = “new_profile”)
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This policy allows users to dynamically change their profile, thus
allowing them to get more services without interruption.

3.3 Architecture Implementation

In this section, we describe the RSM-WISP implementation on the access
router. We have used the following access router functionalities: Dual stack
(Ipv4 and Ipv6 support), DHCPv4/ DHCPv6 server, Radius Client, Filtering,
and Quality of services. Figure 1 shows the elements of the RSM-WISP
implementation architecture.

Policy Manager: All policies defined in our architecture are described and
validated using XML schemas and installed using: CLI (command line
interface), an XML/HTTP connection, or a web interface directly of from
remote machine. The Policy manager which is handled by the WISP
administrator can receive policies from foreign WISPs when they have
roaming contracts. It is responsible of validating the policies XML schemas,
storing them in database, sending Add/Delete/Update messages to the
appropriate WISP block. The entire policy manager has been developed
using C++ language, because it provides more flexibility and scalability in
implementing new services.

Fig1. RSM-WISP Access Router Implementation
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WISP block: When a foreign WISP establish roaming relationship according
to per bandwidth model, a new module called WISP block is instantiated and
created on the access router. The WISP block contains policy enforcement,
policy rule tree and monitoring modules.
Policy Enforcement: The policy enforcement module is the heart of the
Policy Architecture on the access router. It ensures the following tasks:

After reception of the policies from the Policy Manager, it translates
these policies into C++ objects and stores them in tree structure, and
processes them. The policies which can be directly applied (QOS
Policies) are translated to routers rules thanks to the Router Service API
Module. For the others, it notifies the “event module” of the events types
it is waiting for (UAM policies are launched by arrival of new users).
Communicate with monitoring module to get local router information.
For example, bandwidth use, number of users, … etc
Ensure keeping states about users deployed services in order to remove
them when the user leaves the network.
Periodically, or on request, it sends monitoring reports to the Policy
manager.

Monitoring: The Monitoring module provides the policy enforcement a
global view about all local router parameters and states. Currently, we can
monitor quality of service, filtering, and date and Time parameters. In
addition, monitoring provide very important information for achieving
billing. These information concern amounts of data volume per IP address,
last time an IP packet go through the router, etc. The Monitoring module can
be acceded using XML requests, or simple function calls. All the monitoring
information is sent to the policy enforcement point or can be directly sent to
the Policy Server (PS). In addition, the PS can access directly to the
monitoring module by sending XML requests.
Router Policy Tree: Policies are translated from XML schemas and stored
in tree structure. This tree is of complexity equal to 1, because when new
event is launched, the associated set of policies is directly retrieved without
searching the entire tree.
Users Database: This database contains information about connected users
such as profile, IP address, team and others. It is used by the policy manager
module, and also by the WISP Administrator in order to have statistic
information.
Event Manager: This module is responsible of managing events such as
arrival of new users, new application request, or other events. This module
interacts with existing modules such as authentication, web server, and CLI.
Moreover, this module allows adding new functionalities on the policy
manager such as other authentication mechanisms or new events. For the
event manager we have used the C language.
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Users Associated Router Rules: This file contains indexes of actual router
rules deployed for each user. The index size is low because it contains only
single information per user. This file allows removing or updating services
for users.
Router Services API: We have designed these API for the following three
reasons:

Provide single and simple way to use router services
Offer means for dynamically updating router rules.
The API services are of two types: Functions calls and XML requests.

The XML request support has been added in order to provide PDP or other
advanced equipment with ability to directly monitor the access router, and
changes its configuration without requiring other router modules.
Filtering Module: The Filtering Module called PFM is an engine that allows
filtering and quality of service deployment at the same time. It works as
follows:

Output interface: implementation of quality of service queuing
disciplines. We specify queues parameters (bandwidth, priority,
borrow...) and scheduling algorithms (CBQ, WFQ...).
Input interface: specification of filtering rules, based on IP packet fields
such as version, protocol, port...

Quality of Service Module: This module provides traffic conditioning
elements such as droppers, markers, shapers... It allows for example traffic
limiting for services or users.

4. CONCLUSION

In this paper, new network management architecture for roaming and
service management in hotspot networks has been detailed. The lack of
solutions that allow multiple service provider support, service guarantee and
service differentiation led us to propose this architecture. Our solution allows
WISPs to get benefits from the large deployment of public WLANs, by
differentiating services offered to their customers, efficient and simple
architecture. Moreover, since access network is managed by the access
routers, we can extend its functionalities to manage access points and to
interact with wireless management solutions. For example, access router
may control radio resources, and allow or deny new users that try to
associate in busy or congested access points. This approach is currently
subject of lot of works in IEEE and IETF [17]. Compared to the classical
IETF PBM architecture, our solution offer two major improvements: (1) A
Further abstraction level has been added providing the administrator with the
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possibility to deploy services without having to know which device
parameters to configure. (2) A distribute management model where more
intelligence is pushed toward the access equipments (access networks).
Furthermore, because of the IP based, our solution can work over different
air interfaces, across wireless LAN cards from different vendors, and does
not require any modification to layer 2 protocols.
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Abstract: The development, delivery and management of mobile services are the subject
of many research activities in both the academia and industry. The ultimate
goal of these efforts is a dynamic environment that enables the delivery of
situation-aware, personalized multimedia services over heterogeneous,
ubiquitous infrastructures, commonly termed as systems beyond 3rd
generation (3G). Reconfigurability and adaptability are key aspects of the
mobile systems beyond 3G. Reconfigurable mobile systems and networks
introduce additional requirements and complexity. Using the existing network
control plane is inadequate for the realization of the reconfigurability process.
Introducing a Reconfiguration Management Plane is very important for the
deployment of network/system wide reconfigurability. In this paper we intend
to discuss the basic functionality of RMP and respective interrelations.

Key words: reconfiguration management, mobile systems beyond 3G.

1. INTRODUCTION

1.1 Towards reconfigurability

The evolution of technology has led to the introduction of the Open
Business Model in the world of mobile telecommunications. The Open
Business model is the model that the Internet is based on: the ISP provides
the connectivity and the user access the application/service provider using
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open APIs and protocols that reside on top of the IP protocol. Mobile
telecommunications are based on different business models, since in the
mobile world the user is confined to the provider’s network and cannot
access services outside this domain. The mobile provider is the one
responsible for the deployment and maintenance of value added services.
With the arrival of 3G networks and UMTS, which offer an all IP network,
this fact has changed and the opportunity of the adoption of the Open
Business Model in mobile communications is possible, and can be beneficial
both to the telecom operator and the application/service providers1,2. The
telecom operators can benefit since their users can have access to a larger
range of applications and services, which they don’t have the burden to
deploy, manage, maintain themselves. The application/service providers
benefit from the larger user base that can access their products. The users
can benefit from the plethora of new services and from the competition
between telecom providers and achieve optimum ratio of quality of service
per price.

In order to achieve this goal the need for end to end reconfigurability
rises. The users want to access the applications/services that have registered
to, discover new service or applications that are offered, update their
software and don’t be tied to a certain underlying network infrastructure but
can choose the one preferred from the networks that are available in the
environment according to their preferences. The users could be able to
change environments (i.e. from UMTS to GSM and 802.11b) without
loosing the service, if possible. The service, on the other hand, must be able
to adapt to the change of the network characteristics, or to the request of the
user for having better or worse quality of the service, etc. However, in the
mobile world there are two issues that have to be solved, the different
capabilities of the mobile devices to execute applications or services, and the
mobility of the user who comes across different networks with different
characteristics.

1.2 Related work

The issue of reconfigurability on these two axes has been tackled in the
past mainly in the two edges of the OSI layer model: the physical and the
application. On the physical layer research has been carried out so that
devices can detect the networks that are available and use them to
communicate. However, the research was limited to the use of different
physical layers to carry the information and no provision was made for the
interoperability with application’s requirements. Furthermore, several
attempts have been made for the introduction of adaptive protocols and
respective design3. Building on the knowledge from early software radio
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projects in the military domain4,5, SDR Forum has pioneered in exploring
reconfigurability concepts in the United States. However, being the vanguard
of reconfigurability developments and the first to define a software radio
architecture6,7, seems to have come at the expense of a rather restricted view
on reconfigurability that focuses primarily on the radio domain (RF
processing, down-conversion, RF processing, A/D conversion, etc)8. On the
application layer, research has been carried on the adaptation of the
application or service according to the predefined profiles of the user and the
service in the MOBIVAS platform9,10. The user can discover different
instances of the service according to the profile and the terminal capabilities
of his device. However no input from the underlying network is used in the
service provision decision. The tackling of the problem in the two edge
layers, physical and application, is not efficient and sufficient since it creates
a lot of difficulties to the network devices, and to the application developers
and providers.

Based on the above discussion, it is apparent that in the design of fully
reconfigurable networks and systems, the introduction of advanced
reconfiguration management functionality is necessary. In this paper we
introduce a holistic solution for addressing reconfiguration management
across all layers, namely, the Reconfiguration Management Plane (RMP).
RMP enhances reconfigurability control in order to address end-to-end
reconfiguration management aspects.

2. RECONFIGURATION MANAGEMENT ASPECTS

In order to address reconfiguration management it is important to tackle
reconfiguration in two levels:

The local level (addressing network node and mobile device
reconfiguration)
The system level (addressing network wide reconfiguration and service
adaptation).
One simplistic approach (addressing only the local level of

reconfiguration) would be to assume that each of the reconfigurable devices
has a local reconfiguration manager (LRM), who is responsible for the
reconfiguration plane of the local device. It keeps track of the state of the
device and performs the necessary actions needed for reconfigurability. The
actions vary, it can be downloading components and installing software to
offer new protocol stacks, changing the QoS values of the protocol stack in
use, ensuring that the requirements of the application running are met,
choosing the optimum combination of protocol stacks and routing according
to the policy that is defined by the user or operator, triggering
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reconfiguration on user or application request, etc. In order to achieve these
goals the LRM should have a clear picture of the network topology and be
able to contact different servers and services, as well as finding the optimal
network path. Furthermore, the application can reside on a server that is not
in the region controller by the telecom operator, so the LRM should be able
to construct the path to the remote application server. This requires that the
LRM uses a lot of CPU power and that each device has the routing info for
all the networks that it participates. Provided that network topologies change
often in reconfiguration environments, the LRM will be flooded with control
messages. The processing and space complexity becomes a major issue
considering the limitations on the mobile devices.

On the other hand, another simplistic approach would be to delegate the
reconfiguration responsibility to the application developer and provider. In
this case, the value added service developers should be able to easily access
the network in order to provide the parameters needed for the service to
operate smoothly. The parameters needed (for example QoS settings) should
be propagated in all the devices that are in the network path from the server
that provides the VAS and the user terminal. As a result the service should
have knowledge of the network topology and the application developer
should cope with different network infrastructures and provide the methods
to communicate with them. The application also should be able to access all
the internal nodes of the network, something that is not acceptable from the
telecom providers view, since this might reveal the internal structure. One
possible solution for this problem is to have the necessary functions
packaged in a library. This solution is quite cumbersome since all
applications and services should be linked with the library, and changes to
the interfaces or addition of new network infrastructure would mean the need
to upgrade both the library and the application or service. This introduces a
lot of overhead to the application developer. The application developers
want a clean interface between the application and the network, and
shouldn’t be forced to cope with specific network functions.

From the above the need for an entity that controls the reconfiguration
process on the network level and provides a layer of abstraction both to the
terminal and the service application comes to the surface.
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3. RECONFIGURATION MANAGEMENT PLANE
ARCHITECTURE

3.1 General architecture

The entity identified in the previous context, is the Reconfiguration
Management Plane (RMP), which is introduced and described in the current
section. The RMP can be viewed as another control plane that is operating
on all OSI layers and runs along with the network control plane. Its main
task is to provide layer abstractions to the applications and services on the
one hand and to the terminals and network devices on the other. Furthermore
the RMP is responsible to coordinate the reconfiguration process and
provide the required resources in order to be completed. The RMP is
comprises different components that are illustrated in figure 1.

Figure 1. The RMP entity
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3.2 Architectural components

The components are:
1) The protocols/SW management. The reconfiguration procedure is

based on the ability of the mobile devices, network nodes to download and
install software that makes possible the support of new protocol stacks. The
reconfiguration procedure encompasses the triggering of certain protocol and
software to be downloaded on the mobile terminal or other network nodes/
devices in order to support efficient user connectivity and optimal service
provision (e.g., downloading of certain protocols that are not installed in the
mobile device). Therefore this functional entity is responsible to identify,
locate and trigger the suitable protocol or SW for download.

2) the Context management. The context management is responsible to
manage the context information of the network. In the RMP domain, context
doesn’t concern the applications that run over the network, but the network
data themselves, i.e. the nodes, the state of the nodes, the congestion
information etc. The context manager is responsible to have a picture of the
network. This is necessary in the decision of feasibility of a reconfiguration
event, or the choice of an alternate path between the application server and
the user terminal.

3) the Reconfigurability Classmark. This component has a duplex role.
On one side it keeps track of the different nodes of the network and their
state regarding reconfigurability, i.e. the protocol versions that are installed.
On the other side it keeps a database of the capabilities of the different
network nodes that exist. For example it keeps track of the software that can
be downloaded and run on each device, and the capabilities of the mobile
device regarding reconfigurability and upgrading.

4) The Policy repository/management. The policy management
component is the main decision making entity for reconfiguration. It
provides the entry point for the reconfiguration related policies of the
system. Furthermore, it undertakes the merging of different profiles from the
profile management and combines them with the policies that are defined.
The output is the final decision about the feasibility of a reconfiguration and
respective actions to be triggered.

5) The profile repository/management. The profile management
component is responsible to manage and combine the different profiles. The
profiles come from different parts of the system since they refer to different
entities of the system. The profiles can be classified in: the user profile, the
network profile, the application profile, the terminal profile, charging profile,
security profile etc.

6) The reconfiguration services. The reconfiguration services component
is responsible for the communication between the RMP and the
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application/service. It accepts and processes reconfiguration requests for the
network in order to provide the necessary environment for an application and
service to execute. It also provides feedback to the application for the
feasibility of the request, or can also initiate a reconfiguration on the
application in case for example of network configuration changes or
selection of different settings by the users, mobility etc..

7) The reconfiguration Adaptation/Management. The reconfiguration
adaptation management component is responsible for initiating the triggering
of service adaptation based on network capability restrictions or
reconfiguration policies. It triggers and coordinates the reconfiguration
actions, exchanges messages with the LRM of the devices and coordinates
the reconfiguration process. Internally, it accesses the components of the
RMP and provides the necessary tools and information for the
reconfiguration to take place.

Although there is no central security management component, security
should be considered and tackled in all the RMP components. The
authorization, authentication and integrity of communications among the
RMP components should be assured by using proper security schemas. The
selection of the security schema depends on the network infrastructure and
the communication channels that are used between the components.
However special consideration should be taken for the communication of the
RMP and the external entities (end user terminals, network nodes,
applications), most notably with the protocols/SW management component,
since the need of a security schema that supports public key cryptography is
needed for authentication purposes. Furthermore, solutions that use digital
signatures could be considered to protect the network nodes and user
terminal from downloading unauthorized software.

3.3 Communication between RMP and external entities

The communication between the RMP and the external entities is based
on open APIs. The RMP communicates primarily with the local
reconfiguration managers and with the Application/Service. The open APIs
provide the infrastructure for applications from different vendors to
communicate with the networks of different providers. Since the providers
are not willing to reveal the inner structure of the network to the external
applications, they are able to provide context and adaptation related
information to the application/services through the use of open APIs in a
controlled way. The open APIs can guarantee the construction of the
communication path between the application and the reconfigurable
network, so that the applications can provide the requirements and trigger



126 Glentis and Alonistioti

reconfiguration when needed, and the network can give proper feedback
without revealing internal structural information.

The local reconfiguration managers are internal components of the
devices, and as a result they can have proprietary characteristics. However
the need to communicate with different nodes and with the RMP makes the
use of open APIs essential. The RMP has to communicate with the LRMs in
order to trigger a reconfiguration procedure, to collect essential data (like
protocols installed, node capabilities, etc), query about the status of the node,
etc. The LRMs need to communicate with the RMP in order to trigger a
reconfiguration procedure, to download software and answer to requests
from the RMP. The use of open APIs is essential to provide the
communication path between the devices of different manufacturers and
enhancing interoperability.

3.4 Case studies

In order to clarify further the use and functionality of the RMP the
following sequence diagrams that depict an overview of the main
functionalities and operations performed by the RMP in the event of a
reconfiguration, are also presented. The two cases that are illustrated are: the
first case (illustrated in figure 2) is when the user terminal initiates the
reconfiguration procedure, and the second (illustrated in figure 3) is when
the reconfiguration procedure is initiated due to the provision requirements
of a Value added service after a user selection for application download. In
either case the RMP is the one that steers the reconfiguration process. It
triggers the reconfiguration in the network nodes that are among the path
from the Value Added Service Provider (VASP) to the user terminal, and
provides the software for protocol stack reconfiguration in the network
nodes and the user terminal. The RMP communicates with the LRM of the
network nodes and the user terminal on the network side and with the
application/service on the application side. However, the user terminal might
have to communicate directly with the VASP in order to download extra
software components (for example it might be essential to download codecs
that are needed for the service the user is currently downloading).
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Figure 2. Terminal Initiated
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Figure 3. Network Initiated

4. CONCLUSIONS

The evolution of reconfigurability notion has been heralded as main
concept for 4G mobile communications. In order to reach its full potential, a
consistent framework that deals with reconfigurability challenges and
control has to be introduced.

In this paper we have introduced a generic framework to cope with the
complexity of reconfigurability management. This work will provide the
basis for the evolution of End-to-End Reconfigurability notions that will be
addressed and enhanced inside the E2R architecture design. The proposed
architecture for reconfiguration management addresses the effective policy
based reconfiguration triggering towards the network nodes and the
combination of adaptation triggering towards the end-user services in order
to achieve the optimal service provision and perception to the end user in a
transparent way.
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Abstract

Keywords:

In ad hoc networks, since network division occurs frequently, it is ef-
fective to replicate data items. This paper proposes effective replica
allocation methods in ad hoc networks where each data item is updated
at irregular intervals. The proposed methods allocate replicas based on
probability density functions of the update intervals of data items. Also,
they invalidate replicas that have been updated with high probability
because accesses to old replicas impose extra computational overhead
and roll backs. As a result, the proposed methods not only improve
data accessibility but also reduce the number of accessing old replicas.
ad hoc networks, replica allocation, data accessibility, data update,
mobile computing environment

1. Introduction
As one of the research fields in mobile computing environments, there

has been increasing interest in ad hoc networks that are constructed of
only mobile hosts that play the role of a router. Disconnections oc-
cur frequently in ad hoc networks, since mobile hosts move freely, and
this causes frequent network division. If network division occurs due to
the migration of mobile hosts, mobile hosts in one of the two divided
networks cannot access data items held by mobile hosts in the other
network. In Figure 1, if the radio link between two mobile hosts is dis-
connected at the central part, the mobile hosts on the left-hand side
and those on the right-hand side cannot access data items and
respectively. A key solution to this problem is to replicate data items
on mobile hosts that are not the owners of the original data item.

In ad hoc networks, there also be many applications in which mobile
hosts access data held by other mobile hosts. A good example is when a
research project team constructs an ad hoc network and the team mem-
bers refer to data obtained by other members for efficiency. Recently,
ad hoc networks have attracted much attention as an infrastructure of
next-generation computer environments, e.g., wearable computing en-
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Figure 1. Network division.

vironments and sensor networks. Therefore, it will be more and more
important to improve data accessibility in ad hoc networks.

In [2, 4], we proposed three replica allocation methods for improving
data accessibility in ad hoc networks where a data item is not updated.
These methods periodically determine replica allocation based on the
access frequency from each mobile host to each data item and the net-
work topology at that moment. In [3], we extended the three methods
proposed in [2] to adapt to an environment where each data item is
periodically updated. These extended methods replicate data items on
mobile hosts based on the access frequency, the time remaining until
each item is next updated, and the network topology.

In a real environment, it is more likely that data items are updated
at irregular intervals. In this paper, we propose three replica allocation
methods to improve data accessibility based on probability density func-
tions of the update intervals of data items. In an assumed environment,
mobile hosts may access invalid replicas that have been updated. Such
invalid accesses cause roll backs when the hosts later connect to the mo-
bile hosts holding the originals. Invalid accesses and roll backs consume
the power of mobile hosts, causing a serious problem since mobile hosts
typically have poor power resources. Thus, the proposed methods also
invalidate replicas that have been updated with high probability. As
a result, the proposed methods not only improve data accessibility but
also reduce the number of accessing invalid replicas.

The remainder of the paper is organized as follows. In Section 2,
we show some conventional works related to our work. In Section 3, we
present our assumed environment. In Section 4, we propose three replica
allocation methods. In Section 5, we show the results of simulation
experiments. Finally, in Section 6, we summarize this paper.

2. Related Works

In the research field of ad hoc networks, a few studies have been made
to improve data accessibility [7–12].

In [7] and [9], the authors have proposed methods in which replicas
are allocated to a fixed number of mobile hosts which act as servers and
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the consistency among the replicas is keep using a strategy based on the
quorum system which has been proposed for distributed database. These
are considered similar to our methods because replicas are allocated to
mobile hosts. However, these methods assume that replicas are allocated
to only mobile hosts selected as servers and their storages have unlimited
memory space. Our methods effectively allocate replicas to all mobile
hosts with limited memory space.

In [8, 11], the authors have proposed caching methods in the Internet
based mobile ad hoc network. This method is considered similar to
our methods because each mobile host allocates replicas. However, this
method differs from our methods with the point that the authors assume
that some of the mobile hosts are connected to the Internet. We assume
that all mobile hosts are not connected to the Internet.

In [10], the authors have defined two new consistency levels among
replicas and proposed methods that disseminate updated data to keep
the consistency. These methods are considered similar to our methods
because replicas are allocated to all mobile hosts. However, these meth-
ods are different from our methods in which each mobile host invalidate
replicas considering update intervals of the data items.

In [12], the authors have proposed a method that predicts time when
a network division occurs and allocates replicas to mobile hosts before
the network division occurs. This is similar to our proposed methods
because the authors assume frequent network divisions. However, this
method differs from our methods with the point that the authors assume
a specific mobility model. Our methods work for any mobility models.

3. Assumptions and Approach

The system environment is assumed to be an ad hoc network where
mobile hosts access data items held by others. In this paper, mobile
hosts connected to each other by one-hop/multihop links are simply
called connected mobile hosts. We make the following assumptions:

We assign a unique host identifier to each mobile host. The set of
all mobile hosts in the system is denoted by
where is the total number of mobile hosts and
is a host identifier. Each mobile host moves freely.

Data are handled as a data item which is a collection of data. We
assign a unique data identifier to each data item. The set of all
data items is denoted by where is the
total number of data items and is a data identifier.
The original of each data item is held by a particular mobile host.
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Each mobile host has memory space of C data items for creating
replicas, excluding the space for the original data item. Replicas
are relocated in a specific period called relocation period.

The access frequencies to data items from each mobile host are
known. In a real environment, the access frequencies can usually
be known by recording the log of access requests at each host.

Each data item is updated by the mobile host holding the original
at irregular intervals. The update interval of is represented by
a probability density function,  After a data item is updated,
the replicas become invalid. In a real environment, can usu-
ally be known by recording the log of the update at mobile hosts
holding the originals.

Each mobile host holds a table in which the information on the
update times (time stamps) of all data items in the entire network
is recorded. This information table is called the time stamp table.

In this environment, a request for a data item is successful only when
the request issuing host accesses the original or its replica with the same
time stamp as the original. That is, replicas with a time stamp different
from the original are invalid. The request succeeds immediately if the
request issuing host holds the original or connects to the mobile host
holding the original. Otherwise, if the request issuing host or at least
one connected mobile host holds the replica, the request issuing host
tentatively accesses the replica. After the tentative access, when the re-
quest issuing host connects to the host holding the original, the tentative
access is determined as having either succeeded or failed. This can be
achieved by comparing the update logs at the host holding the original
with the information on the time stamp of the accessed replica and the
access time at the request issuing host. If the tentative access fails, the
roll back occurs so that the request issuing mobile host recovers its state
before accessing the replica. If the request issuing host and connected
mobile hosts do not hold the original/replicas, the request fails.

4. Replica Allocation Methods

In this section, we first propose three replica allocation methods.
Then, we explain the cache invalidation in our proposed methods.

4.1 Replica allocation
In this paper, we propose three new replica allocation methods, which

are extensions of the methods proposed in [3], to adapt to an environ-
ment where data items are updated at irregular intervals.
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First, we define a PTT value for each replica of at as follows:

Here, denotes the access frequency of to denotes the
lifetime of replicas of denotes the time that has passed
since most recent update, which is the time interval between the
current time and the time stamp of If has already timed out

the PTT value is defined as 0.
The PTT value represents the average number of successful access

requests until the mobile host discards the replica of Thus, by
allocating replicas with high PTT values at a relocation period, not
only data accessibility is expected to be higher but also the number of
accessing invalid replicas is expected to be lower. The detailed decision
process of is explained in the next subsection.

Based on this idea, we extend the three methods proposed in [3] by
mainly changing their algorithms to use PTT values instead of PT val-
ues in order to adapt to an environment where each data item is up-
dated at irregular intervals. We call the three extended methods the

method, the
method, and the

method. In the following,
we describe the details of the three extended methods.

4.1.1 method. Each mobile host allocates replicas of
data items in descending order of PTT values within the limit of its own
memory space. If a mobile host issues an access request for a data item
whose replica at the host has become invalid and the request is satisfied,
the request issuing host again allocates the valid replica, i.e., refreshes
the replica. This operation is also done in the other two methods.

4.1.2 method. In the method, since mo-
bile hosts with the same access characteristic allocate the same repli-
cas and there are many replica duplications, the data accessibility is
low. To solve this problem, after allocating replicas with the
method, the method eliminates replica duplications between
two neighboring mobile hosts. The algorithm is as follows:

1 At a relocation period, each mobile host broadcasts its host iden-
tifier and information on access frequencies to data items. After
all mobile hosts complete their broadcasts, from the received host
identifiers, every host knows its connected mobile hosts.
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2

3

Each mobile host preliminary determines the replica allocation
with the method.

In each set of connected mobile hosts, starting from the mobile
host with the lowest suffix  of host identifier the follow-
ing procedure is repeated in the order of the breadth first search.
When there is duplication of a data item (original/replica) between
two neighboring mobile hosts, and if one of them is the original,
the host which holds the replica replaces it with another replica.
If both of them are replicas, the host with the lower PTT value re-
places the replica with another replica. When replacing the replica,
from among data items whose replicas are not allocated at either
of the two hosts, a different replicated data item is selected whose
PTT value is the highest.

4.1.3 method. The method shares repli-
cas in larger groups of mobile hosts than the method. This
method creates groups of mobile hosts as biconnected components [1] and
then allocates replicas of data items on mobile hosts in each group in
descending order of PTT values in the group. By grouping mobile hosts
as a biconnected component, the group is not divided even if one mo-
bile host disappears from the network or one link is disconnected in the
groups. Thus, the group has high stability. The algorithm is as follows:

1

2

3

4

At a relocation period, each mobile host broadcasts its host iden-
tifier and information on access frequencies to data items. After
that, every host knows its connected mobile hosts.

In each set of connected mobile hosts, starting from the mobile host
with the lowest suffix of host identifier an algorithm to
find biconnected components is executed. Then, each biconnected
component is put in a group. If a mobile host belongs to more
than one biconnected component, it can belong only to the group in
which the corresponding biconnected component was found earlier.

In each group, the PTT value of each mobile host in the group
to each item is calculated. Then, the PTT value of the group to
each item is calculated as a summation of PTT values of mobile
hosts in the group to the item. These calculations are done by the
mobile host with the lowest suffix of host identifier in the group.

In descending order of PTT values in each group, replicas are al-
located until the memory space of all mobile hosts in the group
becomes full. Here, replicas of data items which are held as origi-
nals by mobile hosts in the group are not allocated. Each replica
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is allocated at a mobile host whose PTT value to the data item is
the highest among hosts that have free memory space to create it.

After allocating replicas of all data items that have no original
in the group, if there is still free memory space at mobile hosts in
the group, replicas are allocated in descending order of PTT values
until the memory space is full. Each replica is allocated at a mobile
host with the highest PTT value to the data item among hosts that
have free memory space and do not hold the original/replica. If
there is no such mobile host, the replica is not allocated.

5

4.2 Cache invalidation
In our proposed methods, a lifetime is assigned to each data item

based on its probability density function of update intervals. Since each
mobile host discards replicas whose most recent update is a long time
ago, the number of accesses to invalid replicas can be reduced. In the
following, we explain the procedure of cache invalidation in our methods.

The probability that is updated within time since most
recent update is expressed by the following expression:

In our proposed methods, a constant threshold is assigned to all
data items in the entire network. If the value of expression (2) becomes
equal or more than each mobile host holding a replica of discards
the replica from its own cache. More specifically, when each mobile host
allocates a replica of or records the time stamp of the value of
that satisfies the condition is calculated using expression
(2). The value of calculated in this manner is defined as the lifetime,

Then, using expression (2) and the found the PTT value
is calculated at every relocation period.

In order to reduce the number of accessing invalid replicas, each mobile
host monitors its own cache space and discards replicas whose lifetimes
have passed. The cache space for the discarded replicas is kept free.
When the mobile host accesses the original or a valid replica, the new
replica of the data item is allocated again on the free cache space

At the time of discarding replicas, each mobile host discards the infor-
mation on time stamps of replicas whose lifetimes have passed from its
own time stamp table regardless of whether it holds the replica. When
it accesses the original or a valid replica, it again records the information
on the time stamp of the replica in its own time stamp table.



138 Hayashi, Hara, and Nishio

If is set to a small value, each mobile host discards replicas whose
originals have been updated with low probabilities, and thus the number
of accesses to invalid replicas is reduced. However, since a small value of

also discards many valid replicas, the number of successful accesses is
also reduced. Thus, the value of should be chosen carefully according
to the system characteristics and the performance requirements.

5. Simulation Experiments

In this section, we present simulation results from our performance
evaluation of the proposed methods.

5.1 Simulation model
The number of mobile hosts in the entire network is 40. Mobile hosts

exist in a size 500 [m] × 500 [m] flatland and randomly move in all
directions at a speed randomly determined from 0 to 1 [m/sec]. The
radio communication range of each mobile host is 80 [m]. The number
of kinds of data items in the entire network is 40, and holds

as the original. The size of each data item is 1 [MB].
Each mobile host creates up to 10 replicas with our proposed methods
in Section 4. Replicas are periodically relocated every 400 [sec]. The
access frequency of to is That
is, each mobile host requests data items based on their access frequencies
at every 10 [sec]. Each data item is updated with intervals based on the
exponential distribution with mean U [sec].

In the simulation experiments, we randomly determine the initial po-
sition of each mobile host in the flatland and evaluate the following two
criteria for our proposed methods during 1,000,000 [sec].

Data accessibility:
The ratio of the number of successful access requests to the number
of all access requests issued during the simulation time.

Rate of accessing invalid replicas:
The ratio of the number of tentative data accesses that resulted in
failure to the number of all access requests.

5.2 Effects of
First, we examine the effects of value when the average update

period U is fixed to 500. Figures 2 and 3 show the results. In both
graphs, the horizontal axis indicate the value of The vertical axes
indicate the data accessibility and the rate of accessing invalid replicas,
respectively. For comparison, the performances when data replication is

value
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Figure 3. and the rate of accessing invalid replicas.

not made and when replica invalidation is not made are shown as “no
replica” and “no invalid:(replica allocation method),” respectively.

In Figure 2, in the cases where each mobile host invalidates replicas,
as gets larger, the data accessibility of each method gets higher. This
is because the lifetime of each data item gets longer, and thus a larger
number of replicas are available in the entire network. In the cases where
each mobile host does not invalidate replicas, the data accessibility of
each method is not affected by Comparing the three methods, the

method gives the highest data accessibility. This is because
mobile hosts can share many kinds of data items in stable groups.

Figure 3 shows that in the cases where each mobile host invalidates
replicas, mobile hosts rarely access invalid replicas when is very small.
This is because the lifetime is very short, and thus replicas are discarded
in a short time. On the contrary, as gets larger, the rate of accessing

Figure 2. and data accessibility.
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Figure 4. Average update period and data accessibility.

invalid replicas gets higher. This is because while many valid replicas are
accessible in the entire network as shown in Figure 3, many invalid repli-
cas are also accessible. Comparing the three replica allocation methods,
the method always gives the highest rate of accessing invalid
replicas. This is due to the same reason given in the case of Figure 2.

The above results show that, in this experiment, the increment of
data accessibility when gets larger is larger than that of rate of ac-
cessing invalid replicas. However, since invalid accesses and roll backs
impose extra power consumption, it is meaningful to reduce the number
of accessing invalid replicas. We have conducted other simulation exper-
iments where the average update period is changed. The results show
that when the average update period is long, the increment of rate of
accessing invalid replicas is larger than the case in this subsection.

5.3 Effects of average update period
Next, we examine the effects of the average update period, U, on

our proposed methods when is fixed to 0.7. Figures 4 and 5 show
simulation results. In both graphs, the horizontal axis indicates the
average update period. The vertical axes indicate the data accessibility
and the rate of accessing invalid replicas, respectively.

In Figure 4, as the average update period gets longer, the data accessi-
bility gets higher in all cases. This is because replicas held by each mobile
host are valid for a longer time. In each replica allocation method, the
data accessibility in the case where each mobile host does not invalidate
replicas is larger than that in the case where it invalidates replicas. This
is because when each mobile host discards replicas whose lifetimes have
passed, it may discard valid replicas that have not yet been updated.
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Figure 5. Average update period and the rate of accessing invalid replicas.

Figure 5 shows that in the cases where mobile hosts invalidate replicas,
when the average update period is very short, the rate of accessing invalid
replicas is very low. In these cases, since replicas are discarded in a very
short time, each mobile host can create replicas only when connecting
with mobile hosts holding the originals in a relocation period. As a
result, it creates only replicas with the same version as the originals and
thus rarely accesses invalid replicas. In the cases where each mobile host
does not invalidate replicas, as the average update period gets longer,
the rate of accessing invalid replicas of all methods gets lower. This is
because replicas held by each mobile host are valid for a longer time.
The above results show that invalidation of replicas is very effective in
each method when the average update period is short. However, when
the average update period is long, the effectiveness becomes low since
replicas are valid for a long time.

6. Conclusions
In this paper, we proposed effective replica allocation methods in ad

hoc networks where each data item is updated at irregular intervals.
The proposed methods allocate replicas based on probability density
functions of the update intervals of data items. Furthermore, in the pro-
posed methods, each mobile host discards replicas that are updated with
high probability. As a result, the proposed methods not only improve
data accessibility but also reduce the number of accessing old replicas.

The results of simulation experiments according to our proposed meth-
ods show that data accessibility and the rate of accessing invalid replicas
significantly depend on the setting of threshold
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In [5], we proposed cache invalidation methods to effectively invalidate
old replicas by broadcasting invalidation reports. In [6], we also proposed
updated data dissemination methods to update old replicas effectively.
As part of our future work, we plan to evaluate our methods in an
environment where methods proposed in [5] or [6] are used together.
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Abstract Both real-time multimedia and mobile networks present challenges ripe for new
analysis techniques. We examine the applicability of statistical design of experi-
ments and inductive learning theory in the prediction of delay for real-time audio
transmissions over mobile ad hoc networks. Utilizing analysis of variance meth-
ods and simple decision tree agents, we find both significant factor interaction
between traffic load and node mobility as well as a dramatic reduction in error
percentage in prediction of end-to-end delay.

1. Introduction
Real-time multimedia transmissions and mobile ad hoc networks each pro-

vide distinct challenges. Jitter and end-to-end delay are significant factors of
interest for multimedia transmissions. Likewise, end-to-end delay is often a
primary concern within mobile ad hoc networks (MANETs). When these fields
meet, the importance of better understanding the domains increases signifi-
cantly.

The reliability and consistency required by real-time audio transmission be-
comes much harder to ensure when dealing with the constantly varying condi-

*This research is supported in part by the National Science Foundation under grant ANI-0240524.
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tions of a mobile ad hoc network. Thus, there is a need to effectively under-
stand and predict end-to-end delay.

In light of this need, we show the validity of techniques from outside the
domain of common networking. Specifically, we examine statistical design of
experiments (DoE) and analysis of variance (ANOVA) to isolate and quantify
factor interactions among variables in a MANET. Additionally, we adapt ar-
tificial intelligence techniques from basic decision-tree learning to provide a
mechanism for predicting delay within a mobile environment. By fusing these
two techniques, we find significant measures of predictability for end-to-end
delay for audio transmissions over MANETs.

We first present a performance analysis of end-to-end delay for audio trans-
missions over MANETs followed by an ANOVA analysis for accurate predic-
tion of end-to-end delay. We begin with a discussion of related works and an
introduction to the simulation methods used. From this, we present the simula-
tion results followed by an introduction to DoE and ANOVA analysis, learning
theory and decision trees, and the results produced by these techniques.

2. Simulation Analysis of Audio Packet Delays

The results in this section are based on simulations using the network simu-
lator ns-2, version 2.26 [6, 9]. This package includes extensions for mobile ad
hoc network simulation, including a set of routing protocols, an IEEE 802.11
MAC layer, a radio propagation model, and a node mobility model. However,
we extended this package to generate voice traffic over the wireless environ-
ment.

Technical Considerations
All nodes communicate with a wireless radio based on the IEEE 802.11

standard [7]. The radio propagation range for all nodes is 250 meters and the
channel bandwidth is 11Mbps. The specific medium access control (MAC)
scheme is CSMA/CA with acknowledgments. At the link layer, we leave most
of the 802.11 parameters set to default values. Thus, the RTS threshold is set
to 250, the short retry limit (SRL) is set to 7, and long retry limit (LRL) is set
to 4.

At the network layer, we use the Ad hoc On Demand Distance Vector (AODV)
[13] protocol for routing. The choice of a reactive protocol such as AODV
rather than a proactive protocol such as OLSR [11] is based on results from
our earlier work [3]. Indeed, the proactive protocol consists of every node
emitting hello messages periodically in order to learn the network topology.
On the other hand, reactive protocols invoke a route discovery procedure on an
on-demand basis.
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As mobile ad hoc networks are characterized by intermittent connectivity,
the audio stream is interrupted when a route error causes the routing protocol
to establish a new route to the destination. These interruptions are typical
events that strongly disrupt the speech played on the receiver side. Benaissa
et al. [3] have shown that such interruptions can be long, typically a number
of seconds, regardless the routing protocol employed. However, OLSR causes
more interruptions than AODV, thus AODV is better adapted to the deployment
of audio applications over ad hoc networks.

The AODV parameter values are set as recommended in [14] such that they
minimize network congestion and allow the protocol to operate as quickly and
accurately as possible. As such, the HELLO interval is set to 1.0, the route reply
wait time is set to 1.0, the reverse route life is set to 3.0, and the active route
timeout is set to 3.0.

The network layer maintains a send buffer of 64 packets. This buffer con-
tains (only) data packets waiting for a route. All packets (both data and control)
sent by the routing layer are queued at the interface queue until MAC layer
transmission. We set the maximum size of the interface queue to 50 pack-
ets and maintain it as a priority queue with two priorities, each served FIFO.
Control packets receive higher priority than data packets.

Network Environment and Methodology

Our network model consists of 50 nodes in a 1000 × 1000 meter square flat
area. Our results are based on the average packet delay of 20 scenarios, or
patterns. Patterns are randomly generated by different seeds. Each simulation
executes for 250s. Input parameters for the simulation are speed s in m/s and
the network load in kbps.

In order to avoid large variation in successive patterns, some seed number
effects are cancelled. We make the following assumptions:

We define the same initial position and heading of nodes for all patterns.
Thus, when the seed changes, the initial network topology and traffic
peers remain identical. All movements are different (see Figure 1).

For different patterns at a given network load enabled traffic peers are
identical. When is increased, additional traffic peers are set.

During the simulation, the effective speed of nodes and the network load
are constant and equal to the input parameters s and

Mobility

Nodes move according to the random waypoint mobility model. In this
model, each node chooses a random destination within the simulation area
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Figure 1. The initial MANET topology.

and travels toward its destination in a straight line at a given speed. Upon node
 arrival at its destination, it pauses, chooses a new random destination, and

continues its motion. Node speed s varies from 1m/s to 10m/s and we use a
pause time of 10 seconds.

Traffic Pattern

We develop a traffic generator to simulate unicast voice traffic as well as
background traffic.

Voice traffic is generated between a source node (0) and a destination node
(49) (see Figure 1). A voice flow is typically divided into talkspurts (peri-
ods of audio activity) and silent periods (periods of audio inactivity, during
which no audio packets are generated). We consider an average talkspurt of
30.83% and an average silent period of 61.47% as recommended by the ITU-
T specification for conversational speech [10]. Alternating periods of activity
and silence are exponentially distributed with an average duration of 1.004s
and 1.587s, respectively. We consider the PCM codec (Pulse Codec Modula-
tion — see Recommendation G.711 in [8]) at 64kbps as audio traffic. Then,
320 byte voice packets are generated periodically during activity periods, each
voice packet representing a sample of 40ms.

Background traffic is generated by constant bit rate (CBR) data sessions
with selected sources and destinations. One CBR session transmits packets of
2048 bytes payload every 0.3s (i.e., 57.28kbps load per session). To increase
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the load in the network, the number of active sessions is increased. In our
simulation, network load varies from 1 × 57.28kbps to 10 × 57.28kbps.

Simulation Results

Figure 2 illustrates average end-to-end delay as a function of the number of
active sessions for three different node speeds: 2m/s, 5m/s and 7m/s. We
find that from 1 to 5 active sessions, delays are nearly equal (less than 40ms),
regardless of the speed. For higher numbers of active sources, the increases
in delay are stronger when node speed is higher. Delay increases from 50ms
to 200ms for node speed 2m/s, while it reaches 450ms at node speed 7m/s
under the same load level.

Figure 2. End-to-end delay as a function of load for different node speeds.

Our results illustrate that node speed does not have a significant impact on
end-to-end delay under light load traffic. However, when load traffic increases,
end-to-end delay increases rapidly when node speed is high.

3. Designed Experiments and ANOVA Analysis

Though often treated as isolated, the factors affecting a transmission in any
network interact in ways that are often imperceptible when considered by sys-
tem and protocol designers. Factor interaction is not a new consideration in
other engineering domains and techniques have long been in place to effec-
tively unearth and analyze them. Designed experiments, a technique originat-
ing from agricultural engineering in the early part of the 20th century, allows
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the otherwise vast number of experimental runs necessary to detect and quan-
tify factor interactions to be done in a limited number of trials. As defined by
Montgomery [12], a factor (e.g., load) is an experiment variable taken to have
some effect on the response variable of interest (e.g., end-to-end delay). A
factor interaction is the failure of a factor to produce the same resultant value
for the response variable when another factor is at a different level.

Key to DoE’s ability to effectively analyze factor interactions is analysis
of variance (ANOVA). In the simplest case, ANOVA examines the effect of a
single factor on a response variable. ANOVA is defined by a sum of squares
identity [12]. Using these sums of squares, ANOVA allows calculation of main
effects for all factors as well as interactions. Our aim is to utilize DoE and
the underlying foundation provided by ANOVA to significantly improve the
predictability of end-to-end delay for audio-transmissions over MANETs.

Related Work — DoE and ANOVA

Designed experiments and ANOVA have rarely been applied to mobile net-
working. Vadde and Syrotiuk [17], inspired by the work of Barrett et al. [ 1, 2],
used ANOVA analysis to identify main effects and factor interactions on ser-
vice delivery in MANETs. Along similar lines, Perkins et al. [15] examined
factor interaction particularly among node speed, network size, and number of
traffic sources.

4. Learning Theory and Decision Trees

Machine learning theory aims to develop agents and algorithms that are able
to effectively improve future action by learning from both its environment and
its own decision-making processes. Among the simplest learning algorithms
to implement is that of decision tree learning. Decision tree learning examines
a set of properties and returns a decision. Typically decisions are boolean,
but are easily extended to numerical results. Thus, decision trees are naturally
suited to learning parameter optimization.

In functionality, the inductive learning provided by a decision tree begins
with a heuristic from which an initial decision tree structure is extrapolated.
The branching conditions of this tree are then tuned via the inductive process
to produce better optimized results. Thus, for the purpose of optimizing the
predictability of end-to-end delay, decision trees allow us to quickly produce a
proof-of-concept argument for inductive learning theory for MANETs as well
to evaluate the potential benefit of integrating a decision mechanism into our
simulation model.
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Related Work – Learning Theory and Decision Trees

Within artificial intelligence and other fields, learning theory has evolved
into a sophisticated and rich field in its own right. However, much in the same
manner as ANOVA analysis, learning theory methodologies have not been sig-
nificantly explored within mobile ad hoc networks. Farago et al. [5] developed
a meta-MAC protocol utilizing computational learning theory. We take our
direction in learning agent construction from Russell and Norvig [16].

5. DoE and Learning Methodologies

DoE and ANOVA Methodologies

In order to validate the effectiveness of DoE and ANOVA techniques within
our chosen application domain, we choose those variables from Benaissa et
al. [3] that provide both the most sound basis for factor interactions as well
as reasonable extension into a decision tree learning mechanism. We choose
CBR traffic load and node mobility as our factors of interest and end-to-end
delay as our response variable. We then use Design Expert [4], a software
suite designed to aid in the construction and processing of DoE, to develop an
appropriate model to fit our data set.

We design our statistical experiment as a response surface populated by
our data points, where is indicative of a two-level (high and low) model
with k variables of interest or main effects. From this, we generate two models
for ANOVA analysis. The first, an untransformed model of the data, is used to
develop certain of our decision tree agents. The second, a model transformed
such that any factor interactions present are effectively quantified, is used to
verify the ANOVA validity.

Decision Tree Methodologies

To leverage learning theory techniques, we choose decision tree inductive
learning for a number of reasons: ease of implementation, small spatial re-
quirements and a solid modeling of a top-down traversal of protocol stacks.
For our proof-of-concept, we examine multiple means of constructing the in-
ductive learning aspects of the tree, both with and without statistical influ-
ence. As is standard for decision tree tests, average-guessing or strawman al-
gorithms are constructed to provide a baseline for judgment of improvements
via the learning mechanism. Given our implementations of both statistically-
influenced and standard inductive learning, we implement both statistically-
influenced and standard mean-guessing strawman algorithms.

Our first step in developing decision tree agents is to create a heuristic that
serves as the basis for construction of the initial tree. For purposes of concep-
tual proof, we do not consider factor interactions in the construction of this
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heuristic, though such interactions are responsible for much of the power of
this manner of inductive learning. Instead, we consider the simplest case, in
which we assume end-to-end delay is primarily dependent on traffic load. Ex-
amination of the data set yields a decision tree with three distinctly different
relations to end-to-end delay. As illustrated in Figure 3, we choose a simple,
one-level tree branching at what initial observation indicates are significant
differences in the load vs. end-to-end delay relationship.

Figure 3. A simple one-level decision tree estimates delays based on noticeable variances
of load vs. mobility. More refined decision trees take into account multiple factors and their
interaction.

Having constructed an initial tree, we implement the inductive learning pro-
cess as a number of agents, each utilizing different means of hypothesis cor-
rection during the learning and testing phases. These agents can be broken
into two sets — those that do not use statistical influence in their correction,
and those that do. For each of these categories, we create agents which employ
incremental correction techniques and agents that employ averaging. Addition-
ally, we design an agent that uses no correction following its learning phase, as
well as one that employs only statistical means of self-correction.

Agent correction in both learning and testing phases is structured such that
those agents without statistical influence utilize their particular means of cor-
rection, be it incremental or average-based, from the point of the value of the
initial heuristic. Statistically-influenced agents utilize averaging based on the
ANOVA-generating equation during the learning phase and their particular cor-
rection method during the testing phase to further refine the agent’s accuracy.
The agent with no testing-phase adaptation employs averaging in its learning-
phase correction, and the completely statistically-driven agent averages against
the ANOVA-generated equation during both phases.
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6. DoE and Learning Theory Results and Discussion

DoE Results and Discussion

As described in section 5, we create a pair of designed experiments. One
uses no data transformation so as to yield equations suitable for adaptation into
our decision tree agents and the other transformed to most accurately assess
any factor interaction present. In each case, we utilize Design Expert to pro-
cess our data sets. We specify our factors as L for traffic load, and M for node
mobility, with respective low and high levels (57.28kbps, 572.80kbps) and
(1m/s, 8m/s). We then choose as our response variable for end-to-end delay
for the real time audio flow with low and high levels (4.10ms, 1663.96ms).

From initial sum of squares analysis, we choose to design the experiments
as a cubic model analyzing factors L, M, LM, and

where, e.g., LM denotes the interaction effect between traffic load and
node mobility. In keeping with standard practice, we choose the cubic model
because it yields the lowest F-value and P(X > F-value). On this cubic model
we then use Design Expert to perform ANOVA analysis of the data.

As expected, the initial untransformed model uncovers significant factor in-
teraction. We find significant factors to be L, M, LM, and
Thus, consistent with our hypothesis, the interaction between traffic load and
node mobility within MANETs is significant with respect to end-to-end delay
on real-time audio transmissions. Likewise, in this case the square and cube
of traffic load holds some significant relationship to end-to-end delay. For the
purposes of enhancing our decision tree agents, ANOVA yields the relationship
for the delay, D:

By using a Box Cox test [12], we determine that by applying an inverse
square root transform with we achieve a more precise

measurement of the principal factor interaction, that between traffic load and
node mobility. As shown in Figure 4, we find that the two factors interact
with one another in at least two key points. From the generated interaction
plots as well as the lack of fitting error, there exists a definite factor interaction
between traffic load and node mobility for audio transmission over MANETs.
Specifically, we notice significant interactions when traffic load is in the ranges
114.56 < L < 171.84 and 458.4 < L < 515.52. Thus, we say load-mobility
interaction displays its most prominent effects when traffic load is in the more
extreme regions of its possible values.
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Figure 4. A factor interaction graph for traffic load and node mobility. Path intersections
indicate levels at which interaction is most significant.

Decision Tree Results and Discussion

For testing of both the validity of decision tree agents in reducing uncer-
tainty in end-to-end delay in MANETs, as well as the integration of the tech-
nique with statistically-influenced heuristics, we measure the testing-phase
performance of our previously designed agents in three categories over esti-
mates:

Correct guess percentage:

Mean error percentage:

In order to establish a baseline for evaluating our agents, we run trials with
both a “dead” strawman, which simply guesses the mean delay found in the
learning phase for all testing-phase estimates, and a statistical strawman, which
guesses the result of our ANOVA equation for each testing-phase estimate. The
“dead” strawman produces correct guess percentage of 4.25%, and a mean er-
ror of 572.10%. With similar inaccuracy, our statistical strawman reports a cor-
rect guess percentage of 2.38% and mean error percentage of 1010.78%. Ad-
ditionally, we consider our non-adapting decision tree agent, which produces
results: correct guess percentage of 4.40%, and a mean error of 140.25%.

These baselines established, we find that both categories of decision-tree
agents perform well, with certain techniques outshining others. The decision
tree agents that adapt incrementally both perform with correct percentages of



ANOVA-Informed Decision Trees for Voice Applications over MANETs 153

15.14% in the statistical case and 19.65% for the standard model. In our normal
and statistically-influenced agents, we find that those that employ testing-phase
heuristic refinement via averaging produce correct percentages of 33.04% and
32.69% while maintaining mean error percentages less than 100%. Specif-
ically, the statistically-influenced agent with difference-based testing phase
adaptation produces a correct percentage of 32.69% while lowering mean error
percentage to 42.00%. In similar fashion, our non-statistical model produces a
correct percentage of 33.04% and mean error percentage of 39.84%.

In consideration of these results, we find that decision tree agents that utilize
difference-based averaging perform with dramatic improvement over simple
averaging means. Additionally, the lack of adverse effects produced when
utilizing ANOVA-based heuristics leads us to believe that ANOVA-produced
equations provide just as sound if not more sound a basis for decision heuristics
as currently exist. That said, given the significance of the factor interaction
detected by the DoE phase of our work, we believe that this interaction can be
exploited to produce far more accurate decision trees than our current one-level
model. In such a case, we expect the learning to be far richer and the results
even more promising.

7. Conclusions and Future Work

Our results in examination of real-time audio transmission over mobile ad
hoc networks serve as an initial proof-of-concept for the validity of both DoE
as a means of effectively verifying the results of the simulation, and detecting
factor interaction among network parameters as well as decision tree learning
as a method of increasing the predictability of end-to-end delay. The work
is currently in a preliminary state. Further investigation of the interaction
between traffic load and mobility is certainly required. Likewise, we expect
deeper consideration and refinement of the decision tree model, based on the
results of our ANOVA analysis of the data, will improve even present levels
of predictability and error percentage. In the same vein, consideration of other
factors involved in real-time audio transmission, particularly routing and MAC
protocol configurations (e.g., RTS threshold, short and long retry length) may
yield yet more information about the complex interactions between these com-
ponents. We plan to embed such a learning mechanism within an application,
such that delay may be minimized on the fly. As such, we have begun consid-
eration of these directions and expanding our research as the domain demands.
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Abstract One of the main problems associated with MANETs is that mobility and the as-
sociated route discovery and maintenance procedures of reactive routing proto-
cols cause interruptions on real-time video streams. Some of these interruptions
are too large to be concealed using any sort of video technology. In this work we
argue that increased bandwidth and QoS strategies do not solve problems asso-
ciated with mobility. We present a solution for enhanced video transmission that
increases route stability by using an improved route discovery process based on
the DSR routing protocol, along with traffic splitting algorithms and a preventive
route discovery mechanism. We achieve improvements in terms of goodput, and
more important, we reduce the video gap durations up to 97% for high mobility
scenarios, improving the user viewing experience dramatically.

Keywords: Multipath routing, video streaming gaps

1. Introduction
Mobile Ad-hoc networks (MANETs) are composed by a set of independent

mobile nodes which “cooperate” without any type of infrastructure. The low
cost and ease of deployment of this kind of networks makes them extremely
attractive for applications ranging from disaster relief situations to small home
environments. However, the current performance of MANETs can hardly be
accepted for real-time multimedia.

The IEEE 802.11 [IEEE 802.11, 1999] technology is the most deployed and
used. The IEEE 802.11a/g standards enable MANETs to use more bandwidth
for multimedia applications, allowing various simultaneous video flows per

*This work was supported by the Ministerio de Ciencia y Tecnología under grant TIC/2003/00339, and the
Junta de Comunidades de Castilla La-Mancha under grant PBC/03/001.
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node to exist. The medium access issues concerning QoS, included in the
IEEE 802.11e working group, are still not standardized but are of extreme
importance to provide service differentiation.

The purpose of this work is to present the problems that still persist after
applying QoS techniques at the MAC level. We found [Carlos T. Calafate
et al., 2004b] that even when a video flow does not have to face competition
with other flows, and when the routing protocol operates in optimal conditions,
video performance is still not optimal due to mobility.

We show that there is a close relationship between video gaps and route
discovery events. We then describe a traffic splitting approach based on multi-
path, which uses a route selection mechanism that optimizes the use of disjoint
routes. The use of disjoint routes reduces video gaps occurrence generated
by node mobility thus improving the quality of the received video. Finally, in
order to prevent possible route losses we supply a preventive route discovery
mechanism activated when a video flow has not at least two disjoint routes
available.

To measure the effect of video gaps over the final video quality delivered
to the user, we propose a metric called “video annoyance” (VA). This metric
helps in evaluating the behavior of the proposed route discovery and traffic
splitting mechanisms.

Concerning the structure of this paper, in section 2 we give a brief descrip-
tion of the related work in this area. In section 3 we propose enhancements
to DSR’s route discovery technique. Section 4 presents the effects of apply-
ing enhanced route discovery procedures over the delivered video quality, per-
forming a detailed study of the video loss pattern. In section 5 we present a
multipath routing algorithm that introduces traffic splitting as a mechanism to
improve final video quality when node mobility is significant. In section 6 we
perform a global evaluation of all mechanisms presented in this paper. Finally,
in section 7 we make some concluding remarks, along with some references to
future work.

2. Related work

The use of multiple routes in MANETs has recently become a promising
solution for multimedia data transmission.

[L. Wang et al., 2001] use a probing technique to assess the quality of
available routes, so that the traffic is forwarded based on the delay of each
route. Their objective is also to achieve a fair load distribution as well as
improved throughput, end-to-end delay and queue utilization. [Nasipuri et al.,
2001] proposed a strategy for quick route recovery through packet re-direction
in intermediate nodes to reduce the frequency of query floods.



Route Stability Techniques for Enhanced Video Delivery on MANETs 157

[Wu, 2002] proposes a more selective route discovery procedure to DSR to
increase the degree of disjointness of routes found without introducing extra
overhead. It allows the source to find a maximum of only two paths (node
disjoint paths) per destination.

[Lee and Gerla, 2001] show that the paths found by DSR’s route discovery
mechanism are mainly overlapped. They therefore propose a route discovery
technique that provides nodes disjoint paths.

In [Marina and Das, 2001] the AODV protocol [Perkins and Royer, 1999]
has been extended in order to provide multi-path capabilities, though no new
route discovery mechanism was proposed. Both node disjoint and link disjoint
approaches are presented.

3. Route discovery extensions to DSR

The Dynamic Source Routing (DSR) protocol is an efficient routing proto-
col for MANETs. DSR, by default, finds only a small number of routes. By
extending its route discovery mechanism we increase the average number of
routes found per node. This extra information alone offers to each node ex-
tra possibilities when a route is lost, requiring on average less route discovery
processes. Lee and Gerla proposed in [Lee and Gerla, 2001] a route discov-
ery technique based on altering the route discovery process. So, during the
“RREQ” propagation phase, packets with the same route request ID can be
forwarded if they arrive “through a different incoming link than the link from
which the first RREQ is received, and whose hop count is not larger than the
first RREQ”.

With our route discovery proposal we significatively reduce the routing
overhead when compared to Lee and Gerla’s proposal (see [Carlos T. Calafate
et al., 2004a]). From now on we shall refer to our solution as “Super Restric-
tive” mode (SR). In SR mode, we add a list (SRlist), to the already existing
route discovery table structure in all nodes. This list is used to store the inter-
mediate hops that forwarded the route request. The cost in terms of memory
is very small - only some bytes per source. The main enhancement of the SR
mode is that it discontinues the propagation of a route request if some of the
previous hops (except the source) is the same. With this method we assure that
the discovered paths are node disjoint, increasing therefore the usefulness of
the routes found.

The size of the SRlist can be controlled and limited. When a route request
arrives and the list is already full, it is not propagated. This means that only
a pre-defined number of route requests are forwarded. If the size of the SRlist
is very high we obtain the basic SR mode; if it is equal to one the behavior
is similar to the DSR’s propagation mode. The size of the SRlist is a new
parameter and it will be referred to as PNC (Previous Node Count).
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The SR solution restricts the route request forwarding process to route sizes
not superior to the first one arriving. To increase the flexibility of the approach
we accept routes with an extra size up to a certain value. We call this param-
eter flexibility. In [Carlos T. Calafate et al., 2004a] we demonstrated that only
small values for this parameter, though, make sense in terms of route size and
stability.

In the following sections we test three different Flexibility / PNC pairs. In
mode 1 (Flex. = 0, PNC = 2) the propagation using the SR technique is
restricted to the maximum, so that only one extra route per node is allowed rel-
ative to the default DSR behavior. Modes 2 and 3 maintain one of the parame-
ters of mode 1, but in mode 2 (Flex. = 2, PNC = 2) we increase flexibility
and on mode 3 (Flex. = 0, PNC = 4) we increase the number of RREQs
propagated per node. In all modes the use of cache on route propagation is
turned off, maintaining the rest of DSR’s behaviors unchanged.

4. Effects of route stability on real-time video streams
In this section we show how the use of a standard routing protocol, such

as DSR, can affect a real-time video stream in terms of video communication
disruptions (video gaps). We will prove that video gaps are intimately related
to route discovery procedures, and how the SR mode presented in Section 3
can considerably alleviate this problem. The evaluations are done using the ns-
2 simulator [K. Fall and K. Varadhan, 2000]. Each obtained value is averaged
over 5 simulation runs. Concerning node movement, it was generated using the
random waypoint mobility model. A filter was applied to accept only scenarios
without network partitioning (i.e., with no unreachable destinations), in order
to obtain a connected graph.

We first evaluate a 1000x1000 m squared scenario with 80 nodes. The traffic
load consists of a single H.264 [H.264, 2003] video stream obtained from the
well known Foreman sequence at 10 frames-per-second. Each video frame is
split into 7 RTP packets, resulting in a target bit-rate of 186 kbit/s. Our purpose
is to observe the performance of the different routing protocols independently
from other traffic flows.

Figure 1. Packet arrivals and routing overhead when streaming an H.264 video flow



Route Stability Techniques for Enhanced Video Delivery on MANETs 159

In figure 1 we observe how modes 1 to 3 always perform slightly better
that the original DSR implementation in terms of packet arrivals. The best
performing mode is mode 1, where the improvements over DSR reach 4.5%
in packet arrivals. Mode 1 also generates less routing control packets than the
other two modes, with a small relative increase compared to DSR.

Loss pattern analysis

H.264 standard offers a wide range of tools to reduce the effects of degra-
dation in the presence of losses. Different types of intra macroblock updating
strategies and error concealment tools are available, which aims at estimating
parts of frames which are not received. Thus, observing the results of figure
1, and taking into account these facts we could conclude that the difference in
terms of peak signal-to-noise ratio (PSNR) between receiving 99% or 95% of
the packets is very slight.

However, packets dropped in bursts long enough to cause video gaps affect
H.264 video decoders in a drastically different manner. When no information
relative to consecutive frames arrives to the decoder, this will freeze the last
decoded frame until communication is resumed. When communication is re-
sumed the decoder’s effort is also increased since it must resynchronize and
recover from losses as quickly as possible. We therefore argue that the PSNR
is not a representative factor and we propose a new metric which we called VA
(Video Annoyance) parameter, defined as:

where NF is the total number of frames in the sequence, N is the total
number of independent video gaps occurring in a video sequence and is the
size of the i-th video gap. We define a video gap as the number
of video frames lost sequentially; is the number of consecutive packets lost
for gap i and PPF is the number of packets per frame.

This number does not need to be an integer, since for example frames
can be lost in a single burst, being communication resumed with information
relative to some position inside a frame. What must be defined, though, is the
minimum number of consecutive lost packets to create a video gap. In this
work we set that threshold to one entire frame, that is 7 packets
When VA = 0, there are no video frame gaps, though losses can occur. When
VA = 1 the entire sequence was lost. The quadratic relation takes into account
the fact that many distributed 1-frame gaps are almost imperceptible to the
viewer, while a single 50 frames gap, a 5 seconds interruption at 10Hz, is quite
disturbing for the user.

Analyzing a typical packet drop pattern on a simulation using DSR and a
single H.264 video flow, we can observe that some of the packet loss events
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are bursty. Bursts of packets lost cause the video flow to be stopped, so that
several entire frames are lost.

Table 1 presents a comparison between the different routing protocols con-
cerning the VA parameter. As it can be seen, the VA associated with modes 1
to 3 is only a small fraction (1-2%) of the VA achieved with the original DSR
implementation. This result proves how the different SR modes improve the
video experience in terms of video disruptions.

To further analyze and validate the improvements shown with the VA param-
eter, we now consider the video gap histogram for all protocols at maximum
node speed (see figure 2). We observe that DSR performs much worse than
any of the SR modes for all gap intervals, being mode 1 the one that achieves
the best results.

Figure 2. Video frame gaps histogram at a maximum node speed of 18 m/s

Another important factor shown in figure 2 is that SR modes 1 to 3 present
gap sizes of no more than 20 frames, contrarily to DSR. In fact, DSR is prone to
lose as much as 217 consecutive frames, equivalent to more than 20 seconds of
video interruption at 10Hz, while in mode 1 the maximum gap size experienced
is of only 13 frames (1.3 seconds of video interruption at 10Hz).

Gap causes and solutions

In scenarios like the one under evaluation, where congestion is not a prob-
lem, packet losses directly depend on link breaks and subsequent route fail-
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ures. Since DSR uses link layer information to detect broken links, the interval
between the detection of a broken link and the reception of the associated no-
tification by the source is, in terms of video streaming, not excessively long.
In fact, we find that when a route breaks the number of packets lost can be
estimated by:

where is the source’s packet generation rate and is the time
that the “Route error” packet takes to arrive at the source. This phenomena can
sometimes be alliviated by DSR’s packet salvaging mechanism.

To clarify the results of table 1 and figure 2 we compared the behavior of
the different SR modes with the behavior of DSR in terms of RREQs. We
calculated the number of route requests generated by the video source at dif-
ferent speeds (see figure 3.) The results are presented using the values obtained
for the DSR as a reference. We observe that modes 1 to 3 present less video
gaps for all speeds as expected due to the higher number of routes found. The
relationship between the number of RREQs and video gaps also explains the
improvements in terms of VA. The mode with best overall performance (mode
1) shows an average reduction of 68% on the number of RREQs generated in
relation to DSR, and so we will use it as a basis for the improvements per-
formed in the following sections.

Figure 3. The behavior of the different SR modes towards DSR in terms of RREQs

5. Multipath routing

In this section we will present further improvements by analyzing how the
use of simultaneous paths on data transmission effectively reduces the down-
time of H.264 video flows, making the communication experience smoother
and more pleasant to the user. We should point out that the sequence numbers
included in RTP headers allow the receiver to reconstruct the sending order.
Also, the video decoder can use sequence numbers to determine the proper
location of a packet without necessarily decoding packets in sequence. There-
fore, we consider that out-of-order delivery provoked by multipath routing is
not a primary issue.
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Traffic splitting strategies

Traffic splitting in the context of multipath routing refers to the technique of
distributing the packets of a certain stream through different paths. Concerning
the paths themselves, we can talk about their degree of disjointness and also
make a distinction between link disjoint and node disjoint paths [Marina and
Das, 2001]. Node disjoint paths are those where none of the intermediate nodes
are in common. Link disjoint paths are those where all links differ, though
common nodes may exist.

An optimal strategy in terms of traffic splitting would be one where the
shortest disjoint path is used. In general, node disjoint paths are preferable
since they achieve the best trade-off in terms of both bandwidth and node re-
sources. There are some cases where no node disjoint paths are available and,
therefore, link disjoint paths are used. In fact, the link disjointness condition is
enough to reduce the effect of mobility on ad-hoc networks.

We define a metric, see Equation 3, that demonstrates the exact gains in
terms of path dispersion using the average degree of path disjointness.

where CL is the number of common links relative to the previous path, and
NL is the number of links of the current path. The objective is to obtain values
close to 1, which is the optimal solution; dispersion values close to 0 reflect a
bad traffic dispersion policy.

We propose an algorithm (see Algorithm 1), which describes how to get the
maximum disjointness path. We shall use the term “Disjoint solution” to the
mechanism that makes use of this algorithm.

The action of finding the disjointness of one route is always done relatively
to the previously used route. This technique easily adapts to extra routes found
through the forwarding or interception of routing packets, as well as to routes
which were considered lost. Though this algorithm aims at finding the best
choices in each situation, it could be considered computationally expensive for
small embedded systems. Therefore we also propose a much simpler solution
which consists of randomly choosing routes which are not larger than a certain
size (s) relative to the first one. This alternative solution, referred as is used
as a reference for the Disjoint solution.
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Using the same simulation setup that in section 4, we evaluated the Disjoint
algorithm comparing it with the solution. Table 2 shows the average results
by setting and setting the maximum allowed node speed to 18 m/s. As it
can be seen, the maximally disjoint solution always achieves the best results.

In terms of end-to-end delay, the Disjoint solution always performs quite
better than the one, which means that the paths used are shorter. In what
refers to the routing overhead, again the Disjoint solution performs much bet-
ter.

If we observe the results concerning the dispersion achieved with both meth-
ods, we verify that the Disjoint solution presents dispersion values that more
than double the ones from solution We also verify that the dispersion value
almost does not vary with speed.

This analysis allows us to conclude that the results achieved justify the ex-
tra computational complexity required by the Disjoint solution, being the
a possible solution for environments with few resources, though the perfor-
mance suffers some degradation. From now on we will always use the Disjoint
solution when performing traffic splitting.

Preventive route discovery

In order to improve the traffic splitting Disjoint strategy presented in pre-
vious section, we propose a mechanism to perform preventive route discovery
processes. Its objective is to minimize the video gap effects on the video qual-
ity delivered to the user.

We also have to consider the possibility that, after completing a preventive
route discovery cycle, no disjoint routes are found. In this case, we have to start
another route discovery process to avoid video flow stall if the current route is
lost. The rate at which we generate preventive route discovery processes must
be evaluated in order to be useful and not to overload the network. By varying
the preventive route discovery period among values: 0.5, 1, 2, 4, 8, 16 seconds
and never (default) we calculated the routing overhead differences among the
various inter-request values, see figure 4. Remind that when all routes to the
destination are lost, a new route discovery process is started and the probability
of producing a video gap is high.

As expected, the routing overhead is higher than the default solution in all
cases. The lower the inter-request interval, the higher the routing overhead
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Figure 4. Effect of inter-request interval on routing overhead

becomes. We consider that for values under 4 seconds the routing overhead
becomes prohibitive. In terms of packets arrivals, around 99% of packets arrive
for all solutions under test at all speeds. Considering the VA parameter, we
achieve the best average results for an inter-request interval of 8 seconds, which
also offers very good results in terms of packet arrivals and routing overhead.

6. Overall evaluation

In this section we perform a global evaluation of the SR and Disjoint solu-
tions. The simulation setup is configured with a 1000x1000 meters scenario
and 80 nodes. As before, the mobility pattern is generated using the random
waypoint mobility model and we consider only scenarios where node topology
forms a connected graph. Only one video flow conforms the injected traffic
with the same characteristics described in section 4. The Disjoint solution uses
a multipath routing algorithm with a preventive route discovery mechanism set
to minimum period of 8 seconds.

We can clearly see on the left side of figure 5 how DSR performs worse than
the remaining modes for moderate/high speeds. The Disjoint mode is the best
for all speeds, but the SR mode alone can provide very good enhancements.

Figure 5. Comparison in terms of video packet arrivals (left) and routing overhead (right)

In terms of routing overhead, we can see in figure 5 that the SR mode does
not generate an excessive number of control packets. The Disjoint mode causes
more routing overhead since this protocol is performing preventive route dis-
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coveries frequently. Also notice that the rate of growth between the three solu-
tions is quite different. Comparing the routing overhead for the minimum and
maximum speeds we can see that while DSR control packets have increased
by a factor of 9, SR and Disjoint mode have increased by factors of 5 and 2
respectively. This shows the better adaptation and appropriateness of these two
to high mobility scenarios. We also show the routing overhead achieved with
the Disjoint mode when turning off the Preventive Route Discovery mecha-
nism (No PRD in figure 5). We can see that the routing overhead is highly
reduced when that mechanism is turned off, showing an overhead similar to
the SR mode.

If we now focus on our main goal - reducing video streaming gaps - we
find that there has been a gradual improvement, and that the SR mode plus
the multipath Disjoint solution are able to significantly reduce the video gap
occurrence. Table 3 shows the improvements in terms of global gap percentage
and the VA parameter. The difference in terms of VA between SR and Disjoint
modes is not greater due to the fact that both approaches avoid large video
gaps, being large video gaps those that provoke significant differences in terms
of VA metric. For video gaps of less than 3 frames, though, we find that the
disjoint mode is very effective.

Finally, relative to the benefit of including or not the preventive route dis-
covery mechanism, we achieve a slight increase in routing overhead and a
reduction of 60% in terms of VA and of 50% in gap percentage by turning
it on. The main reason for this slight difference are the few situations when
preventive routing saves us of video gaps.

7. Summary

We presented several enhancements to the DSR protocol in order to provide
a better support to H.264 video stream delivery. The proposals focused on the
route discovery process, the packet splitting strategy, and the preventive route
discovery process.

We showed that video gaps are intimately related to route discovery pro-
cedures and that this problem can not be solved through conventional QoS
mechanisms. We also proposed an alternative metric to PSNR, called video
annoyance, in order to measure video gaps in a clear and straightforward man-
ner. We extended DSR’s route discovery mechanism to increase the average
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number of routes found per node. This extra information alone offers to each
node extra possibilities when a route is lost, requiring on average less route
discovery processes. We introduced a dynamic algorithm for maximizing the
degree of disjointness of consecutive paths for a same stream, and evidenced
the goodness of the algorithm against a more relaxed solution.

By comparing the standard DSR protocol against our proposals we showed
that the enhancements lead to a very significative reduction of video gaps. We
also verified that the routing overhead is maintained low, even when applying
packet splitting and performing preventive route discovery, showing that the
effectiveness of the presented strategy does not come at the cost of too many
additional control packets.
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Abstract Voice over IP applications require playout buffer at the receiver side to smooth net-
work delay variations. Existing algorithms for dynamic playout adjustment used in
Internet do not operate correctly in wireless ad hoc networks because they estimate
end-to-end delay based on set of previous received audio packets. Mobility in ad
hoc networks leads to topology changing and estimate based on past history is not
appropriate. In this paper, we propose a new algorithm for playout delay adjustment
based on Route Request AODV control messages to provide more accurate delay es-
timation. The performance evaluation shows that this algorithm outperforms existing
playout delay adjustment algorithms. Performance criteria are the loss late percent-
age (reliability criterion), averaged playout delay (interactivity criterion) and playout
delay variation (stability criterion).

Keywords: packet audio, playout delay, delay estimation, ad hoc network, AODV.

1. Introduction

One of the challenges of transmitting real-time voice on packet networks is how
to overcome the variable inter-packet delay -the jitter- encountered as packets move
on the transmission path through the network. In order to compensate these vari-
able delays, packets are buffered at the receiver side and their playout is delayed for
a period of time. Thus, most of the packets will be received before their scheduled
playout times [Moon et al., 1998][Clark et al., 1992]. The playout delay must take
into account three constraints. The first one is the interactivity constraint which
requires playout delay below a certain value considered to be quite acceptable in
human conversation (less than 300ms but 100ms is recommended to obtain excel-
lent interactivity [ITU-T, 2001]). Second, the reliability constraint which requires
little packet loss rate (generally less than 5%). Third, the stability constraint re-
quires no large playout delay variation (this constraint is effective when playout
delay is adjusted dynamically).
Extensive research work has been done to adjust dynamically the playout delay
according to delay variation through the duration of an audio session. Existing al-
gorithms estimate the end-to-end delay using collected delays measures of the more
recent received audio packets. These measures can involve one packet (autoregres-
sive algorithms)[Ramjee et al., 1994][Kansal and Karandikar, 2001], L packets
[Moon et al., 1998][Leon and Sreenan, 1999][Agrawal et al., 1998][Liang et al.,
2001], M talkspurts [Pinto and Christensen, 1999][Ramos et al., 2003] or all re-
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ceived packets [Fujimoto et al., 2002]. Generally, the playout delay is computed
per-packet but adjusted per-talkspurt. However, these algorithms do not operate
correctly in wireless ad hoc networks: when the topology changes, end-to-end de-
lay estimation based on past history (delays of audio packets which arrived by
obsolete route) becomes inappropriate.
This paper highlights effect of network reconfigurations on audio traffic transfer in
ad hoc networks and then presents a new algorithm for playout delay adjustment
appropriate to such environnement. End-to-end delay estimation is based on an ad
hoc routing event: The Route request control message (RREQ) of AODV routing
protocol. Of course, we suppose that AODV is adopted for the deployment of voice
applications over ad hoc networks. However, it is not a drawback since we show in
our prior work given in [Benaissa et al., 2003] that it is more appropriate for such
applications.
The paper is organized as follows: In the section II, we present ad hoc network
characteristics which can have a particular effect on audio traffic transfer, com-
pared to wireline networks. In section III, we show that RREQ-AODV message
provides an accurate estimation for end-to-end delay. Then, we describe our new
playout delay algorithm based on RREQ-AODV delay messages. Section IV pro-
vides performance evaluation and comparison results obtained by simulation using
ns-2. The performance criteria are loss late percentage (reliability criterion), av-
eraged playout delay (interactivity criterion) and playout delay variation (stability
criterion). Section V concludes the paper.

2. Ad hoc reconfiguration phases: A typical disturbing event
for VoIP

In ad hoc network, mobile nodes communicate with others using multi-hop
wireless links. There is no stationary infrastructure such as base stations. Each
node in the network also acts as a router to forward data packet to other nodes [Perkins,
2001]. There is two approaches for existing routing protocols in mobile ad hoc net-
works: the proactive approach such as OLSR [Jaquet et al., 2002] and the reactive
approach such as AODV[Perkins, 2001]. The proactive approach consists in every
node emitting hellos messages periodically in order to learn the network topology.
Reactive protocols invoke a route determination procedure on demand only.
Packets audio streaming over mobile ad hoc networks distinguishes clearly com-
munication phases and network reconfiguration phases in an audio session. During
a reconfiguration phase, the audio stream is interrupted because of the delay caused
by a routing protocol to establish a new route towards the destination. The receiver
identifies this phase when a sudden interruption occurs on packets arriving, gen-
erally followed by series of packets arriving with high end-to-end delays. Indeed,
packets waiting for the new route, arrive with long delays at the destination if they
are not dropped in the network queues. These interruptions disturb the played out
audio speech at the receiver and can be long, generally of some seconds [Benaissa
et al., 2003]). After this event, the new route for the new communication phase can
present different or similar network conditions (traffic load and number of hops)
compared to the previous one. We say strong, a  reconfiguration which leads to
different network conditions. We say light, a reconfiguration which leads to sim-
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ilar network conditions. Prior work given in [Benaissa et al., 2003][Jaquet and
Viennot, 2000] have shown that:

OLSR causes more reconfiguration phases than AODV, thus, AODV is more
adapted for packet audio applications.

Delays can vary significantly after a reconfiguration phase: Playout delay
adjustement is needed.

Reconfiguration phase causes disruption on the audio speech: It is possible
to benefit from this interruption to adjust playout delay whithout any addi-
tionnal disturb.

Based on these works, we propose a new playout delay adjustment algorithm for
voice over ad hoc networks. This algorithm presents a new approach for playout
delay estimation and considers new event leading to its adjustment, appropriate to
ad hoc environment.

3. RREQ-AODV algorithm

Jitter control required by voice applications faces a typical problem of spon-
taneous changes which occur on ad hoc network topology. When such a change
happens, the delay on the new topology must be correctly estimated to be able to
adjust the playout delay in accordance with current network conditions. The ex-
isting strategies used to estimate future delay are not efficient in ad hoc networks
because they are based on past delay measures. The proposed approach is different:
it uses AODV routing information to predict network conditions. In the following
section, we show that RREQ message generated by AODV during a route discov-
ery process provides pertinent information about future audio packet delay.

3.1 Delay indication using RREQ-AODV messages

The AODV routing protocol generates control messages to establish a new route
towards the destination. The source node initializes a route discovery process just
before sending data. It is achieved using a RREQ message which is broadcasted
across the network. When the destination node receives the first RREQ message,
it carries back the route in a RREP message to the source and ignores the next
received RREQ messages for this route. The route established is the network path
built by the RREQ message. Thus, RREQ message and audio packets use the same
path from the source to the destination. This path is known by the receiver because
AODV source uses the ones built by the first RREQ message which reaches the
destination. So, the end-to-end delay achieved by the RREQ message presents for
the receiver a pertinent indicator about delay audio packets to be received through
this route.
At the receiver side, this indicator is available and updated dynamically before
receiving audio packets of each communication phase. A new RREQ message is
received during a reconfiguration phase from a new route discovery cycle, since
the source maintains at most one route per destination. This can happen in several
cases:

The beginning of an audio session: As any reactive routing protocol, AODV
initiates a route discovery process to start an audio session. This involves the
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sending of the first RREQ message which provides to the receiver a delay
indication from the beginning of the session.

Mobility: When a node moves from an active audio path, a new reconfig-
uration phase begins. The node which detects the link failure sends a route
error (ERR) message to the source. If the audio source node still desires the
route, it reinitiates route discovery process. So, the destination receives a
new RREQ message which provides a new delay indication appropriated to
the new topology.

Long silence period: AODV maintains a timer-based states in each node,
about the usage of individual routing table entries. A routing table entry is
expired if not used recently. Thus, the audio route expires during a silence
period which is longer than a route expiry time. Due to this long silence pe-
riod, the source needs to initiate route discovery process at the next talkspurt.
This provides a new RREQ message to the audio destination and updates the
delay indicator.

High traffic load: AODV maintains topology information via HELLO mes-
sages. If a node does not receive any HELLO message from its known neigh-
bor, the link is considered broken. This can occur when network traffic load
is high, even if there is no mobility. So, a new route discovery process starts
and presents a new RREQ message to the receiver. This message provides a
new delay indication appropriated to the network load conditions.

In our work, the receiver requires always to be notified about route changing by
RREQ messages. It is obtained in the following way: Firstly, the procedure of
RREQ message broadcasting is modified. In the initial procedure, the intermediate
node receiving the RREQ message may send a RREP message if it has a route to the
destination and stop broadcasting. Thus, the audio destination does not receive any
RREQ message and can not detect this reconfiguration. To notify the receiver about
this reconfiguration, this procedure is modified. The intermediate node having a
route to the destination unicasts the received RREQ message to the final destination
which reply a RREP message to the source. Secondly, a local repair procedure is
not used. Using this procedure, AODV attempts to repair localy a failed link instead
of informing the source and initiates a new route discovery process. To notify the
destination about this reconfiguration, this procedure is not used in our work. Note
that in 50 nodes networks, this approach does not have any significant performance
advantage while it is recommended in larger networks to increase scalability [Lee
et al., 2003].

3.2 RREQ-AODV algorithm description

In this section, we describe a new approach to adjust the playout delay in voice
over ad hoc networks. This approach is based on a typical event of AODV routing
protocol to estimate correctly the end-to-end delay even if network topology was
changed: the RREQ control message arrival on the receiver side.

3.2.1 Playout delay estimation. The playout delay estimation is based on
delay indication provided by RREQ messages. Let be the end-to-end delay
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achieved by the RREQ message received during the reconfiguration phase. The
playout delay estimation for packets of the talkspurt belonging to the
normal phase is computed as follows:

where is a safety factor, added to ensure that the estimated end-to-end delay
is greater than the actual network delay. To get more accurate playout delay esti-
mation, this factor is adjusted dynamically. This is discussed in the next section.

3.2.2 Playout delay adjustment. The delay indication is updated
at every RREQ message arrival and used at the beginning of a new normal phase
(adjusted during reconfiguration phase) or a new talkspurt (adjusted during silence
period): If arriving packet  is the first packet of talkspurt or a normal phase
the playout delay is computed as given in equation 1. This delay is preserved for
each subsequent packet The playout times and are computed as below:

where and are (respectively) times at which packets and are generated at
the sender.

3.3 Safety factor adjustment

We distinguishes two events for adaptation of the safety factor the begin-
ning of a new normal communication phase (a RREQ message is received) and
the beginning of a new talkspurt (a new talkspurt begins in the same normal phase
while no new RREQ message is received). The adaptation of is performed in
the following way for each case:

RREQ message is received: The reception of a new RREQ message in-
dicates that a new network topology is established. Then, the new delay
indication is updated in equation (1). To identify the type of the
occurred reconfiguration (light or strong), the algorithm computes the dif-
ference between the current delay indication and the previous one

as follows:

The algorithm compares this difference to a certain threshold threshold_req
and adjust accordingly:

1 is large enough The result of this compar-
ison indicates that the network conditions on the new topology have
changed significantly; it was a strong reconfiguration. For the new nor-
mal phase, the delay estimation is based on the new delay indication

and is set to its primary value



172 Benaissa and Lecuire

2 is small In this case, the algorithm considers
that the network conditions are similar on the new topology; it was
a light reconfiguration. The safety factor preserves its previous
value

No RREQ message is received while a new talkspurt begins: The absence
of RREQ message indicates that no changes happen on the ad hoc network
topology. In this case, the delay estimation for this talkspurt can be based on
the recent delay past history. We propose to adapt as a function of loss
percentage achieved on the more recent talkpsurt

To keep a certain stability of the estimated playout delay, the adjustment of
in equation (7) is performed in a gradual way as follows:

1

2

3

No loss observed on the previous talkpsurt This  means
that the safety factor is large and it can be decreased to improve in-
teractivity without degrading reliability. Then, is decreased by a
factor

Loss percentage is less or equal than the user tolerable limit
This means that the algorithm gets a good reliabil-

ity but there is no margin on the safety factor to improve interactivity.
Then, preserves its previous value for the next talkspurt in order
to maintain the same level of reliability and interactivity:

Note that in our work, is set to 3%.

Loss percentage exceeds the user tolerable limit
This means that the safety factor is small. It must be enlarged at the
next talkspurt to increase reliability; is increased by a multiple of
factor as function of observed loss percentage as follows:
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The equation 10 is defined as to avoid adjusting with strong value from
talkspurt to another. Indeed, we aim to keep a certain stability of the playout
delay. For larger value of the playout delay adjustment is larger.

To keep acceptable interactivity (end-to-end delay less than 300ms including de-
lay required to collect audio samples), the adjustment of is bounded between

and Parameters threshold_req and are chosen in
way they give the better tradeoff between interactivity, reliability and stability.
threshold_req is set to 80 an is set to 0.05. Figure 1 shows that the playout

Figure 1. Playout delay using algorithm RREQ-AODV with adapted safety
factor

delay follows suitably end-to-end delays and presents a good stability.

4. Performance evaluation
In this section, we evaluate and compare the RREQ-AODV algorithm perfor-

mances to autoregressive based algorithms 1 and 4 reported in [Ramjee et al., 1994]
(refered as mean delay algorithm and spike algorithme in this paper) and L packets
statistics based algorithm reported in [Moon et al., 1998] (refered as Moon algo-
rithm in this paper). The results shown in this section are evaluated on six audio
traces obtained by simulation.

4.1 Performance metrics

To measure the obtained audio quality Q at the receiver when applying a play-
out delay algorithm, we take into account three criteria: Interactivity (averaged
playout delay I), reliability (percentage of loss due to late arrivals F) and stability
(averaged playout delay jitter S). The E-model predicts the subjective quality Q
of a telephone call based on its characterizing transmission parameters. It com-
bines impairment caused by these parameters into a single rating Q. According to
the ITU-T recommendations, the rating value range of Q corresponds to a speech
transmission category, as follows: Best for range of [90, 100], High for range of
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[80, 90], Medium for range of [70, 80], Low for range of [60, 70] and Poor for
range of [0, 60]. The rating Q is given by:

where takes into account the effects of noise. The default value of is 94.2. E
combines impairment of different transmission parameters. In our work, E groups
the impairment relative to interactivity E ( I ) , the impairment relative to reliability
E(F) and the impairment relative to stability E(S). Q(I,F,S):

is given by:

Let be the playout delay of packet   N be the total sent audio packets, A be
the total received audio packets, L be the total played out audio packets during the
audio session. A packet sent at time and received at time is played out if it
arrives before its playout time ie: (where

4.1.1 Interactivity metric. The averaged playout delay I provides indica-
tion about the interactivity level. I is given by:

In human conversation, end-to-end delay must not exceeds 110ms for a good inter-
activity but tolerates degraded audio quality for end-to-end delay between 110ms
and 260ms (In our work 40ms are required to collect samples of one audio pack-
ets). When end-to-end delay exceeds 260ms , audio quality is poor. Considering
these bounds, E ( I ) is given by [Boutremans and Le Boudec, 2003]:

4.1.2 Reliability metric. The loss late percentage F indicates the reliability
level. F is given by:

Independently of the codec in use, E(F) is given by [Boutremans and Le Boudec,
2003]:

According to equation 16, when the percentage of loss is less than 3%, the audio
quality is good but tolerates degraded audio quality for loss percentage between
3% and 15%. When loss percentage exceeds 15%, audio quality is poor.
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4.1.3 Stability metric. The jitter S  on the playout delay during the audio
session provides indication about the stability of the playout delay. S is given by:

In our work, E(S) is given as follows:

As S increases, E(S) increases and playout delay is less stable.

4.2 Reference traces

We selected six reference traces which characterize different ad hoc network
conditions (load traffic and mobility speed). These traces were obtained by simu-
lation using ns-2. Our network model consisted of 50 nodes in a 1000 × 1000 me-
ter flat, square area. The nodes moved according to the random way point mobility
model. All nodes communicated with 802.11 based wavelan wireless radios, which
have a bandwidth of 11Mbps and a propagation radius of 250m (See [Benaissa,
2004] for complete details on the simulation environment and methodology). We
use AODV protocol for routing and PCM codec (Pulse Codec Modulation- See
Recommendation G.711 in [ITU-T, 2001]) to generate audio traffic. For each trace,
we get sending and receiving time of all audio packets and all RREQ messages
transfered from the audio source to the audio destination. Principals characteristics
of these traces are:

Reference trace 1, 2 and 3: They present normal node mobility (1m/s to
2m/s) and normal load traffic conditions. We consider that network condi-
tions on these three traces are favorable to VoIP applications.

Reference trace 4: It presents high mobility (8m/s) and high load traffic. We
consider that network conditions on this trace are difficult for VoIP applica-
tions. Such a trace is useful to study the behavior of playout delay algorithm
in difficult situation.

Reference trace 5: This trace presents light load traffic and high mobility
(6m/s). End-to-end delays are very small during normal phases and very high
after reconfiguration phases. When route reconfiguration occurs, packets
waiting for new route arrive with very high delays because network queues
are not loaded and thus these packets are not discarded. This trace is used to
show particularly the effect of mobility on end-to-end delays packets.

Reference trace 6: This trace presents normal load traffic conditions with-
out any mobility. We consider that this trace is appropriate for mean delay
algorithm, spike algorithm and Moon algorithm.

4.3 Performance comparison

In this section, we evaluate and compare RREQ-AODV algorithm to mean delay
algorithm, spike algorithm and Moon algorithm on the six reference audio traces.
We give a table 1, summarizing the obtained results: I, F, S, and Q(I, F, S).
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4.3.1 Reference trace 1, 2 and 3: Normal mobility with normal load con-
ditions. Results given in table 1 show that RREQ-AODV algorithm outperforms
other algorithms on the three traces. Mean delay algorithm obtains good stability
and fiability at the cost of degraded interactivity. Impairment relative to stability
is very important with spike algorithm. Moon algorithm gives degraded reliability.
Algorithm RREQ-AODV obtains the better tradeoff between interactivity, relia-
bility and stability. When observing results in details from the traces, we remark
that RREQ-AODV algorithm follows more suitably the delays tendency than the
others.

4.3.2 Reference trace 4: High mobility with high load traffic. The four
algorithms lead to poor audio quality. Mean delay algorithm outperforms others
when considering reliability (F = 4.4%) but it obtains poor interactivity (I is 10
times higher than with RREQ-AODV algorithm). Indeed, RREQ-AODV algorithm
provides good interactivity but at the cost of poor reliability (F = 20.91%). Spike
algorithm and Moon algorithm give degraded stability (S > 10ms) and reliabil-
ity. When observing results in more details, we remark that most of lost packets
are those arriving with great delays, which are not useful to the VoIP application.
These packets are played out when using mean delay algorithm which leads to ex-
cessive playout delay. In difficult network conditions, playout delay adjustment
algorithms cannot give a good tradeoff between interactivity and reliability. In this
case, mechanisms for the quality of service must be deployed in the network.
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4.3.3 Reference trace 5: high mobility with light load traffic. RREQ-
AODV algorithm provides medium audio quality and then outperforms other algo-
rithms which lead to poor audio quality. Mean delay algorithm, spike algorithm
and Moon algorithm do not give good stability and interactivity. This is due to the
fact that these algorithms consider long delays caused by reconfiguration phases in
their estimation, while such delays do not give an appropriate indication about fu-
ture delays. However, RREQ-AODV algorithm leads to more stable playout delay
(S = 0.28) and excellent interactivity at the cost of degraded reliability. A more
careful analysis of the results reveals that most part of the lost packets are those
arriving with great delays. Such packets are considered lost by the audio applica-
tion. Thus, the algorithm RREQ-AODV does not increase playout delay if there
is no additional advantage. These results confirm that algorithms which are based
on delay past history are not appropriate to adjust playout delay in the presence of
mobility even with light load traffic. In these conditions, algorithm RREQ-AODV
reacts correctly.

4.3.4 Reference trace 6: no mobility with normal load conditions. Re-
sults show that all algorithms provide excellent interactivity and stability but lead to
different reliability levels. When observing results in more details, we remark that
mean delay algorithm and spike algorithm underestimate playout delay and thus
lose packets arriving with acceptable delays. As algorithm RREQ-AODV consid-
ers a minimum bound for the safety factor it looses less packets than
the others.

5. Conclusion

In this paper, we have proposed a new playout delay algorithm specially de-
signed for voice over ad hoc networks. Its first strength is in the way that it esti-
mates the end-to-end delay in the presence of mobility which leads to route recon-
figuration. The algorithm uses RREQ-AODV message delay as a delay indicator.
This is appropriate because the receiver is sure that the audio packet will go through
the same path. Its second strength is the adaptation strategy which gives the same
importance to interactivity, reliability and stability constraints. The performance
evaluation results show that our algorithm outperforms existing algorithms in all
cases when considering simultaneously: the interactivity, the reliability and the sta-
bility criteria, as well as when considering only interactivity and reliability criteria.
A drawback of our solution is that the methodology is tied to AODV. However, a
general methodology for reactive protocols can perhaps be derived from the pro-
posal. In conclusion, our algorithm will contribute to improve the quality of voice
application running on ad hoc networks. Of course, other mecanisms, such as FEC
and network differenciated services, should be also used for supply enough QoS
for user of voice applications.
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Abstract- Recent attention to resource allocation algorithms for multiservice CDMA
networks has focused on algorithms optimizing the aggregate throughputs (sum of all
individual throughputs) on the uplink and on the downlink. Unfortunately, for a given set of
real time (RT) and non real-time (NRT) communications services, such optimal algorithms
involve non-integer spreading factors that do not belong to a finite set of spreading length as
used in 3G systems. In this paper, we propose four algorithms for power and spreading
allocation to RT and NRT services implementable in a real CDMA network like UMTS in the
Frequency Division Duplexing (FDD) mode. On the downlink, two algorithms are presented;
the first one maximises the aggregate downlink NRT throughput whereas the second one
maximises the number of simultaneously transmitted NRT services. On the uplink, an
algorithm that maximises the aggregate uplink NRT throughput and a suboptimal one, more
easy to implement, are presented. Thanks to power control, both algorithms allow more
simultaneous transmitting terminals than the optimal one. In both directions, the resulting
aggregate NRT throughputs are very close to the ones obtained by the optimal algorithms.
The small difference is the price paid for obtaining truly assignable spreading factors.

1 INTRODUCTION AND SYSTEM MODEL

Wireless multimedia services in 3G networks are characterized by different
quality of service requirements. The radio resource management problem in
CDMA networks7 is closely connected to the necessity of power control to
maximize the number of terminals supported by such systems, hence for
increasing cellular capacity. Unlike TDMA systems, radio resources are not
countable but could be seen as different rates allocated to active services.
The maximum individual rate for each transmitter is theoretically bounded
by the use of one OVSF (Orthogonal Variable Spreading Factor) tree for
spreading data. More, the use of such spreading sequences makes data rates
belong to a finite set of values. In this context, two main QoS classes, related
to (RT) and (NRT) services are considered in a given cell. Resources
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allocation process aims at detemining a set of OVSF codes that ensures to
each communication a correct transmission. Therefore, the process has to be
compliant with some constraints:
1) the allocation process occurs very periodically, every 10 ms in the

UMTS FDD Terrestrial Radio Accesss Network (UTRAN FDD)11.
2) priority is given to RT communications1,2.
3) uplink NRT services use the leftover capacity3 and downlink NRT

services use the remaining transmission power of the base station.
4) each signal has to maintain a minimum target signal to noise-plus-

interference ratio in order to be correctly demodulated. This threshold is
slightly higher than the minimum operating point in order to take into
consideration the random variations of the interference level3,5.

The following notations are used:

It must be noticed that and are the same for all the concerned

terminals and that, for simplicity reasons, is the same for all RT
communications, as well as for all cross-correlations.
NRT terminals are sorted in decreasing order of the transmission channel
quality is a decreasing function of i,
The algorithms optimizing the aggregate throughputs on the downlink and
on the uplink3 involve non-integer spreading factors that do not belong to a
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finite set of spreading length as used in 3G systems. They are described
respectively in section 2 and 3. In addition, in the context of an UMTS FDD
network, section 2 describes the proposed algorithms for the downlink and is
concluded by the comparison of the performances of those algorithms. In the
same context, section 3 presents two adaptations of the theoretical optimal
algorithm on the uplink: an optimal one and a suboptimal one, and compares
both performances. Finally, section 4 presents our conclusions.

2 DOWNLINK

2.1 Algorithms

On the downlink, and can be expressed as follows:

and

First, the amount of the transmission power dedicated to RT communications
must be determined. For this purpose, interferences generated for NRT
services must be estimated. In the worst case,

Transmission power allocated for the transmission of the RT service is
therefore straightforward to reach

Then, the remaining transmission power of the base station can be allocated
to NRT services. Several allocation policies are conceivable. The aggregate

downlink rate is: in Mbits/s. Actually, a constant

chip rate (including the radio supervision) of 5120 chips per 10/15 ms is
performed.
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The optimal allocation, maximising consists in allocating all the

remaining transmission power for the NRT service benefiting from the

highest channel quality:

It leads to:

and

Unfortunately, has no reason to be in the set of values
that have been normalized for UTRAN downlink10.

Consequently, is a theorical upper bound for

In the following, we propose two algorithms. Under the constraint of
spreading factors belonging to and always considering NRT services in
the decreasing order of their channel gain,
1) the first algorithm, named Downlink Discrete Spreading Factor Up

(‘DownlinkDSF-U’), maximises the aggregate downlink rate by
allocating to the considered NRT service the lowest spreading factors
that leads to a ‘feasible’ solution. Once a speading factor is allocated, it
is not modified any more even when considering a following NRT
service.

2) the second algorithm, named Downlink Discrete Spreading Factor Down
(‘DownlinkDSF-D’), maximises the number of simultaneous transmitted
NRT services by allocating the highest spreading factor of (i.e 512)
to NRT services as long as it leads to a ‘feasible’ solution. Then, the
number of simultaneous transmitted NRT services being fixed, it rises,
while it is feasible, the individual rate of each service one step by one
step.

The ‘feasibility’ of a solution is now defined: when are known,
the transmission power allocated for the transmission of the NRT service,

is determined as follows:
From (1) we obtain, to reach

where

Therefore:
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and

If and the solution is ‘feasible’

with f=2 GHz, and Let and
(equivalent to 6 base stations situated 2 km far away from the

considered base statio and transmitting at and are set to
7,4 dB. Q is set to 50 and M varies from 1 to 500. Finally, and

Figure 1 illustrates the variations of obtained with

‘DownlinkDSF-U’ and obtained with ‘DownlinkDSF-D’. Figure 2

gives the number of simultaneously transmitted NRT services with
‘DownlinkDSF-U’ and ‘DownlinkDSF-D’ as a function of the total number of
active downlink NRT services in the cell (M). It is recalled that with the
theoretical optimal algorithm, only one NRT service is served.
It appears that when ‘DownlinkDSF-D’ is applied, the number of
simultaneous transmitted NRT service is exactly M when M is low (typically

lower than 25). All NRT services being transmitted, first increases

and then fluctuates, depending on the random distribution of the terminals.
Then, as the base station uses all its power to reach more and more terminals
benefiting from worse and worse conditions of propagation, it can not
transmit information to all NRT services and the individual rates remain
minimum. Therefore, the aggregate throughput is nearly proportional to the
number of simultaneously served NRT services and never exceeds
550 kbits/s.
On the opposite, the ‘DownlinkDSF-U’ never simultaneously transmit
information to more than 4 NRT services, whose spreading factor is at least
32. More, the probability of having terminals benefiting from higher

conditions of propagation increases with M increasing. Hence, and

and is obtained with (6) and (7).

2.2 Performances

RT and NRT terminals are uniformly distributed in the cell for the distance
from the base station from 325 m to 1.2 km. In order to determine the
channel gains, we chose Okumura-Hata propagation model in an urban area



184 Vivier, Terré, and Fino

are increasing functions. Finally, varies from 340 to

640 kbits/s, i.e. from 73% to 90% of

Figure 1: and obtained with ‘DownlinkDSF-U’ and ‘DownlinkDSF-D’

Figure 2: Number of simultaneously transmitted NRT services with ‘DownlinkDSF-U’ and
‘DownlinkDSF-D’, function of the total number of active NRT services in the cell (M)

The following section focuses on the UTRAN uplink.
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3 UPLINK

3.1 Algorithms

On the uplink, and can be expressed as follows:

and

As on the downlink, RT communications are still served first. Hence a
maximum acceptable total power received by the base station from all NRT

services is determined. This threshold represents the maximum

value that ensures RT communications not to be blocked by NRT services.
Therefore:

In the same way, is the total power received by the base station from

all RT services:

Consequently, in order to reach exactly we obtain from (9):

and:

Therefore:

and from (11) Q determines the real value of Finally:
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Once transmission powers for RT communications are determined such that

can be shared between NRT services.

Algorithms maximising the aggregate NRT uplink rate consider as on

the downlink the NRT services in the decreasing order of their channel

gain3,4. While (in Mbits/s, excluding the radio

supervision) increases, they set to except for the last NRT
transmitting terminal of the cell because of (10). Once again, this process
leads to non-integer numbers for spreading factors: as in the previous

section, is the theoretical upper bound for Actually, for the

UTRAN, uplink spreading factors values must belong to
64, 128, 256} 10.
Therefore, in this paper, we propose an algorithm named Uplink Discrete
Spreading Factor ‘UplinkDSF’ that ensures compatibility with UTRAN’s
spreading factors requirements. A perfect power control is considered. For a
set of spreading factors the corresponding
transmission powers are determined as follows:

where Therefore,

If is obtained with

(13) and (14).
Lastly, if the solution is feasible. Otherwise, the spreading
factor of the lowest path gain of the terminals that do not check

is increased by one step. In this way, a new set of spreading

factors is considered at the input of the algorithm. If the solution is feasible,

From (8) we obtain, to reach
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a new NRT service is considered. Otherwise, the cell has reached its
capacity.

3.2
The same uniform distribution of RT and NRT terminals as for the downlink
is considered, as well as the determination of the channel gains. Let

be the received power when Q=50 RT terminals transmit at

with an attenuation of 132 dB. Finally,

is equivalent to 3×I, and are set to 7,4 dB and M varies from
10 to 250. Figure 3 gives the number of simultaneously transmitting uplink
NRT services as a function of the number of active uplink services in the cell
(M). When M is low, this number is higher with the optimal algorithm

because the spreading factors values are not bounded by 256. is

reached quite soon with the optimal algorithm because all transmitting

terminals transmit at Once is reached, the number of

simultaneously transmitting uplink NRT services decreases. Actually, some
terminals, well placed in the cell, can transmit at high rate and therefore
generate quite a lot of received interference whereas others can not transmit
without exceeding with a spreading factor set to 256 (UplinkDSF) or

without decreasing Finally, Figure 4 illustrates the variations of

and varies from 69% to 95% of

This UplinkDSF is easy to implement and gives very satisfactory results.
However, it is not optimal. Consequently, the results of an optimal algorithm
are also displayed. Of course, this ‘Optimized UplinkDSF’ algorithm ensures
spreading factor values in For each expected threshold of interferences

lower than and for all NRT service (still in the decreasing order

of their channel gains), it identifies individually all the spreading factors
generating a level of interferences at the receiver side equal or lower than the
expected threshold. Once the truly generated interferences are aggregated
and checked lower than the expected threshold, it identifies the generated

aggregated level of interferences equal or lower than that

maximises the aggregate throughput. This approach is optimal and its
complexity is closely connected to the number of analysed expected
thresholds. For 25% of our results, a throughput about 3.84/256 Mbits/s
higher than with the ‘UplinkDSF’ is obtained. It leads to a mean increase of 4
kbits/s and corresponds to an 1% gain of throughput.

Performances
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The number of simultaneously transmitting uplink NRT services is
approximately the same for both algorithms. Nevertheless, it can be noticed
that ‘UplinkDSF’ allocates power of transmission to new NRT services as
long as the resulting solution is feasible whereas ‘Optimized UplinkDSF’
stops at the maximum throughput. In conclusion, the ‘UplinkDSF’ algorithm
is quasi-optimal in terms of throughput (it reaches 99% of the optimal one)
and, when they are numerous in the cell, ensures more fairness among NRT
services.

Figure 3: Number of simultaneously transmitting uplink NRT services, function of the
number of active uplink services in the cell (M)
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Figure 4: Variations of and

4 CONCLUDING REMARKS

The radio resources allocation that maximises the aggregate NRT throughput
of a CDMA network should gives on the downlink all the base station’s
power for the transmission of only one NRT service: the one benefiting from
the best propagation conditions in the cell. On the uplink of such a system,
while the aggregate throughput increases and the received interferences do
not exceed a maximum threshold, it should allow NRT terminals that benefit
from the best conditions of propagation to transmit at their peak power. But
both algorithms lead to the determination of non integer values for spreading
factors and therefore represent theoretical upper bounds.
In this paper, we proposed four algorithms for power and spreading
allocation to RT and NRT services implementable in a real CDMA network
like UMTS FDD. As for the determination of the theoretical upper bound of
the aggregate rate, NRT users benefiting from the best conditions of
propagation are the first served once RT communications are satisfied.
On the downlink, two algorithms were presented, allocating spreading
factors in the set {4, 8, 16, 32 64, 128, 256, 512}; ‘DownlinkDSF-U’
maximises the aggregate downlink NRT throughput whereas
‘DownlinkDSF-D’ maximises the number of simultaneously transmitted
NRT services.
On the uplink, the proposed algorithm ‘UplinkDSF’ allocates spreading
factors in the set {4, 8, 16, 32 64, 128, 256} and gives a very interesting



190 Vivier, Terré, and Fino

aggregate uplink NRT throughput. The optimal algorithm: ‘Optimized
UplinkDSF’, whose complexity is more difficult to evaluate, leads to a
hardly higher gain of the aggregate throughput. Thanks to power control,
both algorithms allow more simultaneous uplink transmitting terminals than
the theoretical optimal one.
With ‘DownlinkDSF-U’, ‘UplinkDSF’ and ‘Optimized UplinkDSF’, the
resulting aggregate NRT throughputs are very close to the ones obtained by
the optimal algorithms. The small difference is the price paid for obtaining
truly assignable spreading factors.
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Abstract In WCDMA networks, the presence of a cell is announced through a common pi-
lot channel (CPICH). The power levels of the pilot channels have a great impact
on coverage and service quality. Using mathematical optimization techniques,
we address the problem of minimizing the amount of pilot power for providing
service coverage and smooth handover. We present numerical results for several
realistic planning scenarios of WCDMA networks, and analyze the pilot power
solutions found by optimization versus those obtained by ad hoc strategies.
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1. Introduction

In a WCDMA network, a cell announces its presence through a common
pilot channel (CPICH). Pilot signals provide channel estimation to mobile ter-
minals, and thereby facilitate cell selection and handover. Mobile terminals
continuously monitor pilot signals of the network. Typically, a mobile termi-
nal is attached to the cell with the strongest pilot signal.

Pilot power levels strongly affect coverage and service [2]. The pilot power
of a cell effectively determines the cell size, and, consequently, the traffic load
in the cell. Thus, to optimize the network performance, the pilot power levels
should be carefully chosen [12]. Previous work of analyzing the effect of pilot
power on network performance can be found in, for example, [4, 6, 8–10, 13].

We study the problem of providing service in a WCDMA network using a
minimum amount of pilot power. There are a couple of reasons for minimizing
pilot power consumption. First, as the total power available to the network is
limited, less amount of pilot power means more power for user traffic. (Typ-
ically, the pilot power of a cell lies somewhere between 5% and 10% of the
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cell power, [5].) A second reason for minimizing pilot power is to reduce pilot
pollution and interference (e.g., [1, 6]).

We consider two types of service constraints. The first constraint is full
service coverage, that is, a mobile terminal must be able to receive at least one
pilot signal anywhere in the network. This constraint is defined by imposing a
carrier-to-interference ratio (CIR) target for the pilot signals. Second, the pilot
signals are planned to enable smooth handover. Here, by smooth handover, we
mean that, when a mobile terminal moves across cell boundaries and changes
its home cell, the handover operation can be performed with minimum risk of
dropping a call or disrupting a data session. To enable smooth handover, the
CIR target is enforced not only in the interior of a cell, but also at its boundaries
to other cells. Mathematically, these two types of constraints are of the same
characteristic; they are hence formulated using one set of constraints in our
mathematical formulations. In our numerical experiments, we study several
realistic planning scenarios of WCDMA networks, including two city networks
in Europe. We analyze the pilot power solutions found by our optimization
technique versus those obtained using two ad hoc approaches. Our numerical
study also provides some insights into the impact of the constraint of smooth
handover on pilot power consumption.

The remainder of the paper is organized as follows. In Section 2 we describe
our system model. The optimization problem is formalized in Section 3, and
two ad hoc solutions are presented in Section 4. Mathematical formulations
are discussed in Section 5, and a Lagrangean heuristic is described in Section
6. We present our numerical study in Section 7. Finally, in Section 8 we draw
some conclusions and discuss forthcoming research.

2. System Model

2.1 Preliminaries
Consider a WCDMA network consisting of cells. Let denote the

total transmission power available in cell This amount of power is shared
among the pilot channel, other signaling channels, as well as user traffic. We
use to denote the pilot power of cell

The service area is represented by a grid of bins, for which predictions (or
measurements) of signal propagation are performed. Let denote the number
of bins, and the power gain between the antenna of cell and bin Thus, in
bin the power of the received pilot signal of cell is The interference
experienced by a mobile terminal in bin with respect to cell reads

where and are the tranmission power
of cells and respectively. Parameter is the orthogonality factor
in bin and represents the effect of the thermal noise in bin
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We consider planning scenarios with high traffic load, and assume therefore
that all base stations operate at full power, i.e., This
corresponds to the worst-case interference scenario. We can then write as

The strength of a pilot signal is defined by its CIR. For cell and bin the
CIR is

2.2 Service Constraints
Two service constraints are taken into account in our planning problem. The

first constraint is full coverage. A necessary condition for a mobile terminal
to access any network service is the detection of at least one pilot signal. We
assume that, to successfully detect a pilot signal, the CIR must meet a threshold

Thus, the service of cell is available in bin only if the following is true.

Full service coverage means that for any bin, there are one or more cells, for
which (3) holds. Pilot power minimization subject to (3) has been previously
studied in [11].

The second service constraint involves smooth handover. Handover occurs
when a mobile terminal moves from the service area of one cell to that of an-
other. Full service coverage does not necessarily ensure smooth handover. For
example, consider two adjacent bins served by two different cells, for which
the CIR of each of the two pilot signals is good in its respective bin, but very
poor in the other. A mobile terminal that moves from one bin into the other,
crossing the boundary of its home cell, may have difficulties in detecting the pi-
lot signal of the other cell in time. When this occurs, there is a risk of dropping
a call or interrupting a data session.

To facilitate smooth handover, a mobile terminal should be able to detect
the pilot signal of the cell to which handover will take place, before it leaves
its current home cell. For this purpose, the pilot power levels should be set
such that, for the above example, the pilot signal of a cell not only covers its
own bin, but also provides some coverage in the adjacent bin served by the
other cell. One way to provide this kind of coverage is to require that the CIR
of a pilot signal is above in bins adjacent to the current cell. However,
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this may lead to an unreasonably (and unnecessarily) large amount of pilot
power, and a risk of pilot pollution. Instead, we handle smooth handover by
requiring that, if two adjacent bins belong to different cells, both pilot signals
have a CIR of at least at the boundary of the two bins. (This requirement
increases the likelihood of being in soft or softer handover for mobile terminals
at cell boundaries.) Modeling this constraint would require prediction of signal
propagation at bin boundaries. Such predictions are not available in our system
model. (An implicit assumption in Section 2.1 is that, for every bin, the power
gain of a cell is identical in the entire bin.) However, it is reasonable to assume
that, for two adjacent bins, the power gain at their boundary is somewhere
between the gain values of the two bins. In this paper, we use the average value
of the two power gain values to represent the power gain at the boundary.

Consider cell and two adjacent bins and If meets the CIR target
in both bins, or in none of the two, the aforementioned constraint of smooth
handover does not apply. Assume that cell has a sufficiently high pilot CIR
in bin but not bin and that (because otherwise the CIR in is
at least as good as that in To enable smooth handover for mobile terminals
moving from into the strength of the received pilot signal is calculated
using the average value of and The new CIR formula is as follows.

Note that, the interference computation in (4) uses the power gain of bin
(i.e., same as in (1)), not the average power gain. The reason for this is simple:
The pilot power levels are planned for the scenario of worst-case interference
– using the average power gain in the denominator of (4) would lead to less
interference and thus jeopardize full coverage.

To formalize the constraint of smooth handover, we use to denote the
set of adjacent bins of bin For most bins, this set contains eight elements.
If cell satisfies (3), then the new CIR formula applies for all bins in
For convenience, we introduce the notation to represent the new, adjusted
power gain for bin that is, We can then
write the constraint of smooth handover as follows.

Examining the two service constraints, (3) and (5), we observe that the latter
is always as least as strong as the former. Therefore, if cell covers bin the
pilot power must be at least which is derived from (5):
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Remark We impose (5) regardless of whether bin lies on the boundary
of cell or not. Suppose that bin is in the interior of cell and, consequently,
(3) is satisfied for bin as well as for all bins in In this case, it can
be easily realized that constraint (5) is also satisfied and thus redundant. As a
result, the impact of (5) on the pilot power of a cell is determined by those bins
on the cell boundary.

3. Problem Definition

Our pilot power optimization problem, which we denote by PPOP, is defined
as follows.

Objective: Minimize the total pilot power, i.e., min

Constraint one: Every bin is covered by at least one pilot signal, that is,
for any bin there exists at least one cell for which

Constraint two: The pilot power of cell is limited by

The following proposition states the computational complexity of PPOP.
Proposition 1 PPOP is
Proof See the first appendix at the end of the paper.

4. Two Ad Hoc Solutions

One ad hoc solution to PPOP is the one in which all cells use the same level
of pilot power, which we refer to as the solution of uniform pilot power. We
use to denote the minimum (total) power of uniform-power solutions that
satisfy the constraints of PPOP. The value of can be derived quite easily.
Let To provide service in bin the power of at least
one pilot signal must be greater than or equal to As this is true for any bin,
taking the maximum of over the bins gives a lower bound on any feasible
uniform power. In addition, setting all pilot power levels to
yields a feasible solution to PPOP. We have thus shown the following.

A second ad hoc approach to PPOP is a greedy heuristic. We call the solu-
tion generated by this heuristic the power-based pilot power, because for every
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bin, the heuristic chooses the cell for which the required power is minimal

5. Mathematical Formulations

5.1 A Cell-bin Formulation
Problem PPOP can be formulated mathematically using the pilot power vari-

ables and the following set of binary decision variables.

Because the pilot power of a cell has an upper limit, not all cells are able to
cover a bin. Therefore, we only need for feasible combinations of
cells and bins. For this reason, we define a set which consists of all cells
that can cover bin using a feasible pilot power, i.e.,

PPOP can then be stated as follows.

Constraints (10) ensure that every bin is covered by at least one cell. By (11),
must be at least if cell covers bin The non-negativity restrictions on

the are implicitly handled by (11).

5.2 A Refined Formulation

From a computational standpoint, formulation PPOP-CB is not efficient. In
particular, its linear programming (LP) relaxation is very weak. Solving PPOP
using this formulation is out of reach of a standard problem solver1. To avoid
this weakness, we derive a second, refined formulation. The refinement is

among all the cells. For bin we use to denote the cell that minimizes
that is, The pilot power of cell is thus

The total pilot power of this solution is therefore

1In our numerical study, CPLEX [3] did not manage to find optimal or near-optimal solutions within any
reasonable amount of time even for the smallest test network (60 cells and 1375 bins).
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based on the rather simple observation that, in an optimal solution to PPOP,
the pilot power of cell attains a value belonging to the discrete set

In the refined formulation, we use the following set of
binary variables.

In Section 5.1, we defined the sets each of which con-
tains the set of cells that can cover a bin. In the refined formulation, it is more
convenient to use the notation which describes the possibility of coverage
from the perspective of cells. Specifically, we let
Also, we define a set of indication parameters for the refined formulation:

Below we present the refined formulation.

In PPOP-RF, (14) states that exactly one of the possible pilot power levels
is selected for every cell. By (15), every bin is covered by at least one cell.

Although it may not be trivial, it can be shown that the LP relaxation of
PPOP-RF is always at least as strong as that of PPOP-CB.

Proposition 2 The LP relaxation of PPOP-RF is at least as strong as that
of PPOP-CB. In addition, there exist instances for which the former is strictly
better than the latter.

Proof See the second appendix at the end of the paper.

6. A Lagrangean Heuristic

For large-scale networks, it is time-consuming to solve PPOP-RF exactly
using a standard solver. We therefore developed a Lagrangean heuristic as an
approximate solution method. Due to space limitation, we will not present the
algorithm in its full detail. In brief, the Lagrangean heuristic comprises two
components. The first component is a Lagrangean relaxation, in which con-
straints (15) are relaxed using Lagrangean multipliers The
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relaxation decomposes into one easily-solved subproblem per cell. For cell
the subproblem is to minimize the function
subject to the constraint The Lagrangean dual is then solved
using subgradient optimization.

The second component is a primal heuristic, in which the solution of the
relaxation, if infeasible, is modified to a feasible solution. The heuristic con-
sists of two phases. The first phase involves covering bins that are not covered
by any cell in the solution of the relaxation. Among these bins, the heuristic
selects the bin for which the cardinality of the set is minimal. To cover
this bin, the cell that needs a minimum amount of incremental power is cho-
sen. This is then repeated until all bins are covered. In the second phase, the
heuristic attempts to reduce the total pilot power by examining bins covered
by multiple cells. For each of such bins, the heuristic identifies whether any
cell can reduce its pilot power if the bin is removed from the coverage area
of the cell. The second phase terminates when no improvement of this type is
identified.

The Lagrangean heuristic solves the relaxation and applies the primal heuris-
tic for a predefined number of subgradient optimization iterations. At termi-
nation, the Lagrangean heuristic yields both an upper bound (the best feasible
solution found) and a lower bound (the best value of the Lagrangean relax-
ation) to the optimum.

7. Numerical Study

We used three WCDMA networks in our numerical study. The first network
was provided by Ericsson Research, Sweden. The other two networks, pro-
vided by the MOMENTUM project [7], originate from planning scenarios for
Berlin and Lisbon, respectively. Table 1 displays some network characteristics.
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For N1, we used a standard solver [3] to find the optimal solution using
PPOP-RF. For N2 and N3, we applied the Lagrangean heuristic described in
Section 6. We present our main results in Table 2, which displays the optimized
pilot power, and the pilot power of the two ad hoc solutions.

We observe that the power-based solution offers a substantial improvement
over the solution of uniform pilot power. The former is, however, still quite far
away from optimum, when compared to optimized pilot power, which corre-
sponds to only a few percent of the total power available. Our results suggest,
therefore, that it is possible to use a small amount of pilot power for providing
service coverage and smooth handover in WCDMA networks.

The optimized pilot power levels of network N1 are further examined using
a histogram in Figure 1. We conclude that the power levels of most pilot signals
lie between 0.3 W and 1.0 W, and, in addition, most cells use a pilot power that
is less than the average (0.69W in this case).

Figure 1. A histogram of the pilot power
of network N1.

Figure 2. Pilot signal coverage of net-
work N2 (city of Berlin).

Figure 2 illustrates the pilot signal coverage of network N2 (city of Berlin).
For each bin, its color (or darkness) represents the number of cells providing
coverage in the bin. The figure also shows the locations of the base stations as
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well as the antenna directions. We observe that most parts of the service area
are covered by one or two pilot signals. (A more detailed examination of the
coverage statistics shows that about 32% of the bins are covered by more than
one pilot signal.) In many parts of the figure, bins covered by multiple cells
form lines that indicate cell boundaries.

In the next part of our numerical study, we examine the impact of the con-
straint of smooth handover on pilot power. Ignoring smooth handover, the
pilot signals need to satisfy constraint (3) only, i.e., if cell covers bin the

8. Conclusions

We have studied the problem of minimizing pilot power of WCDMA net-
works subject to service coverage and smooth handover. Several conclusions
can be drawn from our study. First, both full coverage and smooth handover
can be achieved using only a few percent of the total power in a network, even
for the scenario of worst-case interference. Second, ensuring smooth handover
in addition to full coverage results in a moderate increase in pilot power (less
than 50%). Moreover, our study shows that optimized pilot power consider-
ably outperforms ad hoc approaches, and, therefore, mathematical models can
be very helpful for optimizing power efficiency in WCDMA networks.

An extension of the current research is pilot power optimization for the pur-
pose of load balancing. Because pilot signals influence cell size, pilot power
can be adjusted to equalize the load over cells. This topic is to be addressed in
forthcoming research.

minimum pilot power is which is derived from (3):
We replace by in PPOP-RF,

which then minimizes the total pilot power without the constraint of smooth
handover. The results are presented in Table 3. Comparing the results in this
table to those in Table 2, we observe that between 30% and 50% additional
pilot power are necessary to support smooth handover.
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Appendix: Proof of Proposition 1
We show that any instance of the minimum-cost set covering problem (which is

can be polynomially transformed to an instance of PPOP. Consider an instance of the set cover-
ing problem, where is a collection of sets, and B is a set of items. A set
is associated with a cost and contains some (possibly all) of the items in B. The objective of
the set covering problem is to select a subset of at minimum cost, such that
all the items in B are included. The corresponding instance of PPOP has cells and
bins. We choose the parameters and as follows.

For bin where satisfies and
(That is, cell is the only cell that can cover bin

For cell and if contains the
item of set B, otherwise

The above transformation is clearly polynomial. Moreover, a feasible solution to the PPOP
instance is also feasible to the set covering instance, and vice versa. Finally, for any such pair
of solutions, the two objective functions have the same value. Hence the conclusion.

Appendix: Proof of Proposition 2
We prove the first part of the proposition by showing that, for any feasible solution to the

LP relaxation of PPOP-RF, there is a corresponding solution to the LP relaxation of PPOP-CB,
and, in addition, the total pilot power of the former is greater than or equal to the latter.

Consider a feasible solution, denoted by to the
LP relaxation of PPOP-RF. Consider solution where

to the LP relaxation of PPOP-CB. It is easy to verify that satisfies
(10). Next, we show that the total power of is at most as that of For the optimal value of

in PPOP-CB is obviously According to the definitions of
the sets and this equation can also be written as Assume
that the maximum occurs for bin i.e., For PPOP-RF, the pilot power of cell

reads For cell let The set contains

all bins in that, in order to be covered by cell require a pilot power of at least
Then,

Because this holds for any cell, we have proved
the first part of the proposition.

To show the second part of the proposition, it is sufficient to give an example. Consider two
cells and four bins, where and

Assume also that and exceed their limits (and are thus irrelevant to the discussion).
In the integer optimum, and the total pilot power equals 1.5. The
optimal LP solution of PPOP-CB is



202 Siomina and Yuan

with a total power of 0.9. (The relative gap is therefore 40%.) The LP relaxation of
PPOP-RF, on the other hand, yields the integer optimum.
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Abstract: Once Wireless Local Networks (WLAN) and Bluetooth devices share the
same frequency band (ISM) there is a potential risk of interference if they are
supposed to operate close to each other. Additionally, the signal fading effects
on mobile Bluetooth networks may deeply affect the overall performance. That
is why the use of strategies that minimize transmission on channels with great
interference or severe fading is so important. This paper proposes and
investigates the use of parameter m of the Nakagami distribution, as the
channel estimation metric. We observed that parameter m may provide faster
estimates on the channel condition than the bit error rate metric. This metric is
applied in a new scheduling algorithm for Bluetooth piconets. Simulation
results showing the performance of the algorithm for different traffic
conditions are eventually presented.

Bluetooth; wireless networks; Nakagami-m fading; scheduling.Key words:

1. INTRODUCTION

Bluetooth is emerging as an important standard1 for short range and low-
power wireless communications. It operates in the 2.4 GHz ISM (Industrial,
Scientific and Medical) band employing a frequency-hopping spread
spectrum technique. The transmission rate is up to 1 Mbps, using GFSK
(Gaussian Frequency Shift Keying) modulation. The Bluetooth MAC
protocol is designed to facilitate the construction of ad hoc networks. The
devices can communicate with each other forming a network with up to
eight nodes, called piconet. Within a piconet, one device is assigned as a
master node and the others devices act as slave nodes. Devices in different
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piconets can communicate using a structure called scatternet. The channel is
divided in time slots of A time-division duplex (TDD) scheme is
used for full-duplex operation. For data transmission Bluetooth employs
seven asynchronous packet types. Each packet may occupy 1, 3 or 5 time
slots. The throughput of Bluetooth links using asynchronous packets was
investigated2 for the additive white Gaussian noise (AWGN) channel and for
the Rayleigh fading channel. In other work3, we extended the results
presented by Valenti2 looking into the performance of Bluetooth links in
Nakagami-m fading channels.

The sharing of the same frequency band between WLAN and Bluetooth
devices may cause interference, if they are operating close to each other.
Additionally, may occur mutual interference between different Bluetooth
piconets operating in the same area. In Bluetooth networks with node
mobility, like in sensor networks applications, the fading effects in the radio
signal may significantly decrease the link performance. The use of strategies
that minimize the transmission in channels with great interference or severe
fading, may substantially improve the piconet performance. Extensive
empirical measurements have confirmed the usefulness of the Nakagami-m
distribution for modeling radio links13,14. The Nakagami-m distribution4

allows a better characterization of real channels because it spans, via the
parameter m, the widest range of multipath fading distributions. For m=1 we
get the Rayleigh distribution. Using m<1 or m>1 we obtain fading intensities
more and less severe than Rayleigh, respectively.

This work proposes the use of fading parameter m as an alternative
channel quality metric. This parameter can be estimated based on the
received symbols. In a mobile wireless network, when a node position
changes from line-of-sight to non-line-of-sight, for example, the impact in
the signal propagation characteristic may be interpreted as a change in the
parameter m. This model is interesting when Bluetooth devices are applied
to ad hoc sensor networks. Power class one Bluetooth devices can cover
ranges up to 100 meters, allowing the formation of large area piconets or
scatternets. We also propose a new scheduling algorithm for Bluetooth
piconets, which uses the channel quality information in the scheduling
policy.

This paper is structured as follows: in Section 2 some issues about
piconet scheduling and related works are presented. In Section 3 we present
and evaluate the performance of the main Nakagami fading parameter
estimators found in the literature. Section 4 proposes a new strategy based on
channel quality estimation and Section 5 shows the simulation results for
different scenarios. Finally, conclusions are drawn in Section 6.
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2. RELATED WORK ON PICONET SCHEDULING

In a Bluetooth piconet, the master controls the channel access. A slave
can send a packet only if it receives a polling packet from the master. The
master transmits packets to the slave in even slots while the slave transmits
packets to the master in odd slots. Thus, Bluetooth is a master driven TDD
standard and this poses several challenges in scheduling algorithms since
there could be a waste of slots if only the master or the slave has data to
send. Recently, many schemes have been proposed in the literature for
piconet and scattemet scheduling.

In the study of Capone5, several polling schemes are compared. In the
round robin scheme a fixed cyclic order is defined and a single chance to
transmit is given to each master-slave queue pair. The exhaustive round
robin (ERR) also uses a fixed order but the master does not switch to the
next slave until both the master and the slave queues are empty. The main
disadvantage of the ERR is that the channel can be captured by stations
generating traffic higher than the system capacity. A limited round robin
(LRR) scheme that limits the number t of transmissions can solves this
problem. A new scheme called LWRR (limited and weighted round robin)
with weights dynamically changed according to the observed queue status is
also presented5. Other works about piconet scheduling consider QoS issues
in Bluetooth6,7. The results5,6,7 do not consider any loss model for the
wireless channels.

In other paper8, a scheduling policy based on slave and master queues is
shown. The master-slave pairs are distinguished based on the size of the
Head-of-the-Line (HOL) packets at the master and slave queues. Then, the
pairs are classified in three classes according to slot waste. This information
is used in the HOL K-fairness policy (HOL-KFP) 8. When the authors
introduced channel errors, the HOL-KFP had its performance reduced. An
extension for HOL-KFP called wireless adapted-KFP (WAKFP) was
proposed and the results indicate that a better performance is achieved in the
presence of channel errors8.

In 9 an algorithm called Bluetooth Interference Aware Scheduling (BIAS)
is presented that uses a channel estimation procedure in order to detect the
presence of other wireless devices in the same band (such as other Bluetooth
or IEEE 802.11b devices). The scheduling algorithm will avoid packet
transmission in frequencies that have a high bit error rate (BER), called bad
frequencies. This fact reduces the packet loss due to interference of other
near devices. Few of the scheduling schemes presented here consider a loss
model for the wireless channel. The works8,9 use a simple error model.
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This paper models de wireless channel fading through the Nakagami-m
distribution, apply an alternative metric for channel state estimation and
propose a new scheduling algorithm using that metric. It is important to
point out that the proposed metric has a faster estimation convergence than
the bit error rate used in 8,9. The fading parameter m gives us an indication of
the fading severity, which will directly impact on either the bit or the packet
error rates.

3. ESTIMATORS FOR THE NAKAGAMI FADING
PARAMETER

The Nakagami probability density function (pdf) is a two-parameter
distribution, where m is the fading parameter and is the

second moment of the received signal samples, The estimation of
parameter m has found recently many applications, as in systems with
optimized transmission diversity. In order to use the Nakagami distribution
to model a given set of empirical data, one must determine, or estimate, the
fading figure m from the data. Knowledge of the fading parameter is also
required by the receiver for optimal reception of signals in Nakagami fading.
Many estimators have been proposed in the literature. The fading parameter
m is defined as

Given as realizations of N i.i.d. Nakagami-m random

variates, the kth moment of the Nakagami distribution is given by

The parameter m may be estimated from its definition, using the 2nd and
4th sample moments, e

High order sample moments can deviate significantly from the true
moments if the sample size is not large enough because outliers. Cheng and
Beaulieu 11 proposed two new estimators, one based in integer moments,

and other based on real moments,
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where and These estimators are efficient for

a moderated number of samples and are appropriated for low complexity
implementations. We apply these estimation techniques for a Bluetooth
piconet transmission using DM1 packets. For a DM1 packet we have a
sequence of N=240 channel samples available for channel estimation. These
samples represent the soft decision information about the received symbols.
We simulate the variability of fading intensity (parameter m) every new
transmission in the same master-slave link of a piconet, during 10 time slots.
The simulated and estimated values of parameter m are presented in Table 1.

Figure 1 shows the estimators convergence on every time slot of the
piconet polling, in a same master-slave link transmission. We may observe
that estimator presents a better convergence. At the end of each time

slot transmission we obtain the estimated value, This estimative is
applied in the scheduling algorithm proposed in the next section as the
channel state information. Notice that tracking the channel condition in one
time slot based on the bit error rate may be not feasible due to the low
number of available bits from DM1 packet.
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Figure 1. Performance of Nakagami fading parameter estimators in a Bluetooth piconet

4. PROPOSED SCHEDULING ALGORITHM

The channel condition can greatly affect the performance of the piconet
and the polling strategy. In mobile environments, the status of the wireless
channel changes very rapidly and this means that a better performance will
be achieved if a node is polled at the moment it has a good channel condition
and not polled when the conditions are bad. Since Bluetooth is a technology
designed for WPANs (Wireless Personal Area Networks), channels errors
due to mobility and interference of other devices are very common. A good
scheduling algorithm must consider these issues.

We propose an algorithm – called Bluetooth Channel State Scheduling
(BCSS) algorithm – that uses the channel state information for piconet
scheduling. The values of the fading parameter m can be efficiently
estimated as discussed in Section 3. The master will carry out the estimations
using the data packets exchanged with the slaves. Every time a master
receives a packet, the value of m for that link will be updated. Since this task
does not require extra information to be exchanged between the master and
the slaves, no extra time is added to the scheduling policy. In the new
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scheduling policy, the master will poll only the slaves that are above a
certain threshold for m, indicating a good channel state. The slaves that are
below the threshold, indicating that they are at a bad channel state, will be
jumped for at most times. Notice that if the channel state is always good
the algorithm is reduced to a round robin policy.

5. SIMULATION RESULTS

We developed an event driven simulator in C++ to compare the BCSS
algorithm with round robin and ERR strategies. The effects of Nakagami
fading are simulated using the models described in a previous study3. A
Poisson traffic source was assumed for the traffic generation in each piconet
node. This model can simulate various applications of Bluetooth. In the first
simulation scenario we investigate the influence of the fading parameter m in
a round robin scheduling. It consists of a piconet with a master and 7 slaves
separated by a distance d. The parameter is the mean arrival rate in
packets per time slot. Fig. 2 shows the average delay for this scenario for
three different values of m, using DM1 packets. In this scenario all nodes
have the same traffic conditions. We can observe that the state of the channel
has great influence in the average delay of the piconet, affecting the
performance of the network.

In the second simulation scenario a piconet with the master and 4 slaves
is considered. Fig. 3 and 4 compare the average delay for different traffic
conditions and DM1 packets using round robin, ERR and BCSS algorithm,
for distances of seven and ten meters. In the BCSS algorithm we choose
and a threshold m=1. This means that only the slaves with m greater than one
will be polled, and the others will be jumped for at most six times. The
traffic is the same in the master and the slave queues. In the simulation we
assume that the channel conditions are changing every two rounds of the
polling scheme. We also consider this scenario with d=10m for different
traffic conditions in the master and slave links, as defined in Table 2. The
results are shown in Fig. 5. The simulation results show that the BCSS
algorithm improves its performance when the traffic is high. For low traffic,
ERR has the best performance. Other works 5,12 also concluded that the
exhaustive service (ERR) does not have good performance under high
traffic.
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Figure 2. Average delay for different values of m

Figure 3. Average delay for d = 7m
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Figure 4. Average delay for d = 10m

Figure 5. Average delay for different traffic scenarios
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6. CONCLUDING REMARKS

This paper proposed an alternative metric for channel state estimation
using Nakagami-m fading distribution. This metric is applied in the polling
strategy of a piconet scheduling algorithm denoted BCSS. The BCSS
algorithm is considerably efficient for high traffic loads if the channel
conditions change frequently. These variations in channel conditions are
present in many applications of the Bluetooth technology in environments
with interference and mobility. The BCSS algorithm can be combined with
other scheduling policies to improve their performance. This work can be
extended to evaluate the performance of the proposed algorithm with
different traffic sources, such as FTP, HTTP and voice. Our future works
include improvements to the intra-piconet scheduling policy and
implementation of an inter-piconet scheduling scheme for scatternets. The
parameter m can also be used for other important issues in Bluetooth, like
scatternet formation, routing and specific channel coding strategies using
AUX1 packets.
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Abstract: The infrastructure-less property of wireless ad hoc network makes the
traditional central server based security management schemes unsuitable and
requires the use of a distributed key management mechanism. In this paper, we
propose a distributed pairwise key establishment scheme based on the concept
of bivariate polynomials. In our method, any mobile node in an ad hoc network
can securely communicate with other nodes just by knowing their
corresponding IDs. The bivariate polynomials are shared in such a manner that
the shares depend on the coefficient matrix of the polynomial, the requesting
node’s ID and the ID of the nodes that respond to the request. We study the
behavior of our scheme through simulations and show that our scheme
compares well with other schemes and has a much better performance when
averaged over the lifetime of the network.

Key words: Security; Ad Hoc Networks; Symmetric Keys; Bivariate Polynomials;
Threshold Secret Sharing

1. INTRODUCTION

Security in ad hoc networks is riddled with a constant change in
paradigms. Murphy et al. [6] defined ad hoc networks as “A transitory
association of mobile nodes which do not depend on any fixed support
infrastructure.” Thus, an ad hoc network can be either a network of radios in
a battlefield or a network of laptops in an office environment etc. This
multitude of applications makes the deployment of a common security
infrastructure a complex problem. In addition to the diversity in the kinds of
applications, security in ad hoc networks is severely constrained due to the
dynamic nature of the networks. Participants may join and leave the
network at any time. The traditional central server based security
management mechanism may not be directly applicable since the incoming
participants need not have access to a central trusted server after the network



216 Mukherjee, Deng, and Agrawal

has been deployed. Thus, a distributed key management mechanism is
necessary in securing wireless ad hoc networks. Several approaches towards
implementing a distributed key management scheme have been proposed in
literature. Zhou and Hass [9] use a partially distributed certificate authority
system, in which a group of special nodes is capable of generating partial
certificates using their shares of the certificate signing key. In [5], Kong et
al. proposed another threshold cryptography scheme by distributing the RSA
certificate signing key to all the nodes in the network.

Both the approaches are based on asymmetric cryptosystem, which
imposes a high processing overhead. In this paper, we consider a symmetric
key based approach and focus on distributed pair-wise key generation. In a
pairwise key scheme, each node pair shares a unique symmetric key. There
are a number of applications for these types of keys. SRP for DSR [7] uses
pair-wise keys for authentication. Also, any secure communication between
two nodes in the absence of a public key system would require pair-wise
symmetric keys between nodes.

Before discussing any further, we would like to state our assumptions and
the problem. We base our system on the following assumptions:

A trusted server is present which initializes a set of nodes before
deployment. This server is not present after the nodes have been
deployed. Any un-initialized node would need to get its keying material
from the network.
An incoming node has the computational power to generate a temporary
public key-private key pair.
A node that joins the network and tries to obtain keying material from its
neighborhood has a mechanism to prove its authenticity to the nodes it
requests the shares from.

With the above assumptions in place, we state the problem as: Given an
operational ad hoc network with a set of nodes initialized (by a central
authority) with the keying material, a node that wishes to join the network
needs to securely obtain its own keying material without the help of the
central authority.

Several solutions to the problem have been proposed in literature. In [4],
the authors present a probabilistic key pre-distribution technique. This idea
has been extended in [2] where the authors propose a q-composite key pre-
distribution.

We propose a distributed mechanism to share keying material between n
nodes such that any t nodes can get together and provide another incoming
node with its keying material. At the same time, an adversary listening to all
the ongoing conversation and having compromised less than t members
would not be able to obtain any pairwise key.

Our scheme is based on the concept of bivariate polynomials, first
outlined in [1]. We extend this scheme to a distributed scenario by
modifying Shamir’s threshold scheme [8], so that incoming nodes can be
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initialized by the network into getting the keying material from the network.
To the best of our knowledge, no attempt has been made to share these
polynomials in a secure and distributed manner. The proposed scheme has a
number of attractive properties. First, in our scheme, any incoming node
would be able to get its key shares from the network and need not rely on a
central server. Second, the scheme is resilient to the compromise of t-1
nodes. Third, a node which joins the network needs to communicate only
with its immediate neighborhood in order to get all its keying material.
Fourth, physical capture of a node would give away only the captured node’s
keying material without compromising the network. Finally, our scheme is
simple and does not require complex protocols to be implemented.

The rest of the paper is organized as follows. In Section 2 we introduce
some background knowledge for our scheme. In Section 3 we present the
proposed distributed pair-wise key generation scheme in detail. We give
simulation results and discuss possible extensions to the work in Section 4.
Finally, Section 5 concludes.

2. BACKGROUND

In this section, we first take a brief look at the bivariate polynomial
scheme introduced in [1], and also at the concept of threshold secret sharing
introduced in [8].

2.1 Bivariate polynomial-based key pre-distribution

Consider a bivariate polynomials f(x,y) of degree t, defined as

where the coefficients are randomly chosen over a finite field GF(q). The

bivariate polynomial has a symmetric property such that

An initial server first proceeds to initialize a set of nodes by giving each
node m the polynomial which is the polynomial obtained by

evaluating f(x,y) at x = m. That is, a deployed node would know

where m is identity of the node being deployed, and is coefficient of in

the polynomial f (m,y).
Thus, in order for a node with ID m to calculate the pairwise key with a
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node with ID n, node m simply finds out the value of f(m,y) at y=n.
Similarly, node n in turn evaluates the polynomial at y=m. Due to the
symmetric property of the bivariate polynomial f(x,y), they manage to
establish a pairwise secret key known only to them.

The above procedure can be represented using a matrix notation as

where,

A = Coefficient Matrix for f(x,y)

Shared Key between node m and n
The deployed node m obtains the information Note
that the elements of matrix A are not known to anyone except the initial
server.

2.2 Threshold secret sharing

Secret sharing allows a secret to be shared among a group of users (also
called shareholders) in such a way that no single user can deduce the secret
from his share alone. One classical (t, n) secret sharing algorithm was
proposed by Adi Shamir [8] in 1979, which is based on polynomial
interpolation. In the scheme, the secret is distributed to n shareholders, and
any t out of the n shareholders can reconstruct the secret, but any collection
of less than t partial shares can not get any information about the secret. We
use the scheme to share polynomials in such a manner that the coefficients
of the polynomial would always remain secret. Any combination of t nodes
would only derive the value of the polynomial at a certain point.

3. PROPOSED DISTRIBUTED KEY GENERATION
SCHEME

In our scheme, we distribute the shares of the matrix A among n initial
nodes such that:

Any combination of t nodes would be able to derive the keying material
for an incoming node. (Note that this does not amount to the nodes
getting to know the coefficients of the matrix A. Instead, the incoming
node would only be able to derive as indicated in (4).
Any combination of less than t nodes would not be able to derive any
portion of the keying material for an incoming node.
The central server initializes only a set of n nodes. A node which has
not been initialized by the central server and which wishes to join the
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network can do so without having to contact the central server provided
at least t nodes send in keying material to this node.
To achieve the above, we modify Shamir’s t-threshold scheme as

outlined below. Let the newly arrived requesting node have an id of and
the responding nodes have their ids as and so on.

We now present the scheme mathematically. In our discussion, we
would also use an example to illustrate the steps. In the considered example,
the node that wishes to join the network has an ID of 2, the responding nodes
have IDs 1, 3 and 5 and the threshold value is 3 (i.e., t=3).

We first take a look at the shares of the key generation material that
would be given to each of the initial set of nodes before deployment. The
shares should have the property that no set of nodes less than or equal to t
should be able to generate either the coefficient matrix A, or the vector
for any other node.

Each node that is deployed would be initialized with a matrix where
is of the following form:

Each element is given by:

Here are random numbers generated by the central server. These
numbers are not known to anyone except the central server (Note that this
central server is only present before deployment and would have no role to
play after the network is in operation). is the threshold for sharing the
matrix A. is the ID of the node.

In our example, the above quantities for node 3 are given by:

Also, note that and t are two separate quantities. While denotes the
threshold for sharing each element of the matrix A, t denotes the number of
terms in the vector For our purposes, we take because both t and

essentially represent the maximum number of members that can be
compromised in a network. Although t and represent two different
thresholds, we require them to be the same to have a consistent threshold
value for the network.
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As soon as a new node with ID (node ‘2’ in our example) joins the
network, it sends out a temporary public key, to its immediate
neighborhood. The format of the message sent is

Here the field TTL specifies the number of hops that the message would
be broadcasted to. We start with TTL = 1. If the required number of replies
is obtained within a time given by the process is stopped. Otherwise a
new request is sent out with TTL = 2 and so on.

Any node (1, 3 and 5 in our example) in the immediate neighborhood
that receives a REQ_SHARE message responds in the following manner:
The node first computes

The node now computes

and sends to the node Here implies

encryption using the public key For example, the quantity sent by
node 3 to node 2 would be:

Let denote the quantity

The row vector thus denotes the quantity
by substituting in Eq. (4). This is all that the node would require in
order to find out any pairwise key with any other node.
In our example, the values for node 2 is given by:

and the vector V is
We now show how the node computes V after it has obtained the

shares from at least t nodes. Let be the share of obtained from node
Thus, rewriting Eq. (7),

as can be derived from Eqs. (5)-(7).
Equation (9) has two terms. The first term is the quantity The second

term constitutes a set of t-1 terms . Thus, t such equations would enable node
to calculate the value of each term. Node would keep only the first term

as the value of and discard all other values.
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Using the vector node can now find out its
pairwise key with any other node. (Note that solving for the vector V is only
as complicated as finding t secrets in Shamir’s threshold scheme). In the
considered example, the above shares for and obtained by node 2
are shown in Table 1.

In this manner, neither an eavesdropping node, nor the incoming node
would have any knowledge about the matrix A since the coefficients of A
are never revealed. Also, capture of a node simply compromises that node’s
pairwise keys and provides no information about the pairwise keys between
any other two nodes. We thus have a fully distributed key generation scheme
resilient to t-1 nodes getting compromised.

4. PERFORMANCE EVALUATION

In this section we compare the performance of our scheme with that of
other key distribution schemes which employ similar messaging systems.
Based on our observations, we also suggest a variation to the key exchange
mechanism to optimize on the message overhead and latency. We first look
at the number and length of messages that need to be sent to a node when it
joins the network.

Considering a finite field of length q, length of each share is
Number of shares sent by a node is t. Thus, the length of the message sent by
a responding node is The number of such messages is at least t. We
thus have a total of at least bits reaching the requesting node.

We simulated the working of our scheme to measure the performance
for various network densities and threshold values. The simulations were
carried out in ns-2 with the number of nodes kept at 40 over an area of
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1000x1000m. The communication range was 250m. The threshold values
were varied from 3 to 11.

We compared our scheme with the Threshold RSA (TRSA) scheme
suggested in [5] and the ID-based scheme suggested in [3] to compare the
performance in terms of the delay and message overhead. The basic idea
behind the TRSA scheme is to generate authorized certificates in a
distributed manner. A node joining the network requests for its share of the
certificates from its neighbors and builds a certificate for its public key. The
node now sends its public key along with the certificate to all the nodes in
the network. In the ID based scheme, the node uses its ID as its public key
and obtains shares for its private key from the network. For any
communication, a session key is now established between a pair of nodes.

Both the above schemes are similar to our scheme as far as the message
overheads are concerned. In all the three schemes, a node joining the
network requests for its keying material from its neighbors (immediate or
multihop). The behavior of our scheme is different from that of the ID-based
scheme or TRSA since in our scheme, the size of the packets depends on the
value of the threshold. In the other two schemes, the message size is
independent of the threshold values. Thus, for small values of t, our scheme
performs better and for large values, the performance of TRSA and ID-based
schemes are better.

Also, our scheme introduces minimal post-key-exchange overhead on
the network since no key announcements or session key establishment is
needed prior to communication. This means that the performance of our
system would be much better when averaged over the lifetime of the
network.

We would like to note that although both the TRSA and the ID-based
schemes deal with public key cryptosystems, we use them as metrics for
comparison as these schemes give a good measure of the message overhead
involved in obtaining keying material from the network. Also, for any
communication to take place, a session key has to be established.

Our simulation goals were as follows:
To observe the effects of the threshold values on the latency in obtaining
the key shares
To observe the effects of the threshold values on the network overhead.
To see how our scheme performs under mobile conditions
Compare our scheme with TRSA and the ID-based scheme while

considering the above parameters. We first looked at the latencies involved
in getting all the required shares for the keys. The speed of the nodes is kept
fixed at 30 m/s and the value of for our scheme was kept fixed at 1s.
Figure 1 shows the obtained results. We call our scheme DBK for
Distributed Bivariate Keying.



Distributed Pairwise Key Generation Using Shared Polynomials for Wireless Ad Hoc Networks 223

As can be seen, the latencies increase with an increase in the threshold
values. An interesting point to be noted here is that as the threshold
increases, the latency values for DBK approaches that of the TRSA scheme.
This can be attributed to the fact that in DBK, the number of bytes being
transmitted increases as the threshold values increase.

We next varied the threshold values and tried to obtain an estimate of
the message overhead involved in obtaining the keying material from the
network. Figure 2 plots the number of replies obtained by the requesting
node. Again here the performance of DBK is midway between the
performance of TRSA and the ID-based scheme. As the packet sizes
increase, the latencies involved in the network also go up. Thus, with
everything else remaining the same, with an increase in the packet size,
packets take longer to reach their destination. If this delay becomes more
than a retransmission of the request packet happens and as a result,
eventually more replies are obtained.

Figure 2 also shows the plots for DBK with and with
The number of replies obtained for are much less than those
obtained for This is evident from the fact that a larger wait would
allow the node to get more replies before deciding to send out more requests
at a higher latency cost.

We then see the effects of mobility on the latency. As can be seen in
Figure 3, latency values drastically go down when the speeds are low. With
an increase in speed, the latencies tend to become constant and stabilize to a
value between 7 and 8. The reason for this is that with low mobility, nodes
are able to obtain results faster from the two hop neighbors and do not send

Figure 1: Latencies involved in obtaining the entire
keying material from the network.
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out additional requests for key shares. However, since the mode of sending
requests is an n-hop broadcast (with n increasing from 1 onwards), the
requesting node manages to obtain the replies faster by physically moving to
new locations and new neighbors. As can be seen in Figure 3, the obtained
values for DBK are lesser than TRSA and more than the ID-based scheme.

Figure 2: Total number of replies obtained by a node
after sending out the request.

Figure 3: Variation in the latencies with the average
speed of the mobile nodes.
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As shown by the simulations, lower the value of higher are the
number of replies obtained and thus higher is the message overhead.
However, increasing the value of introduces higher latencies into the
system. We also observe that with higher mobility, latencies go down
drastically.

We end this section by noting the following:
The rate of increase of the TTL values should depend on the mobility of
the nodes. Higher the mobility, lower should be the rate of increase.
The initialization of the TTL field should depend on the network density
and the threshold value. For sparse networks and/or high threshold, TTL
should be set to a high initial value to avoid sending multiple requests.
For dense networks and/or low threshold values, TTL can be initialized
to a low initial value as the replies can be obtained from the immediate
neighborhood.
The values should be fine tuned to meet specific network densities
according to the required latencies and message overhead.
We have not investigated the above points in detail in this work and they
constitute our future work.

5. CONCLUSION

In this work we have demonstrated a distributed symmetric key
exchange mechanism by sharing polynomials at fixed points using Shamir’s
t-threshold scheme. Using this we have shown how a distributed scheme can
provide an incoming node with the keying material. Our scheme is secure to
less than t+1 nodes getting compromised. We have shown through
simulations that the message overhead and the latencies involved in the key
exchange process is well within bounds of other similar protocols. Also,
since no key announcements are needed and no session keys have to be
established, our scheme has a much better runtime performance.

Our idea can also be extended to provide a hierarchical key generation
mechanism based on the level of trust that a node wishes to provide to
another node. Although we have not developed this idea, it can provide
grounds for future work.
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Abstract:
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In Mobile Ad Hoc Networks (MANETs), all participating hosts are
obligated to route and forward data for others to guarantee the
availability of network applications and services. Most of the
contemporary collaboration enforcement techniques employ
reputation mechanisms for nodes to avoid and penalize malicious
participants. Reputation information is updated based on
complicated trust relationships among hosts and other techniques
to thwart false accusation of benign nodes. The aforementioned
strategy suffers from low scalability and is likely to be exploited by
adversaries. In this paper, we propose a novel approach to
address the aforementioned problems. With the proposed
technique, no reputation information is propagated in the network
and malicious nodes cannot cause false penalty to benign hosts.
Misbehaving nodes are penalized and circumvented by benign
nodes within their localities based on first-hand experiences. This
approach significantly simplifies the collaboration enforcement
process, incurs very low overhead, and is robust against various
evasive behaviors. Simulations based on various system
configurations demonstrate that overall network performance is
greatly enhanced.

Mobile Ad Hoc Network, Collaboration enforcement, Reputation, First-hand
experience
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1. INTRODUCTION

Mobile Ad hoc NETworks (MANETs) has attracted great research interest
in recent years. A Mobile Ad Hoc Network is a self-organizing multi-hop
wireless network where all hosts (often called nodes) participate in the
routing and data forwarding process. The dependence on nodes to relay data
packets for others makes mobile ad hoc networks extremely susceptible to
various malicious and selfish behaviors. This point is largely overlooked
during the early stage of MANET research. Many works simply assume
nodes are inherently cooperative and benign. However, experiences from
the wired world manifest that the reverse is usually true; and many works [3]
[10] [9] [8] [12] [19] have pointed out that the impact of malicious and
selfish users must be carefully investigated. The goal of this research is to
address the cooperation problem and related security issues in wireless ad
hoc networks. As a rule of thumb, it is more desirable to include security
mechanisms in the design phase rather than continually patching the system
for security breaches.

As pointed out in [2] [1], there can be both selfish and malicious nodes in
a mobile ad hoc network. Selfish nodes are most concerned about their
energy consumption and intentionally drop packets to save power. The
purpose of malicious nodes, on the other hand, is to attack the network using
various intrusive techniques. In general, nodes in an ad hoc network can
exhibit Byzantine behaviors. That is, they can drop, modify, or misroute
data packets. As a result, the availability and robustness of the network are
severely compromised. A common solution to combat such problems is for
each node to maintain a reputation list of other nodes, as proposed in [1]
[3][13][14]. In these techniques, misbehaving nodes are detected and a
rating algorithm is employed to avoid and penalize them. These schemes are
not scalable and suffer from high overhead since they require
synchronization of reputation information throughout the network, and
manipulation of complicated trust relationships among hosts to thwart false
accusation of benign nodes. In this paper, we propose a novel approach to
strengthening collaboration in MANETs. With this scheme, no reputation
information needs to be propagated in the network and malicious nodes
cannot cause false penalty to benign hosts. Misbehaving nodes are penalized
and circumvented by benign nodes within their localities based on first-hand
experiences. This approach significantly simplifies the collaboration
enforcement process, incurs very low overhead, and is robust against various
evasive behaviors. Simulations based on various system configurations
demonstrate that overall network performance is greatly enhanced.

The remainder of this paper is organized as follows. We discuss related
works in Section 2. In Section 3, we introduce the selfish/malicious node
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detection mechanism, and also present the proactive rerouting techniques.
Experimental results are given in Section 4. Finally, we conclude the paper
in Section 5.

2. RELATED WORK

The current state of the art in enforcing collaboration in mobile ad hoc
networks can be categorized into two groups, namely incentive motivation
approaches and misbehavior penalty approaches.

The incentive motivation techniques are discussed in [5] [6] [7] [20].
These techniques either rely on tamper proof security modules or assume a
central control service. The practicability and performance remain unclear.

Our research, on the other hand, falls in the second category. The main
idea is to detect and penalize malicious and selfish behaviors. In [18], the
authors use intrusion detection techniques to locate misbehaving nodes. A
watchdog and a path rater approach is proposed in [13] to detect and
circumvent selfish nodes. The main drawback of this approach is that it does
not punish malicious nodes. This problem is addressed in [2] [3] [4]. The
approach, called CONFIDANT, introduces a reputation system whereby
each node keeps a list of the reputations of others. Malicious and selfish
nodes are detected and reputation information is propagated to “friend”
nodes, which update their reputation lists based on certain trust relationships.
During route discovery, nodes try to avoid routes that contain nodes with bad
reputations. Meanwhile, no data forwarding service is provided for low
reputation nodes as a punishment. Another reputation-based technique,
called CORE, is proposed in [14]. In [1], the authors attack the problem of
defending application data transmission against Byzantine errors. In their
approach, each node maintains a weight list of other nodes. Malicious nodes
are located by an on-demand detection process and their weights are
increased consequently. A routing protocol is designed to select the least-
weight path between two nodes. This approach is also based on per-node
reputation lists. In addition, the detection process requires that each
intermediate node transmit an acknowledgement packet to the source node.

In general, most of existing detection and reaction techniques are based
on global reputation mechanism and suffer from the following drawbacks.
First, global reputation schemes have low scalability. Significant overhead
is needed to propagate reputation information for all the benign nodes to
avoid and punish “bad” citizens. Likewise, considerable efforts need to be
made for malicious or falsely accused nodes to rejoin the network. Second,
global reputation schemes offer incentives to various attacks. Most
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prominently, malicious users can “poison” the reputation lists by
disseminating incorrect reputation information. Such packets can be spoofed
with other nodes’ addresses to hide the identity of the attacker or to pretend
to be a “friend” of the receiver. In [1], digital signatures and message
authentication codes [22] are employed to defeat packet spoofing. However,
if a host is possessed (or physically captured) by a malicious user,
cryptographic information of the particular node can be extracted and
reputation poison attacks can still be mounted.

We propose a technique to address all the aforementioned problems by
using only first-hand experience at each individual node instead of relying
on globally propagated reputation. This strategy is both effective and
efficient.

3. THE EXPERIENCE-BASED APPROACH

In this section, we introduce the proposed experience-based techniques.
Our approach is based on the following fundamental characteristics of
MANETs:

Each packet transmitted by a node A to a destination node more than one
hop away must go through one of A’s neighboring nodes.
A’s neighboring nodes can overhear its packet transmission.
Given a selfish node M, its un-collaborative behavior can be captured by

most, if not all, of its neighboring nodes. Each of these nodes will then
penalize M by rejecting all its packets. As a result, M will not be able to
send any data to nodes more than one hop away. For a benign node B, if B
is relaying packets for a source node S and is aware that the next hop node H
is a selfish node, B can redirect the packets to avoid H. Note that the
rerouting operation requires collaboration from B for S. We also present
techniques to enforce such collaboration.

3.1 Node Configurations

The proposed technique is based on nodes with the following
configuration. First, nodes are equipped with omni-directional antennas and
wireless interface cards that can be switched to promiscuous mode to “hear”
data transmission in their proximities. Second, we base our discussion on
the Dynamic Source Routing protocol [11], as it is one of the most
frequently used routing protocols in the literature. However, the technique
can be extended to accommodate other reactive routing protocols. Overview
of DSR is omitted in the interest of space. Third, 802.11 [21] is employed at
the MAC layer. Finally, nodes have knowledge of their one-hop
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neighboring nodes. This can be achieved by either employing a HELLO
protocol or by overhearing packets transmitted within the locality.

3.2 Selfish and Malicious Behaviors Considered

3.3 Detection and Punishment of Selfishness and Malice
in Data Forwarding

A selfish node can avoid the responsibility of forwarding data in two
ways. First, by not participating in route discovery, a node will never show
up in any routing control packets and will thus be completely released from

forwarding data packets. Second, a selfish host can cooperate in route
discovery, but subsequently discards data packets to save energy. We focus
on the second type of selfishness in this paper as it is pointed out in [16] that
such misbehavior has more negative impact on overall network throughput.

In the proposed technique, each node maintains a list of its neighboring
nodes and tracks their actions. Nodes make no assumption of other hosts
beyond their direct observable regions.

Figure 1. Detection example

We discuss the detection mechanism through an example depicted in
Figure 1. It shows a node S transmitting data to a node D using a route {S,
A, B, D}. Node A is a selfish node that does not forward the data packets to
save energy. Assume nodes H and G are neighboring to both S and A, and
Nodes K and J are neighboring nodes of both A and B. Each node allocates
some memory buffer to store packets transmitted by its neighboring nodes.
Let us consider node S first. After S transmits a data packet to A, it waits for
a certain time interval and validates whether A has properly forwarded the
packet by checking its memory buffer. Given the current validation time t, S
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maintains a set of all the packets it has transmitted over a time window
defined by If the cardinality of is greater than a
threshold S computes the packet drop ratio for node A on If this
ratio is beyond a given threshold then S tallies A as a selfish node;
otherwise, S deems A as benign. The proposed detection procedure
distinguishes link breakage and temporary network congestion from
deliberate packet discarding, and effectively reduces false classifications.
Essentially, selfish intention is sustained if and only if a node has been
observed to drop a significant number of packets over a long enough
timeframe. We now consider nodes G and H. They, as neighboring nodes
of S, overhear all data packets sent by S and can learn about the next hop (A
in this example) of each data packet p by extracting the source route option
field of p’s IP header. As G and H are both neighboring to A and since S is a
benign node, G and H will further detect whether A relays the packet using
the same technique used in S. In this example, both G and H will eventually
identify A as a selfish node based on their own observations. On the other
hand, although K and J are also neighbors of node A, they will not be able to
detect A’s misbehavior since they have no access to the packets sent by the
previous hop to A (S in this example). We refer to this scenario as
“asymmetric sensing.” In practice, A is likely to receive packets from all
directions and will eventually be captured by all its neighbors. We note that
users are motivated to monitor their locality as they will benefit from
identifying and circumventing selfish neighboring nodes. This detection
mechanism fits naturally into DSR as in DSR nodes constantly sense the
media and extract routes from overheard packets. No extra energy cost is
introduced by the proposed technique.

One major advantage of the proposed technique is that colluding is not an
issue. In money-incentive models, significant effort needs to be invested to
prevent participants from gaining monetary benefit through colluding. In
reputation-based schemes, colluding is attractive to both selfish and
malicious users. On one hand, colluding selfish users can successfully cover
each other and escape penalty. On the other hand, malicious participants can
collaboratively cause various undesirable effects to benign users. Since the
proposed technique is based on direct experience at individual nodes, not
through “rumor” or “propagated information,” colluding is not possible in
this new environment.

Punishment is enforced as follows. Consider a node H, which identifies
node A as a selfish or malicious node, it will reject data packets originated by
A for a period of time as a penalty. More specifically, H’s decision on
whether to forward a data packet p for A is based on the difference between
the time H receives p and the latest recorded time when A was identified as a
misbehaving node. If this difference falls within a threshold defined as
penalty interval H will reject the packet. Consequently, the penalty will
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In global reputation mechanism, two scenarios will cause a source node
to reroute data packets over a particular node. First, when a node detects a
selfish or malicious node, it informs other nodes (including the source node
of the session) through reputation packets so that they can choose a “clean”
route to circumvent the selfish node. Second, Route Error (RERR) packets
are transmitted to the source node when broken links are encountered1. In
both cases, source nodes are responsible for rerouting the data. In the
proposed technique, we allow neither of the above packets to be propagated.
An obvious question is: who should reroute the data packets to bypass both
irresponsible nodes and broken links?

Our solution is that each node shares the responsibility of rerouting
packets. Again, we use Figure 1 to illustrate the idea. We assume that node
S is sending data to node D through a path {S, A, B, D}. Suppose the link
between node A and node B is a malfunction link (i.e. either broken or node
B is selfish). Without loss of generality, we assume that node B is a selfish
node. After relaying a certain number of packets, node A will realize that B
is a selfish node. We refer to node A as a proxy of source node S2, In our
approach, A first purges all paths containing node B as an intermediate node
from its route cache. Next, when A receives subsequent data packets from S,
it broadcasts a Route Redirect (RRDIR) packet, indicating node B as a
bypassing target and then reroutes the packets by obtaining an alternative
clean route to node D from its route cache. If such a route does not exist in
its cache, A will buffer the data packets and instantiate a route discovery
process to locate a path to D. In Figure 1, A will discover a new route {K, P,
D}, revise the embedded route of each data packet and relay them to the
destination. In this case, the actual route data packets traverse from S to D is
{S, A, K, P, D}. It is possible for several proxy nodes to adaptively reroute
data packets to avoid multiple selfish nodes along the chosen route. If A
cannot find a route to D after a certain number of retries, it informs S
through a RERR packet.

The proper functioning of the proposed selfish and malicious node
circumvention scheme relies on the collaboration of proxy nodes.
Unfortunately, proxy nodes can act maliciously to either avoid the reroute

not end as long as A continues to misbehave, and the actual penalty time is
proportional to the length of A’s misbehavior.

3.4 Dynamic Redirection

1 Selfish nodes can falsely claim broken links to be excluded from packet transmission
sessions.
2 The proxy of a source node can be the source node itself when its next hop is selfish.
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task or mount denial of service attacks. Continue the above example. When
node A receives a data packet from S, it has the following choices.

Node A can mount a denial of service attack to S by deliberately
forwarding packets to B even though it is aware that B is a selfish node.
Nodes K and J will detect such attack as follows. First, both nodes will
identify node B as a misbehaving node and they will assume that A has
reached the same conclusion. Next, as A makes no effort to bypass B,
both K and J will mark A as a malicious node and starts to penalize it.
A does not reroute the packet and simply reports a RERR back to the
source. In this case, all its neighboring nodes (S, G, H, J, and K) hear the
RERR packets whereas none of them is aware of any route discovery
attempt made by A. Thus, all of them will deem A as a selfish node.
A broadcasts a RRDIR packet and then starts a route discovery process.
Nevertheless, A reports a RERR to the source regardless of whether it
receives RREP packets from the destination. The countermeasure we
design involves utilizing some context information. After A sends a
RREQ packet to look for a route to D, all its neighboring nodes will wait
for the RREP packet to come back. Suppose node K relays the replying
RREP packet to A and assume node H also hears the packet. Both H and
K will expect to see node A transmit data to node D. However, as A
sends a RERR packet, both nodes will recognize A as misbehaving.
Furthermore, other neighboring nodes (S, G, and J) will deduct certain
number of points for node A (say, equivalent to one third of those
deducted for packet dropping). In other words, failure to reroute data
packets is deemed as low-weight misbehavior. The purpose of this
design is to discourage un-collaborative behavior. Benign nodes always
collaborate and will not suffer from such deduction.
A broadcasts a RRDIR packet and reroutes data through a fabricated path.
This attack has very limited effect in that benign nodes along the faked
route will reroute the data packets and node A still has to relay data.
Another concern is that malicious nodes might exploit the reroute

mechanism to disrupt data transmission. For instance, in Figure 1, suppose A
is a malicious node. When it receives a data packet that it should forward to
a benign node B, it redirects the packet to a different (fabricated) route,
hoping that other nodes along the redirected route will drop the packet. With
our redirection mechanism, A has to broadcast a RRDIR packet. Otherwise
its neighboring nodes (S, H, and G) will identify it as a malicious node. In
the RRDIR packet, A has to declare the correct next hop (B in this case) that
it intends to bypass. Otherwise, it will be captured by S, H, and G. After
receiving A’s RRDIR packet, node B will realize A’s attempt to deviate
packets from a valid route and penalize A. Nodes K and J will also penalize
A as they both recognize B as a benign node through their own experiences.



Collaboration Enforcement and Adaptive Data Redirection in Mobile Ad Hoc Networks 235

Moreover, nodes that reroute packets for an excessive number of sessions
within a certain time period will be considered as malicious and penalized by
their neighbors.

4. EXPERIMENTAL STUDY

We implemented four schemes, namely the reference scheme, the
defenseless scheme, the reputation-based scheme and the proposed
experience-based scheme, for performance evaluation. In the reference
scheme, all the nodes act collaboratively and relay data for each other. In
the defenseless scheme, a certain fraction of nodes are selfish as they
forward routing packets, but discard any data packet not destined at them.
No detection or prevention mechanism is implemented so that the network is
totally “defenseless”. Next, we implemented a reputation-based system. In
this scheme, each node maintains global reputation of other nodes. Nodes
update reputation of others as follows. First, nodes monitor and form their
opinion about the reputation of neighboring nodes. Nodes always trust their
first-hand experiences with other nodes and ignore any reputation
information against their own belief. Next, when a node detects a selfish
node, it informs the source node of the communication session through a
reputation packet. Finally, each node periodically broadcasts reputation of
other nodes in its locality. We implemented three types of nodes in this
scheme, namely benign node, selfish node, and cheating node. A benign
node always truthfully broadcasts the reputation information it has observed
first hand, and honestly forwards the reputation packets. A selfish node does
not participate in data packet forwarding but cooperates in disseminating
reputation information (i.e. it generates and relays reputation packets and
never lies about other nodes). A cheating node generates genuine reputation
packets and relays both data and reputation packets for others. During
reputation broadcast, however, it always lies about the reputation of its
neighboring nodes. For all other nodes it is aware of, the cheating node
simply reports them as selfish.

We performed all the experiments based on GlomoSim [17], a packet-
level simulation package for wireless ad hoc networks. Our experiments
were based on a mobile ad hoc network with 50 nodes within a 700x700-
square-meter 2-dimensional space. The simulation duration for each run was
10 minutes. The random waypoint model was used to model host mobility.
We experimented with 5 and 10 selfish nodes, accounting for 10% and 20%
of total number of nodes, respectively. Selfish nodes are randomly
generated for all the simulation schemes. We tested the reputation-based
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system with 0 and 5 randomly selected cheating nodes. Each configuration
was executed under 5 different random seeds and the average values of the
metric variables were calculated. Constant Bit Rate (CBR) applications
were used in this study. For each simulation run, we randomly generated a
total of 10 CBR client/server sessions. In particular, we generated three
selfish sessions (i.e. sessions originated by selfish nodes) and seven benign
sessions (i.e. sessions started by benign nodes).

In the experiments, we evaluated the proposed scheme based on the
goodput of benign sessions and selfish sessions. A good collaboration
enforcement technique should ensure a high benign session goodput as well
as suppressing selfish session goodput to discourage misbehaviors.

Figure 2. Benign session goodput (m=10) Figure 3. Selfish session goodput (m=10)
Figure 2 and Figure 3 illustrate the goodput of the experimented

schemes when there are ten selfish nodes. In both figures, we refer to the
proposed scheme as “Experience,” and the reputation-based scheme as
“Reputation-cX”, where X indicates the number of cheating nodes. From
Figure 2 we observe that by employing the proposed scheme, significantly
more data are successfully delivered to the destination nodes since proxy
nodes proactively detect and reroute data around misbehaving nodes. The
proposed technique lifted the goodput from around 0.6 in a defenseless
network to higher than 0.85, an improvement of more than 40%. From
Figure 3, we observe that the goodput experienced by selfish users is lower
than what collaborative users enjoy. When the pause time is 300 second the
goodput of benign sessions is approximately 0.92 (Figure 2) as opposed to
0.81 in the case of selfish sessions (Figure 3). Finally, in all the
experiments, the reputation-based scheme suffered from significant
performance loss (more than 50%) when only a few cheating nodes were
present. We thus conclude that experience-based scheme is more suitable for
MANETs due to its resilience to performance degradation caused by
reputation poisoning behaviors.
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5. CONCLUDING REMARKS

In mobile ad hoc networks, there is no fixed infrastructure readily
available to relay packets. Instead, nodes are obligated to cooperate in
routing and forwarding packets. However, it might be advantageous for
some nodes not to collaborate for reasons such as saving power and
launching denial of service attacks. Therefore, enforcing collaboration is
essential in mobile ad hoc networks.

In most existing techniques, collaboration enforcement is achieved by a
detect-and-react mechanism. In which, each node maintains global
reputation of others in order to avoid and penalize misbehaving nodes.
Propagation of reputation information is accomplished through complicated
trust relationships. Such techniques incur scalability problems and are
vulnerable to various reputation poisoning attacks.

In this paper, we proposed a novel approach to enforcing collaboration
and security in mobile ad hoc networks. In our technique, nodes keep local
reputation of their neighboring nodes through direct observation. No
reputation advertisement is initiated or accepted. Nodes dynamically redirect
data packets to avoid recognized adversaries. The redirect operation is also
guarded against various evasive attempts. The advantages of this approach
are many. First, since it does not rely on propagated reputation information,
there is no need to maintain complex trust relationships. Second, since the
misbehavior detection mechanism is based on first-hand experience at
individual nodes, denial of service attacks are much more difficult to
achieve. Colluding among nodes to secretly carry out fraudulent acts is not
possible either.

We conducted various experiments to investigate the effectiveness and
efficiency of the proposed technique. Simulation results, based on
GlomoSim, indicate that this technique is very effective in improving
network performance. It also works well in disciplining defecting hosts.
More importantly, the success of the proposed technique does not rely on
reputation exchange and is thus both scalable and robust.
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Mobile IPv6 specifies a protocol which allows nodes to remain reachable
while moving around in the Internet. Each mobile node is always identified by
its home address, regardless of its current point of attachment to the Internet.

Abstract

Keywords:

In Mobile IPv6, each packet sent and received by a mobile node contains its
home address. As a result, it is very easy for an eavesdropper or for a corre-
spondent node to track the movement and usage of a mobile node. This paper
proposes a simple and practical solution to this problem. The main idea is to
replace the home address in the packets by a temporary mobile identifier (TMI),
that is cryptographically generated and therefore random. As a result, packets
cannot be linked to a mobile node anymore and traffic analysis is more diffi-
cult. With our solution, an eavesdropper can still identify the IP addresses of
two communicating nodes but is not able to identify their identities (i.e., their
home addresses). Furthermore since a mobile node uses a new identifier for
each communication, an eavesdropper cannot link the different communications
of a given mobile node together. We show that HMIPv6 can also benefit from
the proposed privacy extension.

Mobile IPv6, CGA, Privacy.

1. Introduction
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In Mobile IPv6, a mobile node has two IP addresses: (1) A home address that
is an address in the network the mobile node belongs to (i.e., the address in its
home network). (2) A care-of address that is a temporary address in the visited
network. The home address is constant but the care-of address changes as the
mobile node changes links.

One privacy problem of Mobile IPv6 is that the home address of a mobile
node is included in all the packets (data and signaling) that it sends and re-
ceives. As a result any eavesdropper in the network can identify packets that
belong to a particular mobile node (and use them to perform some kind of traf-
fic analysis) and track its movements (i.e., its successive care-of addresses) and
usage.

The main security threat against Mobile IPv6 is the remote redirection at-
tack, i.e., binding updates using a fake care-of address. Therefore it is critical
to verify that signaling messages are properly authenticated and authorized.

In this paper, we propose a solution to prevent such tracking while still en-
abling route optimization. In particular, with our proposal, a mobile node can
hide its identity, i.e., its home address, from any eavesdropper in the network
while still being able to move. Furthermore if a mobile node initiates a com-
munication, it can also hide its identity from its correspondent node. We only
look at privacy issues in Mobile IPv6 and assume that a mobile node’s iden-
tity is not revealed by other mechanisms such as network access control, IPsec
setup [Kaufman, 2004], or by the applications (i.e., applications must not use
any IP address in their payloads.)

Our solution is practical. It requires only few simple modifications of the
Mobile IPv6 specification, it is easily deployable and it does not compromise
security or affect performance.

The paper is structured as follows: Section 2 defines the problem we are
addressing in this paper. Section 3 presents and analyzes some existing so-
lutions. Section 4 details our proposal. Section 5 explains how our scheme
can be combined with HMIPv6 to further improve privacy. Finally, Section 6
concludes our paper.

2. Problem Statement

Mobile IPv6 [Johnson et al., 2004] allows nodes to move within the Inter-
net topology while maintaining reachability and on-going connections between
mobile and correspondent nodes. In Mobile IPv6, a mobile node has two IP ad-
dresses: (1) A home address that is an address in the network the mobile node
belongs to (i.e. the address in its home network). (2) A care-of address that is a
temporary address in the visited network. The home address is constant but the
care-of address changes as the mobile node moves. The Mobile IPv6 protocol
works as follows: When a mobile node moves into a new network it gets a new
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care-of address. It then registers the binding between its home address and its
current care-of address with its home agent. A home agent is a router in the
home network that is used as a redirection point. When a node wants to com-
municate with a mobile node, it sends the packets to the mobile node’s home
address. The home agent then intercepts the packets and forwards them to the
mobile node current care-of address. At this point, the mobile node may decide
to use the route optimization procedure. In this case, the mobile node sends
a signaling message (Binding Update) to its correspondent node that contains
its current care-of address. The correspondent node can then send the packets
directly to the mobile node.

In Mobile IPv6, the home address of a mobile node is included in cleartext
in packets it sends and receives. In fact, packets sent by a mobile node includes
a home address option that contains its home address. Packets sent by a corre-
spondent node to a given mobile node contains a routing header that includes
the mobile node’s home address. Furthermore when a mobile node moves to a
new subnet, it sends a binding update to its correspondent nodes that contains
its home address and its new Care-of Address.

As a result, any eavesdropper within the network can easily identify packets
that belong to a particular home address. The eavesdropper can then identify
the network the mobile node belongs to and often infer its identity. The home
address can be used to perform traffic analysis and track the mobile node’s
movements and usage.

The goal of our work is propose a practical solution to this problem i.e. a
solution that does not require to significantly modify the Mobile IPv6 specifi-
cation, that is easily deployable and that does not affect performance.

Home Address Option

The home address destination option is used in a packet sent by a mobile
node while away from home, to inform the recipient of that packet of the mo-
bile node’s home address. For packets sent by a mobile node while away from
home, the mobile node generally uses one of its care-of addresses as the source
address in the packet’s IPv6 header. By including a home address option in
the packet, the correspondent node receiving the packet is able to substitute
the mobile node’s home address for this care-of address when processing the
packet, thus making the use of the care-of address transparent to the correspon-
dent node.

The home address option must be placed as follows:

After the routing header, if that header is present

Before the fragment header, if that header is present
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Before the AH Header or ESP Header, if either one of those headers is
present

Routing header

3. Some possible solutions

Before sending any packet, the sending node should examine its binding
cache for an entry for the destination address to which the packet is being sent.
If the sending node has a binding cache entry for this address, the sending
node should use a routing header to route the packet to this mobile node (the
destination node) by way of the care-of address in the binding recorded in that
binding cache entry. The destination address in the packet’s IPv6 header is set
to the mobile node’s care-of address copied from the binding cache entry.

Several existing solutions are available, all with their limitations:

IPv6 Privacy Extension: a solution could be to use the privacy extension
described in [Narten and Draves, 2001] to configure the home address
and the care-of addresses. While this solution represents a marked im-
provement over the standard address configuration methods [Thomson
and Narten, 1998], and should be used for the home and care-of ad-
dresses, we contend that this is not sufficient.

[Narten and Draves, 2001] causes nodes to generate global-scope ad-
dresses from interface identifiers that change over time, even in cases
where the interface contains an embedded IEEE identifier. As a re-
sult when [Narten and Draves, 2001] is used to generate the home ad-
dress, this address will change periodically but the network prefix (the
64 highest bits) will remain unchanged. This network prefix can still
reveal much information about the mobile node’s identity to an eaves-
dropper. This mechanism described in [Narten and Draves, 2001] must
be used for the home address and care-of addresses in Mobile IPv6 but
one should not rely on it to get full privacy protection.

Home Address option encryption: another solution could be to encrypt
the home address option. This solution is not satisfactory because (1)
it would require to modify IPsec implementation (the care-of address
should then be used as traffic selector and therefore would need to be
updated at each movement of the mobile node) and (2) it would make
filtering difficult (currently some firewall implementations may exam-
ine the home address option for filtering purposes). Furthermore, this
solution does not solve the problem of incoming packets that contain a
routing header revealing the home address.

1

2
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3 IPsec bi-directional Tunnel (mobile VPN): a solution could be to open a
bi-directional IPsec tunnel between the mobile node and its home agent
[Montenegro, 2001, Arkko et al., 2004]. This solution has the follow-
ing disadvantages: (1) Addition of extra bandwidth (packets need to be
encapsulated) and processing overhead, (2) the routing is suboptimal: to
keep Mobile IPv6 efficiency the routing optimization must remain pos-
sible.

4. Our Proposal

4.1 Temporary Mobile Identifier (TMI)

In our scheme a mobile node uses the privacy extension described in [Narten
and Draves, 2001] to configure its home address and care-of addresses. A mo-
bile node must use an interface identifier for its home address that is different
from the one used for its care-of addresses. It should also use a new interface
identifier when configuring a new care-of address. As a result, it would be
more difficult for an eavesdropper to infer the mobile node’s identity and track
its movement.

We also assign to each mobile node a TMI (Temporary Mobile Identifier)
that is a 128-bit long random number. This TMI is used by the mobile node’s
home agent and correspondent nodes to securely identify the mobile node.

This TMI might be used by the correspondent node as the mobile address in
the traffic selectors of the IPsec security association and might also be used by
firewalls to perform filtering.

The TMI of a mobile node must be globally unique. The consequences of
two mobile nodes using the same TMI is similar than the consequences of two
mobile nodes using the same home address with standard mobile IPv6.

A dedicated prefix (we assume a 16 bit prefix, previously known as a Top-
Level Aggregation (TLA) identifier [Hinden et al., 1998]) would be allocated
for exclusive use as the TMI space. As a result, the first 16 bits are fixed, but
112 bits are enough to keep the TMI collision probability very close to zero.
Defining a specific TLA has several benefits. For example, (1) Any mobile
node can be automatically authorized to use any address in this TLA, and, (2)
the allocated TLA can be marked as unroutable (i.e., a wrong packet to a TMI
destination will be dropped by the first router, not the first default free router).
In general, misuses of TMIs become very easy to detect.

A TMI has a role similar to that of a home address in standard MIPv6. As
a result, it is also subject to the redirection attack of Mobile IPv6. In Mobile
IPv6, a node that communicates with a mobile node keeps a record that binds
the mobile node’s home address and its current care-of address. When the mo-
bile node moves to another subnet, it sends a binding update that specifies its
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new care-of address. Upon receiving this signaling message, the correspondent
node updates the mobile node’s record with the new care-of address. However
to avoid traffic redirection attacks, the mobile node has to prove ownership of
the home address contained in the binding update. Otherwise any malicious
host could redirect a target home address to one of its addresses and hijack the
communication.

To solve this problem, IPv6 Cryptographically Generated Addresses (CGA)
have been designed [Montenegro and Castelluccia, 2004, O’Shea and Roe,
2001, Aura, 2003]. CGA are IPv6 addresses where the interface identifier is
generated by hashing the address owner’s public key. The address owner can
then use the corresponding private key to assert authority over its address by
signing messages sent. This uses public key cryptography but does not require
any.additional security infrastructure.

For the same reason, we propose to use TMI that are Crypto-based Identi-
fiers (CBID) [Montenegro and Castelluccia, 2004]. CBIDs have a strong cryp-
tographic binding with their public components (of their private-public key
pairs). Because of this, once a correspondent node obtains information about
one of these identifiers, it has a strong cryptographic assurance about which
entity created it. Not only that, it knows that this identifier is owned and used
exclusively by one node: its peer in the current exchange. Hence it can safely
heed its redirects when it says that the mobile node is now available at some
different care-of address (and later at another). A mobile node generates its
CBID as follows:

It generates a temporary RSA key pair (PK, SK), where PK is the
public key and SK the secret key.

It computes where imprint is a
128-bit random value and is the SHA1 hash function whose
output is truncated to 112 bits.

A mobile node can use its CBID for the inline protection of binding updates
as follow: it includes in its binding update its public key, PK, the imprint
value and signs the whole message with SK. Upon reception of the binding
update, the correspondent node can verify that the binding update was issued
by the owner of the TMI (and not by an impersonator) by verifying that (1) the
TMI was generated from PK and imprint and (2) the signature is valid (i.e.,
the sender knows SK).

There are essentially two ways an adversary can impersonate a mobile node:
(1) He can try to find a RSA key pair and imprint that result to the same TMI
than the target node. Since the size of a TMI is 112 bits, the adversary has
to try, on average, parameters sets. If the attacker can perform 1 billion
hashes per second this would take him years. Note that our scheme
is more secure than current Mobile IPv6 schemes that rely on CGA addresses
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generated from a 59-bit long hash function [Aura, 2003]. (2) He can try to
retrieve the private key SK associated with the mobile node’s public key PK.
A size of the modulus of at least 1024 bits is commonly assumed to provide
a good security level.

The TMI of a mobile user must be changed periodically (every few min-
utes, hours or days) in order to avoid TMI leakage as explained in [Narten and
Draves, 2001]. This can easily be performed with the CBIDs by keeping the
same PK/SK pair but changing the random value imprint periodically.

4.2 Protocol description

Two scenarios have to be considered:

1 Mobile Client: the mobile node initiates the communication

When the mobile node initiates the communication and it is moving, we
argue that the mobile node does not need to reveal its home address at
all. In this case, neither the correspondent node nor any eavesdropper
should be able to identify the mobile node home address and thereof its
identity.

In our proposal, a mobile node that initiates a communication uses stan-
dard Mobile IPv6 with the TMI as Home address. Packets sent and re-
ceived by a mobile node will contain its TMI instead of its home address.
As a result, the mobile identity is hidden from correspondent nodes and
from potential eavesdroppers in the network.

Note that in this case correspondent nodes must never route directly
to the “home address” (because this “home address” is a non-routable
TMI), but should use the care-of address instead.

Since the TMI is a random value unrelated to the home address, neither
a correspondent node nor any eavesdropper can link a TMI to a mobile
node. Furthermore we suggest that the mobile node change its TMI pe-
riodically and use a different one per session or per connection to make
linkability more difficult.

Mobile IPv6 uses a procedure called Return Routability test to authorize
the establishment of the binding between a home address and a care-
of address. This procedure enables the correspondent node to verify
that the mobile node is really reachable at its claimed care-of address
as well as at its home address. This is done by testing whether packets
addressed to the two claimed addresses are routed to the mobile node.
The mobile node can pass the test only when it is able to supply proof
that it received certain data which the correspondent node sends to those
addresses. Note that this procedure requires that the correspondent node
know the mobile home address. Therefore our scheme is incompatible



246 Castelluccia, Dupont, and Montenegro

2

with the return routability procedure since a correspondent does not have
to know the mobile node’s home address.

Mobile server: the correspondent node initiates the communication

When the correspondent node initiates the communication, it knows by
definition the home address of the mobile node. In this case it is mean-
ingless to hide the home address from it.

However the mobile node might still want to hide its mobility, i.e., its
care-of address, to a particular correspondent node. In this case, it must
not send any binding update to this correspondent node and use bi-
directional tunneling. As a result, packets sent to the mobile node are
addressed to its home address and encapsulated by the home agent to its
current care-of address. The decision to send or not to send a binding
update to a correspondent node is a policy issue that is out of the scope
of this paper. Any eavesdropper between the home agent and the mo-
bile node is able to identify and track mobile movements by looking at
inner packets. Therefore we suggest to encrypt all packets that are sent
between the mobile node and its home agent [Arkko et al., 2004].

If the mobile node decides to use route optimization (and therefore reveal
its care-of address to its correspondent node), it must then send a binding
update to its correspondent node. This binding update contains the TMI
in the home address option and the actual home address is encoded in a
newly defined binding update sub-option. Of course to preserve privacy
the binding update must be encrypted (the security association should
be indexed with the TMI and not the home address). The correspondent
node uses the binding update to bind the TMI with the home address and
the care-of address.

Subsequent packets between the mobile node and the correspondent node
will contain the TMI in the home address option and in the routing
header extension instead of the actual home address. As a result an
eavesdropper won’t be able to identify the packets belonging to a par-
ticular node.

The mobility signaling (i.e., the binding update/binding acknowledgment
exchange) may be protected by IPsec. For instance in the first scenario, the
mobile client could establish an IPsec security association pair for mobility
messages using its TMI as its address in its traffic selector, its care-of address
for running IKE over, its RSA public key for signing and putting the imprint
value in the IDi payload of type ID_KEY_ID or in a new type of CERT payload.
The local policy on the correspondent node can recognize this special case and
apply a specific authorization, for example accepting only ESP protection of
mobility signaling messages. As in IKEv2 [Kaufman, 2004] the authentication
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and the negotiation of the first IPsec security association are done in the same
exchange, the support of this kind of policy could be easily provided.

5. Privacy with Hierarchical Mobile IPv6

Hierarchical Mobile IPv6 (HMIPv6) is an optimization of Mobile IPv6 that
is designed to reduce the amount of signaling required and to improve handoff
speed for mobile connections [Soliman et al., 2004]. With HMIPv6, a mobile
node gets two care-of addresses: a local one, the local care-of address (LCoA),
and a global one, the regional care-of address (RCoA). It then registers the
binding between its LCoA and its RCoA with a local server, the Mobility An-
chor Point (MAP) and the binding between its RCoA and Home Address with
its Home Agent and its correspondent nodes. As a result, the correspondent
nodes or the home agent only know the global address but don’t know where
the mobile really is within the domain. This is clearly an improvement over
Mobile IPv6 in term of privacy. Note that in HMIPv6, the Mobile Anchor
Point (MAP) does not know the home address (i.e., the identity) of the mobile
node. The MAP only knows the binding between the mobile’s node regional
and local care-of addresses. One may argue that a MAP could snoop the mo-
bile host’s packets to discover its home address. This is true but however this
is still an improvement over Mobile IPv6.

When combining the privacy extension presented in this paper with HMIPv6,
a mobile node uses the privacy extension to register with its home agent, its cor-
respondent nodes and the local MAP. We can achieve full privacy protection
because the mobile node’s identity is hidden from its correspondent nodes and
the local MAP. Its local care-of address is hidden from its home agent and cor-
respondent nodes. No node knows the mobile node’s identity (home address)
and its care-of address together. Furthermore the MAP cannot find out the mo-
bile node identity by snooping its packets (because the home address is not
included in packets anymore). We argue that the combination of HMIPv6 with
the privacy extension of this paper provides a level of privacy to a mobile node
that is superior to that which a VPN provides (bi-directional tunnel between
the mobile node and its home agent) but without the cost of a VPN.

Indeed when using HMIPv6 with the proposed privacy extension, we can:

Hide the location (care-of address) of a mobile node from its Home
Agent (this is not provided by a VPN),

Hide the location (care-of address) of a mobile node from its correspon-
dent nodes (provided by a VPN),

Hide the identity of a mobile node from its correspondent nodes when
the mobile is the initiator (not provided by a VPN),
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Prevent any eavesdropper in the network from identifying the packets
that belong to a particular mobile and to track its location.

6. Conclusions

In Mobile IPv6, each packet sent and received by a mobile node contains
its home address. As a result, it is very easy for an eavesdropper or for a
correspondent node to track the movement and usage of a mobile node. This
paper proposes a new, simple and practical solution to this problem. The main
idea is to replace the home address in the packets by temporary crypto-based
identifiers (CBIDs). As a result, packets cannot be linked to a mobile node
anymore and traffic analysis is more difficult. With our solution, an eavesdrop-
per can still identify the IP addresses of two communicating nodes but is not
able to identify their identities (i.e., their home addresses). Furthermore since
a mobile node uses a new identifier for each communication, an eavesdropper
cannot link the different communications of a given mobile node together. We
show that HMIPv6 can also benefit from the proposed privacy extension.
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Ad hoc networks are particularly vulnerable as compare to traditional networks
mainly due to their lack of infrastructure. A malicious node can easily disrupt
both the routing discovery phase and the data forwarding phase of a routing pro-
tocol if it is not secured enough. This paper proposes a new secure reactive
routing protocol named TRP (Trust-based Routing Protocol) that relies on a dis-
tributed trust model managing trust levels. The model provides an estimation of
trust level to each route to help a source node to chose the most secure one. Our
security mechanism is protected and does not affect significantly the network
performance.
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Abstract

Keywords:

1. Introduction

MANET (Mobile Ad hoc NETworks) are mobile wireless networks without
fixed infrastructure. In an ad hoc network, each node is at the same time a
router and a terminal, and is free to change its position with any speed and at
any time. Many applications are possible: battlefields, conferences, urgency
services...

Although the security requirements are different from one application to
another, they are not negligible in most cases. Unfortunately, ad hoc networks
are particularly vulnerable due mainly to their lack of infrastructure. Other
reasons could be: high mobility, wireless links, limited bandwidths, lack of
boundaries, short lifetime batteries and weak capacity of equipments.



252 Xue, Leneutre, and Ben-Othman

Current ad hoc network security research works can be classified into two
principal categories according to their main problematics: the distribution and
management of keys and the authentication scheme, and the security of various
routing protocols.

Traditional authentication and key management schemes are not applicable
to ad hoc networks because they usually depend on some central server to es-
tablish trust relationships among nodes. In the contrary, an ad hoc environment
requires a more distributed and robust solution. There are mainly three types of
solutions proposed: emulation of a distributed certificate authority [Zhou and
Haas, 1999] based on threshold cryptography; use of “trust chains” as done
in PGP [J.P.Hubaux et al., 2001]; generation of one or more symmetric keys
shared by the whole or a subset of the network [Asokan and Ginzboorg, 2000].

Most ad hoc routing protocols have been initially designed to deal with fre-
quently changing topology, none of them have considered security issues in
their design, suppose that it will be addressed later or by another layer’s se-
curity mechanisms (for example 802.11’s security mechanism or SSL/TLS).
However a security mechanism at another layer is not sufficient because a mis-
take in routing choice can already welcome attacks, and security considerations
must be integrated into routing protocols at the very first time.

A large part of newly proposed secure ad hoc routing protocols are applied
to two reactive protocols: DSR and AODV, especially DSR. The original DSR
is not secured at all, but since DSR controls every hop on a route and can work
in a multi-routes mode, it is often used as a base of a secure routing protocol,
just as what we have done in this work.

An ad hoc routing protocol has to be secured in both the routing discov-
ery (and maintenance) phase and the data forwarding phase. In the first one,
incorrect topology information should be forbidden and in the second, nodes
who do not correctly forward data, intentionally or not, should be identified
and excluded from the network.

This paper proposes a new secure reactive routing protocol named TRP
based on DSR and a distributed trust model.

The rest of the paper is organized as follows: the section 2 discusses related
work, the section 3 describes the proposition, the section 4 is dedicated to
performance evaluation, residual vulnerabilities are discussed in the section 5
and finally our conclusion and perspectives are presented in the section 6.

2. Related work

Recent works trying to mitigate problems in the routing discovery phase
usually integrate cryptographic mechanisms into routing protocols to guaran-
tee the authentication and the integrity of routing control messages. The SRP
(Secure Routing Protocol) protocol proposed in [Papadimitratos and J.Haas,
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2002] uses only light-weight cryptographic operations limited to MAC calcu-
lations and is able to avoid a large variety of attacks.

For the security in the data forwarding phase, the protocol SMT (Secure
Message Transmission) [P.Papadimitratos and Z.J.Haas, 2003] takes advantage
of the presence of multiple routes through the distribution of data on several
routes and the addition of a feedback mechanism to control further retransmis-
sions. SMT is designed as a complement of SRP and it can effectively shield
attacks even with up to 50% attackers. However, it induces overloads, and it is
not able to isolate attackers.

Otherwise, by introducing a distributed supervision system using promiscu-
ous mode to each node, it is possible to detect undesired behaviors made by
malicious or failing nodes. To achieve this, every node memorizes its own ob-
servations [Marti et al., 2000], or as well as negative recommendations in form
of alarm messages [Buchegger and Boudec, 2002, Lakshmi, 2001] or positive
confirmations made by traffics [Michiardi and Molva, 2002]. The choice of
routes is then carried out from trust values. However, the approach in [Marti
et al., 2000] do not accept second-hand reputations, therefore its training time
will be longer. And since [Buchegger and Boudec, 2002, Lakshmi, 2001]
accept negative reputations, they are vulnerable to blackmail attacks (attacks
where a malicious node send false accusations to tarnish reputations of honest
nodes). Furthermore, the problem of authentication in supervision systems, an
essential issue, is only partially addressed in [Buchegger and Boudec, 2002]
and [Lakshmi, 2001].

Most of current works encounter the same difficulty which is to propose
a robust but light-weight security mechanism. Our proposition TRP adopts a
mechanism close to SRP to provide security to the routing discovery phase,
and a light-weight supervision mechanism together with a trust model are in-
tegrated to secure the data forwarding phase. The exchanges of recommenda-
tions are protected by the same MAC used in SRP. In addition, a particular care
has been taken in the definition of the reputation model used: it is based on the
work presented in [Beth et al., 1994].

3. TRP protocol

The following assumptions are applicable to the rest of the paper: each
node has at least a sufficient storage capacity for the supervision of a restricted
part of the traffics forwarded by itself; each node has a minimum calculation
capacity to carry out simple arithmetic calculations; transmission ranges of
nodes are identical; each node has a unique identifier (ID), and it is possible to
authenticate nodes; and lastly, there is at most one attacker on a route, and in
the case there are more than one attacker on a route, they are not neighbors.
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Routing discovery phase

TRP is largely inspired by SRP with regard to the security in the routing
discovery phase. We suppose also that a sender node S trusts its destination
node D (a Security Association with mainly a shared secret key exists
between S and D).

Like SRP, the proposed security mechanism adds an additional header into
routing control messages. The sender S initiates a routing discovery process
by adding two integers, a sequence number and a random number
to a normal DSR RREQ. A MAC using key is also added at the end.
During the broadcast of a RREQ, intermediate nodes add their identities into
the request, and continue to relay the request until it reaches its destination.
The receiver D verifies the MAC, and sends back a RREP including the found
route, and a new MAC calculated over the RREP. S verifies the
MAC and then the route included can be written into S’s cache.

This mechanism is able to resist to a great part of attacks (see [Papadimi-
tratos and J.Haas, 2002] for a detailed description), anyway, it remains vulner-
able:

since RERRs are not authenticated, malicious nodes can invalidate cor-
rect routes by sending invented RERRs with spoofing; a fast moving
attacker could thus invalidate a lot of routes;

by using the promiscuous mode, a malicious node can refuse to add its
own identity into a RREQ, so that the route will seem shorter; otherwise,
if an attacker is a neighbor of a destination node, wrong routes can be
created by spoofing IP addresses and finally, a loop can be inserted into
a RREQ;

wormhole attacks are not treated, selfish nodes and cooperating attackers
neither.

The first attack can be avoided by adding an authentication mechanism to
RERRs. The attacks in the second item could be detected by using the super-
vision mechanism presented later in the paper. The attacks in the last item are
more sophisticated and are not addressed in TRP.

TRP uses above mechanisms, together with an additional header added
to RREQs and RREPs to exchange trust informations between nodes, as de-
scribed below.

Data forwarding phase

A mini supervision mechanism is integrated into each node. According to
events that a node observed, trust values for each neighbors could be evaluated
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dynamically. The goal of the mechanism is to let the source node concludes a
trust degree for each route so that the most secure one will be chosen.

The trust values are calculated using the following reputation (trust) model:

Trust evaluation. Our reputation model is a variant of the trust model ini-
tially introduced in [B.K.R.Yahalom and T.Beth, 1994] and developed in [Beth
et al., 1994] for its valuation part (it is modified to adapt it to the ad hoc con-
text). The original model gives us the possibility to take into account various
classes of trust relations: an entity is not absolutely trusted, but with regard
to one or more specified tasks (for example, key generation, nondisclosure of
secrets, or in our case, the routing function). Moreover, it allows valuation
of trust relationships: from the numbers of positive and negative experiences
an entity has assigned to another entity (with regard to a giving function), the
former computes a trust level associated to the latter. Furthurmore, it is also
a distributed trust model and it is possible to derive trust relationships from
recommendations using transitivity.

Thus, three types of trust relationships are considered in our model:

direct trust relationship between neighbors: that is valuated by positive
and negative direct observation experiences;

indirect trust relationship between two nodes: that is derived from direct
trust relationships using transitivity;

trust relationship between a node and a route: that is computed using
direct and indirect trust values.

All these trust values are taken in and when the value –1 is
associated to a node, it means this node is considered as malicious (or failing).

An initiator of a RREQ will obtain in each returned RREP a series of direct
trust values given by the nodes on the route. With these direct values, the
sender of the RREQ is then able to evaluate the indirect trusts for the nodes
on the route for which it has no direct trust values. Finally, a trust value of the
route will be computed in order to avoid encountering malicious nodes during
the data forwarding phase.

Direct trusts. All direct trust values are initialized to 0 by default. But since
the model is totally local, nodes are free to initiate some trust values to some
wanted values when there exists some pre-established trust relationships.

The evolution of the trust value of the node on the node is given by
the following formula:
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here (higher is slower a direct trust goes from 0 to 1 with
time, vice versa) and depends on the number of positive experiences

(the number of good behaviors) and the number of negative experi-
ences (the number of bad behaviors) of observed by until time

The value of is defined as:

where is a parameter which allows the modulation of the impor-
tance of negative experiences (greater is larger is the influence of negative
experiments). is introduced so that a certain number of faults may be tol-
erated. Both and should be relatively high to keep the efficiency of the
model. According to the form of the formula, we can see that:

if a node always behaves well, its trust value will rapidly increase to 1;

if a node is moderately malicious or failing, its trust value will be stable;

if the node is malicious or quite failing, then it will immediately become
untrusted.

Indirect trust. Since a source node has not inevitably a neighborhood re-
lationship with all nodes on a route, it is sometimes needed to derive indirect
trust values using recommendations, when a RREP is returned to a source. For
example, we consider a route made up of nodes, where is the node
and and are respectively the source node and the destination node, the
indirect trust values are defined as:

and for

For our propose, we only need to consider the indirect trust relations starting
from but our definition could easily be extended.

The indirect trust values are defined so that:

if one of the direct trust values used in the recommendation chain indi-
cates that one of the nodes on the route is a potential attacker (the cor-
responding direct trust value is –1), then the afterward derived indirect
trust values are no more relevant (will equal to –1);
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if is based on a experience level then is based on

the experience level because

An optimization could be to check beforehand if there is a node between
and with which has a direct trust value. If so, the

can be calculated starting from instead of
All indirect trust values are deleted after the derivation of the trust value of

the route so that influences of malicious recommendations are limited.

Route trust. According to the principle that the security level of a whole
system corresponds to the security level of its weakest component, our trust
level of a route corresponds to the source’s lowest trust level on its intermediate
nodes. For example, the trust value of a route equals:

where

The main difference between [Beth et al., 1994] and our model is that we
tolerate some faults (we added the –1 value to keep a rating for untrustful
nodes), and for our particular objective, we introduced trust values for routes.

TRP implementation details.

Supervision system. In order not to overload nodes, we chose a restricted
supervision mode: a node does not supervise all traffics in its neighborhood,
but only supervises traffics passed by itself. We called this mode “supervision
on routes” comparing to the mode “supervision in the neighborhood” in all
other works.

Each node maintains a trust information table memorizing the number of
good behaviors the number of bad behaviors and the direct trust value
(“rating”) of each neighbor observed. In the data forwarding phase, for each
data packet sent or forwarded, the sender or the forwarder save a copy of the
packet in its buffer, and then supervises the action of the next node (when

is not the destination). Depending on whether or not correctly for-
wards the data within a limited time period, increments the value of
or The rating will also be updated if necessary.

We suppose of course that the authentication of neighbors is performed.
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Modifications to RREQs and RREPs. The header of SRP is extended
to include a new table memorizing the trust values reported by intermediate
nodes. Every intermediate node adds its direct trust value on the former node
into the request.

All trust values collected in a RREQ should be send back to the source node
within a RREP, and the MAC in the RREP covers equally their integrity. Fur-
thermore, when a RREP is received by an intermediate node is ver-

ified by to ensure that has not been modified by one or more nodes
among A packet with a modified trust value should be dropped, so
that a attacker has no possibility to modify any value not reported by itself.

As an option, every intermediate node checks also if equals to
–1, and if it is the case, it stops to forward the RREP. This option has been
implemented in an optimized version of TRP called

When a RREP is received by its source, the latter checks the MAC. If the
MAC examination succeeds, the direct trust values included in the RREP will
be used to calculate the necessary indirect trust values and a route trust value
will be computed.

The only way for a malicious node to introduce a wrong trust value is to
give a wrong to a RREQ. If is too low, the route will not be

chosen so that the attacker will not be on an active route; if is too high,

because there is a great probability that trust levels and are low
or negative and also because the trust value of the route only depends on the
minimum value of all the trust values, the probability that the trust level of the
route increases is low. Even in an extreme situation, where all intermediate
nodes are malicious, the destination which is trusted by the source can still
give a bad reputation to so that the route will not be chosen.

Route management. Since each route has a specific trust value, routes
accepted by a node should be stored separately into its route cache, and all
routes will expire after a timeout (which is important for refreshing trust levels
of routes). Routes with a trust value equal to –1 are not stored into caches.
Moreover, if all nodes on a given route are completely included in another
route resulting from a same RREQ, the second route will be discarded.

Route choice. Each data packet must obtain a route before its sending.
Two strategies are possible: always choose the route with the highest trust
value; or set a threshold as the lowest acceptable trust level, and chose the
shortest route among all routes having a trust level greater than the threshold.
The first strategy emphasizes the security requirement, while the second is a
compromise between the security and the network performance.
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Figure 1. Average trust value on the attacker

4. Performance evaluation

Some simulations have been carried out under NS-2 using OpenSSL’s li-
brary for cryptographic functions. TRP is implemented on the DSR module.

The simulation network contains 24 normal nodes and a attacker. The at-
tacker modifies a packet when forwarding it, and it will never send back (initi-
ate or forward) a RERR whether there is a broken link or not.

Three mobility scenarios have been tested:

low mobility - 100s as pause time and 2m/s as maximum speed;

medium mobility - 20s as pause time and 5m/s as maximum speed;

high mobility - 5s as pause time and 20m/s as maximum speed.

We use FTP as application, with 22 random CBR sources and with a packet
rate of 2 packets/s. The simulation time is 10,000s and the simulation range is
700m*700m. and the promiscuous buffer size is 30.

The simulations are realized on TRP as well as on
At first, the figure 1 shows that the average direct trust value on the attacker

decreases with time, whatever is the mobility scenario. is generally
better than TRP, because in more nodes could have a forwarding rela-
tionship with the attacker.

The figures 2, 3 and 4 show us that the number of successful attacks could
be stabilized after a time with TRP, and this time will still be shorter with

Furthermore, as we could foresee, stronger is the mobility, better are
the results: a frequently changed network topology can help nodes to detect
the attacker.

We also observed that the average route length increased not more than 3%
in all simulations.

In term of communication overhead, no new message is added but only
the size of RREQs and RREPs are slightly increased due to the addition of
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Figure 2. Losses comparison: low mobility

Figure 3. Losses comparison: medium mobility

Figure 4. Losses comparison: high mobility
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the new trust header. However, the routing overload increases considerably
comparing to DSR because of the deletion of many DSR optimizations and the
refreshments of caches: since routes expire after a lifetime, we have to more
often initiate RREQs to refresh routes.

5. Residual vulnerability
Firstly, we need a training phase before TRP can really be efficient; sec-

ondly, we have not considered selfish nodes: in our solution, a node can simply
give a “-1” as a trust value to save its energy; thirdly, cooperate attackers are
not treated; and lastly, spoofing of IP addresses should be stopped by using
some authentication schemes.

6. Conclusion and future work

We presented in this article a new solution relying on a trust model which
allows us to secure a reactive ad hoc routing protocol. The proposition can
counter most of attacks during both the routing discovery phase and the data
forwarding phase and it seems more suited to ad hoc networks with a long
lifetime and a frequently changing topology.

As an immediate work, we plan to:

optimize the trust calculation in particular by calibrating parameters
and

carry out more intensive simulations, especially by considering more
attackers, and by adopting less systematic attackers’ behaviors;

extend the supervision to the neighborhood in order to reduce the train-
ing phase.

In the future, we will study if our solution can be adapted to other reactive
protocols, or even to proactive protocols. And lastly, we hope to tackle the
complex problem of key management and authentication scheme.

Contrary to other approaches adopting a similar reputation system [Marti
et al., 2000, Buchegger and Boudec, 2002, Michiardi and Molva, 2002], our
solution protects its reputation exchanges to be not vulnerable to blackmail at-
tacks. Compare with a solution which transfers data on multiple routes [P.Papadimitratos
and Z.J.Haas, 2003], our solution has disadvantages such as needing a training
phase before becoming operational and needing authentications of intermedi-
ate nodes, but it has the advantages of not requiring Ack messages and isolating
attackers.



262 Xue, Leneutre, and Ben-Othman

References

[Asokan and Ginzboorg, 2000] Asokan, N. and Ginzboorg, Philip (2000). Key-agreement in
ad-hoc networks. Computer Communications, 23(17): 1627–1637.

[Beth et al., 1994] Beth, T., Borcherding, M., and Klein, B. (1994). Valuation of trust in open
networks. In Proc. 3rd European Symposium on Research in Computer Security – ESORICS
’94, pages 3–18.

[B.K.R.Yahalom and T.Beth, 1994] B.K.R.Yahalom and T.Beth (1994). Trust relationships in
secure systems - a distributed authentication perspective. Computer Systems, 7( 1 ):45–73.

[Buchegger and Boudec, 2002] Buchegger, Sonja and Boudec, Jean-Yves Le (2002). Cooper-
ative Routing in Mobile Ad-hoc Networks: Current Efforts Against Malice and Selfishness.
In Lecture Notes on Informatics, Mobile Internet Workshop, Informatik 2002, Dortmund,
Germany. Springer.

[J.P.Hubaux et al., 2001] J.P.Hubaux, L.Buttyan, and S.Capkun (2001). The quest for security
in mobile ad hoc networks. In Proceedings of ACM Symposium on Mobile Ad Hoc Network-
ing and Computing (MobiHOC 2001), Long Beach, CA, USA.

[Lakshmi, 2001] Lakshmi, Venkatraman (2001). Secured routing protocol for ad hoc networks.
Master thesis, University of Cincinnati, Computer Science.

[Marti et al., 2000] Marti, S, Giuli, T, Lai, K, and Baker, M (2000). Mitigating routing misbe-
havior in mobile ad hoc networks. Proceedings of MOBICOM.

[Michiardi and Molva, 2002] Michiardi, Pietro and Molva, Refik (2002). Core: A Collabo-
rative REputation mechanism to enforce node cooperation in mobile ad hoc networks. In
Communication and Multimedia Security 2002 Conference.

[Papadimitratos and J.Haas, 2002] Papadimitratos, Panagiotis and J.Haas, Zygmunt (2002).
Secure routing for mobile ad hoc networks. Proceedings of the SCS Communication Net-
works and Distributed Systems Modeling and Simulation Conference.

[P.Papadimitratos and Z.J.Haas, 2003] P.Papadimitratos and Z.J.Haas (2003). Secure data
transmission in mobile ad hoc networks. In Proceedings of the 2003 ACM workshop on
Wireless security table of contents, pages 41–50.

[Zhou and Haas, 1999] Zhou, Lidong and Haas, Zygmunt J. (1999). Securing ad hoc networks.
IEEE Network, 13(6):24–30.



SHORT-TERM FAIRNESS
OF 802.11 NETWORKS
WITH SEVERAL HOSTS

Gilles Berger-Sabbatel, Andrzej Duda, Martin Heusse,
and Franck Rousseau
LSR-IMAG Laboratory
Grenoble, France

{gberger, duda, heusse, rousseau}@imag.fr

Previously, we have analyzed the short-term fairness of the 802.11 DCF
(Distributed Coordination Function) access method in the case of a
network with two hosts. In this paper we extend the analysis to an
increased number of hosts. We use two fairness indices. The first one is
the number of inter-transmissions that other hosts may perform between
two transmissions of a given host. The second index is based on the
sliding window method that considers the patterns of transmissions and
computes the average Jain fairness index in a window of an increasing
size. Computed over traces gathered during measurement sessions the
indices show that the fairness of 802.11 is pretty good even on the short
term time scale. We also evaluate the impact of the short-term fairness
on performance by providing the measurements of the delay.
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Abstract

Keywords:

1. Introduction

Fairness is related to the ability of a MAC (Medium Access Control)
layer to equitably share a common channel among N contending hosts.
A MAC layer can be considered as long-term fair if the probability of
successful access to the channel observed on a long term converges to
1/N for N competing hosts. A stronger property is short-term fairness:
over short time periods, the access to the channel should also be fair. A
MAC layer may be long-term fair, but short-term unfair: one host may
capture the channel over short time intervals. Short-term fairness is
extremely important for obtaining low latency: if a MAC layer presents
short-term fairness, each host can expect to access the channel during
short intervals, which in turn results in short delays.
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In another paper [4] we have analyzed the fairness of the 802.11 DCF
(Distributed Coordination Function) access method in the case of a
network with two hosts. We have shown that contrary to the com-
mon wisdom, 802.11 does not exhibit short-term unfairness. The belief
in the short-term unfairness of 802.11 comes from an analysis of the
Wavelan CSMA/CA (Carrier Sense Multiple Access/Collision Avoid-
ance) medium access protocol [6]. Its results have been extrapolated to
802.11 without realizing that the access method of 802.11 has changed
with respect to that of the Wavelan cards: in the 802.11 standard [1]
the exponential backoff is only applied after a collision and not when a
host finds the channel busy.

This paper extends the analysis of the fairness in 802.11 networks
to an increased number of hosts. Having more than two hosts in a
cell changes considerably the access conditions to the radio channel—
fairness may be degraded because of an increasing number of collisions.
In this case the exponential backoff applied after a collision may have a
negative impact on the fairness: a host doubles its maximum congestion
window after a collision and has a higher probability of choosing a large
interval. During this period other hosts may benefit from transmission
opportunity.

We report on the measurements of two fairness indices in a 802.11
cell. The first one, proposed and extensively studied previously [4], is
the number of inter-transmissions that other hosts may perform between
two transmissions of a given host. The second index is based on a largely
used method for evaluating fairness: the sliding window method that
considers the patterns of transmissions and computes the average Jain
fairness index in a window of an increasing size. Computed over traces
gathered during measurement sessions the indices show that the fairness
of 802.11 is pretty good even on the short term time scale.

The rest of the paper is organized as follows. We start with the
review of the existing work on fairness in wireless local area networks
(Section 2). Then, we define the notion of fairness (Section 3) and
present the results of measurements (Section 4). Finally, we present
some conclusions (Section 5).

2. Related work

The fairness of 802.11 when all hosts have equal opportunity of us-
ing a shared common channel has been largely analyzed in the litera-
ture. Koksal et al. analyzed the short-term unfairness of the Wavelan
CSMA/CA medium access protocol [6]. They proposed two approaches
for evaluating fairness: one based on the sliding window method with the
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Jain fairness index and the Kullback-Leibler distance, and the other one
that uses renewal reward theory based on Markov chain modeling. The
authors used Slotted ALOHA as an example of an access method with
better fairness, but with a higher collision probability. This paper clearly
identifies the short-term unfairness problem of an access method in which
hosts perform exponential backoff whenever the channel is sensed busy.

Since this paper, many authors have stated that 802.11 suffers from
short-term unfairness and cited it as the paper that proves the short-
term unfairness of 802.11 [3][9][7]. However, they have not realized that
the access method of 802.11 has changed with respect to that of the
Wavelan cards: in 802.11 standard [1] exponential backoff is only applied
after a collision. This misleading common wisdom has emerged from the
confusion of these two different access methods.

The confusion of the access methods in Wavelan and 802.11 dies hard:
recently, some authors have described the 802.11 access method as based
on the same principle as in the Wavelan cards, i.e. exponential backoff
applied when the channel is sensed busy [5].

The belief in the short-term unfairness of 802.11 also comes from
some properties of wired CSMA networks, for example several authors
have studied the Ethernet capture effect, in which a station transmits
consecutive packets exclusively for a prolonged period despite of other
stations contending for access [8]. However, the 802.11 DCF method
eliminates this problem by adopting a CSMA/CA strategy instead of
CSMA/CD.

3. Fairness

Our goal is to study the intrinsic fairness properties of the 802.11
DCF access method, so we concentrate on the homogeneous case in
which all hosts benefit from similar transmission conditions: no host is
disadvantaged by its signal quality, traffic pattern, or spatial position.
This means that we do not take into account the problem of hidden or
exposed terminals and we do not consider the RTS/CTS extension. In
particular, we do not deal with the problems of unfairness due to different
spatial host positions [5, 2]. Once we got insight into the intrinsic fairness
of the 802.11 MAC layer, we can investigate the influence of other factors
such as different spatial positions or traffic patterns.

In general, the fairness of a MAC layer can be defined in a similar way
to Fair Queueing: assume N hosts and let be
the amount of bandwidth allocated to host in time interval The
fair allocation requires that
regardless of how small the interval is.
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We consider the case of greedy hosts (they always have a frame to
send) that send frames of equal size. In this case, it is sufficient to only
take into account the number of transmissions: the fair allocation needs
to guarantee that over any time interval, each host transmits the same
number of frames.

To evaluate fairness we will use two methods. The first one uses the
number of inter-transmissions that other hosts may perform between two
transmissions of a given host and the second one computes the average
Jain fairness index in a window of an increasing size.

3.1 Number of inter-transmissions
Consider the case of N = 2: two hosts A and B share a common

channel. To characterize fairness we take the point of view of host B
and investigate K, the number of inter-transmissions that host A may
perform between two transmissions of host B:

K = 0 means that after a successful transmission of B, the next
transmission will be done once again by B,

K = 1 means that A will transmit once and then the next trans-
mission will be done by host B,

K = 2 means that A will transmit twice and then the next trans-
mission will be done by host B, and so on.

Consider the following example pattern of transmissions: BBAAABABAAB—
random variable K takes the following values: 0, 3, 1, 2.

In a deterministic channel sharing system such as TDMA, the distri-
bution of K will simply be for and
for meaning that both hosts perfectly alternate transmissions.
The mean number of inter-transmissions in TDMA is E ( K ) = 1.

An example of a randomized access protocol that presents good fair-
ness properties is Slotted ALOHA—it has been previously used for fair-
ness comparisons [6]. Time in Slotted ALOHA is divided into slots,
each access is independent from the previous one and when a collision
occurs, a transmitting host waits a random number of slots distributed
geometrically. If we ignore collisions, Slotted ALOHA with two hosts
can be modeled as a simple Markov chain with two states. In this case
the number of inter-transmissions is geometrically distributed with the
parameter 1/2 (this expression only holds for two hosts):
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Note that for Slotted ALOHA P(K = 0) = 1/2, so that each host has
the equal probability of accessing the channel and the mean number of
inter-transmissions is E ( K ) = 1, which is the same as for the TDMA.

We can generalize the number of inter-transmissions to a larger num-
ber of hosts: we choose one host and observe how many times other hosts
transmit frames before another transmission by the chosen host. Con-
sider for example the following sequence of transmissions by five hosts:
BAACEDCAB. The number of inter-transmissions observed from the point
of view of B is 7.

Observing each outcome of random variable K gives us information
on short-term fairness, whereas its distribution and moments convey
indication about both short-term and long-term fairness. We can notice
that large values of K mean lower fairness, because other hosts may
capture the channel for several successive transmissions. Similarly, too
small values of K also indicate lower fairness, as the chosen host captures
the channel in an unfair way.

More precisely, the distribution of inter-transmissions en-
ables us to quantify fairness by means of:

capture probability: P(K = 0) characterizes the chances of a host
to capture the channel. If P(K = 0) = 1/N, then all hosts have
equal probability of accessing the channel.

mean number of inter-transmissions: E(K) = 0 means that one
host monopolizes the channel and E(K) = N – 1 means that on
the average each host performs one transmission at a time, the
situation that can be considered as fair (N – 1 is the number of
inter-transmissions in TDMA). Values E(K) < N – 1 indicate a
shorter tail of the distribution and better fairness, whereas E(K) >
N – 1 indicates increased unfairness.

100qth percentile: characterizes the tail of the distribution, it is the
smallest for which 0 < q < 1. For instance
the 95th percentile tells us that in 95% of cases the number of
inter-transmissions will be less than the 95th percentile. Putting
it another way, in only 5% of cases a host should wait more than
the 95th percentile transmissions before the next access to the
channel.

We can notice that the number of inter-transmissions is directly re-
lated to delays perceived by a host competing with other hosts for the
channel access: when a host experiences large values of K, it also suffers
from large delays, because it has to wait for the channel access while
other hosts transmit several frames.
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3.2 Sliding window method with the Jain
fairness index

The sliding window method considers the patterns of transmissions
and computes the average Jain fairness index in a window of an increas-
ing size [6]. It is defined as follows: let be the fraction of transmissions
performed by host during window the fairness index is the following:

Perfect fairness is achieved for and perfect unfairness for

The definition of window also should take into account N, the
number of competing hosts. We propose to normalize the window size
with respect to the number of hosts and compute the Jain index for
the window sizes which are multiples of N, because only in this case
computing the Jain index makes sense. We call such that

a normalized window size. The Jain index will be
computed as

Both indices have the nice property of being able to capture the short-
term as well as the long-term fairness.

4. Experimental results

To evaluate the fairness in a 802.11 cell with several hosts, we have set
up an experimental platform to measure the fairness indices and delays.
We use notebooks running Linux RedHat 8.0 (kernel 2.4.20) with 802.11b
cards based on the same chipset (Lucent Orinoco and Compaq WL 110).
The results concerning fairness and delays also apply to 802.1la and
802.11g, because they use the same DCF access method as 802.11b with
some parameter values modified.

The wireless cards work in the infrastructure mode—an access point
is connected to the wired part of the network. Notebooks are greedy in
our experiments—they try to send fixed sized UDP packets to the access
point as quickly as possible and they always have a packet to send. We
gather traces on the destination host: the arrival instant and the source
host. Then we compute the fairness indices and delay statistics from the
traces.

There are two ways of organizing measurement sessions:

Synchronized hosts. All hosts start at the same instant so that
their congestion window counters are reset. To do this, we use a
wired 100 Mb/s Ethernet interface in addition to a 802.11b wireless
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card. Sending a multicast packet on the wired network allows us to
synchronize the hosts at the beginning of a measurement session.

Non synchronized hosts. Hosts start at different instants so when
a chosen host performs a successful transmission, other hosts may
have lower values of their congestion windows because they use
residual time intervals. These potentially shorter intervals mean
that they may perform more inter-transmissions than in the pre-
vious case. The resulting distribution is different and corresponds
to the worst case with respect to the fairness.

The case of synchronized hosts is easier to analyze theoretically, be-
cause all hosts begin to operate in a known initial state. However, it does
not correspond to realistic working conditions in which hosts operate in-
dependently in a non synchronized manner. For the case of a 802.11 cell
with two hosts we have done measurements with synchronized hosts to
validate the theoretical analysis of the number of inter-transmissions [4].
Such a set up is cumbersome for a larger number of hosts so for this
paper we have organized measurement sessions with non synchronized
hosts. The results may present worse fairness, but if they are satis-
factory, the measurements of synchronized hosts should result in even
better fairness.

4.1 Number of inter-transmissions
We briefly recall the results of the analysis for the case of N = 2 (the

analysis assumes the case of synchronized hosts).
Figure 1 shows the analytical, simulated, and measured distributions

of the number of inter-transmissions in 802.11b with two competing
hosts. We can see that all three distributions are close to each other,
the approximate analytical distribution slightly overestimating the other
values for K = 1 and underestimating for K > 2. The figure also com-
pares the distribution of the number of inter-transmissions in 802.11b
with Slotted ALOHA. Note that P(K = 0) = 1/2 which confirms that
the access probability is equal for both hosts.

Table 1 presents E(K), the mean number of inter-transmissions for
two hosts. It is lower than 1 showing that the fairness of 802.11 is
better than that of Slotted ALOHA because the tail of its distribution
is shorter.

Figure 2 shows the measured distribution of the number of inter-
transmissions for several competing hosts. In the measurement session
hosts are not synchronized, so that the measured distribution is slightly
different from Figure 1: P(K = 0) < 1/N, because the host we observe
has less chances to capture the channel than the other hosts—after a
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Figure 1. Distribution of the number of inter-transmissions in 802.11b and Slotted
ALOHA, N = 2, synchronized hosts

successful transmission by the chosen host, the other hosts benefit from
smaller congestion window values corresponding to residual time inter-
vals.

We can see from this figure that the distribution decays quickly in
function of K. As for an increasing number of hosts, the number of
collisions increases, one may expect that fairness degrades. However, we
observe that the collisions do not have strong negative impact on the
fairness: for N = 5 most of the values of K remain lower than 10.

The statistics presented in Table 2 confirm the good fairness proper-
ties of the access method: the average number of packets between two
transmissions of a given host is equal to the number of hosts with which
the host competes for the channel. Our measurements also show that
the 95th percentile is fairly low, which confirms the fairness of the access
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Figure 2. Measured distribution of the number of inter-transmissions in 802.11b,
non synchronized hosts.

method. More precisely, when 5 (resp. 2) hosts contend for the chan-
nel, a host that has just transmitted a frame has probability of 5% to
transmit a frame after the next 11 (resp. 3) successful transmissions.

4.2 Sliding window method with Jain fairness
index

We have also computed the Jain fairness index over sliding windows of
size The index of 1 represents perfect fairness
and we use the threshold value of 0.95 to characterize how quickly it is
achieved.

Figure 3 shows the Jain fairness index measured in a 802.11 cell with
several hosts in function of the normalized window size. It can be seen
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Figure 3. Jain fairness index of 802.11 for normalized window size

that the threshold value of 0.95 is quickly attained for small values of
the normalized window. Note that for an increasing number of hosts,
the Jain index begins at a lower value, e.g. for N = 5 it starts with the
value of 0.2.

Table 3 compares the window size required to achieve the threshold
of 0.95 for the Wavelan cards and 802.11. To obtain the normalized
window size, we have divided the results reported by Koksal et al. [6]
by the number of hosts (only the values of the Jain fairness index for
N = 2,3, and 4 hosts have been given in this paper).

4.3 Delay
To evaluate the impact of the short-term fairness on the delay we

have measured delays perceived by one host when competing with other
hosts. A delay is the interval between the ends of the last successful
transmissions by a given hosts. It is composed of the waiting time while
other hosts are transmitting and the actual transmission time of a frame.
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Figure 4. Measured distribution of the delays experienced by one host in millisec-
onds

Figure 4 presents the measured distribution of delays for an increasing
number of hosts N = 2, 3, 4. We can see that the delay remains fairly
low and the shape of the delay distribution is similar to that of the
number of inter-transmissions (cf. Figure 2). This confirms the strong
relationship between this fairness index and transmission latency.

5. Conclusion

In this paper we have analyzed the short-term fairness of the 802.11
DCF access method. The results of this paper complete our previous
analysis of the 802.11 network with two hosts. They show that contrary
to the common wisdom, 802.11 does not exhibit short-term unfairness.
This fact has an important influence on transmission latency. As 802.11
presents short-term fairness, each host can access the channel during
short intervals, which in turn results in short delays. The results also
show that an increased number of collisions in a cell with several hosts
does not have strong negative impact on the fairness.

Such a good behavior comes from the fact that hosts in 802.11 use
their residual congestion intervals—when a host chooses a long inter-
val, it will wait during one or several turns, but then it will eventually
succeed, because its congestion interval becomes smaller and smaller.

Although our measurements were only done for several hosts
the results are also meaningful for a cell with much more hosts that gen-



274 Berger-Sabbatel, Duda, Heusse, and Rousseau

erate real-life traffic: in our experiments the traffic sources were greedy
so the load corresponds to a network with many hosts generating traffic
from intermittent sources statistically multiplexed over the shared radio
channel.

We work on extending our analysis to take into account other factors
such as different spatial positions or traffic patterns. We also investigate
improvements to the 802.11 DCF access method able to increase short
term fairness and lower the delay.
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RAAR: A RELAY-BASED ADAPTIVE AUTO RATE
PROTOCOL FOR MULTI-RATE AND MULTI-RANGE
INFRASTRUCTURE WIRELESS LANS*

JainShing Liu,1 and Chun-Hung Richard Lin 2

1 Providence University, R.O.C., 2 National Sun Yat-Sen University, R.O.C.

Abstract Auto rate adaptation mechanisms have been proposed to improve the throughput
in wireless local area networks with IEEE 802.11a/b/g standards that can sup-
port multiple data rate at the physical layer. However, even with the capability
of transmitting multi-packets with multi-rate IEEE 802.11 PHY, a mobile host
(MH) near the fringe of the Access-Point’s (AP’s) transmission range still needs
to adopt a low-level modulation to cope with the lower signal-to-noise ratio (S-
NR), Thus, it can not obtain a data rate as high as that of a host near AP in most
cases. According to the characteristics of modulation schemes, the highest data
rate between a pair of mobile hosts will be inversely proportional with the trans-
mission distance. Considering these factors, we here demonstrate a Relay-Based
Adaptive Auto Rate (RAAR) protocol that can find a suitable relay node for data
transmission between transmitter and receiver, and can dynamically adjust its
modulation scheme to achieve the maximal throughput of a node according to
the transmission distance and the channel condition. The basic concept is that the
best modulation schemes are adaptively used by a wireless station to transmit an
uplink data frame, according to the path loss condition between the station itself
and a relay node, and that between the relay node and AP, thus delivering data
at a higher overall data rate. Evaluation results show that this scheme provides
significant throughput improvement for nodes located at the fringe of the AP’s
transmission range, thus remarkably improving overall system performance.

Keywords: Relay-based MAC protocol, Multi-Rate and Multi-Range, Wireless LANs

1. Introduction

In both wired and wireless networks, adaptive transmission techniques are
often used to enhance the transmission performance. These techniques gener-
ally include varying the transmission power, packet length, coding rate/scheme,
and modulation technology over the time-varying channel. Related research in

*This work was supported by the National Science Council. Republic of China, under grant NSC92-2213-
E-126-004.
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cellular networks indicates that throughput would be improved by permitting a
mobile station near the center of a cell to use a high-level modulation scheme,
while those near the fringe of a cell should use a low-level modulation to cope
with the lower signal-to-noise ratio (SNR).

In wireless local area networks (WLANs), the same issue is also considered.
Providing that the new high-speed IEEE 802.11a MAC/PHY is adopted, MHs
can vary their modulation schemes to transmit packets with different data rates
ranging from 6 to 54 Mbps. Given such capabilities, all MHs should insist
on using the highest-level modulation scheme to obtain the maximal channel
utilization. However, as in cellular networks, such insistence is not reason-
able because the data rate is inversely proportional to the transmission distance
between a pair of MHs, and a high-level modulation scheme requires a high-
er SNR to obtain the same bit error rate (BER) when compared with that of
a lower-level modulation scheme. Thus, without increasing the transmission
power to decrease the lifetime of a node, the maximal data rate can be obtained
only when the transmitter and receiver are close enough, and a lower data rate
should be adopted if the distance is larger. For reference, the expected data
rates of IEEE 802.11a (802.11b, and 802.11g) at different ranges measured in
[1] are shown in Fig. 1.

Given that, we consider the infrastructure WLAN (IWLAN) defined in IEEE
802.11. In such networks, an AP can provide MHs the access to the Distribu-
tion System (DS) and relay packets for all MHs in its transmission range. At
the same time, a MH, if equipped with a multi-rate wireless interface such as
IEEE 802.11a, can deliver packets to an AP with a suitable data rate based on
its distance to AP. These constitute a so-called Multi-rate, Multi-range IWLAN
(MMI-WLAN).

In the MMI-WLAN, several auto rate adaptation mechanisms have been
proposed to exploit the capability of multi-rate IEEE 802.11 physical lay-
er. Among these, a so-called Opportunistic Auto Rate (OAR) rate adaptation
scheme [2] opportunistically grants channel access for multiple packet trans-
missions in proportion to the ratio of the achievable data rate over the base
rate. Similar to OAR, the authors of [3] provide an Adaptive Auto Rate (AAR)
protocol that can also transmit multiple packets when the channel conditions
are good. For this, AAR carries additional information in each ACK or CTS to
indicate the transmission rate of the next data packet, and thus can adapt very
quickly to the change of channel quality.

The capability of transmitting multiple packets in a basic slot-time let these
methods have the potential to solve the anomaly problem [4] if MHs are located
near AP. However, if MHs are located far from AP, these methods still require
a low-level modulation to cope with the lower signal-to-noise ratio (SNR), as
indicated in the very beginning. This can be an even more serious problem in
the MMI-WLAN because, in such networks, if two neighboring MHs desire to
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communicate to each other, their packets have to be relayed by an AP no mat-
ter how close they are. In this environment, it becomes a challenge that how
a MH can use a data rate as high as possible to obtain the maximal through-
put, without increasing transmitting power and the overall interference in the
network.

One possible solution is to deliver data packets through relay nodes. How-
ever, even recently, few studies have focused on the issue of directly using
IEEE 802.11 MAC to realize a relay mechanism so that the system through-
put can be improved [5]. This task is not trivial because unlike TDMA, IEEE
802.11 Distributed Coordination Function (DCF) MAC protocol has the 4-way
handshake of RTS/CTS/DATA/ACK, and requires that the roles of sender and
receiver should be interchanged several times between a pair of communica-
tion nodes.

To provide higher throughputs for MHs not close to AP in the MMI-WLAN,
in this work we propose a Relay-Based Adaptive Auto Rate protocol (RAAR)
as an enhanced protocol for the MMI-WLAN. RAAR slightly modifies the
IEEE 802.11 MAC protocol by introducing a new message exchange proce-
dure for a relay node between a pair of communication nodes. The core idea
of RAAR is that after the 4-way handshake of a pair of communication nodes,
the relay node should not compete for the channel again, wasting the valuable
bandwidth, because the channel is already reserved by the original communi-
cation nodes. Our analysis and simulation show that the throughputs of MHs
at the fringe of the AP’s transmission range can be significantly improved if a
suitable relay node can be obtained.

2. Relay-Based Adaptive Auto Rate Control protocol
(RAAR)

In this section, the proposed RAAR is introduced in terms of protocol prin-
ciples and major operations. Before this, the system model of MMI-WLAN
under consideration is summarized as follows. Given M different modulation
schemes, the MMI-WLAN can be logically segmented into M concentric cir-
cles surrounding AP as shown in Fig. 2. This network can be further divided
into M disjoint regions: the innermost circle and a number of M – 1
‘doughnut’ like regions which are numbered as from inner to
outer. The data rate that can be obtained in is denoted as T For sim-
plicity, we consider only upstream traffic in the MMI-WLAN, i.e., traffic from
MHs to AP. This is because, in contrast to MHs having a battery as the usual
power supply, AP is fully power-supported, and thus it can choose the data rate
more flexibly for transmitting data to MHs. However, this model can be also
applied to a general WLAN if the transmission condition over wireless channel
is symmetrical.
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Transmission of Multiple Back-to-Back Packets

The first aim in RAAR is to keep the channel for an extended number of
packets once the channel is measured to be of sufficient quality to allow trans-
mission at rates higher than the base rate. For this, RAAR allows the same
time to be granted to a sender as if the sender is transmitting at the base rate.
For example, if the IEEE 802.11a interface is adopted in the MMI-WLAN, the
base rate is 6 Mbps and a node, is located in the innermost region,
wherein 54 Mbps data rate is achievable with 64-QAM modulation scheme.
This node is granted a channel access time to send or (= 9 in
both cases) packets to AP conservatively or aggressively. In the former case,
the unused time quantum can be released while the latter, the original time
quantum should be extended to complete the last packet. This method pro-
vides temporal fairness for all MHs in each region. That is, if is
defined as the service time that a flow in receives during the mea-
sure of fairness of RAAR with equal weights for different regions, and
is considered as

This ensures that RAAR provides near base-rate time shares for all MHs in
different regions. As indicated in [2], the temporal fairness is more suitable for
multi-rate networks than the throughput fairness [6, 7] since normalizing flow
throughputs in the latter would cancel the throughput gains available from a
multi-rate physical layer.

Relay Node Selection
The second aim in RAAR is for nodes near the fringe of AP’s transmission

range to transmit packets at a higher rate. For this, RAAR introduces a suitable
relay node between the sender and AP to segment the long distance between the
communication ends into two shorter pieces. According to the characteristics
of modulation schemes, the highest data rate between a pair of mobile hosts
will be inversely proportional with the transmission distance. Consequently,
even with the same noise level, the reduced path length, and hence the reduced
path loss, lead to the sender being able to transmit its data packets through the
relay node to AP with a higher rate.

To this end, whenever a MH wants to communicate with an other node, AP
should find a suitable relay node, and guide the sender to deliver its data via
this node. This can be done because, in the MMI-WLAN, AP has the capa-
bility of collecting all MHs’ location information, as well as their modulation
schemes now adopted [8], AP can collect such information from periodical sta-
tus reports or routing information exchanges between MHs and the AP. When a
suitable relay node is found for a MH, such information can be delivered from
the AP to this node and the relay node just found with the same mechanism
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of periodical reports or routing exchanges. Consequently, if a mobile host, say
can find a relay node suggested by AP, it will not deliver its data to AP

directly. Instead, will try transmitting its data via the relay node, say
to obtain a higher data rate. Otherwise, the transmission will be direct.

This is exemplified in Fig. 3, where the transmission ranges with corre-
sponding data rates are drawn based on the measure data given in Fig. 1. In
this figure, at the fringe of MMI-WLAN is the sender while the destina-
tion may be AP, or some other node in the network (not shown). In Fig. 3(b),

uses as its relay node to AP, which provides a higher overall data
rate. Whereas, in Fig. 3(a), directly transmits data to AP at only 6 Mbps
data rate without the aid of a relay node.

Control Message Flow

Fig. 4 illustrates the RAAR time-line for transmission of data packets. In
principle, this is the IEEE 802.11 fragmentation mechanism extended for the
incorporation of relay nodes. As the IEEE 802.11 standard, each frame in
RAAR contains information that defines the duration of the next transmission.
The duration information from the RTS/CTS frame is used to update the NAV
to indicate that the channel is busy until the end of ACK0. Both DATA/FRAG0
and ACK0 also contain information to update the NAV to indicate a busy chan-
nel until the end of ACK1. This continues until the last fragment which carries
the duration ending at the last ACK. The ACK for the last fragment has the
duration field set to zero.

As shown above, the control flow indeed follows the same principle of the
IEEE 802.11 fragmentation mechanism, and eliminates unnecessary RTS/CTS
exchanges to improve the network throughput. That is, in contrast to the di-
rect implementation of IEEE 802.11 4-way handshake, we let the relay node,

forward DATA/FRAGs from the sender, to AP without the ex-
change of RTS/CTS in advance. This can improve the network throughput
because at the very beginning, and AP have reserved the channel using
RTS/CTS transmitted at the base rate. Consequently, the relay node,
has no need to reserve the channel for and AP again, which obviously
would waste bandwidth for the same transmission.

Traffic and Channel Conditions. There are some issues which arise while
using the RAAR protocol. These issues mainly revolve around the behavior of
the sender, In general, should calculate the overall transmission
time based on its own data rate, and the relay node’s data rate, sug-
gested by AP, to determine whether or not this transmission should go through
the relay node. If so, will estimate the distance between itself and the
relay node using information provided by AP, and select a modulation scheme
for error free transmission to the relay node.
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However, such estimation may be incorrect due to mobility or channel con-
dition change, and consequently, with the modulation scheme just chosen, the
data frame could be received incorrectly by AP. In this case, when expecting
a new arrival from the relay node after RTS/CTS exchange, AP estimates its
ACK time for this frame as well, and if the time expires without receipt of the
expected frame, AP can send a NACK to explicitly inform of this failure.
As a result, after obtaining the negative acknowledgement, sends the fol-
lowing frames to AP directly, with data rate and the protocol reverts back
to a degraded version of this method, as discussed in the next section.

3. Throughputs of IEEE 802.11 MAC, RAAR and
D-RAAR

In the MMI-WLAN, multiple nodes located in multiple regions, using the
common wireless channel of IEEE 802.11 PHY are usual cases. In this envi-
ronment, we first examine the performance anomaly problem of IEEE 802.11
MAC indicated in [4]. Then, we show how this problem can be solved with a
degraded version of RAAR. Finally, we demonstrate the capability of RAAR
that can further increase the system throughput beyond the solution of D-
RAAR. These analytical results are further verified with the simulation results
of GloMoSim [9], which is a scalable simulation environment for wireless and
wired networks based on PARSEC [10].

IEEE 802.11 performance anomaly

Consider that in a M-region MMI-WLAN, mobile hosts in each region
are ready to transmit an uplink frame with UDP data payload using

PHY mode with transmit power In this environment, with the IEEE
802.11 MAC, the total time expended by a MH in transmitting a data-
gram will be

where denotes the data transmission time for a node in using
modulation scheme represents the constant overhead,

and denotes the contention

window time, In this win-

dow time, is when
and becomes  when K denotes the maximum
number of retransmission, and presents the collision probability in the
network, and is now obtained with simulations of GloMoSim.

1 is the minimum contention window size, is the maximum contention window size,
and aSlotime is the slot time.
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With these, we can analyze a node’s throughput by considering that the
channel utilization of a node in is the ratio between the time to send one
packet and the time during which all other mobile hosts transmit once with
possible collisions. Because the channel access probability of CSMA/CA is
equal for all mobile hosts, the channel utilization factor of a node in can be
calculated as

where denotes the number of nodes in Given that and UDP data
payload, the node throughput in can be obtained with

It can be readily seen in the above that no particular terms with regard to
the are involved in the final formula, which implies that a node located
in an inner region and using a higher rate to transmit data obtains the
same throughput as a node located in an outer region and using a lower rate
for the same data. Contrary to all expectations of the multiple-rate PHY, this
result exhibits the fact that a higher data rate does not bring the throughput
higher than the others if it competes with a lower rate. This can be regarded
as a performance anomaly problem, and its reason is clearly shown in Eqs.
(3) and (4): when only one packet can be transmitted with whatever rate, the
equal long term channel access probability leads to the same throughput for all
nodes.

Solving The Performance Anomaly Problem of IEEE 802.11
MAC with Degraded RAAR

The basic approach to solving the performance anomaly problem in IEEE
802.11 MAC is to use the same base data rate to send multiple back-to-back
data packets whenever the channel is held. This is the so called base-rate time
share given in Eq. (1) at the very beginning, and it is indeed the core concept of
OAR [2] and AAR [3]. However, the focus of these methods is on the oppor-
tunistic performance gain when the channel quality is good for transmission,
not on the solution of the anomaly problem.
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In our work, D-RAAR aims at both getting the opportunistic performance
gain and solving the anomaly problem together when RAAR’s relay scheme
can not work at that time. That is, when no relay nodes can be found or when
a given relay node is missed due to mobility or channel condition change, a
sender locating in will use the modulation to transmit multiple back-
to-back packets directly to AP, if the channel condition is allowed (referring to

Fig. 5). In this case, a MH can transmit the number of back-to-back

packets, i.e., the number of packets to AP. In above,

denotes the transmission time of UDP data payload using the
basic rate with the slowest modulation scheme, 1, and denotes the
transmission time for the same payload in D-RAAR, which can be obtained as

(referring to Fig. 5).
We now estimate the D-RRAR’s throughput by analysis. Consider that a

mobile host locating in is ready to use the modulation scheme to trans-
mit UDP data payload to AP directly when no relay nodes can be found
at that time. Based on the base rate adopted in the MMI-WLAN, the overall
transmission time can be calculated as

Under the same consideration that the long term channel access probability is
equal for all nodes, in D-RAAR, the channel utilization factor of a node in
can be

Replacing in Eq. (4) with in above and considering the overall
transmission time of D-RAAR, the resulted equation leads to the fact that in
spite of the utilization factor, if multiple packets can be transmitted in a basic
slot-time, the node throughput of D-RAAR can increase by several times when
compared with IEEE 802.11 MAC. That is,

Note that if the value of the denominator is similar to that of IEEE 802.11
MAC, in the numerator in fact represents the gain factor that D-RAAR
can increase on the throughput.
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Throughput Analysis of RAAR

As shown above, if the performance-gain factor of  D-RAAR, can be
larger than 1, the MMI-WLAN’s throughput can benefit from only D-RAAR.
However, with the degraded method, nodes in the outer regions may not enjoy
such performance gain much since the rates that can be obtained there are only
marginally larger than the base rate in usual cases. Accordingly, RAAR pro-
vides suitable intermediate nodes for relaying data to AP, and further increases
the throughput of these nodes, as analyzed below.

At first, the overall transmission time in the multiple node environment can
be obtained with

where represents the number of multiple back-to-back packets that can

be obtained with RAAR, given by or and
denotes the data transmission time when the relay node is involved. Referring
to Fig. 4, this time can be obtained with

where and de-
note the transmission time of this packet from the sender to the relay node and
that from the relay node to the AP, respectively.

Given this time, in RAAR, the channel utilization factor of a node in can
be obtained with

Accordingly, when considering packets delivered in the basic slot-time,
the node throughput of RAAR in can be estimated by

Throughput Comparison of IEEE 802.11 MAC, D-RAAR,
and RAAR

In this subsection, the analysis indicated in the previous section is verified
and its results are further confirmed with simulations of GloMoSim. With
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both analysis and simulation, we exhibit the possible performance benefit of
D-RAAR and that of RAAR.

The environment under consideration is shown in Fig. 6, wherein five nodes
are located in each region, and in total eight regions are taken into account in
the MMI-WLAN according to the IEEE 802.11a measure data shown in Fig.
1. For simplicity, no nodes change their regions in the run time and a suitable
relay node can be found when a sender want to delivery its data to AP. With
this scenario, the methods under consideration are analyzed and simulated, and
their results are given in Fig. 7.

Fig. 7(a) shows the node throughputs in with RAAR, and those in to
with IEEE 802.11 MAC, for different sizes of UDP data payload. It can be

seen from both analysis and simulation that IEEE 802.11 MAC results in the
same throughput in spite of a node’s location, which is the so-called 802.11
performance anomaly problem indicated previously, while RAAR significant-
ly improves the node throughput in the outermost region, as expected. Fig.
(7)b shows the node throughput obtained with D-RAAR for different sizes of
UDP data payload. Obviously, D-RAAR gives nodes in inner regions higher
throughput than nodes in outer regions, fully utilizing the capability of multi-
rate IEEE 802.11a PHY. Finally, Fig. (7)c shows the node throughput obtained
with RAAR in the outermost region, For comparison, the theoretical re-
sults of all regions and simulation results of with D-RAAR are also given.
It is readily observable that the node throughput of is significantly im-
proved by RAAR. This confirms our argument that, even though D-RAAR can
transmit multiple back-to-back packets when nodes near AP, in the outermost
region, such a degraded method can provide at most one packet with the
lowest data rate, 6 Mbps. In such situation, RAAR shows its capability most
remarkably.

Given the results in Fig. (7)c, the question arises that, in addition to the out-
ermost region, how many other regions can benefit from RAAR. To answer this
question, we extend the experiment in Fig. (7)c to collect not only D-RAAR’s
results, but those of RAAR for each region and each UDP payload size. These
experimental results are now shown in Fig. 8. As shown in Fig. (8)a, the
performance-gain-factor ratio, is larger than or equal to one
in to for most data payload sizes, which implies the possible throughput
benefits existing in these regions. This is confirmed in Fig. (8)b, which shows
the corresponding ratios between the RAAR’s throughputs and the D-RAAR’s
throughputs. For example, the value of 3 for payload size of 2000 bytes indi-
cates that the RAAR’s throughput can be 3 × that of D-RAAR, in the outermost
region. Apart from this most remarkable example, other values larger than 1
can be also seen from to for most payload sizes.

These results suggest that the node throughput can benefit from RAAR
when nodes are located in an outer region of the MMI-WLAN. In particular,
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the outermost four regions are preferred when using the measure data given
in [1]. With this evaluation scheme, we estimate which regions can benefit
from RAAR, and except for IEEE 802.11a, the same evaluation scheme is also
considered to be applicable to other multi-rate 802.11 PHY. This would be an
interesting possibility for future research.

4. Conclusion
In this paper, we introduce the Relay-Based Adaptive Auto Rate protocol,

which can find a suitable relay node for data transmission between transmit-
ter and receiver. RAAR can dynamically adjust a node’s modulation scheme
to achieve its maximal throughput regarding the transmission distance and the
channel condition. When mobility and channel condition changes cause the
relay node’s information to be out of date, RAAR reverts back to a degraded
version of this method, namely D-RAAR, to transmit multiple back-to-back
packets directly from the sender to AP without the aid of a relay node. Ex-
periment results indicate that with this scheme, significant improvement on
throughput can be achieved for nodes located at the fringe of the AP’s trans-
mission.
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Abstract This paper presents a simple mutual exclusion algorithm for ad hoc mobile net-
works. Our algorithm does not use the token circulation technique. A station
which requests a Critical Section (CS) competes in order to be alone to use the
unique channel dedicated to this CS. To reach this goal, we derive a Markov
process which guarantees that each station will enter the CS. More precisely, we
show that, in presence of collision detection, n/ln2 broadcast rounds are neces-
sary in the average case to satisfy n (n unknown) stations wishing to enter the
same CS.

Keywords: Mutual Exclusion , Ad Hoc Mobile Networks, Wireless Networks.

1. Introduction

Nowadays, the research in Mobile Ad hoc NETworks (MANET for short)
is attractive and desirable, due to the development of wireless networks and
personal communication ([Bose et al., 1999], [Chlebus et al., 2002], [Garg
and Wilkes, 1996], [Hayashi et al., 2000], [Lakshdisi et al., 2001], [Lin and
Stojmenovic, 2001], [Malpani et al., 2000], [Malpani et al., 2001], [Myoupo,
2003], [Myoupo et al., 2003], [Vaidya et al., 2001]). Mobile ad hoc networks
are formed by a collection of mobile wireless nodes. Communication links
form and disappear as nodes come into and go out of each other communica-
tion range. Such networks have many practical applications, including home
networking, search-and-rescue, and military operations. We assume that criti-
cal sections are disseminated in the network : some stations can be dedicated or
specialized to collect or to give some information concerning the characteris-
tics of the network. We can consider a rescue ad hoc network for example. One
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of its station can be dedicated to centralize the material damages collected by
all stations. Another one can be specialized in the collection of medical infor-
mation and so on. A unique channel is assigned to each dedicated station. It is
used by the other stations to send or to receive the needed information. So the
access to a dedicated station can only be done in mutual exclusion way. More
precisely, a station which desires to send or to receive an information from a
specialized station, through a channel may compete in order to be alone to
broadcast in Therefore, the access to one of these dedicated or specialized
stations is considered as a Critical Section (CS) in the mobile network.

1.1 Related Works
Intuitively, one can believe that a mutual exclusion algorithm for ad hoc

networks can be obtained by a simple adaptation of a mutual exclusion algo-
rithm for wired networks. But it is not obvious due to the permanent change
of the topology of the network in a MANET. Token-based mutual exclusion
algorithms provide access to CS through the maintenance of a single token
that cannot simultaneously be present at more that one station in the network.
Only the station holding the token can enter the CS. From this token consid-
eration, we can quote first the work of Raymond ([Raymond, 1989]) in which
the requests are sent over a static spanning tree of the network, toward the to-
ken holder. Chang et al ([Chang et al., 1990]) extend the previous algorithm
by inducing a token oriented Directed Acyclic Graph (DAG) for the search of
the token holder. Next, Dhamdhere and Kulkarni ([Dhamdhere and Kulkarni,
1994]) showed that the algorithm of Chang et al ([Chang et al., 1990]) can
suffer from deadlock and brought a solution to this problem by assigning a dy-
namic changing sequence number to each node yielding a total ordering of sta-
tions in the network. Recently J.E. Walter et al ([Vaidya et al., 2001]) proposed
a token-based mutual exclusion algorithm, for a MANET, which combines the
ideas from ([Dhamdhere and Kulkarni, 1994]) adapted to a mobile environ-
ment. They use the partial reversal technique introduced in [Bertsekas and
Gafni, 1981] to maintain a token oriented DAG with a dynamic destination.
Their approach induces a logical DAG on the network, dynamically modifying
the logical structure to adapt to the changing physical topology in the ad hoc
environment.

1.2 Our contribution
This paper presents a distributed mutual exclusion protocol obtained from a

Markov process. Our approach does not use a token circulation technique. It
guarantees that each candidate for a CS will be satisfied. We give the average
number of broadcast rounds necessary for n stations, n unknown, to enter the
same CS. Our idea is to construct a splitting process which yields a random
binary tree. With the help of the probabilistic divide-and-conquer technique,
we derive a single hop protocol which requires / ln 2 broadcast rounds in
average case. Where ln is the logarithmic function in basis e and n is the
number of stations wishing to enter the same CS.
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The rest of this work is organized as follows: the environment considered in
this work is presented in section 2. In section 3 a simple single-hop protocol is
presented, and its performance is obtained with the help of average case anal-
ysis. Section 4 contains brief comments on experimental results. Concluding
remarks end the paper

2. Basic definitions

An Ad Hoc Network is a set S of N radio transceivers or stations which can
transmit and/or receive messages through a set C of k channels (a MANET(N,
k) for short). The time is assumed to be slotted and all stations have a local
clock that keeps synchronous time. In any time slot, a station can tune into
one channel and/ or broadcast on at most one channel. A broadcast operation
involves a data packet whose length is such that the broadcast operation can
be completed within one time slot. So, in the MANET with collision detection
(CD for short), the status of an n-station MANET channel is :

NULL: if no station broadcasts on the channel in the current slot,

SINGLE : if exactly one station broadcasts on the channel and

COLLISION : if two or more stations broadcast on the channel in the
current time slot.

Also, all communications are performed at time slot boundaries, i.e. the dura-
tion of broadcast operations is assumed to be sufficiently short.

1 Let us consider N stations which communicate by message passing over
a wireless network through k distinct communication channels. Each
station runs an application process and a mutual exclusion process ( to
get a resource) that communicate with each other to ensure that the sta-
tion cycles between its REMAINDER section (not interested in the CS),
its WAITING section (waiting for access to CS), and its CRITICAL sec-
tion. Only the station which broadcast yields a single status of the
channel executes the CS. When leaving the CS, it broadcasts in the
unique channel to inform the other stations that they can compete to en-
ter the CS.

2 We suppose that n is the number of candidates for entering the same
critical section. It is clear that

3 The system is a single-hop network.

We assume that critical sections are disseminated in the network : some sta-
tions can be dedicated or specialized to collect or to give some information
concerning the characteristics of the network. For example we can consider a
rescue ad hoc network . One of its stations can be dedicated to centralize the
material damages collected by other stations. Another one can be specialized in
the collection of medical information and so on. A unique channel is assigned
to each dedicated station. It is used by the other stations to send or receive the
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needed information. So the access to a dedicated station can only be done in
a mutual exclusion way. Therefore these specialized stations are considered as
resources by the others. More precisely, a station which wants to send or to
receive an information from a resource station through a channel, say may
compete to be alone to broadcast in Therefore, communications with all
these dedicated or specialized stations are Critical Sections (CS).

3. A single-hop mutual exclusion algorithm
Here, S is the set of stations which require access to the same critical sec-

tion, say First, we give a procedure that can split randomly the set S of
stations into two non-empty subsets, say Each station is assumed to
have the computing power of small laptop such that they can generate random
bits and store few data. The time is slotted. The following procedure is an
implementation of Bernoulli process where the protocol Single-Hop Ex-Mut
below randomly partitions a given set S (for example the initial set of stations),
into two subsets and The process is repeated until there is two non-
null parts. Each station has a counter initialized to zero and runs the following
protocol in order to enter in

3.1 Processing an example

We begin this section by presenting an example of MANET(5, 1) in figure
1 will help to understand the basic idea our approach. In this figure, we sup-
pose that the protocol works first with the most left branch until its leaves are
reached. Then, it goes backward working again in the most left branch with
nodes containing more than one station, and so on. This process is recursively
done until the leaves of all branches are considered.
In figure 1, the number of stations that have chosen the same bit are indicated
in the nodes. The stations which have chosen bit 1 are on nodes of the right
sub-tree. Those which chosen bit 0 are in the nodes of the left sub-tree. The
numbers in bold around the node means a step of our example. Before talking
our example, we first give a brief description of our algorithm. The set of sta-
tions is recursively partitioned into two subsets and Each station owns
a counter. All counters are initialized to 0.

1 A station has the right to broadcast in the channel only if it is in and
if its counter shows 0.

2 A station in can broadcast only if the status of channel is either Single
or Collision and if its counter shows 0 and if is empty.

3 If is empty and is not empty then the stations of which counter
show 0 move in

4 After the random choice of a bit from set {0, 1}, if (if collision status)
and (if collision status) are not empty, then the stations in increase
their counters by 1.
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5 If there are two consecutive single status of the channel, then each station
in decreases its counter by 1.

6 If the status of the channel is single, then the station which has broad-
casted executes its CS.

We are now in a position to process our example :

Step 1 : Initially the five stations broadcast in the unique channel, ob-
viously with collision. Then, each of them chooses a bit in {0, 1} at
random. Three of them choose bit 1 (set and two bit 0 (set Each
station of increments its counter by one.

Step 2 : The three stations in broadcast in the unique channel and
obviously with collision again. Each of them, again chooses a bit in {0,
1} at random. Two of them choose 1 and one chooses bit 0
The unique station in executes its CS.

Step 3 : None of the two stations in chooses bit 1. Hence

Step 4 : Since then

Step 5 : One station of chooses 1 and the other bit 0. Therefore the
status of the channel is single. Then only station in executes its CS.

Step 6 : The unique station in which counter shows 0 moves in
and broadcasts with single status. Then it executes its CS.

Step 7 : We then have two consecutive single status. Therefore each
station in decreases its counter by one. Consequently the counters of
the two stations which went in in step 1 show 0 each. So, they move
in One of them chooses 1 and the other bit 0.

Step 8 : The unique station in executes in its CS.

Step 9 : Since The unique and last station in
finally also executes in its CS.
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Figure 1. Mutual Exclusion on a MANET(5, 1)

3.2 The Algorithm

Now that we have cleared the ideas which guide our motivation, we now
turn to give the procedure that each station must run in order to perform the
mutual exclusion. More precisely a station runs the algorithm which follows:

Procedure Single-Hop-Ex-Mut (INPUT: S, OUTPUT:
1.
2. WHILE two consecutive status of the channel are not NULL (i.e.

AND DO
3. Each station listens to the unique channel while the protocol is running
4. REPEAT

“ WAITING Section”
5. Each station in broadcasts in the unique channel assigned to
6. IF the status of the channel is SINGLE then

BEGIN
the unique station in executes
the stations of which counters show zero move in

END
7. IF the status of the channel is COLLISION then

BEGIN
Each station in broadcasts in the unique channel.
IF the status of the channel is SINGLE then the unique station in

executes
IF the status of the channel is COLLISION then each station in

increments its counter by one
END



A Non-Token-Based Distributed Mutual Exclusion Algorithm for Single-Hop Ad Hoc Networks 293

8. IF the status of the channel is NULL then
BEGIN

IF then all stations of which counters
show zero move in

END
9. Each station in chooses a bit in the set {0, 1} at random.
10. Those which have chosen 1 stay in and those which have chosen

0 move in
UNTIL the unique channel has two consecutive SINGLE status.
The stations of decrease their counters by one. Those which counters
show zero move in

“REMAINDER section”
11. The station which is in the broadcasts a signal on the unique
channel to mean that it is leaving the
The effect of this message is to inform the stations in that they can
now request the
END WHILE
END Single-Hop Ex-Mut

Consider a subgroup of m stations. The probability of failure of the splitting
process applied on this subset is then given by : So with
probability equals to the procedure Single-hop Ex-Mut subdivides
the initial set of stations into two non-empty subsets of stations. At the end of
the repeat-until loop, each station can determine if whether

1 it is the only one that selected the bit 1, in this case the status of the
channel is SINGLE or

2 there are at least two stations that selected bit 1, in this case the status of
the corresponding channel is COLLISION. A station which broadcast
yields a single status has the right to enter its CS. Since the power of
stations allow us to store the status of the channel, only one broadcast
per turn of the “repeat-until” loop in the Single-hop Ex-Mut procedure
is needed to perform the protocol. In other words, our protocol ran-
domly generates a binary-tree-like structure (see figure 1). Concretely,
our principal problem is then to compute the number of passes through
all he internal nodes (nodes of degree > 1), including repetitions which
are exactly the number of broadcast rounds.

3 Note that when the channel is of single status, all stations of wait till
they receive a signal from a station leaving

3.3 The use of a counter in each station
The management of the counter is one of the key points of our algorithm.

The consistency of our approach is guaranteed by the following considerations
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1 each station monitors the channel, and so it knows the status of the chan-
nel at every broadcast round

2 root of sub-tree : in the WAITING section, at level 7 of the procedure two

.

consecutive COLLISION status ( one yielded by the stations of and
the second by the stations of show that after the random choice of
bits 0 or 1, we have and Therefore the node considered
has two non empty sub-trees. The stations of the right sub-tree will enter
the after those of the left sub-tree. Incrementing their counters
indicate the backward processing of our algorithm.

3 decreasing the counter : according to 2. above, decreasing a counter
means that all stations of the left sub-tree have been the It is taken
into account in Level 11 of the procedure.

4 It can happen that no station chooses bit 1. Then with the
condition that must not be empty (see level 8 of the procedure).

3.4 Evaluation of the number of broadcast rounds
necessary for n stations to enter the same CS

In this paragraph, Our goal is to introduce basic methods that are useful
to analyse performance of such protocols. As we said earlier, our approach
generates a binary tree and it is shown in [Flajolet and Sedgewick, 1996] that
such process always ends. However we next show that the average number
of broadcast rounds is given by an absolute convergent Fourier series. Then
proving that the process of splitting always ends will be done.

Theorem 3.1. Let us consider a MANET(N, 1) with CD. Suppose n stations,
request the same CS. The protocol Single-Hop Ex-Mut terminates in

approximately broadcast rounds on the average.

Proof. The goal of this proof is to show that the process of splitting in the
Single-Hop Ex-Mut always ends as stated earlier. It is easy to see that protocol
Single-Hop Ex-Mut generates a random complete binary tree and it terminates
when reaching all the nodes of degree 1. At each step of the protocol, the
probability of splitting a given set of size m can be depicted as in the figure
2. Our idea is similar to the one in [Myoupo et al., 2003]. In the figure 2,
each edge is weighted with which is the probability that a set of m
stations will split into exactly 2 non-empty subsets of respective sizes and

So, the probabilistic model is here a Markov chain (see [Feller, 1957])
where reaching a node of the tree of degree 1 corresponds, now to an absorbing
state (self-loop of the state with a probability equals to 1). If we denote by
the average waiting time to reach an absorbing state (partition recursively n
stations until getting n parts), the computing is classical (cf. [Feller, 1957]) by
means of linear formulae
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where is the probability of a transition from the “state” i to
the “state” Since in our case we have to split sequentially, in their turn,
the two non-empty subsets (containing respectively r and s stations), i.e. to
terminate all subdivisions must be done one by one.

Figure 2. Splitting randomly a given number m into two parts

So, we have simply

Here, and verifies

Now, let us introduce the exponential generating function (see for example
[Comtet, 1974] for more details)

In formula (4), the average number of broadcast rounds, is given as the
coefficient of of the power series Recall that if is a polynomial,
the notation gives the coefficient of This notation applies to
our function and the average number of broadcast rounds is then

Replacing in (4) by its expression from the formula (3), we obtain the
following linear functionnal equation :



296 Mellier, Myoupo, and Ravelomanana

First terms are given below

Thus, the coefficient is then the number of average broadcast rounds needed
to initialize 5 stations. Successive iterations of (6) lead to

When expanding the exponentials, we have

As, we have

splitting the right hand side of (8), one can legitimate the use of (9) and we
have

Note that Mellin transforms methods, see for instance [Knuth, 1973] and [Fla-
jolet and Sedgewick, 1996] for more details, are well suited for asymptotic
estimates of coefficients of linear functionnal equations like (6). Here, it gives
an additional fluctuating and periodic term where P is an absolute con-
vergent Fourier series of variations In [Knuth, 1973], Knuth derived
explicit expressions of the fluctuating term. Note also that, So
there are 44% “waste of broadcast rounds”.

4. Experimental results

This section presents graphics on the evolution in time of the variation of
the number of stations which request the CS. The irregularities of the slopes of
these curves are due to the random choice of it 1 or 0.
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Figure 3. Mutual exclusion for 100 sta-
tions : two attempts

Figure 4. Mutual exclusion for 1000 sta-
tions : two attempts

5. Concluding remarks

In this paper we considered a MANET (N, k) from which we derived a
distributed mutual exclusion protocol from a Markov process. Our approach
does not use a token circulation technique. However it guarantees that each
candidate for a CS will be satisfied. The performance of our protocol in terms
of broadcast round is evaluated. More precisely, it requires            broadcast
rounds in average. Where ln is the logarithmic function in basis e and n is the
number of stations wishing to enter the same CS. An interesting challenge is to
derive a k-mutual exclusion protocol in a MANET from our approach. In our
approach, we assume that confidential data items are encoded. The reader may
argue that the use of token as in [19] guarantees more confidentiality of data
items to be broadcasted. It is not always true, because it is well known that
hijacking data items broadcasted in an air channel is easy to realize. Therefore
even with the use of token the confidential data items must be encoded. Finally,
a station can execute its CS as many times as its needs : after it has left its CS,
it waits until it hears two consecutive NULL status of the channel. Then it runs
the Single-Hop-Ex-Mut.
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Abstract In Mobile Ad Hoc Networks (MANETs), each node has the capacity
to act as a router. The performance of the MANET relies on how well
the nodes perform this function. In simulations, the receipt of a Route
Reply (RREP) packet is evidence that the associated link is reliable, but
in the real world of wireless links, it is not. Thus a node often has to
decide whether the RREP indicates a reliable link or is due to an outlier in
the distribution of received power. If the node accepts an atypical RREP

when the link is not reliable, the subsequent attempt to communicate
will fail. On the other hand, if it rejects a representative RREP, it will
fail to use a reliable link. This paper examines this selection problem
using a stochastic model of link behavior and explores some techniques
that may be used to deal with the situation.

Keywords: MANET routing; wireless propagation; multipath fading; stochastic
models; decision rules; power averaging.

1. Introduction
In a Mobile Ad Hoc Network (MANET), each node has the ability

to act as a router, permitting adaptable multihop communications. Al-
though simulations show that MANET protocols can support nets con-
taining hundreds of nodes, practical considerations limit most implemen-
tations to five or fewer mobile nodes [1–4]. A significant cause of this
disparity is the stochastic nature of wireless links. This paper describes
this nature, demonstrates how it affects MANETs, and summarizes some
promising directions for future study.

In this paper, Section 2 describes the basic problem, presents two
test scenarios, and develops the basic evaluation measures. Section 3
outlines several strategies to deal with the problem and estimates their
effectiveness. Section 4 presents a simulation of the impact of combining
two particular strategies: unicast route replies and multiple attempts
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Figure 1. Field Measurements of Signal Levels from [5]

at the link level. Finally, Section 5 summarizes, draws conclusions, and
outlines future work.

2. A Fundamental MANET Problem

As illustrated in Figure 1, wireless signals are subject to fine grained,
high magnitude fluctuations which may cause two detrimental events:

1 A packet may be dropped over a reliable link, and

2 A packet may be received over an unreliable link.

This phenomena certainly impacts stub and cellular networks. However,
in MANETS, it creates much more severe problems because , in addition
to Event 1 causing data packets to be lost, the occurrence of either event
may impact the stability of the MANET’s routing mechanism.

Event 1 is liable to cause a node to conclude that a current route is
no longer usable, when it actually is. The resulting unnecessary route
search significantly reduces performance. A more serious difficulty arises
when a node receives a route reply (RREP) over an unreliable link due to
Event 2. This may cause the node to conclude that the link is reliable
and to include it in the selected route. When the unreliable link fails,
a new search becomes necessary, which degrades performance further.
Not only that, the new search creates another opportunity for Event 2
to occur. This has proven to be a serious problem in the field [1, 2, 4).
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In most MANET simulations and analysis, it is assumed that receipt
of a RREP over a link is proof that it is reliable. However, in the real
world, receipt of a RREP could indicate either a reliable route or that
Event 2 has occurred. Thus, when a MANET node receives a RREP from
another node, it is faced with a dilemma. If it chooses to use a link which
is, in fact, unreliable, the subsequent attempt to transfer information will
fail. On the other hand, if it rejects a link that is actually reliable, an
opportunity to transfer information will be lost.

Because whether a node accepts or rejects a particular RREP, it may
make a serious error, the performance of a MANET will depend greatly
on how well each node guesses which links are reliable and which are not.
Failing to account for this dilemma in protocol design will generally lead
to poor performance in the “real world.” Therefore, the manner in which
this guessing occurs is an important MANET design consideration. This
paper explores this dilemma as well as several methods to deal with it.

A Simple Stochastic Link Model
There are a number of models which can predict the average

received signal strength as a function of distance [5–7]. In this paper, it
is assumed that power decreases exponentially with distance. Thus,

where is a reference distance, is the average power measured at
and is the rate of exponential decay. Assuming there are no other

nodes transmitting in the vicinity, interference would be minimal and the
probability of reception would be mainly a function of received power.
In addition, letting the the minimum amount of power for
reliable reception, means that is the nominal range. Finally, it is
assumed that a typical value [6, 7].

Given any model to predict the fine grain variations in received
power can be represented as a stochastic process. This variability is
chiefly due to effects of fading and shadowing, together with some other
effects not completely understood [5–7]. Because multipath fading can
cause signals to be stronger, as well as weaker, than expected, it plays
a primary role in the occurrence of Event 2. There are several common
multipath fading models. In this paper, the Rayleigh model is used.
Although simple, this model is realistic [1, 5–7] and will serve to illustrate
the fundamental difficulties induced by multipath fading.
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Figure 2. Synthetic Trace Generated by Eq. (5)

If Rayleigh fading is in effect, the probability that instantaneous re-
ceived power is at least would be:

Substituting Eq. (1) into (2) leads to:

Finally, the probability of reception is:

To demonstrate the ability of this model to predict field measurements,
a simulation was run in Scenario 1.

Scenario 1. This is a simple test in which a transmitter is initially
5m away from a receiver and then moves at a constant rate of 0.5m/s
until it is 100m away. This scenario demonstrates the nature of reception
over a range of separation distances. It is similar to tests in [1] and [5].
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The inverse transform of Eq. (3)

was used to generate random received power levels. Here is a random
number uniformly distributed on (0,1) and is a random instance
of received power. In this test, the transmitter sent one 1024 bit UDP
packet each second. Power was adjusted to give a mean response similar
to that in [5]. Figure 2 shows the simulated received power levels that
resulted. The variation in these values is very similar to that in Figure 1.

Evaluation Model

The impact of each strategy discussed in the following section will be
estimated in the context of Scenario 2.

Scenario 2. The layout for this scenario, shown in Figure 3, was
inspired by a field test conducted in [2], except that in this scenario none
of the nodes move. The task is for Node A to find a route to Node B.
The nominal range is 50m. Also there are no other nodes in the vicinity.
Assume the routing protocol seeks routes on demand and will select that
route with the fewest number of hops. Note that if the originating node
had perfect knowledge, it would choose the AXB two-hop route. This
scenario, therefore, focuses on the impact of uncertainty.

As each strategy is introduced, the probability of selecting the better
route and the probability of successfully transmitting five data packets
are estimated analytically. Let the probability of a control packet being
received over either link AX or XB be and that for Link AB be
The three possible ways in which Node A could receive a RREP are listed
in Table 1. This table also states their probabilities in terms of and

From Eq. (4),

This leads to the values listed in Table 1.

Figure 3. Relative Position of Nodes A, B, and X in Scenario 2
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In the cases that follow, for Case let denote the probability
of selecting the more reliable AXB route and be the probability that
a five-packet message will be transmitted successfully.

Case 1: Baseline. It is assumed that Node A will accept a RREP

from either B or X, regardless of the route the RREQ followed. Hence,

Thus, the poorer route will be selected about 25% of the time. Under
the simplifying assumption that is independent of packet size, and
ignoring the various delays associated with route searches,

Although this baseline model is not very good, it serves to illustrate the
basic computations. The following section discusses possible improve-
ments on this simple protocol.

3. Some Strategies to Deal with Fading

This section discusses five general approaches that can help reduce
the severity of this problem, organized by OSI level.

The MANET Protocol
Two possible MANET protocol modifications are unicasting RREP

packets and specifying a minimum reliability.

Case 2: Unicasting rrep Packets. A simple improvement to the
basic protocol is to require that RREPs be unicast back to the node from
which the RREQ came. This simple change has been implemented in a
number of protocols [8, 9]. Requiring that the RREP be unicast back to
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the source eliminates the third possibility in the baseline scenario. Thus

Although this improves appreciably, it only increases to about
0.107. However, combining this strategy with other strategies leads to
further improvement. This will be explored further in Section 4.

Case 3: Minimum Reliability Criterion. Another approach is to
include a minimum reliability value in the RREQ. In this scheme, nodes
continually estimate the probability that they will be able to communi-
cate with their one-hop neighbors. If Node B knows that its link to A is
not sufficiently reliable, it would not reply to a RREQ from A, even if it
receives one. A simple rule could be that unless two packets from A are
received in a row, do not reply, but other rules are possible. The strategy
of having nodes curtail their RREPs reduces the consequences of Event
3 and the number of RREPs on the channel. The primary disadvantage
is that this requires some pre-existing traffic to work.

It is difficult to state how this would impact the probability of success,
since it depends on the method chosen to estimate reliability. However,
assuming the simple two-in-a-row rule, the probability of two successes
in a row AB link is For the AXB path, the probability of
two successes is So, and

The Link Level

A common strategy in wireless nets is to retry packets at the link level
up to some limit (R) times before reporting a failure to the higher levels.

Case 4: Up to R Retries. If a packet will be sent up to R times,
there will have to be R + 1 failures in a row before the MANET layer is
advised of the failure. In each attempt, there could be a failure in the
packet transmission or in the receipt of the ACK. Thus, the probability
of success on a single link is:

where is the probability of success for a single attempt. Note that
this assumes that the transmitter will wait for an ACK after the last
attempt. That is, the case in which R = 0 is not the same as in Case 1.

Key probabilities are listed in Table 2 in Scenario 2 for several values
of R. Note that while increases with R, the probability of Event
2 also rises. As a consequence, decreases. In addition,
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seems to peak around R = 4. However, there are other detrimental
effects, such as an increase in the number of packets attempted and
mean packet delay, which influence the optimal choice of R. The impact
of these factors will be explored in further in Section 4.

The Physical Layer

The layer with the greatest knowledge of what is happening is, of
course, the physical layer.

Case 5: Power Averaging. In [1], the authors employed an expo-
nentially-smoothed average of received power to estimate the reliability
of the link. In such a scheme, the estimate of average received
power, is denned to be:

where is the observed power level and is the expo-
nential smoothing parameter. This average is equivalent to a weighted
average of all observations to date, with greater emphasis on the most re-
cent [10, p. 594], reducing the impact of node movement on the estimate.
The expectation of is E[P] and its variance is

Let and the minimum threshold for a usable link be
where F is a factor chosen to improve the chances of reception on a

selected link. Here, let F = 1.05. Approximating by a normal random
variable with mean and standard deviation
equal to yields a probability of about 0.945 of accepting
the AX or XB links and about 0.134 of selecting AXB. Combining this
with the probabilities of receiving RREPs, leads to and

The effectiveness depends on a number of technical factors,
such as bandwidth and rate of node movement [1].

Case 6: hello Messages. A major problem with reliability esti-
mation and power averaging is that one must have traffic present. Most
wireless networks employ HELLO messages to establish the degree of local
connectivity. Unfortunately, due to differences in data rate and packet
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size, one cannot directly infer reliability for message packets from that
of HELLO packets [2]. However, this is not the case for power averaging.
Thus, one can estimate receive power (or SNR) with any packet. The
main difference is that if each HELLO packet generates a single estimate
of  then data and other longer packets should generate more estimates.

HELLO packets have another advantage for power averaging. Because
HELLO packets are transmitted on a schedule, the receiver can detect
missing HELLO packets and use that information to generate more ac-
curate estimates of the average received power. Alternatively, one can
simply count the number of HELLO  messages received with or
some other critical value that would indicate proper reception of data
packets. This would reduce the need to estimate power levels, reducing
the computational load.

This approach requires each node to estimate and store link reliability
values, even if that link is not needed. However, HELLO messages are
very short and this need only be done in the one-hop neighborhood. The
information is propagated to others by the simple means of not replying
to RREQs from nodes sharing unreliable links. Since HELLO packets are
normally send only when other traffic is not present, they would only be
useful at very light loads in Scenario 2. However, they would be more
useful in larger nets.

4. Simulation Analysis

There are some effects that were not considered in the Section 3.
In this section, the combination of unicast RREPs and retries at the
link level are explored by means of simulations. These simulations are
performed in OPNET1 using a modified wireless lan model in which the
exponential decay factor is 3 and Raleigh fading is employed. Details of
this modification are in [11].

Figure 4 illustrates the impact of retries for R = 0, 2, and 6 in Sce-
nario 1 with a generation rate of 10 packets/s. The dotted line is the
performance predicted by by considering only Note that while in-
creasing R can increase reliability on to nearly that predicted by
the non-fading model, large values of R also increase the probability of
Event 2. However, this analysis is at a very light load and does not con-
sider such things as the impact of the repeated transmissions of failed
packets.

Figure 5 shows the relative throughput for a range of offered loads in
Scenario 2 using unicast and several values of R on a one Mbit channel.
The MANET protocol is AODV. Here the relative offered load is the
ratio of the number of bits in data packets received to that of data
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Figure 4. Simulated Effect of Range and the Number of Retries on Throughput

packets sent. The simulation consisted of two replicates, each consisting
of a 500 second run for each value of offered load and R. The replicates
were consistent with each other, roughly indicating sufficient run length.
The values Figure 5 are the averages from the two replicates.

The results indicate that while having some number of retries im-
proves performance, having too many is also detrimental. This is likely
because of the increased utilization of the channel due to the multiple
transmissions. It appears that for this particular situation, Either R = 1
or R = 2 is indicated. The smaller value yields lower overall throughput,
but more consistency, while R = 2 brings higher performance at the cost
of less stability. It also appears that an offered load of more than 10%
of channel capacity will sharply decrease relative throughput and that
the best one can expect in this configuration is between 70% and 80%
of the packets to get through. This agrees with results in [2].

5. Summary and Conclusions

When searching for routes, a MANET node can make two sorts of
errors: 1) rejecting a reliable link on the basis of an unusually weak
signal and 2) accepting an unreliable link on the basis of an unusually
strong one. Although either error has significant consequences, because
it may lead to the need for a new route search, the second is more
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Figure 5. Effect of the Number of Retries on Throughput

serious than the first. Because the power of a received packet is a random
variable, it is not possible for a node to anticipate, on the basis of a single
packet, how reliable a route is likely to be. It is essential that some sort
of repeated measures be incorporated to achieve acceptable throughput.
The probability of selecting a better path over a shorter, but less reliable,
one under several rules is summarized in Table 3. While some seem to
work better than others, each introduces its own problems and requires
some thought about parameter settings. Additionally, it is likely that
the ultimate solutions to this problem will involve combinations of two
or more basic approaches. For example, in [3] the authors describe an
integrated approach that uses the number of retransmissions as the route
selection metric, rather than shortest-path. This seems promising, if for
no other reason than they have a working MANET containing 29 nodes.

There are many possibilities to consider. Doubtless, the unreliability
problem will be mollified to some degree by technological advances at
the physical and link levels, but there will still be a residual problem
at the MANET level. In the end, however, the most important thing
may be to develop more analytical and computer simulation models that
will permit the consideration of the impact of this high magnitude, fine
grained stochastic link behavior in MANET design.
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Notes

1. OPNET is a registered trademark of OPNET Technologies, Inc.
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Abstract The capacity of multi-hop wireless ad hoc networks is presented extending the cross-
layer model for link capacity in [1]. Two semantics for network capacity are proposed
and discussed. The effect of node location on capacity is analyzed within the context
of the boundary condition and its impact on evaluation of network capacity. The
main focus is on the bottleneck capacity referred to as the “maximum instantaneous
network capacity” (MIC). The metric is intended to characterize the true information
capacity of the network as a whole—reflecting all possible destinations. The opti-
mization problem is shown to be NP-complete and heuristic algorithms are applied
to bound the solution from above. The asymptotic results compare favorably to the
well-known results of the highly abstract model in [2].

1. Introduction

Theoretical models capable of accurate ad hoc network characterization have be-
come increasingly important — robust, efficient and scalable network services de-
pend on understanding the dynamic processes and limitations inherent from these
systems. Interest in applications including wireless sensor networks and ubiquitous
inter-net access underscores the practical importance of understanding fundamen-
tal properties associated with ad hoc network systems (ANS). Capacity bounds and
other invariant performance characteristics are crucial elements required for the
development of future ANS designed to support real-time and other performance
bound applications. A primary obstacle, however, is that ANS exhibit dynamic in-
teractions between entities at different protocol “layers”. Hence, these interactions
must be understood and integrated into performance analysis and network design.

*This work is supported in part by the National Science Foundation under the Faculty Early Career Development
<CAREER> Program: NSF Award ID 0347698
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The objective of this paper is to present the sequel to the authors’ cross-layer
analysis of channel capacity in multi-hop ANS. Specifically, a comprehensive in-
vestigation focusing on two related approaches to the problem of ad hoc network
capacity is presented. The extensibility of the channel model is demonstrated as
the previously developed concepts of “the deferral set” and “the equivalent com-
petitor” constitute the basis for an elegant and novel node-oriented model for per-
formance analysis given ideal channel and quasi-static assumptions [1]. The re-
sults have interesting theoretical and practical significance with respect to future
ad hoc system design—most significant is the parametric model that adapts readily
to different MAC protocols and provides direct insight to network design and con-
trol problems. This is fundamentally different than previous results that are either
too abstract or tightly coupled with specific MAC and routing algorithms. More-
over, under similar constrains the results agree with the well-known bounds in [2],
however, provide more practical information and more optimistic results when the
constrains are relaxed. Future work will generalize the problem as fundamental
limit that is MAC invariant, and present a thorough sensitivity analysis comparing
the results to those in [2].

Existing literature focuses primarily on single-hop scenarios or on fully con-
nected networks. Important contributions exist, however, the failure to capture the
essence of complex cross-layer interactions and the impact induced by multi-hop
environments represent significant shortcomings. With respect specifically to the
network capacity problem much of the current literature focuses on simulation re-
sults or specific routing protocols. Recently, however, important theoretical results
have been reported for multi-hop networks: In [2], the capacity of ad hoc networks
is presented with results based on a randomly selected source-destination pair. A
significant shortcoming of this model, however, stems from its lack of parametric
network characterization. Although the results illustrate multi-hop performance
bounds they are derived from highly abstract models. As such, they lack practical
insight that can be applied to design more effective networks, which is the objective
of cross-layer design. Moreover, the results promote an overly pessimistic vision.
Specifically, by failing to account for the benefits of temporal and spatial diversity,
coupled with the a non-parametric approach a pre-maturely negative tone emerged
in the research community. In contrast, although the assumptions in [4] lack prac-
tical relevance, the authors illustrate how diversity, namely, that provided by node
mobility can improve the network capacity.

One of the difficulties encountered in the present work is the obtuse nature of
the network capacity problem itself. In contrast to channel capacity the defini-
tion of network capacity lacks a universal semantic. The ambiguity, however, is
used to advantage, namely, by engaging in multiple interpretations more insight
is provided. In this paper, network capacity is interpreted in two ways, namely,
as (1) “maximum instantaneous capacity” (MIC) and (2) “network saturation ca-
pacity” (NSC). The MIC is the maximum amount of data flow in the network at
any instant given ideal routing and scheduling; whereas the NSC is the sum of the
capacity of all the channels in the network assuming that nodes and traffic are uni-
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formly distributed independent of routing and scheduling algorithms. Both metrics
are important for performance analysis, the first is an upper-bound, whereas, the
second reflects an achievable flow rate under back-logged conditions.

The remainder of this paper is organized as follows: Section-2 presents analysis
of the “network saturation capacity”including characterization and analysis of the
“boundary conditions”. Section-3 presents alternative approaches for estimating
“maximum instantaneous capacity” discussing the merits and shortcomings of each
approach. Conclusions are presented in Section-4 elaborating on the contributions
and limitations of the results.

2. Analysis of Network Saturation Capacity

Without deeper inspection one may mistakenly assume that given an ANS with
uniformly distributed nodes, all the “links” will have same capacity, thus, the net-
work saturation capacity is the product of the channel capacity and the number of
links in the network. Unfortunately, it is not this simple. Node location, for exam-
ple, has a direct impact on network capacity. In order estimate network capacity
with sufficient precision it is necessary to study the relation between the capacity
and node location; one difficulty arises due to the “boundary conditions”.

2.1 Boundary Conditions

Given a network with N nodes, each having neighbors there are
“links”. The derivation for arbitrary channel capacity, is given in

[1]. Several examples of NSC (from simulation using parameters from [1]) are
given in Table-1.The table compares simulation results with the formu-
lation. In all cases the NSC obtained from simulation are greater than
The error increases with increasing node density near the boundary (for a fixed
network radius). The reason is that the nodes close to the boundary of the network
have fewer neighbors, hence, less channel contention. Consequently, in general
links close to the boundary have greater available capacity than those in the center
of the network. The following definition is required to formalize the problem:

Definition 2.1 Let be a random variable that measures the distance from node
to the network boundary. Assume without loss of generality that transmission

is omni-directional and the fixed value r is an accurate estimate of the nominal
transmission range given an ergodic, homogeneous network. The boundary zone
is defined as the doughnut shaped region occupied by all nodes
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The boundary condition quantifies the overestimation of access contention within
the boundary zone. Without loss of generality a circular boundary is assumed for
the geometric analysis. Figure-1 illustrates the “boundary zone”. The arc at the
lower part of the figure is the network boundary, while the dashed circle repre-
sents the “deferral set” zone 1 of node Observe, however, that for nodes in the
boundary zone the physical area covered by the actual deferral set must exclude the
shaded area —  which lies outside the network, hence, contains no active
nodes. To find the conditions for which the error is negligible assume that the area
is occupied by “phantom nodes” that do not produce traffic. The ratio of “phantom
nodes” to N should be small. The question is how small for a desired
precision? First, it is necessary to find the area of the “phantom zone”:

Figure 1. Boundary zone and analysis of boundary condition
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Figure 2. Estimation of phantom zone associated with communicating nodes

where y and z are shown in Figure-1 and can be determined geometri-
cally. Figure-2 illustrates the boundary condition with respect to a pair of actively
communicating nodes (A,B). The “phantom zone” is the union of with the
parameterized triangular region bounded by and which is the portion of
the zone covered by only one of the nodes (referred to as “Modiest” in the equa-
tions). Construct an x,y coordinate system with the x axis tangent to the network
boundary and the y axis perpendicular to the axis at the x coordinate of the node
nearest to the network boundary (node B in the figure). The coordinates of

can be obtained geometrically and the area is calculated as follows:

The overestimation of the “equivalent competitors” [ 1 ] affecting boundary zone
nodes is given by the total number of phantom nodes,

The limits of integration reflect the coordinate system and are chosen with respect
to the location of the node closest to the network boundary. Thus, the other node
must be closer to the center: varies from 0 to to cover all positions of node A in
this region; the distance between nodes A and B is varied from 0 to r reflecting
the uniform distribution of nodes.
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2.2 Discussion

Numerical analysis depicted in Figure-3 shows that when the network diameter
(R) is on the order of 10 or more times the nominal transmission range (r), the
effect of “boundary condition” is less than 1% . This can be regarded as negligible,
thus, the NSC can be approximated by the product of and The analy-
sis illustrates how the location of the nodes affects channel capacity, and in turn
the NSC. Hence, for moderate to large size networks the boundary effect can be
ignored without affecting the accuracy of the NSC.

There are additional parameters that may affect network capacity. The most im-
portant of these include: spatial and temporal variation of the distribution of nodes,
traffic characteristics, the wireless channel and node mobility. A significant advan-
tage of the present model is that the analysis of these factors is facilitated through
probabilistic interpretation of the “equivalent competitor” [ 1 ] and enumeration of
the effects of the dynamics of the aforementioned parameters. Sensitivity analysis
will be included in the extended version of this article.

3. Analysis of Maximum Instantaneous Capacity

The analysis of MIC reflects the bottleneck achievable throughput between any
set of sources and destinations. Given ideal transmission scheduling it represents a
lower-bound on maximum simultaneous flows between all node pairs — given the
“ideal scenario” every link must either be transmitting, receiving or in deferral due
to the “coupling” effect [3]. Thus, there are a fixed number of links that may be
activated simultaneously. The idea is to find a sequence of simultaneously active
links that cover the connected network; at each step the number of active links is
maximized—the minimum size set represents the desired bottleneck. The shortest
covering sequence minimizes the delay as well. The MIC is approximated in two
steps. First, find the maximum concurrent active links, second, find the bottleneck
of the concurrent active links — the capacity in this case is the MIC.

3.1 Maximum Number of Simultaneously Active Links

The first step in solving for MIC is finding the maximum feasible number of
concurrent active links. After showing that this problem is NP complete, a subop-
timal solution is found using a greedy algorithm.

Figure 3.
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NP-completeness: Given a network G(V,E) and the definition of deferral link
set associated with link (i, j), consider the following definitions,
which are required for the problem formulation:

Definition 3.1 An aggregate deferral link set, is defined as a set of deferral
link sets associated with a set of simultaneously active links The size of
is equal to the number of deferral link sets in and is denoted

Definition 3.2 Given network G(V, E), an aggregate deferral link set is defined
as a deferral partition of if and only if it includes all the
edges (links) in G:

Problem formulation:

This problem can be reduced in polynomial time to the maximum independent set
problem from graph theory 3, which has been shown to be NP-complete [5] [6].
Thus, the problem of finding the maximum number of simultaneously active links
in a network is equivalent to finding the maximum number of independent sets in in
the transformed graph G’(V’,E’). The rules for transforming G(V,E) to G’(V’,E’)
are given as follows (an example is depicted in Figure-4):

create a corresponding node n’ in graph G’ such that

let is less than or equal to two hops away from
create a corresponding link e’ connects nodes generated by e and every

such that

Figure 4. Graph transformation for showing NP-completeness
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3.1.1 The Greedy Algorithm

Heuristic algorithms exist that are efficient and capable of finding optimal solu-
tions to the maximum independent set problem under a well-defined set of condi-
tions. Sufficiently interesting results, however, are attainable for the present capac-
ity problem using a simple iterative greedy algorithm as follows:

Algorithm 3.1

Step 1: A unique deferral set is associated with each adjacent pair of nodes. A
given deferral set is “feasible” if and only if the pair of nodes are not otherwise
deferred. List all the feasible deferral sets in ascending order by the number of
links in each set.
Step 2: Pick the first deferral set in the list; the corresponding link is assumed to
active since its link deferral set has the fewest links. Hence, transmission or flow
on the link causes the minimum possible access contention.
Step 3: Update the set of feasible link deferral sets: Sets associated with links
within two hops of any active link must be removed from the feasible set because
flow on these links will interfere with already active transmissions.
Step 4: Update the size of remaining feasible deferral sets: Care must be taken
not to double count any links. Any link that has already been deferred by an active
transmission must be removed from any other deferral sets.
Step 5: If more than one deferral set has the same size, the tie is broken by
activating the link incident to the pak of nodes with the strongest and most stable
signal, or, alternatively, the minimum LOS (line-of-sight) distance.
Step 6: Repeat steps 1-5 until the set of feasible deferral sets is empty.

An example of the results from execution of Algorithm-3.1 is depicted in Figure-
5. Based on execution of the algorithm there will be 5 simultaneously active links
in the network. At any instant when all five links are active all remaining links in
the network must defer any attempt to access the transmission medium. Numer-
ical examples of the maximum number of simultaneously active links for
different configurations based on algorithm-3.1 are given in Table-2.

Figure 5. Simultaneously active links using Algorithm-3.1
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3.1.2 The Random Link Selection Algorithm

A non-determinist algorithm for estimating uses random selection: The
algorithm is initialized by placing all the links on the feasible list. At each iteration
a link is randomly selected from the feasible list and all the links in its link deferral
set are removed from the feasible list. The algorithm iterates until the list is empty.

Random link selection is faster than the greedy heuristic. Moreover, given a
uniformly distributed topology of heterogeneous nodes in steady-state the results
are of the same order. Given this scenario the number of links is roughly uniform
over all the deferral sets other than in the boundary zone. Statistically significant
simulation result for random link selection are summarized in Table-3 below:

3.2 The Bottleneck Aggregate Link Set

The first step in finding the maximum instantaneous capacity is to find the maxi-
mum possible number of simultaneously active links. This intermediate result is an
upper bound that reflects the maximum instantaneous flow. However, in discussing
the motivation for this analysis the desired metric was to reflect the bottleneck flow
with respect to an arbitrary set of communicating nodes. Hence, MIC must repre-
sent the maximum lower bound for the flow of data among arbitrary entities in the
network. The optimal solution requires multiple iterations of the independent set
problem, hence, it is NP-complete. The following algorithm consists of a polyno-
mial bounded number of iterations of the greedy algorithm:

Algorithm 3.2

Step 1: Repeat a modified version of Algorithm-3.1 for each link; use the corre-
sponding link to select the initial deferral set and construct a candidate set.
Step 2: Sort the sets by the number of simultaneously active links.
Step 3: Select the largest aggregate deferral set from the candidate list. If all the
active links are in the covered link list remove it from the candidate list.
Step 4: Repeat Step-3 until a set is selected with at least one link not in the covered
link set.
Step 5: Move the set from the candidate list to the selected list and add any new
links to the covered link set.
Step 6: Repeat Steps 2-5 until all the links are in the covered link set.
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At each iteration the algorithm selects the aggregate deferral set from the can-
didate list that maximizes the number of simultaneously active links so long as it
contains at least one active link that has not previously been covered. Thus, the
algorithm terminates and provides reachability between all nodes in the connected
network. The final iteration represents the bottleneck. Due to the uniformity of
the network and the application of the sub-optimal greedy algorithm the upper and
lower bounds do not differ significantly. Table-4 shows the simulation result of
algorithm-3.1 and 3.2.

Algorithm-3.1 and 3.2 provide approximate solutions to the “Maximum instan-
taneous capacity” problem. However, under ideal conditions it may be possible
to achieve better lower bounds, and, thus, show that under worst case analysis it
is possible to exceed the results in [2]. Moreover, the solution is not sufficiently
efficient. Selected links tend to be “re-activated” in numerous aggregate deferral
sets, whereas, other links may be activated only once during the search for the
solution. For the purpose of comparison in terms of efficiency and precision a ran-
dom algorithm is again utilized. Table-5 shows the results. The table shows that
the greedy algorithm achieves a tighter lower-bound, however, random selection
requires significantly less computation.

3.3 Discussion

The significance of this work is based on the following observations: (1) In
contrast to previous work the semantic of network capacity itself is analyzed in
order to provide a clearer understanding and basis for comparison, (2) the results,
while sub-optimal, and based on worst-case analysis improve on the most often
cited results from [2], (3) the analysis is central of a broad cross-layer framework,
hence, it has practical significance with respect to network design, and (4) the
underlying models for channel capacity are node-based and parametric, thus they
are extensible in terms of access protocols, generalization and application to real
control problems as opposed to being based entirely on abstract models.



Capacity is expressed as: where W is the channel

bandwidth and N is the number of nodes in the network. Note that capacity
has end-to-end significance with respect to a specific source-destination pair.

Given ideal routing and scheduling their result is shown to improve to

The network configuration and parameters are the same in both analyses. How-
ever, the semantic with respect capacity differs, namely, the MIC analysis is a
general bottleneck considering the entire network, whereas, in [2] an upper bound
us determined on a per-node basis. This form of result can be misleading as any
consumer will experience diminishing returns given a fixed network of resources.
The two semantics for capacity in this paper are more useful as they reflect the ag-
gregate scaling effect of the network versus an individual consumer. Furthermore,
in [2] the asymptotic results are bounded from above and below. The results in this
paper reflect “worst-case” analysis and are bounded only from below. Hence, it
can be reasoned that the optima] results are even better.

In order to make a meaningful comparison of the results it is necessary to use
information about the present analysis to (1) consider the worst case throughput for
a single source destination pair, and, (2) look at asymptotic bounds. From [1] the
average area covered by level-1 interference set 4 is approximately
thus the number of non-overlapping level-1 interference sets is given by:

Based on comparison of results from the above estimation and simulation using
random link selection it can be shown that the number of non-overlapping level-1
interference sets is roughly equivalent to the number of maximum simultaneously
active links. Corresponding asymptotic bounds can expressed as follows:

Considering only unicast communications there are at most N/2 source-destination

pairs in the network. The average hop count is approximately Let C
represent a constant that corrects for access capacity W be the channel bandwidth.
The resulting capacity per-node is given by (where
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In light of the widely accepted limitations and their impact on the broader re-
search community it is critical to examine this work with respect to [2] which stud-
ies the capacity of wireless networks. The main results from their analysis relevant
to this work is summarized in what follows:

Throughput is defined as the time average of the number of bits per second
that can be transmitted by every node to its destination.
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4. Conclusions

In this paper the authors’ previous work [3] [1] has been extended. Building
on cross-layer models for link capacity this paper introduces two new metrics for
the capacity of wireless ad hoc networks under ideal conditions: “network satu-
ration capacity” and “maximum instantaneous network capacity” are defined and
compared. The instantaneous capacity problem reflects the true flow capacity of
the network between any nodes—it is the bottleneck capacity, as such it reflects a
lower bound on total throughput for all possible destinations. This property dif-
ferentiates the metric from related work, for example, the asymptotic throughput
analyzed in [2]. Determination of the bottleneck capacity is shown to be an NP-
complete problem; two heuristic algorithms are presented for finding approximate
solutions. Using the heuristic results and taking limiting values the results that
reflect worst-case analysis when bounded from below are shown to agree with the
results reported in [2]. The agreement mutually validates the two models, however,
it also suggests that the previous work is pessimistic and does not provide insight
regarding how to more effectively leverage available network capacity.

Notes

1. “Deferral set” and “equivalent competitor” in the context characterize the multi-hop wireless network
environment and reflect the competition faced by a specific communication, in short, “deferral set” is the union of
the nodes which is less than and equal to the two hops away from the active nodes, only transmission originated
from those nodes may affect the ongoing transmission, while “equivalent competitors” is the weighted number of
nodes in “deferral set”, refer to [1] for more details.

2. is the set of links which are less than or equal to two hops away from link (i,j), while the size
of is the number of links in it.

3. An independent set is the largest subset of vertices of V such that no pairs of vertices defines an edge of E
for a given graph G( V,E).

4. level-1 interference set is the set of direct neighbors of the communication pair
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Abstract In this paper, we introduce a distributed algorithm that is able to discover opti-
mal routes in mobile wireless multihop networks using reactive routing proto-
cols. The algorithm is based on Dijkstra’s shortest-path algorithm and maps the
quality of a path to a delay of the corresponding route request to allow high-
quality paths to surpass low-quality paths. With a proper selection of the delay
mapping, this approach yields a low overhead and interoperable integration of
maximisable routing metrics into existing protocols like AODV and DSR while
keeping the route setup delay at a moderate level.

Keywords: Ad hoc networks, Routing, Quality-of-Service, Dijkstra

1. Introduction
Reactive routing protocols provide a ressource efficient solution to the rout-

ing challenge in highly dynamic network topologies by discovering a route
only when it is actually needed. The source node floods across the network a
route request (RREQ) which is unicast back as a route reply from the destina-
tion to the source along the discovered route.

In the recent past, much effort has been spent on integrating all kinds of dif-
ferent routing metrics into reactive routing protocols. Motivations come e.g.
from QoS-considerations (e.g. maximising the route reliability or the bottle-
neck capacity) as well as power aware protocols (e.g. minimising the sender-
receiver distance in terms of a distance metrics such as energy consumption or
number of weak links).

By default, common reactive routing protocols like AODV and DSR [Perkins,
2001] do not support sophisticated metrics, because they process only the first
arriving RREQ. While DSR provides limited support by replying to multiple

This work was supported in part by NOKIA and the German Federal Ministry of Education & Research
(BMBF) as part of the IPonAir project.
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RREQs, this approach is still not able to discover optimal routes, but merely
selects the best of several short-delay paths. There are several approaches to
incorporate optimal route discovery into reactive routing protocols. However,
these approaches focus on special metrics or suffer from high overhead.

In this paper, we will present a generic algorithm applicable to a wide range
of diverse routing metrics with very low overhead. The main idea is to use a
distributed version of Dijkstra’s shortest path algorithm. The key is to schedule
the transmission of RREQs in an order that is equivalent to the treatment of the
stations in Dijkstra’s algorithm.

There are several requirements to an algorithm supposed to discover optimal
routes according to some routing metric. Firstly, the overhead of the route dis-
covery should be as low as possible compared to conventional reactive routing
protocols. Two competing goals are to minimise the number of messages sent
over the medium and to minimise the route setup delay. Our algorithm, just
like conventional reactive routing protocols, requires exactly one broadcast per
station while adding a slight delay to distinguish paths of different quality.

Secondly, the route discovery process should be interoperable to the plain
routing protocol. This allows for gradual deployment and enables different
devices to stress different requirements on the discovered route (whether this is
reasonable depends on the scenario). Our approach is fully interoperable with
AODV and DSR, but the caching strategy of the latter protocol has to be chosen
with care in order not to base routing decisions on outdated information.

The rest of this paper is structured as follows. Section 2 provides prelim-
inaries for the discussions to follow. In section 3, we present related work.
Section 4 describes our generic approach to optimal routing and outlines sev-
eral design choices. After discussing implementational aspects in section 5,
we draw conclusions and outline perspectives for further research in section 6.

2. Shortest Path Algorithms & Routing Metrics

A thorough discussion of maximisable routing metrics may be found in
[Gouda and Schneider, 2003]. The authors define a routing metric as a 5-
tuple (M, W, MET, where M is the set of all possible metric values,
W is the set of possible edge weights, MET : M × W M is a metric func-
tion which calculates metric values cumulatively, is used as
the initial path metric of a route discovery, and is a less-than total order
relation over M so that the routing metric selects the paths of maximal met-
ric values. Sometimes, we will use as an abbreviation for

According to this we define a distance metric as the 5-tuple W, +, 0, >).
A reliability metric is given by W = M, ·, 1, <).
A flow metric is defined as W = M, min, max(M), <). Defining
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a maximal weight for the source station has technical reasons as required in
section 4. Interestingly, this requirement may be relaxed for a practical imple-
mentation (cf. section 5). Anyway, the maximally recordable weight will be
limited by a finite value in any real implementation.

Numerous examples for these routing metrics exist in the literature. Power
consumption is a frequently used distance metric, flow metrics are commonly
used when minimum bandwidth requirements have to be met, and the expected
packet loss rate is a typical reliability metric. Further examples for all of these
metrics can be found in [Gerharz et al., 2003].

In the following, we will provide a short overview of Dijkstra’s single source
shortest paths algorithm [Dijkstra, 1959], because it forms the basis for our
distributed approach. Consider a network G with a weight function and a
source node The shortest paths to all other nodes in the network are basically
calculated by the following procedure (cf. [Cormen et al., 1990]):

The set Q contains all nodes for which the optimal path is not yet known.
EXTRACT-MAX selects the node  whose currently best known path is max-
imal of all nodes in Q. For this node the maximal metric value is already
found. We will denote this maximal value as

The central task of the DIJKSTRA algorithm is the RELAX procedure. It
takes three parameters: the two endpoints of a link as well as the weight
function and calculates the metric value

The important property of Dijkstra’s algorithm in our context is that the
RELAX procedure is called exactly once for every edge. This property permits
a distributed computation of the algorithm if the distributed calls to RELAX

follow an equivalent order as in the centralised case.

3. Existing Distributed Algorithms for Optimal Routing
Ad Hoc Networks

A lot of previous work exists on the discovery of optimal routes with reactive
routing protocols which basically splits into two groups. The first group tries
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to keep the route setup delay at a minimum at the price of an increased routing
load while the other group favours the opposite.

In DSR, a rudimentary support for optimal routing is provided by the des-
tination which replies to all incoming RREQs. DSR itself uses this approach
to discover shortest paths. But, it has also been adopted by other publications,
sometimes with slight modifications. In [Tickoo et al., 2003] e.g., the destina-
tion does not send multiple route replies, but rather delays the reply in order to
answer to the best RREQ just once. This reduces the routing overhead but on
the other hand increases the route setup time.

While being very simple, this approach is unable to find the actual opti-
mal route, because the destination is provided with only a subset of all paths.
Therefore, extensions were proposed (e.g. [Gupta and Das, 2002], [Bergamo
et al., 2004]) to have intermediate stations forward multiple RREQs instead of
just the first. While this approach may be able to find the optimal path with
low latency, it consumes a huge amount of capacity, because the inherently
harmful broadcast storm problem [Tseng et al., 2002] will even be augmented.
In contrast, our approach will even lessen the broadcast storm problem.

A different approach is proposed in [Cho and Kim, 2002] and [Chakeres
and Belding-Royer, 2003] which is based on the standard AODV discovery
scheme. But in contrast to the basic scheme, RREQs are delayed depending
on a local state maintained in every station. By this means, the probability for
the station to be on the selected route is influenced. Although this approach
is specified with weights being assigned to nodes rather than edges, a generic
mapping to edge weights is possible due to the fact that only the first arriving
RREQ is processed. With that transformation, this approach is merely a special
case of ours.

A related approach, also operating on a specific distance metric (power con-
sumption) is described in [Aslam et al., 2003] with algorithm 5, this time using
edge weights and assuming a global clock. A station receiving a RREQ delays
the forwarding of this RREQ according to the accumulated distance.

In this paper, we will generalise this concept to arbitrary maximisable rout-
ing metrics without requiring a global synchronisation of all stations.

4. A Distributed Version of Dijkstra’s Shortest Path
Algorithm

In this section, we assume that neither the stations nor the medium introduce
any further latency other than the one enforced by the algorithm. Furthermore,
we assume that the clocks of all stations are synchronised and that without loss
of generality the clock starts at 0 for every route discovery. This synchronisa-
tion requirement will be relaxed in later sections.
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4.1 Key Concepts & Basic Algorithm
The key idea is to make the EXTRACT-MAX procedure implicit by schedul-

ing the broadcast of RREQs distributedly in an equivalent order as the nodes
are extracted from the set Q and distribute the computation of RELAX to those
nodes receiving the RREQ. In other words, the broadcast time of a
RREQ at node   has to fulfil the following condition:

To achieve this, we assign to every path in the network a total RREQ-delay
corresponding to the path’s cost. Formally, we define a function
which is strictly monotonically decreasing. (Note that this is equivalent to find-
ing a mapping of the routing metric to a distance metric.) Having this mapping,
a RREQ which is received along a path of value is scheduled to be forwarded
at global time Should a better RREQ arrive before has elapsed,
the transmission has to be re-scheduled to the earlier period. Worse RREQs
will be discarded. Ties are broken arbitrarily. Formally, we define as
the minimal delay of all paths to In conjunction with D’s monotonicity, it
immediately follows that

This leads to a generic formulation of a distributed version of Dijkstra’s
algorithm. The set Q is only maintained implicitly and not centrally admin-
istered. By broadcasting a RREQ, a node is extracted from Q. Subsequently,
the relaxation of an edge is distributed to the broadcasting station’s neighbours
and triggered by the reception of the RREQ. The RELAX procedure also needs
three parameters, however in an accumulated form: the id of the previous hop,
the cumulated pathcost transmitted in the RREQ, and the linkcost of the last
hop:

Under the assumption that no additional delay is introduced by the medium
or the stations, this algorithm is able to discover optimal routes which follows
immediately from Dijkstra’s optimality, because the stations broadcast their
RREQ in an equivalent order as the nodes would be extracted from Q. The
effect of increasing medium and station latency is out of scope of this paper.
However, note that although additional delays lead to suboptimal route assign-
ments this is not necessarily a drawback in practice. By limiting the detour of
an optimal route compared to the shortest path, the capacity of the network as
well as the energy resources are potentially spared.
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As already mentioned in section 3, to discover optimal routes with reac-
tive protocols, a tradeoff has to be found between overhead and route setup
delay. Our algorithm does not introduce any overhead in terms of packet trans-
missions. In terms of byte-overhead, RREQs need to be extended with a met
field which on the one hand is quite negligible in size and on the other may be
spared completely if certain conditions are met (cf. section 5.2). Additionally,
note that delaying some of the RREQs stretches the route discovery broadcast
storm in time and thereby reduces the peak load on the network.

4.2 Mapping Metric Values to RREQ-Delays
In this section, we will take a look at some example delay mappings, namely

linear and logarithmic transformations.

Linear Transformation. In general, a linear transformation of metric val-
ues to delays will look like this:

where if actually is a greater-than operator and otherwise.
In general, for or min(M) > 0. Reasonably, we require to be
chosen such that D(max(M)) = 0 in order to guarantee that optimal paths do
not experience any delay at all.

For distance metrics, this leads to delays proportional to the distance (note
that this is the special case of algorithm 5 in [Aslam et al., 2003], cf. sec. 3):

where which we will assume throughout the rest of the paper.
For reliability metrics, we have and thus Consequently, with

we define in order to guarantee D(1) = 0 which leads to
delays proportional to the fragility of the path:

Similarly, for flow metrics we define and to get
delays proportional to the unused or preoccupied resources:

We observe that the maximal delay a RREQ may experience is bounded by
for reliability metrics and by for flow metrics while it is unbounded
for distance metrics.
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This means, with distance metrics a RREQ may in principle travel through
the network arbitrarily long which seems undesirable at first sight. Firstly,
RREQs should arrive in a timely manner, because old RREQs will possibly carry
outdated information. Furthermore, late RREQs may increase the route setup
delay if a better route is not available. However, it may be doubted that this has
a great impact in practice. The use of a performance metric in scenarios where
a good performance may not be expected in the first place, may be doubted at
all. It should be expected that usually a better path is available whose delay is
accordingly short.

Logarithmic Transformation. An alternative approach is to use a logarith-
mic delay transformation which provides underproportional growth of delay
for high-quality paths and overproportional growth of delay for lower-quality
ones. As an example, we will look at reliability metrics and define:

In principle, a logarithmic transformation is also possible for other routing
metrics, but care has to be taken to keep the delay positive.

As with a linear transformation, this mapping guarantees a zero delay for
100% reliable paths. But different to linear transformations, 0% reliable paths
will be totally discarded (which is a reasonable thing to do). Furthermore, the
delay is not bounded but approaches infinity for reliabilities close to zero.

Depending on the number of alternative paths, two pragmatic solutions ex-
ist to this problem: unreliable paths below a certain threshold may be totally
discarded or delayed by a constant upper limit. The latter approach disregards
differences in the reliability of a path and leads to sub-optimal routes while
the former approach in effect reduces the connectivity of the network. Which
solution is preferable depends on the scenario.

Fig. 1 provides a comparison of linear and logarithmic transformations for
reliability metrics. The log-transformation is while the
linear transformation is Thereby, paths with a reliability of at least
10% will be discovered within 300ms (plus medium and station latency).

Although many more special mappings may be chosen, we refrain from
discussing details here.

5. Implementational Aspects
Until now, we have assumed to have the clocks of all stations globally syn-

chronised which is clearly undesirable in real implementations. This may be
avoided by computing delays incrementally.
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Figure 1. Comparison of linear and logarithmic transformation of reliability metrics

In section 5.1, we describe a straightforward approach that makes use of
the path metric value propagated in the RREQ. If this value is implemented
as an optional field which is not modified by stations not supporting the exten-
sion, this will allow an interoperable integration of routing metrics into existing
routing protocols, which is generally desirable. Section 5.2 will show that the
message format may even be left unchanged when utilising special delay map-
pings which allows a fully backwards compatible implementation of routing
metrics.

While this approach allows for gradual deployment of novel routing met-
rics and permits different devices and applications to focus on different per-
formance aspects, having only parts of the stations support a routing metric
certainly yields suboptimal routes. Be aware that a partial approach will for
some metrics lead to wrong and sometimes even counterproductive decisions
(if in particular those stations with high quality links support this and in partic-
ular those with bad quality links do not).

5.1 Differential Delay Mapping
In this section, we assume that the pathcost is propagated in the RREQ. With

we denote the metric value contained in the RREQ transmitted on the
hop of a path. denotes the linkcost of that link. Additionally, we do not
require a global synchronisati on but assume that the deviation of the stations
clocks remains in sensible bounds. We formally define:

DEFINITION 1 Differential Delay Mapping
A differential delay mapping is a function such that for

a delay mapping
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The application of this definition to previously introduced delay mappings
provides some interesting insights. For linear delay mappings e.g. we get:

We observe that the delay calculation comes with very low computational
overhead. The procedure requires only two arithmetic operations, because
has to be calculated anyway to measure the quality of the path and is
extracted from the RREQ.

Additionally, we notice that is independent of Note that although the
local delay is proportional to the absolute difference of the pathcosts, this does
not generally imply that is proportional to the linkcost. This is however true
for linear differential mappings of distance metrics which deserves a closer
look (recall that

Obviously, the local delay that a RREQ experiences in a station is indepen-
dent of the path cost and depends only on the local linkcost which means that
it is actually redundant to include the pathcost in the RREQ. This leads us to
the notion of local mappings, defined in the following section.

5.2 Local Delay Mapping
In the previous sections, the delay mapping has been calculated from the

pathcost. But for distance metrics, it has been shown that this is actually re-
dundant. In this section, we will see that also for other metrics it is possible
to make the calculation of the pathcost implicit and to compute the delays of
RREQs directly from the linkcosts. Formally, we define:

DEFINITION 2 Local Delay Mapping
A local delay mapping is a function such that
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Figure 2 Flow metrics in
general are not local

Note that a local delay mapping as defined here is not a special case of
a differential delay mapping. Two paths with the same pathcost may arrive
at different delays with local mappings whereas they will be guaranteed to
experience the same delay with differential mappings by definition.

Reliability metrics may be implemented with a local delay mapping using
a logarithmic mapping of reliabilities to delays which we will derive from the
differential mapping of a logarithmic transformation (cf. equation 6):

Since the delay is independent of the pathcost, a local delay mapping for
reliability metrics exists via

For flow metrics, we state the following theorem:

THEOREM 1 A local delay mapping for flow metrics exists if and only if the
size of the network is bounded by a constant N which is known in advance or

PROOF We will first prove that flow metrics are not local if neither of the
two conditions is met by providing a counter-example:

The delay mapping shall impose a lower delay on any path with lower cost,
regardless of how much longer this path is. It is easy to see that this is not
generally possible: Consider a network of size with circular
shape as depicted in figure 2. Let be the linkcost of link and
be the cost of link Furthermore, let and
max(W), (recall that Then, by definition:
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However:

Since we have Furthermore,
and are constant. This leads to a contradiction to eq. 12, if

is large enough. In general:

On the other hand, if the network size is bounded by a constant
which is known in advance, a local delay mapping for flow metrics exists:

Consider a network of size N. Consider a link (0, N – 1) of cost In the
worst case, a path 0, . . . , N – 1 of length N – 1 exists that just contains links
of linkcost only marginally better than i.e. Then:

Furthermore, if a valid local delay mapping is trivially defined by
If a valid local delay mapping is defined by

and
At first sight, it might seem straightforward to simply choose N large enough

to meet any imaginable realistic scenario. However, this would require us to
increase as well in order to be able to distinguish also small differences in
path quality. But, a large choice of may result in very large delays even for
high quality paths.

6. Conclusions & Further Work
In this paper, we have presented a generic approach to discover optimal

routes with reactive routing protocols. The key idea is to delay the forwarding
of RREQs according to the pathcost of the discovered path which was used to
develop a distributed version of Dijkstra’s shortest path algorithm.

This approach does not increase the routing load in terms of packet trans-
missions and in fact even reduces the peak load during a broadcast storm. On
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the other hand, the route setup delay is increased. Thus, the delay of RREQs
has to be chosen carefully in order to find a good tradeoff between a minimal
route setup time and a reliable distinction of high-quality from lower-quality
paths. Finally, we have presented a local version of our algorithm which is
fully backwards compatible to existing reactive protocols.

Future work will focus on several aspects. First of all, the impact of medium
and station latency on a sensible choice of the RREQ delay has to be analysed.
Possible improvements may be achieved by using the plain reactive routing
protocol to quickly discover some route and refine this route selection by addi-
tionally running our proposed algorithm. A similar approach would be to limit
the maximal RREQ-delay to a relatively short period, but as a compensation
forward multiple RREQs if one arriving late yields a significantly better path.
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Abstract An analytical justification is proposed for the design and global routing per-
formance of three pheromone update methods proposed for use in Termite, a
swarm intelligent routing algorithm for mobile wireless ad-hoc networks. A
simple model is used in order to determine the average amount of pheromone
present on a link, as well as some basic aspects of the pheromone dynamics.
This includes a tendency towards a one-zero pheromone distribution favoring
the better link. The pheromone update methods are investigated with the per-
spective that link pheromone is more an estimate of link utility than simply a
routing heuristic. This allows the routing solution to be rephrased from a bio-
logical analogy to a more traditional best-metric routing terminology. A signal
estimation perspective is suggested.

1. Introduction
Recent applications of biologically inspired algorithms to routing in mobile

wireless ad-hoc networks (MANETs) have shown increased performance over
traditional approaches in many critical metrics [1] [2] [3]. It remains unclear
as to exactly why they work as well as they do, and how to best take advantage
of their positive and negative feedback mechanisms.

This paper presents a simple analytical model of Termite, a swarm intelli-
gent MANET routing algorithm [1]. The purpose of this model is to discover

*http://wisl.ece.cornell.edu/
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how individual parameters are related to each other and how they affect global
metrics, such as the reliability of message delivery and adaptability to changes
in the network environment. The critical element under study is pheromone.
Because Termite is based on a model of social insect behavior, much of the
biological terminology remains. Pheromone is a measure of the metric that the
network is optimizing for; it is a measure of link or route utility. The model
will first be used to characterize the behavior of pheromone on a single com-
munications link. This will establish an intuition for determining the dynamics
of pheromone in a system of two links.

1.1 Previous Work
Routing algorithms are often difficult to formalize into mathematics; they

are instead tested using extensive simulation [14]. The interaction between
parameters is unclear, as are their global effects, or even how the values should
be determined for optimal performance.

Swarm intelligent routing algorithms lend themselves to mathematical anal-
ysis. Their routing update and decision procedures are mathematical func-
tions themselves. One of the earliest works on swarm intelligent routing is by
Schoonderwoerd et al. on the Ant Based Control (ABC) algorithm [9]. This
algorithm is for a wired circuit switched network, such as a telephony net-
work. ABC was later modeled analytically in [6]. This work demonstrates and
proves the behavior of pheromone and its effect on global system performance
in ABC.

Substantially more work has been done to characterize the behavior of such
systems by means of simulation. Many were inspired by the Ant Colony Op-
timization (ACO) algorithm [10]. A number of routing algorithms for packet
switched networks are also available based on this framework [11]. These
ideas have also been adapted to the field of mobile wireless ad-hoc networks
[1] [3] [5]. Finally, a great deal of work has been done with the original biolog-
ically inspired models. This work spans several fields, including experimental
biology, theoretical biology, and the various disciplines of engineering which
apply the models derived by the former. Some summaries may be found in
[12] and [13].

1.2 Structure of Paper
Section II gives a brief introduction to the MANET routing problem, as well

as a review of the Termite routing algorithm. An analytical model of a MANET
is presented in Section III. This model captures some of the most critical as-
pects of the network, and allows for easy integration with the routing equations
used by Termite. Section IV illustrates in analytical detail the average behavior
of pheromone on a link, both alone and coupled with other links. Comparisons
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are made between three pheromone update methods. Section V analyzes the
results of previous section and explains earlier experimental results. Section
VI concludes the paper with a note about future work and final remarks.

2. Termite Routing for MANETs

This section will give a short introduction to the routing problem in mo-
bile wireless ad-hoc networks. A brief review of the Termite swarm intelligent
routing algorithm follows. The section will conclude with some problems ex-
hibited by the algorithm, which will motivate the goals of the analysis.

2.1 A Short Introduction to Ad-Hoc Networks
A mobile wireless ad-hoc network is a collection of mobile computers able

to communicate wirelessly with others who are within radio range. Each com-
puter, or node, is able to forward messages for others such that any pair of
nodes in the network are able to communicate with each other. Using this
forwarding technique, a member of the network with only minimal communi-
cations capability is able to take advantage of the resources offered by the sum.
No installed infrastructure is necessary for the network to operate.

Due to node mobility, the topology of the network changes often. Some
of the outstanding problems include network scalability, the speed with which
a routing algorithm is able to adapt to a new topology, the amount of con-
trol traffic needed to maintain network connectivity, and data packet delivery
reliability [14].

2.2 Termite
Termite is a distributed routing algorithm for mobile wireless ad-hoc net-

works [1]. It is designed using the swarm intelligence framework in order to
achieve better adaptivity, lower control overhead, and lower per-node compu-
tation. The algorithm is inspired by the hill building behavior of termites.

The Termite algorithm is explained in detail in [1] and updated in [2], how-
ever it may be described simply as follows. Each node in the network has a
specific pheromone scent. As packets move through the network on links be-
tween nodes, they are biased to move in the direction of destination pheromone
gradients. Packets follow this gradient while laying pheromone for their source
on the links that they traverse. The amount of pheromone deposited by a packet
on a link is equal to the utility of its traversed path. Using this method of
pheromone updating, consistent pheromone trails are built through the net-
work. Changes in the network environment, such as topological or path qual-
ity changes, are accounted for by allowing pheromone to decay over time.
This requires paths to be continuously reinforced by new traffic; new infor-
mation about the network is added to links. Each node records the amount of
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pheromone that exists for each destination on each of its links. This creates a
routing table similar to those found in traditional link-state routing algorithms.

Pheromone Update. The pheromone update equation is a function which
updates the pheromone of the packet source at a node upon its arrival. The
update function shown here is the traditional approach and is known as the
Pheromone Filter. Pheromone on all links decays simultaneously upon packet
arrival, and proportionally to packet interarrival times. This is known as con-
tinuous pheromone decay and was originally presented in [3]. This idea is
extended in this work by also decaying pheromone when it is checked to send
a packet. In general, pheromone is decayed whenever it is observed. This
allows the system to truly keep track of the real time deterioration of the re-
liability of available information about the network. Each packet maintains
the total utility of the path it has traversed (updated at each node visited),
and deposits this amount of pheromone on each link. The Pheromone Filter
pheromone update equation is,

where is the amount of pheromone from source node on the link from
neighbor node at node The previous hop of the packet is node The
variable is the amount of pheromone carried by the packet, which will vary
from packet to packet depending on its path. The time is the last instant
that the pheromone from source node at node was observed, either due to
packet sending or packet receiving. The pheromone decay rate is

Forwarding Equation. The forwarding equation is used to determine the
probability of using a link based on the amount of pheromone on it.

where is the probability of using neighbor node in order to get to desti-
nation node at node is the number of neighbors of node is
the pheromone threshold and is the pheromone sensitivity.

Termite Summary. Termite has been shown to perform well, especially in
regions of high node mobility [2] [1]. However, packets often take substantially
longer than necessary paths. In part, this is required in order to maintain current
pheromone through the network, but this behavior can also generate significant
resource inefficiencies.
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3. The Model
A model of an ad-hoc network is presented which will be used to evaluate

the behavior of the pheromone update methods. The network is modeled as
two communicating nodes with two independent paths available between them.
These paths abstract all other connections between the two nodes, including
additional nodes, mobility issues, or communications effects. The physical
structure is shown in Figure 1, and is the same as that used in [6].

Figure 1. Diagram of the MANET Model

Each node sends packets to the other with iid exponentially distributed in-
terarrival times. The average rate at which node A sends to B is and
in the opposite direction. Each node is also able to decay the pheromone on its
links independently. The decay rates at each node are and

Each path i has a utility characterized by a non-negative random process
with mean The pheromone contained in a packet arriving on a link,

is a sample of that process. is non-stationary since link utilities change
over time due to mobility and other effects, is considered to be stationary in
this work for ease of analysis. Since each packet passes through the network
indepedently of all other packets, there is no correlation between successive
samples of the link utility process. The forwarding equation independently
considers each packet.

4. Pheromone Update Analysis

This section analyzes the amount of pheromone found on a link. The re-
sults will explain the performance of the Pheromone Filter Joint
Decay IIR Filter (IIR2), and pDijkstra pheromone update methods, which are
reprinted in Figure 2 from [2]. Namely, why achieves such high
goodput while being slow to adapt at high mobility, why pDijkstra adapts bet-
ter, and why IIR2 is able to achieve the highest performance with regards to
the Delivery Efficiency metric.

Goodput is the fraction of successfully delivered data packets, while the
latter metric also includes the ratio of the achieved path metric to the best
possible available at the time.
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Figure 2. Performance vs. Pheromone Update Method

4.1 Single Link Pheromone
A system of one link is first considered in order to give insight on the more

interesting system of two links. A formula is established for the time average
pheromone deposited on a link, given that the packet arrival rate is poisson dis-
tributed with mean [packets/second]. The decay rate, [1/second] remains
constant. The poisson packet arrival rate assumption implies that the packet in-
terarrival times are exponentially distributed with mean, [seconds/packet].
The average value of the received pheromone is The amount of
pheromone on the link before packets begin arriving is

By applying the pheromone update equation consecutive times, an expres-
sion is derived for the amount on a link given that packets have arrived,
The packet interarrival time of the  packet is independently and identically
distributed,

The expectation of with respect to packet interarrival time is found ac-
cording to standard methods.

In order to simplify Equation 4, substitute and further reduce the
expression.
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To arrive at an expression for the expected amount of pheromone on a link
over time, note that the number of packet arrivals, within a given time, is
distributed according to the poisson distribution with parameter,

The long term behavior of the link pheromone is defined as its mean.

A similar analysis shows the variance of the link pheromone,

Scale Invariance. The ratio of and is a scale invariant parameter in this
system. Primarily characterized by the expected decay factor in Equation 4,
the expected pheromone on a link may be held constant as long as remains
the same. The scale invariant parameter is proportional to

4.2 Two Link Pheromone
The following analysis shows the average value of pheromone on each link

in a two link system. The two link system is that described by the model in
Section III. The Pheromone Filter, Joint Decay IIR Filter, and pDijkstra up-
date methods are reviewed. Each generates different pheromone dynamics and
maintains varying amounts of link pheromone in equilibrium. Each method
falls into a one-zero pheromone distribution in the correct parameter space,
which echoes previous results from an analysis of the Ant Based Control rout-
ing algorithm [6].

A system of equations is presented which recursively compute the mean
pheromone at each node on each link, and Pheromone
changes either when it is checked in order to send a packet, or when it is up-
dated due to packet arrival. The total rate at which pheromone is observed is
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The Pheromone Check proceedure only decays the pheromone
and accounts for the fraction of the instances when a packet must be sent. Dur-
ing Packet Arrival, which accounts for the fraction of instances that a packet
arrives, the pheromone is not only decayed, but also incremented if the packet
arrives on the correct link.

The average amount by which pheromone decays between observations has
already been implicitly derived in Equation 4. Suppose random variable Y
is the interarrival time between packets and is distributed exponentially with
mean as described in the model definition. Random variable X is defined
such that which describes the fraction of pheromone decayed
in between packet arrivals. Its probability distribution function is,

where

The Pheromone Filter. The Pheromone Filter has been defined previ-
ously. The example below develops the average link pheromone equation for

based on the previous description of pheromone influences.

where is the link probability described in Equation 2. The evolution of
pheromone on a link at one node as packets are received is illustrated in Figure
3.

Note that when K = 0, the asymptotic probability mass function between
the two links follows a one-zero distribution; the algorithm uses the better link
exclusively. The reason for this is that when a packet arrives at a node, its link
is positively reinforced, while all other links at that node are negatively rein-
forced; pheromone decays on all links but is only replaced on one. Because
packets are also biased towards pheromone, this produces a strong positive
feedback which eventually transfers all traffic to the link with the highest util-
ity. With no pheromone threshold there is no incentive to use a lesser link.
Consequently the probability of using it disappears. Under these conditions,
the dominant link follows the behavior of the single link. Only when
do the links have equal probability.

With K > 0, traffic is allowed to be forwarded over all links, regardless
of their utility. Currently bad links may be tested on occasion for a change
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Figure 3. Pheromone vs. Packets Received

in utility. This allows for a measure of adaptivity, however K must be set
appropriately in order to allow for links to be tested often enough. Too few
tests of other links will not overcome the positive feedback towards to the
dominant link.

The mean link pheromone on the dominant link in the case of a one-zero
pheromone distribution can be found by setting the probability of using the
dominant link to one and solving for the remaining pheromone. Solving this
case for

Joint Decay IIR Filter (IIR2). The Joint Decay IIR Filter implements
a simple one-tap infinite impulse response (IIR) averaging filter with joint
pheromone decay. The inspiration for such an approach comes from the Single
Link Pheromone analysis. There, the expected link pheromone may be repre-
sented by the sum shown by Equation 11. This is a reexpression of Equation
4. Indices represent packet arrivals; is the amount of pheromone con-
tained in the packet, and is the expected pheromone after its arrival.

Assume and

In this interpretation, the series is the average impulse response of the
Pheromone Filter in the single link case. This is a simple unnormalized one tap
IIR averaging filter. IIR2 is derived from by normalizing the received
pheromone to create a version of the well known one-tap IIR averaging filter.
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Thus, the IIR2 pheromone update equation is,

where is the last time a packet arrived from source  from neighbor at
node

The analysis of IIR2 may be treated similarly to the analysis of
IIR2 requires that arriving pheromone be normalized according to the time
since a packet last arrived on that link. The result for is shown.

Time pheromone evolutions is also shown in Figure 3. Mean link pheromone
in the one-zero distribution case is shown,

pDijkstra. The simulations of [2] show that the previous pheromone update
methods provide the best results with a high pheromone sensitivity, F. The
results in Figure 3 above show that a high sensitivity will quickly force the
links pheromone towards a one-zero distribution and thus to the exclusive use
of the best link (save for any threshold). The determination and selection of a
best neighbor link to a destination is reminiscent of typical link-state routing
such as Dijkstra’s algorithm [15]. pDijkstra is developed where the pheromone
update equation is,

Similarly to Dijkstra’s algorithm, if a link with higher utility is found, then
the link pheromone is updated. All pheromone decays concurrently as in the
previous methods.

The pDijkstra pheromone update method cannot be analyzed in a similar
way because it is nonlinear. For the purposes of the analysis presented here it
suffices to note that the link pheromone is upper bounded by the utility of the
link.

5. Analysis

As shown in the simulation results of Figure 2, has the best good-
put performance but poor ability to track changes in the network. pDijkstra is
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able to do better in delivery efficiency, while IIR2 scores best in this regard.
These results can be explained based on the analysis in the previous section.

maintains the largest equilibrium pheromone level on the best
link. Since pheromone takes time to decay, this allows it to route on a par-
ticular link longer in case the underlying link metric change; large amounts
of pheromone implies a large link forwarding probability. Due to this hys-
teresis effect on pheromone decay, suboptimal links are used longer, which
prevents the algorithm from adapting quickly. In essence, tends to
use a known good route, and thus achieves a high goodput, but it is unwilling
to change that route in the face of varying route and link metrics.

IIR2 and pDijkstra see less goodput but higher adaptivity compared to
both for similar reasons. They maintain less pheromone on the links and be-
cause of this are able to adapt to changes faster. Less pheromone requires less
time to decay. Note that due to an additional term of
in the demoninator of the former. Differences in pheromone between links is
relatively less than with thus the link probabilities are also less deci-
sive during transition periods while the algorithm is choosing a new link. This
leads to wandering packets which eventually timeout in the network and result
in lower goodput.

It is also important to note the overall superior performance of IIR2 was
derived from a simple application of linear filtering. The pheromone delivered
on a packet is considered a measure of the packet’s path, and it is averaged to
create an expectation of the utility of that path to the destination.

6. Conclusion

This paper has presented an extension of an analytical model of a mo-
bile wireless ad-hoc network. This model was used to investigate the prop-
erties of the Termite swarm intelligent MANET routing algorithm. The mean
pheromone on a single link and in a system of two links were determined.
These results were compared for three different pheromone update methods.
Relationships between parameters were explored and scale invariance was found.
It is shown that the amount of pheromone put on a link influences performance,
not only in goodput, but also in adaptability. The analysis also revealed a
linear filtering perspective in which link utility is directly estimated with the
pheromone rather than simply using it as a routing heuristic.

Future work in this area should more completely characterize the dynamics
of the pheromone update methods shown here. While there exists a good in-
tuition for their behavior, a true formalization is necessary. An understanding
of exactly what parameters allow a zero-one distribution, how long it takes to
arrive at said distribution, and what conditions allow the system to evolve out
of the distribution if link costs change would be helpful.
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Abstract Position-based routing is a well-known paradigm for routing in mobile ad hoc
networks. We give several new randomized position-based strategies for routing
in mobile ad hoc networks. Our algorithms combine the greedy heuristic of min-
imizing the distance remaining to the destination and the directional heuristic of
staying close to the direction of the destination with the use of randomization to
retain some flexibility in the chosen routes. Our experiments show that random-
ization gives a substantial improvement in the delivery rate over the deterministic
greedy and directional routing algorithms. For some of the algorithms we pro-
pose, this improvement comes at the expense of only a small deterioration in the
stretch factor of the routes.

Keywords: Wireless networks, mobile ad hoc networks, routing, position based routing,
stretch factor, delivery rate.

Introduction

A mobile ad hoc network (MANET) is a collection of autonomous mobile
devices that can communicate with each other without having any fixed in-
frastructure. Each node in the network has an omni-directional antenna and
can communicate using wireless broadcasts with all nodes within its transmis-
sion range. Thus a MANET can be represented by a unit disk graph, where
two nodes are connected if and only if their Euclidean distance is at most
the transmission range [Barriere et al., 2001]. Since nodes may not directly
communicate with all other nodes because of the limited transmission range,
multi-hop communication is needed in the network. The nature of MANETs
include issues such as dynamic topology changes, absence of infrastructure,
autonomous heterogeneous nodes, and resource constraints that contribute to
making the problem of routing in these networks a tremendous challenge.
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In the last few years, a plethora of routing protocols for MANETs has been
proposed in the literature. As yet there is no consensus and no standards have
been adopted. The proposed protocols can be divided into two main categories:
proactive and reactive protocols. Proactive or table-driven protocols [Perkins
and Bhagwat, 1994] are based on Internet distance-vector and link-state pro-
tocols, and maintain consistent and updated routing information about the en-
tire network by exchanging information periodically. Randomized versions
of some of these proactive protocols have been proposed, such as R-DSDV
[Boukerche et al., 2001; Choi and Das, 2002; Boukerche and Das, 2003].
Reactive or on-demand routing protocols [Perkins and Royer, 1999; Johnson
et al., 2002] discover routes only when data needs to be sent or the topology
is changed. Reactive protocols typically use less bandwidth in terms of con-
trol packets to discover topology information, but even so, packets to discover
new routes must sometimes be flooded through the network, which consumes
a huge amount of bandwidth [Chlamtac et al., 2003].

One way of limiting flooding is by using information about the position of
nodes in the network. In position-based routing protocols, a node forwards
packets based on the location (coordinates in the plane) of itself, its neighbors,
and the destination [Giordano et al., 2003]. The position of the nodes can
be obtained using GPS, for example, if the nodes are outdoors. There are
numerous ways of using position information in making routing decisions. For
instance, in DREAM [Basagni et al., 1998] and LAR [Ko and Vaidya, 1998],
information about the position of the destination is used to limit the extent of
flooding. Nodes whose position makes it unlikely for them to be on a shortest
path to the destination will simply not forward packets. In Terminode and Grid
[Liao et al., 2001], position-based routing is used to cover long distances and
non-position based algorithms are used for shorter distances. In another class
of algorithms, which has been termed progress-based algorithms in (Giordano
et al., 2003], the algorithm forwards the packet in every step to exactly one
of its neighbors, which is chosen according to a specified heuristic. Finally,
position information can be used to extract a planar sub-graph such that routing
can be performed on the perimeter of this sub-graph as in [Bose et al., 1999]
and [Karp and Kung, 2000]. The advantage of this last approach is that delivery
of packets can always be guaranteed.

In this paper we shall focus on the progress-based routing algorithms. In
greedy routing [Finn, 1987; Stojmenovic and Lin, 2001], a node forwards the
packet to its neighbor which is closest to the destination. Compass or direc-
tional routing [Kranakis et al., 1999] moves the packet to a neighboring node
such that the angle formed between the current node, next node, and destina-
tion is minimized. Clearly the next node selected by the two heuristics is not
always the same (see Figure 1 for an example). Both of these algorithms are
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known to fail to deliver the packet in certain situations. For examples of such
situations, see [Bose and Morin, 1999; Karp and Kung, 2000].

In this paper, we propose several variations of the greedy and directional
heuristics. To improve on the delivery rate of these algorithms, we use ran-
domization. Our heuristics combine in various ways the two goals of covering
as much distance as possible to the destination (as in greedy routing) and stay-
ing as close as possible to the direction of the destination (as in directional
routing), while using randomization to allow flexibility with respect to the ac-
tual path followed. We evaluate all our heuristics in terms of delivery rate and
stretch factor (ratio of the number of hops of the path given by the algorithm
to the shortest path in the network). For purposes of comparison, we also
study the performance of the greedy and compass routing strategies, as well
as RCOMPASS. RCOMPASS chooses the next node uniformly at random from
the two nodes that satisfy the directional heuristic on each side of the line from
the current node to the destination (see Figure 1 for an example; a precise def-
inition is given in Section 1.1). Our results show that randomization leads to a
definite improvement in the delivery rate. Conversely, the best stretch factors
is achieved by the deterministic algorithms. However, some of the randomized
strategies do very well in terms of both measures of performance. In particular,
one of our algorithms, WEIGHTEDRCOMPASS has the best delivery rate of all
the algorithms while having one of the best stretch factors.

Figure 1. GREEDY chooses E, and COMPASS chooses F as next node, while RCOMPASS

chooses uniformly at random from F and G to find the next node.

The rest of the paper is organized as follows. The next section gives relevant
definitions including our routing strategies. Section 1.2 gives the empirical
results of our simulations and provides an interpretation of the behavior of the
algorithms. We conclude with a discussion of the results and future directions
of this research in Section 1.3.

1.1 Definitions of Routing Algorithms
We assume that the set of wireless nodes is represented as a set S of points

in a two-dimensional plane. Two nodes are connected by a link if the Euclidean
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distance between them is at most where represents the transmission range
of the nodes. The resulting graph UDG(S) is called a unit disk graph. For
node we denote the set of its neighbors by Given a unit disk graph
UDG(S) corresponding to a set of points S, and a pair where
the problem of online position-based routing is to construct a path in UDG(S)
from to where in each step, the decision of which node to go to next is
based only on the current node and Here, is termed the source
and the destination. A position-based routing algorithm is randomized if the
next neighboring node is chosen randomly out of the neighbors of the current
node [Bose and Morin, 1999]. The routing algorithm may or may not succeed
in finding a path from to The performance measures we are interested
in are the delivery rate, that is, the percentage of times that the algorithm suc-
ceeds, and the stretch factor, the average ratio of the length of the path returned
by the algorithm to the length of the shortest path in the graph. Here the length
of the path is taken to mean the number of hops in the path; while other pa-
pers consider stretch factor based on Euclidean distance, we do not consider
it here. Finally, nodes are assumed to be static for the duration of the packet
transmission.

Given a node we denote the disk centered at node with radius by
Given an angle such that we define

to be the sector given by angle in that is bisected by the line seg-
ment Further, given an such that we define Periphery, Core,
and Wing as follows. Also, Figure 2 illustrates the given definitions.

where R is chosen
such that is the ratio of the area of to the area
of

1.1.1 Randomized Algorithms

In what follows, we always assume that the current node is the next node
is and the destination node is The algorithms below differ in how to
choose from among the set
FARINSECTOR: The next node is chosen uniformly at random from the first
non-empty set in the following sequence:

GREEDYINSECTOR: If is not empty then is chosen to be the
neighbor of with minimum distance from in Otherwise,
is chosen uniformly at random from the set
RANDOMINSECTOR: The next node is chosen uniformly at random from
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Figure 2. Illustrations of the definitions of Sector, Periphery, Core, and Wing (represented by
the shaded regions). Note that In
this example, FARINSECTOR selects uniformly at random out of nodes E and F, the only
nodes in while GREEDYINSECTOR picks   since F is closest to

out of E, F, and I, the nodes in

the first non-empty set in the following sequence:
where

RCOMPASS: Let denote the angle formed by and measured
counterclockwise. Let be the neighbor of above the line such that

is the smallest among all such neighbors. Similarly, is the
neighbor of below such that is the smallest among all such
neighbors. The next node is chosen uniformly at random from and
This algorithm differs from the algorithm Random Compass proposed in [Bose
and Morin, 1999] in the context of triangulations in a small way. In Random
Compass, one neighbor chosen, is the neighbor of that minimizes

and the second neighbor, is the neighbor of that min-
imizes Therefore, both neighbors could lie on the same side of
the line, whereas in RCOMPASS, if there are no neighbors on one side of
the line, only one neighbor is considered.
WEIGHTEDRCOMPASS: Let  be the neighbor of be defined as in RCOM-
PASS. The next node is chosen from and with probability
and respectively.
BEST2COMPASS: Let  and be the neighbors of such that (or

and (or are the two smallest such angles among all
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neighbors of Then the next node is chosen uniformly at random out of
and This algorithm also differs from the algorithm Random Compass

[Bose and Morin, 1999] in that the directions of the smallest angles are not
considered.
BEST2GREEDY: Let and be the closest and second closest neighbors
of to the destination The next node is chosen uniformly at random out of
these two nodes.

All the algorithms above take time to find where is the degree of
The behavior of the algorithms is illustrated in Figures 2 and 3.

Figure 3. In (a) RANDOMINSECTOR selects E as the next node since is
empty and E is the only node in In (b) WEIGHTEDRCOMPASS sets
and BEST2GREEDY sets and whereas BEST2COMPASS sets

and

1.2 Empirical results

We have implemented, in all the algorithms discussed in Section 1.1.
With the exceptions of GREEDY and COMPASS, all of the algorithms consid-
ered here are randomized. To evaluate the performance of these randomized
algorithms we will consider their packet delivery rates and stretch factors. We
first describe our simulation environment, including the choice of algorithm-
specific parameters, and then describe and interpret our results, comparing our
algorithms with previous work, as well as with each other.

1.2.1 Simulation Environment

In the simulation experiments, a set S of points (where (75, 100,
125, 150}) is randomly generated on a square of 100m by 100m. For the
transmission range of nodes, we use 15m or 18m (experiments showed that
with lower transmission radii, the graph was too often disconnected, and with
higher transmission radii, the generated graphs were so dense that the delivery
rate of all algorithms approached 100%). After generating UDG(S), a source
and destination node are randomly chosen. If there is no path from to in
UDG(S), the graph is discarded, otherwise, all routing algorithms are applied
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in turn. Clearly, an algorithm succeeds if a path to the destination is discovered.
The deterministic algorithms are deemed to fail if they enter a loop, while the
randomized algorithms are considered to fail when the number of hops in the
path computed so far exceeds the number of nodes in the graph. To compute
the packet delivery rate, this process is repeated with 100 random graphs and
the percentage of successful deliveries determined. To compute an average
packet delivery rate, the packet delivery rate is determined 100 times and an
average taken. Additionally, over the 100 × 100 runs, the average hop stretch
factor is computed.

Several of the randomized routing algorithms use experimentally optimized
parameters. In particular, FARINSECTOR depends on the parameters  and
A smaller value of clearly means a smaller number of eligible neighbors of
Similarly, a smaller value of means the area of the periphery is smaller com-
pared to the area of the sector, which changes the number of eligible neighbors
that are closer to the destination. We use and after compar-
ing the performance of the algorithm with varying from to and from
0.1 to 0.9. For GREEDYINSECTOR,           was found experimentally to
give the best performance. Also, RANDOMINSECTOR depends on the size of
the nested sectors, and the experimentally determined optimum values are
and respectively.

1.2.2 Discussion of Results

Detailed simulation results for all the routing algorithms, along with the
associated standard deviations, are given in Tables 1 and 2 for the case when the
transmission radius is 15 1. In particular, we are interested in the performance
of our proposed randomized routing algorithms with the previously published
routing algorithms GREEDY, COMPASS and RCOMPASS.

BEST2GREEDY and BEST2COMPASS are straightforward randomizations
of the greedy and compass strategies, where the next node is chosen randomly
from the top two candidates according to the respective heuristics. BEST2-
GREEDY is the worst of the randomized strategies in terms of delivery rate,
but the best in terms of the stretch factor for both values of transmission ra-
dius. BEST2COMPASS has the second-best stretch factor and the second-worst
delivery rate.

The sector-based algorithms improve significantly on the delivery rate of
GREEDY, COMPASS and the above two strategies. The key idea behind the
sector-based algorithms is to restrict the extent to which we stray away from
the direction of the destination while keeping some flexibility regarding ex-
actly which neighbor to forward to next. The three algorithms differ in the

1The trend of the results is the same when the transmission radius is 18 so the details are omitted here.
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choice of the neighbor within the sector2. GREEDYINSECTOR chooses the
neighbor closest to the destination from within the sector, while FARINSEC-
TOR chooses a node randomly from among the nodes closest to the desti-
nation and RANDOMINSECTOR chooses randomly
from among nodes closest to the direction of the destination. FARINSECTOR

also allows for the choice of next neighbor from if the sec-
tor is empty, on the grounds that it may be worthwhile straying outside the
sector provided that we cover a lot of distance to the destination. While the de-
livery rates of all sector-based algorithms are almost identical for both values
of transmission radius, FARINSECTOR appears to have a slight edge over the

2For simplicity, we use “the sector” to refer to    in this paragraph.
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other two in terms of stretch factor. However FARINSECTOR also is slightly
more complicated to implement than the other two.

The RCOMPASS algorithm proposed in [Bose and Morin, 1999] is the best
in terms of delivery rate but is significantly worse than all other randomized
algorithms in terms of the stretch factor. Recall that RCOMPASS chooses the
next node with equal probability among the two nodes making the smallest
angles in clockwise and counterclockwise directions from the the line. This
means that if there is a problem with the route on one side of the line, there is
a good chance of avoiding it, which gives a good delivery rate. However, by
potentially moving far away from the direction of the destination, we may end
up increasing the path length. In contrast, WEIGHTEDRCOMPASS still allows
for moving on both sides of the line, but by weighting the probability of
the choice of each neighbor on the angle it reduces the chances of
moving too far away from the right direction and therefore taking too long a
path. As a result, WEIGHTEDRCOMPASS achieves the same delivery rate as
RCOMPASS but significantly improves on its stretch factor.

In summary, the experimental results show that all the randomized algo-
rithms perform better than the deterministic algorithms in terms of average
packet delivery rate. In particular, WEIGHTEDRCOMPASS and RCOMPASS

outperform the other randomized algorithms. However, in terms of average
hop count stretch factors, the deterministic algorithms outperform all the ran-
domized algorithms, with GREEDY having the lowest stretch factors. The fact
that the randomized algorithms are able to continue and find alternative and
possibly longer routes even when encountering the same node again in a path
accounts for both the higher delivery rates and the higher stretch factors as
compared to the deterministic algorithms. However, it is interesting to note
that our best algorithm WEIGHTEDRCOMPASS has not only the best delivery
rate but also one of the best values of stretch factor. In fact, when computing
the stretch factor over only those instances where GREEDY or COMPASS suc-
ceed as well, the stretch factor of WEIGHTEDCOMPASS is even better than the
values shown in Table 2.

1.3 Summary
In this paper, we proposed six new randomized position-based strategies for

routing in mobile ad hoc networks. We compared the performance of our al-
gorithms with the previously proposed GREEDY, COMPASS, and RCOMPASS

algorithms. Our simulation results demonstrate that randomization yields a
definite improvement over the deterministic algorithms in terms of the deliv-
ery rate. Conversely, the best stretch factors are achieved by the deterministic
algorithms. One of our new algorithms WEIGHTEDRCOMPASS achieves the
best delivery rate and has one of the best stretch factors.
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We are currently working on improving further the the performance of WEI-
GHTEDRCOMPASS by varying the choice of the qualifying candidates for the
next node as well as the weighting function. We have recently completed a
study of a class of such randomized algorithms [Fevens et al., 2004]. We are
also interested in the performance of WEIGHTEDRCOMPASS on other types
of graphs, such as planar graphs and triangulations. Using weighted prob-
abilities to choose the next neighbor in a sector-based algorithm is another
interesting avenue for research. Finally we are interested in characterizing the
kinds of networks for which our randomized algorithms deliver the packet with
probability 1.
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In this paper, we propose a so-called refinement-based routing protocol that uses
dynamic route redirection to provide proactive route selection and maintenance
to on-demand routing algorithms so that the benefits of both types of routing al-
gorithms can be combined and their drawbacks minimized. Experimental results
demonstrate that adding the refinement-based routing protocol to AODV signif-
icantly reduces the number of broken paths and the end-to-end packet latency
when compared with the pure on-demand routing protocol, AODV.

route maintenance, ad hoc wireless network

1. Introduction

As the popularity of mobile computing increases, cooperative communica-
tion using wireless devices is attracting interest. A Mobile Ad-Hoc Network
(MANET) is a collection of such mobile devices, denoted as nodes, without
the required intervention of any centralized access point or existing infrastruc-
ture. Each node in the network is equipped with a wireless transmitter and a
receiver, and can act as both a host and a router forwarding packets to other
nodes.

An important issue for achieving efficient resource utilization in the network
is how to update route information depending on a change of network topolo-
gy and connectivity. Since mobility in MANET causes frequent, unpredictable
and drastic changes to the topology, it is especially important for nodes to be
able to adapt to such changes and find an efficient route between communicat-
ing source and destination. To provide routes in such dynamic environments,
many routing protocols have been proposed over the last few years. These
protocols can be broadly classified onto three categories, namely, proactive,
reactive, and hybrid.

On the one hand, pro-active routing protocols are proposed as a means to
dynamically adjust an on-going route when network topology changes, or e-
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quivalently to provide different routes at different points of time so as to control
the dynamics of a MANET. However, when providing such adaptability, a pro-
active routing protocol uses a large portion of network capacity to keep the
routing information current, which is an inefficient use of bandwidth to flood
control messages to the network.

On the other hand, on-demand routing protocols only maintain the active
paths to those destinations to which data must be sent and thus significantly
reduce routing overheads. These have recently attracted more attention than
the pro-active protocols. However, on-demand routing protocols accommo-
date route changes only when an active route is disconnected. They cannot
adapt to the change of network topology even if another route with less hops
becomes available by the movement of intermediate nodes, unless any link in-
between is disconnected. To alleviate this problem, several preemptive-based
routing protocols were proposed [1][2][3][4]. Among these, Preemptive Rout-
ing [1] is in principle, a preventive mechanism, which in advance initializes a
route discovery when links of a path are likely to be broken, and then hands
off the dangerous path to the shortest new path just found. Such an approach
reduces a handoff delay experienced by the data packets if the path-break pre-
dicted actually happens. However, it is no help in reducing routing overheads
because, whenever a path is suspected to be broken, this method will flood the
route-request packets to the network. This may even increase such overheads.

Router Handoff [2] deals with the path-broken problem by finding an al-
ternate node in the vicinity of a potential link break, and then handing off the
route to this node. However, the approach involves no optimizations for an ac-
tive path; that is, a router handoff cannot shorten a path since such an approach
only replaces an intermediate node with another which connects the replaced
node’s upstream node and its downstream node, with stronger links.

OR2 [3] is an adaptive path tuning scheme for mobile ad hoc networks. This
method reduces the hop count of an active route while data packets are sent
without link disconnection. However, it targets the “one-hop path shortening”
between nodes that are adjacent with a single intermediate node, and provides
no “N-hop path shortening”.

Recently, a so called AODV protocol [4] is proposed as an extension to
AODV [5]. This method invokes a path rediscovery routine from the source
according to the received information about the path which is contained in the
route reply packet or according to a warning message received at the source.
Moreover, instead of monitoring the signal power of the receiving packet, it
monitors the transfer time for the hello packets to predict the link break. How-
ever, when a source node receives warning messages and decides to rediscover
the path, it still needs to flood the route-request packets to the whole network,
increasing the possible routing overhead as that noted for the preemptive rout-
ing [1].
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In contrast to the above research, “RBR”  provides path optimizations that
simultaneously reduce the routing overheads for a broken path and the end-
to-end delays of an active route. To achieve the first goal of reducing routing
overheads, when a path breaks, RBR does not flood the route-request packets
into the network; instead, it repairs the broken path using only local broadcast
messages. Regarding the second goal of decreasing delays, RBR progressive-
ly shortens a path by introducing a suitable redirector to the path with fewer
hop counts. We have incorporated the two mechanisms into the AODV rout-
ing protocol. Experimental results demonstrate that adding refinement-based
routing to AODV significantly reduces the number of broken paths and the end-
to-end packet latency, with only small extra control overheads when compared
with the pure on-demand routing protocol, AODV.

This paper is organized as follows. In Sections 2 and 3, two major mecha-
nisms involved in RBR are introduced. Then, performance evaluation results
are given in Section 4. Finally we draw up our conclusions in Section 5.

2. Passive Probe Route Redirection

This section describes the details of the proposed Passive Probe Route Redi-
rection the first component of the proposed Refinement-Based Routing
Protocol. First, we introduce the concept of “vicinity” of two nodes and that of
the “redirector” of a path in our RBR. Then, we explain the design of
on the basis of overheard data, recorded in a so-called Overhear Table without
the aid of source route information.

Vicinity

To argue for the concept of “nearness” of two nodes and that of “redirector”
of a path more formally for our RBR, we introduce the notions of vicinity
and bypassed hop count based on the observation of the distance relationship
between two nodes. For this purpose, let us define the following notations:

The distance estimated from B to A.

The vicinity of A.

The upper-stream adjacent node of A in relation to flow

The down-stream adjacent node of A in relation to flow

The bypassed hop count of a Redirector K in relation to flow

In this context, we assume Based on this, B is said to be in
the vicinity of A, or implying that as well. Furthermore,
suppose that a flow, now traverses A, B, C and D in this order, and X
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and Y are two nodes not in Using the above definitions, the relationship
between the four nodes involved in can be represented as

As shown in Fig. 1, when C moves away from B, and is no longer
true, there is a possibility that X or Y can act as a redirector to repair the broken
path. In this scenario, X may be and while Y may be
and Comparing the two candidates, X and Y, it can be seen that X can
only connect to the direct down-stream node of B, i.e., while Y
can connect to the more descendent down-stream node of B, i.e.,
This can be represented more precisely as and
Consequently, if X and Y compete to be a redirector for the broken link,
simultaneously, and B can choose Y as the result, then the need of reinitializing
a route discovery will be avoided and a shorter repaired path, when compared
with that done by X, can be obtained. From this, we can develop the scheme
described in the next section.

Design of

Passive Probe Route Redirection is, in principle, a preventive, preemptive
approach to deal with path-breaks. We set two design goals to repair-
ing a broken path, and minimizing the number of additional control packets.
On the one hand, the first goal is obvious in the context of the aforementioned
problem. On the other hand, as regards the second goal, we aim at a scheme
that can result in only a small extra routing overhead for repairing a broken
path. In particular, we do not allow a path to be broken, which wastes huge
bandwidth when flooding routing packets to find a new path, whenever there
exists at least one redirector, in the vicinity of a broken link which can repair
it. This is an important consideration for an ad hoc network since nodes in
the network need to reduce their power consumption whenever possible. We
design a scheme in which control packets are transmitted only when a node
determines that a path should be changed based on when the alarm is given
that there is a link-break. We call the scheme and it is the first com-
ponent of RBR. In what follows, we first introduce the Overhear Table used
in and then discuss our solutions for the so-called Route Redirection
Reply Storm Problem.

Overhear Table. In each node makes use of its Overhear Table.
This table contains information about the status of each neighbor overheard in
promiscuous receive mode. In particular, without the aid of source route infor-
mation, an overhear table under AODV can be implemented with the following
fields:

The identity of the overheard node.
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The overhear time. It aids the flush work triggered when the overheard
data is out of date.

The path source and the path destination: two fields used to identify a
flow.

The time to live (TTL). This represents the sequence of overheard nodes
in the same route.

The estimated distance: a value obtained with received power and the
transmitted power announced by the sender. With this distance and the
hop count derived from TTL, a node can decide on its preference to be a
redirector.

With this table, let us now explain the fundamental messages passed among
the nodes in a MANET, which involves three control messages (packets):

(Route Redirection Request), (Route Redi-
rection Reply), and (Route Redirection Acknowledgement).

At first, when movement of an intermediate node or the destination causes a
link to break, or when heavy traffic in an area makes a link useless, a node that
uses this link to its next-hop, retransmitting RTS more than times, changes
its state from normal to probe and locally broadcasts a Upon
receiving the each neighboring node triggers its own
reply procedure. That is, the node that receives first checks
if itself can be a redirector by searching the initiating node and the downstream
nodes in the same path, in its own overhear table. If both are found, the by-
passed hop counts between the sender and the found downstream nodes, HCs,
will be calculated, and the distances from the node to these downstream nodes,

and the distance from the node to the initiating node, will be all re-
trieved. These values are then used to decide the preference of this node to
be a redirector in the path, which helps to solve the Route Redirection Reply
Storm Problem to be discussed in the next section. According to the prefer-
ence value, the node randomly delays for a period of time, and then sends a

to the initiator. By receiving the the ini-
tiator decides which redirector will be its new next-hop, sending its decision
with a to the redirector, which makes the redirector update
its routing table and completes the redirection procedure.

Preventing Route Redirection Reply Storms. The ability of nodes to reply
to a on the basis of information in their Overhear Tables can
result in a possible Route Redirection Reply “storm” in some cases. That is,
when a node broadcasts a each neighbor may attempt to
send a thereby wasting bandwidth and possibly increasing
the number of network collisions in the area.
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This is illustrated by an example in Fig. 2, the same one given in Fig. 1 but
with more details. As shown in this figure, when link is likely broken or
congested, nodes X, Y, Z and W at this time will receive B’s
for the path from S to I, and each has some overheard nodes cached for this
route. Normally, they all attempt to reply from their own Overhear Tables and
all send their at about the same time because they all receive
the broadcast at about the same time. Such simultaneous
replies from different nodes may create packet collisions among some or all of
these replies and may cause local congestion in the wireless network.

When a node puts its network interface into promiscuous receive mode, it
can delay sending its own for a short period of time and
listen to see if the initiating node begins using a redirected route first. That is,
this node should delay sending its own for a random period,
which is now obtained as

where is a small constant delay, M is the maximum number of hop counts
that can be bypassed, HC is the bypassed hop count, and are the distance
to the initiating node, and that to the found downstream node, respectively, TR
is the node’s transmission range, and and are two random numbers be-
tween 0 and 1. This delay effectively randomizes the time at which each node
sends its That is, in the probability sense, all nodes send-
ing messages giving larger bypassed hop counts, HCs, will
send these replies earlier than all nodes sending messages
giving smaller HCs. In addition, a node’s relative location, represented as

serves as a perturbation factor in this randomization. More precisely,
a node with location near both the initiating node and the downstream node
may reply sooner than the others.

Provided with the delay period, a neighboring node promiscuously receives
all packets, looking for from the initiator of this
If such an ACK, destined to another node, is overheard by this neighboring
node during the delay period, the node may infer that the initiator of the

has already received a giving an equally
good or better redirected route. In this case, this node cancels its own

for this
In this example, Y receives the and checks its Overhear

Table, finding that it can overhear three nodes, B, C, and D, in this path. Y
then chooses D as its next-hop for this path since it gives a larger bypassed hop
count, 2, compared with that provided by C, 1. Given this value, 2, and two
distances (to the initiator B, and the chosen next-hop, D, respectively), 150
and 180, Y can compute its delay period according to equation 6, sending a

at the indicated time if no other replies are overheard during
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this period. Additionally, since the hop count given by Y is larger than those
provided by X, Y is very likely to send its reply successfully if its location is
not too far from the initiator and the chosen next-hop when compared with that
of its competitor, X.

For reference, the control message flow summarizing the salient features of
is given in Fig. 3. This figure mainly depicts the control messages

exchanged between the initiator, B, and the successful redirector Y in the ex-
ample. In addition, the original next-hop, C, is also shown, which explicitly in-
dicates the possibility that C can also give a response for the
even though this does not happen in this example.

3. Active Probe Route Redirection

This section describes the details of the second component of RBR.
The goal of is that without the aid of source routing information, by
using the Overhear Table only, it can automatically shorten a path if one or
more of its intermediate hops becomes unnecessary. This is particularly useful
when the path is unavoidably lengthened by as the redirectors found
at that time have their own equal to 1 at most. The Active Probe Route
Redirection is designed in such a way that even MANET is operating
with a distance vector routing algorithm.

More precisely, like uses the same Overhear Table, filled
with overheard path information obtained under the promiscuous receive mod-
e, to check if a node itself can be a redirector to shorten an active path without
the need for reinitializing a route-discovery procedure. That is, whenever a
node discovers in its Overhear Table that there exists at least two nodes, say
and in the same path, having their TTLs, and with differ-
ence equal to or greater than 3, i.e., or
the node will trigger an Active Route Redirection Request,
relayed to the upstream neighboring node, say to redirect the next-hop of
the route to this node. Upon receiving the node makes
a decision as to whether the request should be responded to or not based on
certain criteria. If the decision is positive, an will be sent to
the requestor (redirector).

One of the possible criteria is the number of hop counts to be shortened
in the path if several messages are received from different
nodes at the same time. In this case, a redirector providing a shorter path,
i.e., a larger is preferred. In addition, the criteria should be considered
with those redirections that just took place in the near past in mind. That is to
say, if node changes its next-hop to a node, say as its new next-hop for a
redirection request delivered by already, the following request from the node
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in question should be rejected as long as the request suggests a is not an
improvement on the previous one.

Fig. 4 illustrates an example demonstrating the control flow in
which involves only two control messages: and
Let us assume that and

in relation to flow Moreover, suppose that C’ has overheard data
packets transmitted from A to B and data packets transmitted from D to E, si-
multaneously. Based on the overheard information, C’ determines that it may
be a redirector between A and D; that is, and
may be established. In this case, this node, C’, sends an to
A, and upon receipt of this request, A updates its routing table and sends an

back to C’ if the criteria mentioned previously are satisfied.
In particular, to ensure that the downstream node D can also be connected to
C’, C’ has the option to ask D to reply to the same which
is shown with dot-lines in the figure. Finally, when is re-
ceived, C’ can update its own routing table accordingly. Note that since this
route is now changed, the refreshed routing information can be piggybacked
from the initiating node toward the path endpoints to inform other nodes on the
path of the fact that the path length may be changed, which is the same issue
considered in

4. Performance Evaluations

In this section, we report on theoretical analysis and simulation studies (with
GloMoSim [6] in order to come to an understanding of the potential improve-
ments in performance obtained by the proposed Refinement-Based Routing.

Theoretical Analysis

Some definitions and basic results are given first. Let the number of nodes in
the network be N, the transmission range of each node be R, and the average
path length of all possible traffic be The average hop count from source
to destination can be approximated as and the number of hops to
discover a route is 2H on average.

Overhead of repairing a broken link. Consider the control overheads that
AODV may involve. Supposing that AODV’s RREQ packets can reach all
nodes in the network, the overhead of flooding such messages will be N. Fur-
ther, if each of the H hops has the same broken probability and the number of
routes affected by a link breakage is on average, then the number of RERR
packets for the link break can be estimated as

In pure AODV, a broken link causes RERRs sent to the sources affected.
Assuming all the sources initiate route rediscovery after receiving such R-
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ERRs, the average number of control overhead, and the average

delay, for the broken link can be obtained with

respectively, where

and

RER) sent to the sources, the number of RREQ packets (the delay of RREQ)
sent to find new routes to destinations, and the number of RREP packets (the
delay of RREP) replied to the sources, respectively.

Equipping AODV with local repair function results in the upstream node of
a broken link being able to find the new routes to the destinations affected by
itself. Thus, the control overhead and the corresponding delay can be reduced

and are the number of RRER packets (the delay of R-

as

and

H, respectively, where is the number of RREP packets replied to

the upstream node, and and are the delay to reach the
destinations and the delay to reach the upstream node, respectively.

Now consider the control overhead of RBR for repairing a broken link.
Unlike the AODV’s approaches, which flag an error and re-initiate a route-
discovery procedure at the source or at an intermediate node where the route
is broken, repairs a broken link with only local broadcasts to find a
suitable redirector, and thus, its control overhead and the corresponding delay
are future reduced as

and

and

respectively, where

are regarded
as the same and all given with 1 unit of time for analytical simplicity.

Overhead of shortening an active route. Consider the Automatic Route
Shortening (ARS) mechanism of DSR at first. According to the Internet draft [7],
in DSR, nodes promiscuously listen to packets, and if a node receives a packet
found in the Flow Table but the MAC-layer (next hop) destination address of
the packet is not this node, the node determines whether the packet was sent
by an upstream or downstream node by examining the Hop Count field in the
DSR Flow State header. If the Hop Count field is less than the expected Hop
Count at this node, the node will adds an entry for the packet to its Automatic
Route Shortening Table, and returns a Gratuitous Route Reply to the source of
the packet.
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According to this, the communication overhead and packet delay of ARS
could be and

where represents the number of Gratuitous Route Reply
unicasting from the intermediate node to the source, and is
the corresponding delay. On the other hand, RBR requires only three control

Simulation
In this subsection, we simulate the RBR-enhanced method and the original

AODV to obtain their possible performance differences in mobile environmen-
t. For an unbiased comparison, scenarios similar to the previous work [1] were
simulated with and without the use of RBR. However, instead of only 35 n-
odes, we experimented using scenarios with a set of 100 nodes in an area of
2000 square meters. In addition to this, we created the following environ-
ment. The transmission range was 250 meters. The mobility adopted was the
random waypoint model. In this experiment, MOBILITY-WP-MIN-SPEED
was 0 meters/sec, the maximum speed, MOBILITY-WP-MAX-SPEED, of 10
meters/sec was taken as our low speed, and that of 20 meters/sec as our high
speed. The MAC layer adopted was IEEE 802.11 designed to note a link-break
in advance.

With above, we examined the impact of dynamic channel quality change
caused by mobility to the performance of RBR. For this aim, every Constant
Bit Rate (CBR) flow is randomly selected from among 35 nodes, for each speed
(low, medium, and high). Each CBR source sent one 512-byte packet every
second to its destination for a duration of 1000 seconds of simulation time. In
total 100 simulations for each speed and each number of flows were carried
out, and the performance metrics measured, that is, the end-to-end delay, jitter,
throughput, control overhead, and number of path-breaks, were averaged to
show any possible performance differences that may exist between the original
AODV and our RBR.

Figs. 5 and 6 show the number of path break and the packet latency (end-to-
end delay) for both mobility scenarios. As shown in these figures, the number
of broken paths of RBR is only 0.33% (0.38%) of that of AODV in the low
(high) mobility scenario. The end-to-end delay is improved by RBR up to
30% in both mobility scenarios. In addition, as shown in both figures, the

In above, we assume that if RBR causes path lengths changed in the run
time, the routing protocol under consideration, e.g., AODV, can record this
fact and piggyback these changes to the downstream nodes. Therefore, no
additional control overhead should be considered beyond that of RBR itself.

messages to shorten an active path, and costs
and
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higher the mobility, the higher the number of broken paths and the higher the
packet latency is.

Other information of the experiment is given in Figs. 7 and 8. Fig. 7
shows that the two methods provide similar throughputs. The maximum dif-
ference between these throughputs is no greater than 1%. Fig. 8 shows the
control overhead, i.e., the number of control messages sent by each method.
The control messages include routing packets (AODV’s RREQ, RREP, and
RERR), route redirection requests and
route redirection replies and and route
redirection acknowledgements As shown in this figure,
the number of control message of RBR is only half of that of AODV in both
mobility scenarios. Observing Figs. 5 and 8, it is evident that RBR results in
fewer path-breaks and greater savings in control overheads.

5. Conclusion

In this paper, we investigate adding proactive route selection and mainte-
nance to on-demand routing algorithms to combine the benefits of both types
of routing algorithms while minimizing their drawbacks1. Evaluation result-
s show that adding the refinement-based mechanisms to AODV significantly
reduces the number of broken paths as well as the end-to-end packet latency
when compared with the pure on-demand routing protocol, AODV.
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Abstract Inter-vehicle communication is becoming increasingly important in recent years.
Traditional research efforts on vehicular networks have been put into safety or
infotainment applications. In this article, we propose a Vehicular Mesh network
(VMesh) to inter-connect disjoint sensor networks and act as a data transit net-
work. Our VMesh networks are designed to provide a low cost, high fidelity,
scalable, and fault resilient solution for data collections and disseminations. Pre-
liminary simulation results based on a random mobility model show that the
system has better performance when mobile routers are allowed to talk to peers.
Mobile router density and transmission ranges dominate the simulation results.
When the router density is high and/or transmission range is large, the data suc-
cess rate will be high and latency will be small. There also exists a critical value
of transmission ranges. There are no significant performance improvements once
this critical value is reached.

1. INTRODUCTION

US FCC has allocated a block of spectrum from 5.85 to 5.925 GHz band for
inter-vehicle and roadside-to-vehicle communications that can support a wide
range of applications. Such ad-hoc communication modes complement cellu-
lar communications by providing very high data transfer rates in circumstances
where minimizing latency in the communication link and isolating relatively
small communication zones are important. Previous work on vehicular com-
munication has mainly focused on supporting two broad categories of appli-
cations: a) vehicular safety, such as exchanging safety relevant information or
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remote diagnostics using data from sensors built into vehicles and b) mobile
internet access. However, there is a large untapped potential of using such ve-
hicular networks as powerful and distributed computing platforms or as transit
networks.

Vehicular networks have very different properties and design challenges
compared to their counterparts such as laptops in nomad computing or sensor
networks. First, vehicles travel at a much higher speed, making it challenging to
sustain communications between stationary sites and moving vehicles, as well
as handing-off the communication link from one site to the other as the ve-
hicles pass between them. Second, despite the common assumption of random
mobility patterns in many simulation studies on ad hoc networks, the vehicu-
lar traffic has a more well defined structure that depends on the transportation
grid (highway, city roads, etc). Lastly, vehicles, as communication nodes, have
abundant life and computing power as compared to sensor networks.

Our research focus is on designing vehicular mesh (VMesh) networks as
reliable data transit networks. A mesh network is an ad-hoc network with no
centralized authority or infrastructure. Nodes can move, be added or deleted,
and the network will realign itself. The benefits of a mesh network are that
it has the abilities of self-forming, self-healing, and self-balancing. As shown
in Figure 1, one of the applications of using VMesh as a transit network is to
establish connections between disjoint sensor networks.

Figure 1. Using VMesh to connect disjoint sensor networks

One of our expectations for VMesh is to enable demand response (DR) [ 1 ]
for automatic utility usage retrievals and price dispatching. DR is a project in-
itiated by California Energy Commission (CEC). The main spirit of the project
is to allow utility companies to adjust utility prices based on real-time feedback
from end users. With the advancement in consumer technologies, we assume
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that buildings are equipped with wireless sensors/transceivers that are capable
of monitoring gas, water, and electricity usage, transmitting measured data, and
receiving and processing price information. VMesh can be used to interconnect
these sensors and the backbone wide-area network (WAN) infrastructure, e.g.,
Internet backbone, wireless cellular infrastructure, DSL or Cable. We will dis-
cuss some key properties that we expect VMesh to have to support DR in the
next section. In Section III, we will describe VMesh architecture and some de-
sign considerations. We will summarize and introduce our proposed routing
algorithm in Section IV. Lastly, we will show some preliminary results in Sec-
tion V.

2. VMESH DESIGN RATIONALE FOR DEMAND
RESPONSE

We envision that VMesh leverages a variety of vehicles, ranging from public
transit (e.g., buses, light rail) to vendor trucks (e.g., FedEx, UPS) and police
cars, to form a dynamic group of mobile routers. These vehicles, or MRs, are
responsible for disseminating price information to and retrieving information
from different households to support dynamic tariffs and demand-response. In
this case, VMesh is designed to meet the following goals:

Low Deployment and Maintenance Cost: Since the routers in this ca-
se are “mobile”, one can drive these mobile routers into a station (e.g.,
main bus station or police headquarters) for repairs or software/hardware
upgrades, instead of having to send a repair team out to various locati-
ons to fix the problems if they were stationary. Moreover, the number
of mobile routers required can be minimized, e.g., using buses traveling
on different routes is sufficient to cover the entire city. Hence, both the
installation and maintenance costs are greatly reduced.

Adaptive Fidelity: By using a combination of vehicles as mobile rou-
ters, VMesh provides a wide spectrum of flexibility in terms of the fre-
quency of message retrieving and the granularity of demand response
control loops. For example, while buses run every 0.5 - 1 hour, they do
not stop at every single household. On the other hand, garbage trucks
may stop at every household but they only come by once a week.

Scalability: VMesh can support incremental deployment easily as the
number of sensor nodes grows. In fact, VMesh benefits from the econo-
my of scales, i.e., the cost of introducing a new mobile router goes down
as the number of sensor nodes it is capable of serving increases.

Broadcast and Multicast Capabilities: Broadcast and multicast capa-
bilities are inherent in the wireless communications used between the
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mobile routers and sensor nodes, between the mobile routers and ag-
gregation points to the VMesh network backbone, and between mobile
routers and other vehicles equipped with wireless transceivers.

High Level of Redundancy: VMesh has a high level of built-in redun-
dancy by leveraging different vehicles that overlap in spatial coverage
and temporal samplings. For example, there may be different routes for
public transit through the city, but these routes often overlap in the main
streets. In addition, garbage and postal trucks will visit the households
on the same street at different times of the day. Therefore, the same end-
user can be connected by two or three different types of vehicles. There
are multiple available paths to ensure the delivery of the DR messages.

Failure Resiliency via Deflection Routing: VMesh ensures the surviva-
bility of the DR messages by deploying the deflection routing technique.
The key premise lies in the ability of VMesh to deflect messages until a
valid path is found to the destination instead of dropping them when the
original path fails due to faulty mobile routers, broken communication
links, or vehicular accidents.

DR is one type of applications the VMesh network is capable of supporting.
In addition to supporting demand response, VMesh also enables the deploy-
ment of other large-scale societal applications such as amber alert (e.g., broad-
casting information of a kidnapper’s vehicle and detecting this moving target),
vehicular traffic control, and temperature/air-pollution monitoring. In the next
section, we will first introduce a generic VMesh network architecture and then
describe the method to support DR with this generic architecture.

3. VMESH ARCHITECTURE

Traditional sensor networks are developed in a way that sensors are installed
close enough to provide direct communications. If the deployment area is vast,
one or more data collection base stations and clustering techniques are required
to reduce the overhead of data transmissions. When the covering area is large,
base stations may use other sensors, which have limited power, as gateways to
relay messages or increase transmission power to increase transmission ran-
ge if possible. However, increasing the power also increases the interference
to other nodes in the network and using other sensors as gateways drains out
the energy of some specific nodes more quickly. Both methods have their own
drawbacks and may decrease the stability of the network. If the latency requi-
rement of data in a network is not critical, we can alleviate this problem by
using the VMesh network, which has one or more mobile routers as an essen-
tial component. As these mobile routers move by, they can collect and disperse
information to static base stations. An example of using mobile routers to col-
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lect data is represented in the data mule paper [2] from Intel research lab. The
difference between our work and [2] is that the data mule paper focused on
sparse networks whereas we put emphasis on dense networks.

Vehicular mesh networks are ad hoc networks formed by vehicles enabled
with wireless networking. As the vehicles move, the connectivity between the
vehicles and other static network nodes changes. The network is dynamic and
as a result, nodes may be disconnected from the network at times. To address
this, nodes will store the data during the period they are disconnected from the
network. An example vehicular mesh network is shown in Figure 2. The figure
shows two bus routes (Route 136 and Route 108) and some key components of
VMesh. The key components of the architecture are as follows:

Figure 2. An illustration of proposed VMesh architecture

1 Sensing and Transceiving Units (STUs) are wireless enabled sensors
that will transmit collected data to the central office (inbound message).
They also receive new configurations such as new pricing information
generated by the central office (outbound message). These are shown as
solid circles in Figure 2. If STUs cannot directly connect to the VMesh
backbone network, they can form a network themselves to route inbound
and outbound messages.

2 Aggregation Points (APs) are nodes that act as gateways to the VMesh.
They can aggregate inbound messages, relay the messages to the VMesh,
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accept outbound messages, and route these outbound messages to one
or more STUs. These gateways could be special nodes deployed at ap-
propriate locations or specific STUs that are enabled with the gateway
functionality.

3 Mobile Routers (MRs) are wireless enabled mobile objects that have
the ability to store and forward data. For example, buses, along with other
various types of vehicles equipped with storage and wireless networking,
form ad hoc networks with other mobile routers and connect to the static
gateways.

4 Central Gateways to VMesh (CGs) are gateways which connect dif-
ferent VMesh networks. These are located at specific locations on the
paths of mobile routers, such as at the main terminal stop of buses.

The characteristics of VMesh depend on the mobility pattern of the partici-
pating mobile routers as well as neighboring vehicles. The choice of vehicles
that are suitable for VMesh heavily depends on their attributes which include:

1 Coverage: How many STUs are directly accessed? We refer to the co-
verage as being fine-grain if the MRs can directly access individual or
small groups of STUs directly.

2 Schedule and Periodicity: Is there a fixed schedule in the mobility pat-
tern of MRs and if so, what is the period?

3 Redundancy: Are STUs or APs covered by multiple MRs? Are there
multiple paths from the individual STUs to the APs?

4 Cost: What is the cost of deployment and maintenance in terms of the
number of STUs, MRs, and APs?

For example, buses provide coverage to almost every major street in a dense
major city such as San Francisco and their schedules coincide with peak elec-
tricity usage (e.g., buses run more frequently during work hours when ener-
gy consumption is high than at night). The mobility pattern of the vehicles
depends on the type of vehicles, which include personal automobiles, public
transport buses and light rails, postal vans, garbage trucks, various types of
vendor trucks and vans such as UPS and FedEx, law enforcement vehicles such
as police cars, and other monitoring vehicles such as those that monitor parking
violations.

Various types of vehicular mesh networks can be characterized along these
parameters depending on the targeted geographic area. An example of such
characterization for a suburban area is shown in Table 1.
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For the case of demand response, DR is enabled in the following manner.
Periodically, the sensors transmit collected data that are routed to one or more
aggregation points through a local ad-hoc network. When the mobile router
travels by these aggregation points, it downloads the collected data and uploads
new configurations which are distributed to the sensor nodes using local ad-
hoc networks as well. The collected data can be opportunistically routed by the
vehicular mesh network to the central gateways. In the worst case, the central
gateway may be located at the terminal point of the route of the mobile router.

We will discuss about routing issues based on this architecture in the next
section.

4. ROUTING IN VMESH

Many routing algorithms have been proposed for MANET. However, not
all of them are fit well in our VMesh network. For example, Destination-
Sequenced Distance-Vector Routing (DSDV) [3] needs network-wide update
messages. If every household has at least one sensor, like the case in demand
response, the density of sensors would be extremely high. Hence, network wi-
de route update messages will drain out the energy of sensors quickly. Ad-hoc
On-Demand Distance Vector Routing (AODV) [4] uses bi-directional links but
one field study [5] has shown that this may not always be true in real life. The
main disadvantage of Dynamic Source Routing (DSR) [6] is the long routing
table. Because nodes in a DSR network need to store all the routing sequences
toward intended destinations, the routing table will be prohibitedly long if the
network is dense. For detail routing algorithm reviews, please refer to [7][8][9]
[10]. In the following subsections, we will discuss routing issues from STUs to
APs, APs to MRs, and MRs to MRs separately.
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STUs can easily obtain location informations because we can hard-code the
informations into each static STUs. We use the most forward progress within
radius (MFR) greedy algorithm as the general packet forwarding algorithm
to minimize hop counts. MFR always tries to find a node within transmission
range which can provide the smallest remaining distance toward destination.

In a case like DR, information will be sent out frequently by the APs. Du-
ring the new information dispatching phase, new information are broadcasted
over the whole network. In [11] and [12], low overhead flooding algorithms
have been presented. Instead of establishing static multicast trees, we can use
the algorithm in [12] to dispatch messages. A node in [12] sets up a random
backoff timer based on the forwarding progress when a new broadcast messa-
ge is received for the first time. If the node receives the same message from all
directions (NE, NW, SE, SW) before the timer has expired, it cancels the timer.
Otherwise, the node resends the message.

In our VMesh network, we may have hundreds of STUs trying to send data
to an AP at the same time. This situation puts heavy loading on the MAC
layer. Therefore, we will apply clustering techniques to decrease MAC layer
loading and retransmissions. Conventionally, when a node wants to transmit
information back to the aggregation points, it sends packets to the cluster head
first. The cluster head will then forward the packets to the next cluster head
through a one-hop broadcast or use other sensors as gateways and perform
multihop relaies. Broadcasting and clustering are two similar techniques but
work in the opposite ways. Brodcasting best suits for one-to-many scenarios
while clustering is many-to-one. The optimal solution for both broadcasting
and clustering is to use the minimum number of nodes to cover the whole
network space. Nodes in the VMesh network can record the nodes that they
received messages from and then use them as the cluster heads for return paths.

In the traditional MFR, a node tries to select another node that can provide
the most forwarding progress as the next hop. This characteristic will quick-
ly drain out the energy of certain nodes that are located on critical paths. In
our proposed routing method, next hops are the cluster heads that are chosen
randomly according to the forwarding progresses during each data dispatching
phase. Since the backoff timers are chosen randomly, the nodes that rebroad-
cast messages are different from time to time. This indicates that the next hops,
which are actually cluster heads, are distributed in a set of nodes instead of
being fixed. Because the cluster heads are chosen dynamically during each
new message dispatching phase, this method is also more resilient to network
disconnection caused by a single node failure. Suppose now a node who claims
itself as a cluster head dies after rebroadcasting a message. The node running

4.1 Between STUs and APs



Enabling Energy Demand Response with Vehicular Mesh Networks 379

out of energy is excluded from the clusterhead candidate list automatically so
new cluster heads are chosen in the next message dispatching phase.

4.2 Between MRs and APs:

4.3 Between MRs:

In the VMesh architecture, aggregation points are static transceivers by the
roadside so mobile routers can get very close to the aggregation point. There-
fore, simple one hop broadcasting is sufficient for message transferring.

The fundamental routing protocol between mobile routers is also MFR. One
very important usage of the addressed VMesh network is to deliver time sensi-
tive information such as dispatching new utility prices to end users. In this case,
a utility company can provide more accurate pricing information if the com-
pany gets more feedback from users. Therefore, we plan to setup a deflection
routing environment to increase the robustness of the network and to decrea-
se the message delivery latency to allow more information being sent back to
the central gateway. Deflection routing has been proposed to reroute packets
during a node or link failure in the IP networks to reduce the transient link
overloads and packet loss rates [13]. We propose to apply similar techniques
to our VMesh network by deflecting messages toward the destination from one
mobile router to nearby vehicles or backup mobile routers when the primary
communication path fails, or when the primary mobile router is trapped in a
traffic congestion that may cause intolerable end-to-end latency. This ensures
that the messages are routed around trouble instead of being dropped.

5. PRELIMINARY RESULTS

This paper focuses on the design of VMesh network architecture. The simu-
lation results shown in this section are used to evaluate and study the worst case
bound by using a random mobility model. We have implemented the algorithm
discussed in the data mule paper [2] in C with some minor modifications under
the Unix environment. In some of our simulation settings, mules can commu-
nicate with each other while this is prohibited in the original work. We use a 40
x 40 grid network. Three kinds of devices, aggregation point, sensor nodes and
mobile routers are initially scattered arbitarily in the grids. The number of ag-
gregation points is set to 1 and the numbers of sensor nodes and mobile routers
are either 16 or 80 for different simulation scenarios. Given that the densities
of sensor nodes and mobile routers are number of devices over total number of
grids spaces, 16 and 80 stand for a density of 0.01 and 0.05 respectively. The
grid network is setup to be a torus so that the mobile routers moving past the
edge will appear at the opposite side of the network. Thus, the initial position
of the devices will not influence the movement or simulation results. We use
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random walk as our mobility model in this simulation. That is, a mobile router
will move 1 grid space into one of the adjacent spaces (with probability 0.25
for each space) for every simulation tick, while the positions for sensor nodes
and aggregation points are permanently fixed. The simulation duration is set
to 10000 ticks. A sensor node can generate one data packet per simulation tick
and transmit packets to mobile routers which can transport the packets to the
aggregation points. We assume all these devices have infinite buffer and that
there is no packet loss during transmission.

There are two different communication methods between mobile routers du-
ring simulations. In the first configuration (NOTALK), mobile routers can send
data to the aggregation point only, while disallowing MR to MR communicati-
ons. In the second configuration (BROADCAST), mobile routers can broadcast
their data to all other mobile routers within the transmission range. The per-
formance metrics we consider are data success rate (DSR) and average delay
latency. If NC is the number of non-duplicated data packets collected by the
aggregation point during time T and NG is the number of data packets genera-
ted by all the sensors during time T, the way to calculate DSR is When the
simulation ends, if some generated data packets are still left in the buffer of the
MRs or sensor nodes and not yet collected by the aggregation point, the DSR
will be less than 1. Average latency is the average time difference between the
time when a packet is generated and the time when it is collected. Since we
consider four different node densities, 2 communication methods, and 10 dif-
ferent transmission ranges(from 1 to 10), there are 80 different scenarios in
total.

From Figure 3, we can see that the DSRs increase linearly with the incre-
ase of the transmission range of mobile routers when the NOTALK method
is used. When the BROADCAST method is used, as shown in Figure 4, the
DSRs increase more rapidly and hit a saturation value when the transmission
range is 6. We can also notice that the density of mobile routers is the domi-
nant factor that affects the performance of the system. The system performs
better when the density of mobile routers is high. In Figure 5, we compare la-
tency values derived from BROADCAST and NOTALK when sensor density
is 0.05. Results show that latencies in NOTALK and BROADCAST decrease
with a similar slope except when the mobile router density and sensor density
are both 0.05. In this case, the latency drop much faster and also saturate when
the transmission range is 6.

Finally, we look at how the differences between BROADCAST and NO-
TALK vary with the changes of the transmission range. The BROADCAST
results in Figure 6 are normalized to NOTALK when the sensor and mobile
router densities are both 0.05. It shows that the results of DSR and latency for
BROADCAST are not far from 1, which is the mark of NOTALK, given small
transmission range. This indicates that BROADCAST does not provide obvious
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advantage over NOTALK when transmission range is relatively small. As the
transmission range increases, the difference between the two transmission me-
thods will first increase then decrease. This is due to the fact that the transmis-
sion range for BROADCAST would reach a saturation value after which we
can not get obvious benefit if we keep increasing the range.

Figure 3. NOTALK DSR vs Transmission
Range

Figure 4. BROADCAST DSR vs Transmis-
sion Range

Figure 5. BROADCAST Latency vs Trans-
mission Range

Figure 6. Normalized DSR and Latency
when AP/Sensor Density = 0.05/0.05

6. CONCLUSION AND FUTURE WORK

While there are many advantages of the network solution described above,
for sake of brevity, we enumerate only the important ones and use the case of
utility pricing dissemination and usage retrieval as an example. In this case, the
network is scalable and the performance of the Vmesh network is also depen-
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dent on the design of bus routes. The vehicular mesh network can minimize the
number of user-side and utility-side gateways thereby minimizing the deploy-
ment cost. Since the maintenance can be done at the bus depot, the cost will
be low. The next step of this project is to implement and simulate our proposed
routing algorithms (including deflection routing) in Qualnet [14]. Future work
will focus on comparing the performance of the proposed algorithm to other
existing routing algorithms to see the performance difference. We will also use
a microscopic traffic simulator to generate realistic vehicle trace files and then
re-generate the latency and data success rates.
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Wireless technologies show a convergence between standards of the
telecommunication industry and standards of the computer industry in
the name of IP. Nevertheless, no unique standard has been defined for the
routing algorithm in mobile ad hoc networks. Different classes of routing
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Abstract Key issues of wireless ad hoc networks are auto-configuration and flex-
ibility. Due to mobility, wireless networks are subject to frequent splits
and merges. In many situations, overlapping networks must combine to
form a new single network requiring a partial or total reconfiguration.
In this context, existing proposals assume that merging networks use
similar routing schemes. Nevertheless, there is no guarantee that differ-
ent networks implement the same routing protocols. In such a scenario,
routing protocols must adapt to the changing nature of the network
characteristics. The wide spectrum under which ad hoc wireless net-
works are used lead to the design of multiple routing protocols (e.g.,
proactive, reactive and adaptive). Merging of wireless networks using
distinct routing protocol is thus unavoidable and leverages particular
difficult problems. We propose in this paper a flexible solution that
enables heterogeneous networks to efficiently cope with merging. We
designed a routing translator daemon based on the neighborhood con-
text enabling neighbor nodes using distinct protocols to interoperate.
The neighborhood context is obtained from the Neighborhood Routing
Protocol Discovery Protocol. Several scenarios under different assump-
tions show that AODV, DSR and OLSR can efficiently interoperate.
We give insights on how routing must adapt and evolve in order to cope
with merging.

1. Introduction
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protocols are under standardization. Examples are the Ad hoc On-
Demand Distance Vector (AODV [Perkins et al., 2003]), the Dynamic
Source Routing (DSR [D.B. Johnson and Hu, 2003]), the Optimized Link
State Routing (OLSR [Clausen and Jacquet, 2003]), and the Topology
Dissemination Based on Reverse-Path Forwarding (TBRPF [R. Ogier
and Lewis, 2004]).

Routing protocols can be classified in three categories: reactive, proac-
tive, and adaptive. In reactive routing protocols (AODV, DSR), routes
are discovered on demand, which reduces overhead by sending routing
information only when needed. Proactive protocols (OLSR, TBRPF) ex-
change routing information in a background process. While on-demand
routing protocols suit sparse communication patterns and small net-
works, proactive protocols have immediate route availability that is more
adapted to dense communication patterns, larger networks, and appli-
cations requiring QoS guarantees. Hybrid or adaptive routing protocols
like the Zone Routing Protocol (ZRP) [Haas, 1997] have been proposed
combining advantages of both on-demand and proactive approaches.
Even though hybrid protocols are promising solutions, they are not can-
didates for standardization. We can expect for a single adaptive protocol
that will automatically and optimally fit all network situations.

Meanwhile, the restricted number of standardized routing protocols
will enable equipments with sufficient capabilities to implement several
protocols and use the appropriate one when joining a network. It will
be possible for a group to switch from one routing protocol to another in
order to efficiently adapt to new network conditions. But it is likely that
equipment vendors will either choose a standardized protocol or develop
proprietary protocols based on recent developments on adaptive routing.
In both cases, these observations legitimate the urgent need for a general
routing framework which allows interaction and interoperation between
heterogeneous ad hoc routing protocols. This issue has already been
tackled in [Lu and Bhargava, 2001], where a hierarchical architecture is
setup between merging networks with group agents dedicated to inter-
network communication.

We propose a decentralized approach where a new protocol, the Neigh-
borhood Routing Protocol Discovery Protocol (NRPDP) enables nodes
to discover the routing capabilities (i.e., supported routing protocols) of
their neighbors. Based on these acquired information about the neigh-
borhood, heterogeneous nodes are able to translate routing control pack-
ets of their respective routing protocols so that it can be understood by
all their neighbors. This translation is realized on the fly by the Rout-
ing Translator Daemon (RTD) using a set of defined rules dependent on
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the context. Note that NRPDP and RTD are not intended to replace
existing approaches, but to allow heterogeneous nodes to interoperate.

We will show the features of our approach through two scenarios,
one where AODV interoperates with DSR and another where AODV
interoperates with OLSR.

The paper is organized as follows. Section 2 introduces our network
model. In Section 3, we present the advantages and requirements for a
smooth merging. Section 4 formalizes our framework and introduces the
design and mechanisms required. In Section 5, we illustrate our solution
with two networks using distinct routing schemes, (i.e., AODV, DSR,
and OLSR). Finally, Section 6 discusses future research investigation
and concludes the paper.

2. Network model: the cell approach

In this paper, we define the concept of network cells. A cell, C, is
the spatial region spanned by a set of nodes, willing to participate
in some collaborate activity (e.g., emergency disaster relief, battlefield
troops, conference attendees) or with similar interest in spatial move-
ment (e.g., public transport users). The evolution of a cell is progressive,
i. e. new arriving nodes acquire the address allocation scheme and rout-
ing scheme from an existing cell member. The address assignment may
be of any kind (conflict-free, conflict-detection, or best-effort). For ex-
ample, nodes can acquire an address from their neighbors or randomly
generate their addresses and verify their uniqueness using a duplicate
address detection (DAD) [Nesargi and Prakash, 2002] mechanism. For
routing, we assume that due to the diversity of situations, nodes im-
plement a set of existing protocols. However, since equipments have
disparate capabilities (i.e., processing, memory), they do not always im-
plement the same set of routing protocols but it is likely that they will
implement the most adopted ones. We believe that a restricted list of
protocols will be supported by vendor equipments, some respecting stan-
dards and others proprietary implementations. When cells and
are about to merge, the overlapping region is called a
scar-zone and is delimited by a scar-zone membrane (cf. Fig. 1). Nodes
located in the scar-zone are called scar-zone nodes, while nodes out-
side the scar-zone, are named interior nodes. Depending on the
respective mobility of the two cells, the scar-zone can evolve between
a minimal overlapping where the two cells are interconnected via one
radio link to a complete overlapping where the spatial extent of one cell
is included in the other.

When and merge, two cases may occur:
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Figure 1. Network cell model.

Merging cells are homogeneous: in this case, both cells use
the same routing protocol. Existing approaches address only this
case. We believe this is an ideal case that does not hold all the
time.

Merging cells are heterogeneous: heterogeneity has been widely
studied in ad hoc environments, but restricted to PHY and MAC
layers. For example, several frameworks have been proposed to en-
able the convergence of different radio access technologies known
as Software Definable Radio (SDR) [JSAC, 1999]. With IP as the
universal standard, heterogeneity at upper layer levels has been su-
perficially considered. With the various routing protocols available
and under standardization, it is clear that protocol heterogeneity
must be tackled in a similar manner to what is done in wired net-
works.

3. Heterogeneous merging: a smooth approach

Heterogeneous merging can be addressed in two different ways. The
first approach – inspired from proposals related to addressing schemes
that cope with merging – would be to completely reconfigure both or
only one of the cells. The second approach consists in enabling interac-
tion between heterogeneous protocols, which does not require a global
reconfiguration. In the following, we discuss the advantages and draw-
backs of the first approach and from conclusions we propose our scalable
framework.
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3.1 The case of heterogeneous cell
interoperability

3.2 Addressing heterogeneous cell
interoperability

In the first approach, nodes of the two cells agree on a common routing
protocol. This approach is similar to what is done in addressing schemes
where one of the two cells completely reconfigures its addresses in order
to have a coherent and homogeneous addressing space. Even if this
approach is the simplest one, we demonstrate that under some network
conditions it is not achievable and raises scalability problems.

First, the reconfiguration of one of the networks requires all nodes to
implement and swap to the required protocol. Unless an active approach
is available, this case is hardly achievable.

Second, considering that all nodes can converge to the same routing
protocol, all on-going routing control traffic, communications, and states
held by each node (i.e., routing tables, forwarding tables, etc.) would
be lost. For example, changing from OLSR to a reactive protocol would
invalidate proactive routing tables.

Third, depending on the network conditions and more specifically
on the cell mobility, swapping to another routing protocol may be sub-
optimal. For example, if several successive merges occur in a short period
of time it would require multiple reconfigurations. The system would be-
come instable and no more routing would be possible. Another example
is if merging is only transient. In this case again, reconfiguration can be
sub-optimal in some cases.

As described in the introduction, the different categories of routing
protocols are adapted to particular network conditions and must be cho-
sen accordingly. If reconfiguration is required, a lap of time is needed to
discover the new network situation when merging occurs. During this
short period of time it might not be optimal to swap to an inappropriate
routing protocol.

For all these reasons, we plead for a smooth merging protocol. This
protocol can be complementary to a possible posterior reconfiguration
of two merging cells.

We propose a completely different approach where nodes do not re-
configure themselves when merging. Instead, we benefit from the fact
that routing protocols can be of the same family, which may differ in
implementation but not in their general philosophy. We also take advan-
tage of existing routing states already stored by nodes, as in the case of
link-state (LS) routing protocols. In order to do this we must, depend-
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ing on the context and the routing protocols involved, either translate
routing control packets from one protocol to another or allow the interac-
tion of nodes relevant to routing. While the former proposal is designed
for protocols of the same family, the latter is suited for protocols that
are completely different in their conception and do not enable a direct
translation.

With this approach, we want to conceive a new protocol with the
following design goals:

Routing control packets (link-state updates, route requests, route
replies) must not be modified to suit our needs.

Inter-cell communication should avoid dedicated and centralized
translator cluster-head or group leader.

Routing loops and unnecessary recursive translations must be avoided.

4. Design and mechanisms

In order to achieve inter-cell operability, scar-zone nodes – nodes lo-
cated in the overlapping region – must define their neighborhood envi-
ronment context (i.e., routing capabilities of neighbors). Based on this
context, specific translation must be performed or, if translation is not
possible, nodes must execute appropriate neighborhood interaction.

Proactive and reactive protocols can be implemented as routing dae-
mons (executed in user space), like wired routing protocols such as RIP
and OSPF. We define then a general ad hoc routing layer that enables
the flexible use of several routing protocols. This daemon intercepts
the I/O of routing control packets and process these packets (requests,
replies, updates) based on the status of the node:

The node operates normally if it is in the interior zone.

The node executes a context-dependent algorithm (neighborhood’s
context) if it is in the scar-zone.

We propose to associate this new daemon with the Neighborhood
Routing Protocol Discovery Protocol (NRPDP). This protocol enables
neighbor nodes to discover their respective routing capabilities (i.e., the
implemented routing protocols).

4.1 The NRPDP Protocol
Nodes of the scar-zone must be aware that they are possible candi-

dates for network routing protocol translation or interaction. In order
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to achieve this, nodes must detect that a merging is about to occur and
then determine if they are scar-zone nodes or not. Previous approaches
proposed the use of Network IDentifiers (NID) to detect merging be-
tween distinct cells. A NID is a random number generally broadcasted
over the entire cell or piggybacked during the address allocation pro-
cess. NRPDP sends periodic Hello messages containing a cell’s NID.
This procedure enables the detection of merging and defines a scar-zone
if merging cells use the same or a different routing scheme.

Nodes located in the scar-zone exchange their routing capabilities
(i.e., supported routing protocols) and the current protocol in use –
the mother routing protocol. For example, in Figure 3 node X sends
{*AODV*,DSR} to Y, pointing out the routing protocols it supports and
the current routing protocol in use in its cell, indicated by {*Protocol*}.
Similarly, node Y sends its NRPDP Hello packet to X, {*DSR*,AODV}.

The NRPDP daemon interacts with the routing translator daemon by
communicating the neighborhood context (cf. Fig. 2).

Figure 2. NRPDP and routing translator.

4.2 The Routing Translator Daemon

Once a node is aware of its neighbors’ capabilities, thanks to NRPDP,
the routing translator daemon can take appropriate actions relative to
routing. Depending on the context, a translator is either off or on. If
the node is surrounded by a homogeneous neighborhood, the translator
is off, otherwise the translator is on. In the latter case, depending on the
context, the translator may take one of the following three actions: (a) it
forwards the packet as it is to homogeneous neighbors, (b) it translates
the packet for heterogeneous neighbors using a different routing protocol
of the same category, otherwise (c) it interacts with an heterogeneous
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neighbor node to retrieve required information for the routing process.
In the following section, we will explicitly detail these different contexts
through examples.

5. Application: AODV (DSR,OLSR)

In this section, we illustrate how merging cells using heterogeneous
routing protocols can interoperate in a flexible and efficient manner.
The vocabulary and acronyms used in the following refer specifically to
each protocol. We do not discuss in this paper the route maintenance
inherent to reactive protocols and assume that the mobility relative to
the establishment of a path does not incur any link breakage. We only
consider how paths are established and do not consider how packets are
forwarded on these paths.

OLSR and TBRPF are two experimental RFCs proposed for standard-
ization by the IETF MANET Working Group. We have chosen OLSR
for our case study. OLSR is a LS routing protocol where nodes period-
ically exchange topology information with other nodes in the network.
After a time needed for convergence, each node has an optimized view
of the current topology. OLSR differs from pure LS in that it optimizes
the flooding of updates and reduces the size of LS packets.

AODV (experimental RFC) and DSR (Internet-Draft) are the two
most referenced reactive protocols. In reactive protocols, paths from a
source to a destination are discovered on-demand with query packets
for a destination flooded across the entire network. In AODV, interme-
diate nodes learn the path to the source and enter the route in their
forwarding table. When the destination is reached, it uses the path
traced by query packets as reverse route toward the source. DSR dis-
tinguishes from AODV by the use of source-routing, i.e. intermediate
nodes concatenate their IDs in the route query packet header. The des-
tination then retrieves the path and uses source-routing to respond to
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the source. Compared to AODV, intermediate nodes in DSR do no keep
any state related to a given path.

5.1 AODV DSR
Consider the scenario shown in Fig. 3, where cell 1, runs AODV

and cell 2, runs DSR. Consider also two nodes, A and B, with
(i.e., Here, we study how

paths can be established in these cells in both ways, from A to B and
vice-versa. Note that, in this case, protocols belong to the same family
which clearly simplifies the interoperability – only a simple translation
is required.

Figure 3. Translation AODV DSR.

For the establishment of a path from A to B, A floods a RREQ
(Route Request). When a node in the scar-zone receives the request,
here X, it translates this AODV RREQ into a DSR Route Request. X
associates the AODV’sRREQ with an entry in the table maintained by
its RTD (Tab. 1). AODV’sRREQ sequence number, is associated
with the newly emitted DSR Route Request sequence number result of

where hash(·) is a hash function shared by all nodes. This
entry indicates that a translation will be required at the reception of the
DSR Route Reply.

When the DSR Route Request is received, an AODV RREP is sent using
the reverse route entry established by the initialRREQ. In order to avoid
loops, the translation requires the use of the same sequence number and
the precise translation of the number of hops. We cannot use the same
sequence number since the sequence number fields of these protocols
have different sizes. This is why we use a hash function common to all
nodes. For the hop count, in the AODV header the number of hops
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is represented by a hop count field, while in DSR counting the number
of concatenated IDs gives the hop number. This translation is done by
referring to the corresponding entry in the RTD table. As well, the
correct association between routing control packets prevents recursive
translations. For example, X receives an AODV RREQ from Y in reply
to its original DSR Route Request sent to Y. By comparing the received
sequence number with the one contained in its RTD table, X detects this
route request is generated in response to its original request.

Similarly, for the path B floods a DSR Route Request that
is translated into an AODV RREQ by scar-zone nodes. These scar-zone
nodes will receive RREPs that will be translated back to DSR Route
Replies.

5.2 AODV OLSR
Here, we consider that runs AODV while runs OLSR. This

case is more complex to treat since these protocols belong to different
families. More elaborated node interactions are then required.

For the path from A to B, node A floods a RREQ in its cell.
Nodes of the scar-zone cannot perform any direct mapping of an AODV
RREQ into an OLSR control packet. In Figure 4, node X forwards the
RREQ to its neighbors. Node Y belonging to the OLSR cell will receive
this message. Y’s routing translator daemon catches this packet, from
the context transmitted by its NRPDP, determines that it is in the scar-
zone, and looks up its OLSR routing table for the destination. With
the retrieved information, the translator daemon replies with a RREP
including the number of hops obtained from the OLSR routing table.
Node A will receive several RREPs and choose the shortest path to start
the communication. From now on, A has a path to join B but B does not
have a reverse path to A. There are several solutions to this problem.
As soon as the RREQ is received, X sends a TC – message (Topology
Declaration, i.e. advertisement of LS) announcing that A can be reached
through X.

Now, if we consider the case where B wants to launch a communication
with node A, the process is more complex since A’s address will not
be in the routing table of the OLSR nodes. If we consider that the
AODV cell uses the same address prefix, nodes of the scar-node can
send a Host/Network Association (HNA) message indicating they are
gateways for the announced prefix. Since this assumption may not hold
in ad hoc networks where addresses can be randomly chosen, another
solution is required. We propose that the translator routing daemon of
OLSR nodes in uses LS update packets to inform nodes that
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Figure 4. Translation AODV OLSR.

another network is reachable through them. Upon the reception of this
information, the routing daemon of OLSR nodes adds a default route
in their OLSR routing table. This entry will be used when forwarding
a packet to a node in the other cell. When an OLSR scar-zone node
receives a packet for node A, it passes the packet to an AODV node
that initiates a RREQ and waits to receive the RREP before forwarding the
packet.

Note that there is no need in these examples for OLSR nodes to imple-
ment the AODV protocol and inversely. They only require to understand
routing control packets of other protocols and take appropriate action
defined by a set of rules depending on the context.

6. Conclusion

The case of merging networks is an area with many open questions.
Little attention has been given by the ad hoc routing community on is-
sues related to heterogeneity involving layers above PHY and MAC. Our
proposal is one of the first attempts to consider routing protocol hetero-
geneity. This paper proposes a novel framework for merging heteroge-
neous cells. Contrary to previous proposals, we consider the case where
cells use distinct routing schemes. One of our main goals is to enable
a smooth and flexible cell interoperability whatever routing protocols
are involved. We proposed a new routing approach, i.e. a context-aware
routing based on neighborhood capabilities. We designed NRPDP, a new
protocol for discovering neighbor routing capabilities, and an associated
routing daemon (the Routing Translator Daemon).

The advantage of our solution is to enable flexible interoperation be-
tween merging cells. We showed that three of the main candidates for
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standardization can easily interoperate without modifying their speci-
fications. With our scheme, we avoid the time needed for a complete
reconfiguration. Even if reconfiguration is undertaken, we avoid the
stoppage before reconfiguration is achieved. As well, envisioning the
benefits of our approach to adaptive routing protocols, our solution can
be viewed as complementary. Since adaptive protocols borrow concepts
from proactive and reactive routing protocols, the framework presented
in this paper would only undergo minor adaptations. In fact, only new
translation rules and protocol-specific interactions must be added to our
translator daemon. Generalizing our approach to an interoperability of
all routing protocols, we are considering the development of an inter-
network routing protocol that will be used as a common routing pro-
tocol between wired and wireless heterogeneous networks. This work is
also motivated by the fact that, similarly to wired networks, bandwidth
(i.e., radio) is a scarce resource as well as energy that cannot be man-
aged without introducing some policy and negotiation between merging
networks.

As a conclusion, if the current trend followed by the IETF’s MANET
Working Group is verified, we believe several ad hoc routing protocols
will be standardized. These protocols would benefit from our approach
since they would become compliant instead of concurrent.
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Abstract

Keywords:

This paper investigates the performance of a multihop radio access net-
work. In our testbed, nodes communicate to one access point using
IEEE 802.11b and AODV routing. We measure the average packet de-
lay and delivery ratio, if the node movement is emulated employing the
random waypoint and random direction model, respectively. We find
that random waypoint mobility yields up to 100 % better results. This
shows that the testbed performance is highly sensitive to the mobility
model, even if comparable mobility behavior is assumed.

Multihop radio access, routing performance, mobility modeling, testbed,
ad hoc routing, AODV, random waypoint model, random direction
model, network emulation.

1. Introduction

The paradigm of a multihop radio access network (MRAN) is that
mobile nodes serve as “wireless routers” to extend the coverage of fixed
access points (see Fig. 1). This new network architecture is especially
interesting for mobile communication systems in which the cell size is
very small, e.g., due to operation at high frequencies. Although the
design of such networks is still in the research phase, basic functionalities
can already be shown today through the interworking of IP-based ad hoc
networking protocols and fixed IP networks [1–6].

This paper studies the packet-level performance of a single-cell
MRAN, based on measurements in a WLAN testbed with one access

*Jeremie Wehren studies at the Institut Eurécom, Sophia-Antipolis, France, and Ecole Poly-
technique Fédérale de Lausanne (EPFL), Switzerland.
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Figure 1. A multihop radio access network (MRAN) connected to a fixed network

point and seven mobile nodes. Each of the nodes runs the ad hoc on-
demand distance vector (AODV) routing protocol [7] over IEEE 802.11b
in ad hoc mode. The mobile network is emulated by creating a virtual
dynamic topology: the mobile nodes move virtually according to a given
mobility model, and packets between nodes that are currently not within
transmission range are filtered out.

We are especially interested in the impact of the mobility model on the
network performance. To investigate this issue, we compare two well-
known models: the random waypoint (RWP) model [8] and the random
direction (RD) model [9, 10]. Although the two models are intuitively
very similar, we show that the resulting performance is very different.
Whereas the qualitative difference can be explained with recent the-
oretical results on both models [10–16], the quantitative difference is
significant: using the RD model, the average packet delay is about twice
as high as that of the RWP model; the packet delivery fraction of the
RD model is almost 30 % lower.

The remainder of this paper is organized as follows: Section 2 de-
scribes our testbed and emulation environment for MRANs. Section 3
explains the used mobility models and their inherent properties. Next,
Section 4 presents and interprets the performance results. Section 5
addresses related work, before Section 6 concludes.

2. Description of the Testbed

As illustrated in Figure 2, our MRAN testbed consists of seven laptops
and one desktop computer. The laptops represent the mobile nodes; the
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Figure 2. Testbed topology

desktop computer combines the functionality of an access point (AP)
and access router (AR). All computers are equipped with IEEE 802.11b
wireless interfaces. These interfaces run in ad hoc mode and are used
for the transmission of pay load and routing protocol packets. As rout-
ing protocol, we employ the AODV IPv4 implementation of [17]. The
laptops are positioned in a way that each of them can establish a direct
link to any other laptop, i.e., we have a fully-meshed network topology.

The movement of the laptops and the resulting connectivity graph is
emulated: Each node moves virtually according to a mobility trace that
is stored in a simple text file (ns-2 mobility file). Packets transmitted be-
tween laptops that are currently not within transmission range of each
other (according to their virtual position) are discarded. This virtual
dynamic topology is controlled by the desktop. Via an Ethernet connec-
tion, it informs the laptops about their current (virtual) neighbors and
sends commands to set the packet filters accordingly. The actual filtering
is achieved on the MAC layer using the tool iptables. The setup is im-
plemented using the NRL mobile network emulator (MNE) [18] running
on the desktop.

As the network topology is emulated while all nodes are physically
linked together, the nodes share a single channel. On the one hand, this
reduces the available bandwidth per node; on the other hand, hidden or
exposed node problems do not occur. As we focus on the performance
of the network layer, we ignore these link layer issues.

3. Mobility Models

There is an ongoing discussion in the research community as how to
model the mobility of nodes in performance studies. Purely stochas-
tic mobility models can be implemented quickly, and they yield “av-
eraged” performance values, which can be easily reproduced by other
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researchers. Scenario-based studies — which include obstacles [19, 20]
and/or use real-world mobility traces [21]—are more realistic but pro-
duce results that are only valid in this particular scenario. In this paper,
we focus on purely stochastic mobility models, namely on the RWP and
RD model. As mentioned above, we use pre-recorded mobility files to de-
termine the movement of the nodes in the network emulation. These files
have been generated from stochastic simulations of the two used models.

3.1 Random Waypoint Model
The most popular mobility model in current research on ad hoc net-

works is the RWP model. It describes the movement of a node in a
bounded area as follows (see Fig. 3(a)): A node randomly chooses a
destination point (“waypoint”) P and moves with speed V on a straight
line to this point. After waiting a pause time it chooses a new desti-
nation and speed, moves to this destination, and so on. This movement
can be described as a sequence of random variables

where an additional waypoint is needed for initialization. Each desti-
nation point is randomly chosen from a uniform distribution over the
area. The movement from one waypoint to the next waypoint is called
a movement transition. The speed as well as the pause times are chosen
from an arbitrary probability distribution with well defined expected
values E {V} and respectively.

Figure 3. Illustration of mobility models and random variables

Recently, it has been shown that this model has the following unin-
tended properties:

1 Non-uniform node distribution. The probability density of a mov-
ing mobile node’s location is non-uniform with a maximum oc-
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currence probability in the middle of the system area and zero
occurrence probability at the very border [10, 11, 13–16].

Speed decay. The ensemble average of the nodes’ speed decreases
over time until a steady-state is achieved. If the speed V is cho-
sen between in each waypoint, the network may converge
toward a non-mobile network [22].

These properties will also influence the MRAN performance results given
later in this paper.

3.2 Random Direction Model
In the RD model, a node chooses a destination direction (an an-

gle) and a transition period T, rather than a destination point (see
Fig. 3(b)).1 After moving in a straight line in the given direction for
the given time, it pauses a period and then chooses a new direction,
period, and speed. The complete movement process of a node can be
described as

The directions are chosen from a uniform random distribution on the
interval In this paper, the transition times are chosen from an
exponential probability distribution with an expected value E {T}.

Whenever a node reaches the border of the area, it “bounces back”
following the rule that the incoming angle is equal to the outgoing angle
(see Fig. 3(b)). Using this border rule, a “uniform” spatial distribution
of the nodes can be achieved [10].

The RD model is very popular in the research on cellular networks
(see, e.g., [9, 23]), but it has gained surprisingly little attention in the
research community on ad hoc networking. The RWP model, on the
other hand, is almost solely used in the research community on ad hoc
networks. Many papers in this domain use the RWP model.

4. Performance Evaluation

4.1 Setup
The mobile nodes move independently on a square system area of

length Each of them sends UDP packets with a constant bit rate to
the access router using multihop forwarding. All nodes have the same
transmission range and equal stochastic movement parameters. The
access router is located in the middle of this area.

Our performance parameters are as follows:
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Average packet delay. The packet delay is the time that a packet
needs to be transmitted from the mobile node to the access router.
The average packet delay is the mean of the delays of all packets
arriving at the access router. Only successfully transmitted packets
are considered.

Packet delivery fraction (PDF). The packet delivery fraction is the
percentage of packets that are successfully transmitted from the
mobile nodes to the AR.

To avoid transient effects, the emulation runs for a certain warm-up pe-
riod. After this time, we start measuring the performance for a duration
of 0.5 h. The same experiment is repeated times, each time with a
different mobility trace. The parameters are shown in Table 1.

4.2 Movement Parameters

Let us now describe the parameters of the mobility models used for
our performance analysis. The “level of mobility” of the RWP and RD
model can be determined in terms of the nodes’ speed, pause time, and
direction change frequency , i.e., its expected num-
ber of direction changes per unit time. For reasonable comparison, we
would like to set all parameters to be the same in both models. We set
the speed of all nodes to a constant value over the entire emulation, i.e.,

for all nodes in both models. The pause time is set to zero in
both models. The only parameter that needs to be determined is the
direction change frequency, so that holds.
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Figure 4. Direction change frequency of a mobile RD node with speed
on a square area of length

Using the RWP model, the direction change frequency is

where T is the duration of one transition, i.e., the time of a movement
between two waypoints. Its expected value can be written as

with L being the Euclidean distance between two waypoints.
Since the waypoints are uniformly distributed in a square area, we can
borrow well-known results from geometric probability theory [24] and
write In summary, this yields

Using the RD model, two types of direction changes occur: (i) in-
tended direction changes after each transition period T and (ii) “forced”
direction changes upon each bounce back from the border of the system
area. The frequency of intended direction changes is implicitly given by
1 /E{T}. The frequency of bounces is denoted by The
total direction change frequency of the RD model is then



402 Hofmann, Bettstetter, Wehren, and Prehofer

To determine the frequency of bounces, we make the ansatz

The constant can be derived empirically by simulation (see Fig. 4).
We obtain for Note that the frequency of bounces
is independent of the input parameter E {T}.

We now have sufficient knowledge to compute the value of E {T} that
must be set in the RD model, such that is guaranteed.
Combining (4), (5), and (6) yields

In our experiments, we measure the performance as a function of the
speed for both mobility models. For each speed, we set the input
parameter E{T} of the RD model according to (7).

4.3 Results and Interpretation
Figure 5(a) shows the average packet delay over The vertical bars

show the value range of the independent experiments, i.e., the in-
terval between the minimum and maximum average delay. We observe
that the delay for the RD model is always higher than that for the RWP
model. This is a consequence of the statistical spatial node distribu-
tion of the mobility models, as explained in Section 3: Since the AR
is located in the middle, the number of hops between a mobile RWP
node and the AR is, on average, lower than that of an RD node. This
shorter hop distance results in shorter delays in the RWP model. While
we did expect this qualitative behavior, the quantitative difference is in-
deed surprising: Independent of the RD model yields a 100% higher
average delay. This is a specific example showing that an understanding
of mobility modeling is very important to interpret simulation results.

Let us analyze in more detail the causes for lower packet delays in the
RWP model. The main part of the delay is caused by the route discovery
process, since AODV establishes routes only on demand. We explain this
in the following: A node wants to send a payload packet to the AR but
has no appropriate entry in its routing table. The routing protocol will
recognize that a route to the AR must be found. Hence, it buffers the
packet and initiates a route discovery process by broadcasting a route
request (RREQ) packet with the address of the AR. If the AR receives
the RREQ, it sends back a route reply (RREP) packet to the mobile node.
When the mobile node receives the RREP, the route is established and the
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Figure 5. Network performance over node speed

payload packet can be transmitted. The duration of how long packets
are buffered also depends on the number of hops between the mobile
node and the AR. The reason for this is that AODV uses the expanding
ring search technique for the route discovery. If an RREQ is sent for the
first time, the time-to-live of this packet is set to one hop. If no RREP is
received within a certain period, a second RREQ is sent with an increased
time-to-life. This process is repeated until either a route is found or the
maximum limit for the number of RREQs has been reached. In the latter
case, no route has been found and the buffered packets are discarded.

In summary, the higher delay of the RD model is mainly caused by
the on-demand nature of AODV, in particular its expanding ring search
technique. Initial measurements with a proactive routing protocol, such
as OLSR [25], indicate that the packet delay is much smaller here, and
the difference between the two mobility models is marginal. The rea-
son is that proactive protocols do not buffer packets during the route
discovery process.

The relation between route discovery and delay also explains the im-
pact of speed. A higher speed of the nodes results in more frequent route
disruptions, which in turn necessitates more route discoveries. Thus, the
average delay of the packets is increased for a higher speed.

Finally, we analyze the packet delivery fraction (PDF), which is shown
in Figure 5(b). Packets get lost either if a node can not find a route to
the AR or if an established route is disrupted during the transmission of
a packet. The PDF for the RD model is almost 30 % lower than that for
the RWP model. For example, with the RWP model yields
a reasonable PDF of 83%. With the RD model, however, only 60%
of the packets arrive at the AR. We conjecture that the reason for this
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behavior is as follows: at a given time instant, it is more likely in the
RWP model that a mobile node finds a route to the AR. Note that this
is not obvious, since the probability of a RWP node to be completely
isolated is higher than in the RD model (see [26] without AR). The
impact of is as follows: If the nodes move faster, routes are disrupted
more frequently, and packets get lost during transmission more often.
Hence, the PDF decreases for increasing

5. Related Work
Related work can be found in simulation-based studies on the impact

of mobility modeling on performance of (stand-alone) ad hoc networks.
Belding-Royer et al. [11] recognized that the RWP model causes “fluc-
tuations” in the number of neighbors of a node, which in turn has effect
on the routing performance. Bai et al. [27] did a performance study of
AODV, comparing the RWP, group, freeway, and Manhattan grid mo-
bility. Yoon et al. [22] demonstrated by simulations that the speed decay
of the RWP model (Property 2) has significant impact on performance
of routing protocols. The inhomogeneous node distribution of the RWP
model (Property 1), has been regarded from a theoretical view in [14, 26,
28]; its impact on routing performance has not been elaborated so far.

Related work also comprises simulation-based studies of ad hoc net-
works with AODV over 802.11b using the RWP model [29]. Moreover,
descriptions of other ad hoc networking testbeds can be found in [6, 30–
32] and references in [7]. Finally, performance studies of MRANs are
given in [6, 33].

6. Conclusions and Further Work
Our performance analysis of an MRAN testbed has shown that we

must be very careful in making statements about the (absolute) perfor-
mance of a routing protocol, since it is highly sensitive to the used mo-
bility model. In fact, understanding the impact of mobility on network-
level performance is a non-trivial task. The inherent characteristics of
a mobility model have direct influence on the network topology graph,
namely its static and dynamic connectivity. This connectivity, in turn,
has impact on the performance of medium access control and routing.
This paper has demonstrated that the routing performance difference
between two common and intuitively very similar stochastic mobility
models can be very high. In conclusion, we believe that the research
community would greatly benefit from defining a set of “benchmark sce-
narios,” i.e., a well-defined collection of mobility traces that can be used
to evaluate new protocols. Such a collection may consist of real-world
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traces (e.g., WLAN users on a campus, cars in downtown) and purely
stochastic models (such as the RWP and RD model).

Notes

1. The RD model described here is a generalization of the random direction model in [11].
In that paper nodes change direction only at the area border.
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Abstract

The design of effective Medium Access Control protocol for ad hoc network is a highly
challenging task due to the characteristics of such networks. The medium is shared and
unreliable by definition, thus the access mechanism should be robust to channel errors and
collisions. Furthermore, all the coordination functions must be totally distributed in a pure
ad hoc environment.

In this paper we address the issue of designing an effective MAC protocol for Inter
Vehicular Communications (IVC) networks with a particular focus on broadcast services
and topology control capabilities.

1 Introduction

The design of ad hoc networks has recently attracted a lot of attention, mainly because many
characteristics of such networks, especially in a highly mobile environment, make the design of
a prompt, efficient, flexible, and reliable MAC very difficult.

Applications of mobile ad hoc networks can range from military ones, where networks need
to be deployed immediately without the support of either base stations or fixed network infras-
tructures, to inter-vehicle communications, designed for both traffic safety enhancement and

entertainment purposes. The inter-vehicle communications application poses the most strin-
gent requirements, due to a highly variable topology and to the need to provide a continuous
exchange of broadcast information to support traffic control applications [1].

Within this application field, to achieve a reduction of 50% in road accidents within 2010
[2], the European Commission has promoted an integrated safety program, including: traf-
fic management, driver assistance, passive safety, and emergency management. To this end,
a special interest exists in developing Intelligent Transportation System (ITS) services based
on wireless vehicular communications both among vehicles (Inter Vehicles Communication,
IVC) and between vehicles and fixed infrastructure at the side of the road (Vehicles to Road
Communication, VRC) [3] [4].

Typical applications of IVC and VRC include:

Information and Warning Functions (IWF): this service requires to transmit alarm infor-
mation regarding stopped vehicles, traffic accidents, traffic intensity and congestion, road

surface conditions. Such an information should be promptly available at the designated
receivers and therefore requires the transmission of short aperiodic broadcast packets with
high priority and stringent delay requirements.

Cooperative Driver Assistance (CODA): this application is helpful for handling and man-
aging merging situation, overtaking and lane changing manoeuvres. A direct addressing
of neighboring vehicles and a reliable unicast communication link with low latency are
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needed. Broadcast functionality might be useful for the CODA functions as well, e.g. to
send a gap request to all nearby vehicles.

Most of the applications in IVC networks, as those mentioned above, require the vehicles
to continuously “broadcast” some background information, such as cruise parameters [15]. This
information is intrinsically broadcast because directed mostly to neighboring vehicles. In such
a scenario, the MAC level should be able to provide the upper layers with prompt and reliable
broadcast channels.

Almost none of the standardized wireless technologies, like the IEEE802.11, seems to be
well suited for IVC applications, since the broadcast service they implement is highly unreli-
able.

Furthermore, due to the variable environment, in mobile ad hoc networks all protocols and
coordinating functions must be totally distributed. Since the topology of the network has a dra-
matic impact on its performance, an effective topology control algorithm should be integrated at
MAC level in order to guarantee good performance in terms of throughput and network connec-
tivity with dynamic and variable network topologies. These kinds of algorithms often operate
in a fully distributed way by modulating the transmitting power of each terminal according to
the network situation it is experiencing.

In this paper we address the issue of designing an effective MAC protocol for IVC networks
with a particular focus on broadcast services and topology control capabilities. In Section 2 we
briefly discuss the effectiveness of IEEE802.11 as far as the broadcast service is concerned.
Further on, we highlight the issue of designing an effective broadcast support at MAC level by
reviewing some of the existing research results. Section 3 comments the need of implementing a
topology control in an ad hoc network environment. In Section 4 we briefly describe the features
of the ADHOC MAC proposed in [6, 7], to support a reliable broadcast service and we present
a novel and effective topology control algorithm which can be easily integrated within ADHOC
MAC. Section 5 presents numerical results on th performance of broadcast and topology control
algorithm. In Section 6 some concluding remarks are given.

2 MAC Design and Broadcast services for Ad Hoc Networks

Since the wireless medium is inherently a shared resource, the effectiveness of the mechanism
that controls the access to the channel determines the capacity of the network and has a dramatic
impact on system complexity and cost.

The ad hoc networks architecture is completely distributed, that is, no logical distinction
among the entities composing the network exists. No central stations, like in cellular networks,
can control and rule the channel access, nor coordinate the operations of the end users. Every-
body in a pure ad hoc network is contemporary base station and end user.

MAC protocols for ad hoc networks must cope with some problems typical of a wireless
environment:

Unreliable Links: wireless media is unreliable since any transmission can suffer a high bit
error rate, due to multi-path, fading and shadowing phenomena. Furthermore, wireless
nodes can move around at non negligible speed.

Collision: wireless media is shared, so some kind of access control should be imple-
mented at MAC level in a distributed way.

Power Consumption: power saving issues should be further taken into account in MAC
design since wireless nodes are often battery powered.

The existing MAC protocols for ad hoc networks can be classified in two categories: con-
tention free and contention based. The contention free protocols avoid collisions during access
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phase through a radio resource scheduling algorithm which assigns each users its own trans-
mission slot on a time division basis [8] [9], thus they are based on some kind of Time Division
Multiple Access (TDMA) protocol. These solutions work with a synchronous communication
scenario where the radio channel is divided into several time slots, and each wireless station has
knowledge of this assignment. This solution reduces bandwidth wastage due to collision but it
needs a complex slot scheduling algorithm, which has to be totally distributed.

On the other hand, the basic principle of contention based protocols is competition, i.e.,
wireless nodes compete to gain the access to the channel, and possible collisions are resolved by
randomized retransmission procedures. These protocols are based on ALOHA and on CSMA
[10, 11]. Strength points of these protocols are simplicity and good performance in low traffic
situations. Unfortunately, these solutions doesn’t scale well at high loads since collisions tend to
become systematic and affect the network performance. For this reason, mechanism of collision
avoidance are often adopted in contention based access protocols.

The Distributed Coordination Function (DCF) mechanism adopted in the IEEE802.11 stan-
dard is the most used contention based MAC protocol [12]. It implements some concepts pro-
posed in MACA (Multiple Access with Collision Avoidance) protocol [131 and in MACAW
(Multiple Access with Collision Avoidance for Wireless networks) protocol [14|. In details,
after a physical carrier sensing phase, a handshaking phase can be used in order to alleviate
hidden nodes interference and minimize the number of exposed nodes. A station willing to
transmit sends out a Request To Send (RTS) to probe the availability of the destination. The
destination, if available, answers with a Clear To Send (CTS) packet. All the stations overhear-
ing one of the two control packets are prevented from accessing the channel. The RTS/CTS
exchange is preceded with a physical carrier sensing phase, in order to limit collisions among
control packets.

As far as the broadcast service is concerned, two concepts of broadcasting can be defined:
single-hop broadcast and multi-hop broadcast. The former lets a packet to be correctly received
by any of the recipients within the transmitting range of the transmitter. All the wireless trans-
missions can be seen as a single hop broadcast, provided that no collision can happen at one
or more of the designated recipients. Due to radio range limitations, single-hop broadcasting
does not cover all terminals of the network. The multi-hop broadcast, requires a mechanism
that enables a packet to be reached by all the nodes in the network. Relaying and forwarding
functions must be performed by “intermediate” terminals.

In IEEE 802.11 MAC protocol, no RTS/CTS exchange is used for the transmission of broad-
cast frames, regardless of their length. Further, no acknowledgement (ACK) is transmitted by
any of the recipients of the broadcast frame. Therefore, the single hop broadcast service im-
plemented in IEEE802.11 is highly unreliable since the sender cannot detect possible collisions
[12], Many efforts have been done in order to enhance the reliability of the IEEE802.11 single-
hop broadcast service [15] [17] [18], but no definite clear solution has been proposed.

Most of the advanced multi hop broadcast protocols, such as the tree-based protocol in
[19], do not work well for ad hoc networks due to the dynamic nature of the network topology.
Hence, the flooding approach and its variants, have been proposed as the preferred means for
multi-hop broadcast service [20]. In flooding, each station retransmits a broadcast packet just
once until all terminals are reached. Such a procedure is highly inefficient in networks that
present an high degree of connectivity since it generates many redundant retransmissions. In
addition this procedure suffers from the broadcast storm problem if integrated with random
access procedures [21], since neighbor nodes are likely to re-transmit a broadcast packet almost
at the same time, causing massive collisions.

As already pointed out in the previous section, the above drawback is very critical in vehic-
ular control applications, where vehicles continuously “broadcast” some background informa-
tion, such as cruise parameters [5]. This information, furthermore, is intrinsically single-hop
broadcast because directed mostly to neighbor vehicles, and a flooding procedure would satu-
rate the whole network with useless information [20].
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3 Topology Control in Ad Hoc Networks

Power control procedures that adapt the terminals transmitted power according to network needs
are widely and effectively used in wireless systems.

For instance, cellular systems often resorts to centralized power control procedure to provide
a satisfactory Signal to Noise Ratio (SIR) to all the connections and more generally to enhance
the system performance.

On the other hand, in ad hoc networks the motivations for adopting power control proce-

dures are even stronger and manifold.
Firstly, power control schemes are adopted for power and energy saving reasons, which

are a must because of the limited amount of energy available at the battery-powered wireless
terminals [22] [23] [24].

Secondly, power control procedures can be used to control the topology of the network
with the purpose of improving the shared resource reuse [25], limiting the collisions among
concurring transmissions [26] and providing guaranteed connectivity [27].

Topology control capabilities are of utmost importance in ad hoc applications such as IVC,
where the mobile terminals rapidly move. Think of the situation of a car driving from a low
populated countryside area into an urban densely populated one. The TX/RX device transmis-
sion range, that must be large in the countryside to provide connectivity, needs to be drastically
reduced in the urban area to limit the number of neighboring terminals. This can be achieved
by controlling the transmitted power which should be set in order to optimize the trade off be-
tween network capacity and connectivity. The higher is the transmitted power the higher is the
network connectivity and the smaller is the network capacity due to the reduced radio resource
reuse.

The basics of many of the proposed algorithm is to control the number of each terminal’s
neighbors in a distributed way [28, 29, 30, 31]. Namely, each terminal gathers information on
the number of neighboring stations and adapts the level of transmitted power to maintain almost
constant this number. The algorithms available in the literature mainly differ on the methods to
get the information of the neighboring terminals and on the steps of the power update procedure.

In the next section we present a topology control algorithm which can be easily implemented
with the information at layer 2 provided by ADHOC MAC briefly reviewed in the next section.

4 The ADHOC-MAC protocol

ADHOC MAC operates with a time slotted structure, where slots are grouped into virtual frames
(VF) of length N, and no frame alignment is needed. The slotting information can be explicitly
provided by external sources, such as GPS, or implemented in a distributed way. In the follow-
ing, we assume an environment where the terminals can be grouped into clusters such that all
the terminals of a cluster are interconnected by broadcast radio communication. Such a cluster
is defined as One-Hop (OH). A terminal can belong to more than one OH-cluster, leading to
the case of non disjoint clusters. The union of OH-cluslers with a common subset is called a
Two-Hop (TH) cluster. An example of such an environment is shown in Figure 1 where seven
terminals are grouped into three OH-clusters forming one TH-cluster.

4.1 RR-ALOHA

For a correct operation, the ADHOC MAC needs that each active terminal has assigned a Basic
CHannel (BCH), corresponding to a slot in the VF, which is a reliable single hop broadcast
channel not suffering from the hidden-terminal problem. This is obtained in a distributed way
by the RR-ALOHA protocol, where, as in R-ALOHA, contention is used to get access to an
available slot in the frame and, upon success, the same slot is reserved in the following frames
and no longer accessed by other terminals until it is released. Since the ad hoc environment is
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Figure 1: Example of the FI infor-
mation propagated by the terminals
1-7 in the one-hop clusters A, B, and
C represented by ellipses.

Figure 2: An Example of how termi-
nals belonging to the labelled dis-
joint areas perceive reservation of
slots.

not fully broadcast, the information needed for the RR-ALOHA correct operation is provided
to all terminals by means of the BCHs.

Each transmission on the BCH contains, besides the data, a control field named Frame
Information (FI). The FI is a vector with N entries specifying the status of each of the N slots
preceding its transmission, as observed by the transmitting terminal itself. The slot status can
be either BUSY or FREE: it is BUSY if a packet has been correctly received or transmitted by
the terminal, otherwise it is FREE. In the case of a BUSY slot the FI also contains the identity
of the transmitting terminal.

Based on received FIs, each terminal marks a slot, say slot k, either as RESERVED, if slot
k-N is coded as BUSY in at least one of the FIs received in the slots from k-N to k-1, or as
AVAILABLE, otherwise.

As in R-ALOHA an available slot can be used for new access attempts. Upon accessing
an AVAILBLE slot, terminal j will recognize after N slots (a time frame) its transmission ei-
ther successful, if the slot is coded as “BUSY by terminal j” in all the received FIs, or failed,
otherwise.

The correctness of the above procedure in setting up a channel has been proved in [6] for a
general network configuration, showing that no attempt at access can be made in a slot already
in use when such access would cause a collision.

For the sake of simplicity, we just consider here the single TH-Cluster network of Figure 1.
According to the RR-ALOHA procedure we can state the following. All terminals belonging
to the same TH-cluster mark the slots in the same way. In fact, all the terminals receive the
FI generated by the terminals belonging to the TH-cluster common set (terminals 4 and 5 in
Figure 1) and such FI concerns all the transmissions in the TH cluster itself. A single BUSY
code is enough to force a RESERVED slot. Similarly, any slot signaled as BUSY is recognized
as RESERVED by all the terminals in the TH cluster and therefore, since a RESERVED slot
cannot be accessed, no other terminal within the TH-cluster can transmit, and no collision will
occur.

It is worth noticing that the transmission of terminals belonging to disjoint OH-clusters
cannot collide, and the slots can be reused. However, since OH-Clusters can overlap, the slot
reuse in an OH-clustcr can still be constrained if the same slot is in use in the non disjoint OH
cluster.

To illustrate this effect Figure 2 shows an example of the slot marking, observed at differ-
ent terminals, where the area labels also denote terminals in the area. For the sake of clarity
the RESERVED slots are represented by the corresponding terminal identity. Note that some
terminals can receive FIs denoting the same BUSY slot for different terminals. This is the case
of terminal B: it receives FI from AB, denoting slot 1 BUSY to terminal A, but also receives
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FI from terminal BC, denoting slot 1 BUSY to terminal C (the reservation is marked as A+C).
In fact, quite correctly, the two terminals in A and C can transmit in slot 1 because A does not
detect the FI from BC and C does not detect the FI from AB. Similarly, terminals lying at least
three hops apart can reuse the same slot as they can never collide with each other. This shows
that the goal of avoiding collisions is achieved with an optimal use of slots.

Thus it can be seen that the procedure achieves the proposed goal of setting up channels
with no interference if the cluster configuration does not change.

However, when the clusters merge because of terminal migration or activation, transmission
collision in established channels can still occur. In fact, transmissions in a given slot, properly
reserved for different terminals belonging to disjoint clusters would, upon merging, collide at
the new common terminals. The RR-ALOHA procedure enables the colliding terminals to
become aware of any collision. When a collision is discovered, the slot is released and a new
set up procedure is started. The frequency of this situation depends on the variations of the
network topology due to the activation of new terminals and the mobility of the active ones.

The BCH gained by R-ALOHA can also be used to assure additional MAC services such as
a fast and reliable single hop broadcast channel, and a signaling channel to dynamically reserve
additional channels with the bandwidth and priority needed to fulf i l l any QoS requirement. Fur-
thermore, the FI can be used to safely set up point-to-point channels ([7, 6]), and to implement
an efficient muli-hop broadcast mechanism, as described next.

4.2 Multi-Hop Broadcast

The ADHOC-MAC operation can be extended to implement multi-hop broadcast services over
the whole network. The required relaying function, usually implemented at the network layer,
can be effectively implemented at MAC layer using the connectivity information provided by
the FI. Note that an effective multi-hop broadcast support at layer 2 can ease the design of
routing protocols at the network layer.

As with flooding, the broadcast packets in the ADHOC-MAC network need to be numbered
and the relaying procedure is applied only the first time the broadcast packet is received by
a terminal. Let be the set of neighbors of terminal i.e. all the terminals in the same
OH-cluster, and for any the sets of neighbors’ neighbors. Given that terminal
receives a broadcast packet from terminal in slot we define the set of neighbors that have
not received the packet in slot by All these sets are identified by terminal through
the information carried by the FIs received in the N slots following slot

At slot terminal recognizes whether or not it needs to relay the broadcast packets.
Terminal   does not relay the packet if  or if, for at least one the following
condition is satisfied:

where denotes the address of terminal Basically, terminal does not relay the packet
if set is a subset of and if either has higher cardinality than or, having the same
cardinality, the address of is higher than the address of

4.3 Topology Control in ADHOC MAC

The need for an effective network topology control has been widely discussed in Section 3 and
will be further supported by the numerical results presented in the next section.

Hereafter we present a topology control algorithm that can be easily implemented using the
distributed information provided by the FI in ADHOC MAC.

The algorithm works in a fully distributed way by updating at each Power Control Period
(PCP) the transmitting power of each terminal in order to keep active a given number of bidi-
rectional links between each terminal and its neighbors. Two terminals are connected by a
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bidirectional link if and only if they are within the transmitting range one another. The parame-
ters of the algorithm are: K, the target number of bidirectional links, the value of the PCP and
the power ramping step which represents the minimum amount of power increase.

Using the information contained in the FI, each terminal updates a list of neighboring
nodes ordered according to the received power, from the higher to the lower. In order to reach
this goal, each terminal should insert in its FI the information on its transmission power level.

At the end of each PCP a terminal collects all the FIs received in the previous frame. If
is the number of these received FIs, the terminal adjusts its transmitting power according to

the following rules:

Rule 1 : If  the terminal increments its transmission power of   and signals that
setting the connection flag to 0 in its own FI.

The transmitted power cannot exceed a maximum value The connection flag in the
FIs signals the connectivity status of the transmitter to its neighbors.

Rule 2 : If  the terminal sets its transmitting power so that to reach the K-th neighbor
in its list. It signals by setting the connection flag to 1 in its FI.

Rule 3 : If   for each of the last  neighbors in list it adds the neighbor to
a subset F if in the neighbor’s FI the connection flag is set to 0 or is set to 1 and the ID of
the terminal itself is signalled. If subset F is empty the terminal sets its transmission power to
reach the K-th neighbor of the ordered list and sets the connection flag in its FI to 1, otherwise
it sets its transmission power so to reach the most distant neighbor belonging to subset F and
sets the connection flag in its FI to 2.

The rationale of the algorithm is to maintain the number of bidirectional links equal to K
for each terminal. A terminal is allowed to have more than K bidirectional links (Rule 3) only
to keep the connectivity status of its neighbors above the quality constraint

In order to implement the proposed algorithm in ADHOC MAC the information carried by
the FI should be enhanced. As already pointed out, each terminal should include in its FI its
transmitting power level, which can be coded using 1 byte. Furthermore, a two bits connection
flag must be added.

5 Performance Evaluation

In this section we present preliminary performance evaluations on the effectiveness of ADHOC
MAC with respect to the single-hop broadcast service (Section 5.1) and multi-hop broadcast
service (Section 5.2). Furthermore, we study the impact of the topology control algorithm
presented in the previous section on the dynamics of ADHOC MAC (Section 5.3).

All the numerical results have been obtained by simulating the ADHOC MAC protocol
in a network scenario where the terminals are dynamically generated according to a Poisson
process and are placed in a square area with side length according to a uniformly
distributed probability density. To avoid border effects, the square area is shaped like a wrap-
around surface.

Upon generation, each terminal tries to acquire its BCHs and, after L = 300 frames have
elapsed, it dies whether it has acquired the BCH or not. Each terminal has a transmission radius
R and each frame is composed by N transmission slots.
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Figure 3: The throughput of BCH
channels versus the channel load
for a torus surface, different cover-
age radii and frame sizes.

Figure 4: The throughput of BCH
channels versus the channel load
for a torus surface, for different
frame sizes N.

Figure 5: Packet relaying probability versus the average number of neighbors in a square region
with edge = 1Km and with coverage radius = 100m.

5.1 Single Hop Broadcast Efficiency

According to ADHOC MAC, a terminal can support the single-hop broadcast service once it
has acquired a BCH channel. To evaluate the efficiency of such a procedure we measure the
throughput of BCH defined as the average number of terminals that use the channel per slot
per unit area. In general, this figure is function of the offered traffic and depends on system
parameters such as N and L.

Figure 3 shows the throughput S versus the offered traffic G for N = 30, and R =
100, 200, 300m. The throughput reaches a maximum value and shows an unstable be-
havior due to congestion caused by repeated access attempts.

We have observed that the is much smaller than 1 because the protocol prevents the
use of some slots to avoid hidden terminal collisions, thus limiting the radio resources reuse.
This is the overhead one must pay to guarantee a reliable single hop broadcast. This overhead,
as observed in Figure 3, changes with R. In fact, as R decreases, the probability of slot reuse in
disjoint OH-Clusters increases, but reaches a saturation value for

On the other hand, if R is comparable with A, increases again because the number
of terminals outside the OH-Cluster reduces. In the unrealistic case of R = A, would be
equal to 1 since all terminals are within a single OH-Cluster.

Figure 4 shows S versus G for N = 10, 30. In general, a larger frame size should favor the
throughput since it easier to find a free slot when a new channel is added at a given throughput
S. However, a larger frame means proportionally larger users densit, which reduces reuse.
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In fact, adding users in the plane can transform non-overlapping OH-clusters into overlapping
ones and users that originally used the same slot must use different slots when merged into the
TH-cluster. When the former effect is predominant, whereas the second prevails in
the congested zone. A further effect, though with less impact on throughput, is the reduction of
the overhead due to collisions when a large frame length is adopted.

5.2 Multi-Hop Broadcast efficiency

As described in section 4.2, ADHOC-MAC provides a simple method to attain an effective
multi-hop broadcast service, exploiting the distributed information transmitted in the FI fields.
To quantitatively evaluate such an efficiency, we measured the number of retransmissions to
ensure that a broadcast packet reaches all destinations. The numerical results obtained by simu-
lation are presented in Figure 5 that shows the probability that a terminal retransmits a broadcast
packet, i.e., the fraction of terminals involved in the broadcast relaying function, versus G, for
N = 30 and R = 100m.

For comparison purposes, we show the performance of the flooding technique and a central-
ized greedy approach. The former, adopted in IEEE 802.11, requires each terminal to retransmit
a broadcast packet once and thus represent an upper bound for the fraction of terminals involved
in the relaying function. The lower bound, more interesting for actual efficiency evaluation, is
provided by the solution of the broadcast retransmissions minimization problem, which has
been proven to be NP-hard [19]. Instead, we have used a suboptimal solution obtained by a
centralized greedy procedure.

In the heuristic we used, the terminal with the higher number of neighbors still missing the
broadcast packet is selected to perform the retransmission at each iteration step. The procedure
terminates when all the terminals have received the packet. Such a procedure would require at
each terminal the full knowledge of the network topology and a central controller should further
coordinate the relaying phase.

The numerical results of Figure 5 have been obtained assuming a network topology com-
posed by a regular square grid of nodes at a distance equal to terminal radio range, so that
each node has four grid neighbors. The grid is introduced to guarantee the complete network
connectivity. Additional nodes are generated randomly in order to change the offered traffic.

With both the greedy algorithm and the ADHOC MAC multi-hop algorithm the relaying
probability decreases as the load increases. In fact, as G increases, the average number of
neighbors increases and thus the fraction of terminals that need to retransmit decreases.

We note that ADHOC MAC performs closely to the greedy algorithm and, for a high degree
of connectivity, ADHOC MAC provides a gain of 85% in terms of overhead reduction with
respect to flooding.

5.3 Topology Control Algorithm Efficiency

The performance analysis of the topology control algorithm has been split into two traffic con-
figurations: static and dynamic. In the static configuration the number of the terminals within
the network is fixed throughout the simulation. In this scenario we validated the correctness of
the topology control algorithm and we tested its convergence time. To do this, we randomly
generated M terminals within the network at the same time and we run ADHOC MAC with the
topology control algorithm.

In the dynamic scenario the terminals enter and leave the network randomly. In this con-
figuration we evaluated the impact of the topology control algorithm on the performance of
ADHOC MAC when varying the traffic intensity and the parameter K.

The standard setting of the parameters used in the following simulations is: L = 300 frames,
N = 30slots/frame, Step = 1m, PCP = 5 frames and is set to reach a distance of
250m in square simulation area with edge equal to 1Km.
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Figure 6: Number of bidirectional
links versus K for three cases of
users’ density in the standard set-
ting.

Figure 7: Average coverage radius
versus K for three cases of users’
density in the standard setting.

5.3.1 Static Analysis

Figure 6 gives the average number of the actual installed bidirectional links versus K for differ-
ent values of terminals density As expected, the topology
control algorithm adapts the transmitted power according to the terminals’ density and provides
in all the cases the same number of bidirectional links.

Figure 7 shows the average value of the terminals’ coverage radius versus K. For a given K
the average value of the coverage radius grows as the terminals’ density decreases. The required
power to reach K neighbors is inversely proportional to the network density. On the other hand,
when fixing the network density, the value of the coverage radius increases with the parameter
K, i.e., the average transmitting power grows if the number of required neighbors grows.

5.3.2 Dynamic Analysis

The throughput of the single-hop broadcast service provided by ADHOC MAC that has been
measured with a fixed transmission radius shows an unstable behavior when the offered traffic
increases, as observed in Figure 3. If the topology control algorithm behaves correctly, the
throughput degradation as G increases should disappear. This behavior has been verified by
the numerical results shown in Figure 8 which gives the network throughput S Net (number
of transmissions per slot all over the network) versus the network offered traffic G Net for
the two cases with and without the topology control algorithm. The throughput measured for
K = 5,7,9 is the same and linearly increases with the offered traffic.

The higher throughput with respect to the case of constant R = 100m is mainly due to
the the topology control algorithm that, by reducing the coverage radius as the offered traffic
increases, favors the radio resource reuse and limits the access collisions.

These two phenomena have been monitored in our simulations.
Figure 9 shows the average coverage radius versus the G Net. The topology control shrinks

the terminals’ coverage radius when G Net increases, with a consequent higher possibility of
reusing the same slot all over the network.

The access collision probability versus G Net is shown in Figure 10. With the fixed coverage
radius a sharp increase in the collisions is observed for high G Net values (corresponding to the
unstable conditions of Figure 8). On the other hand, the topology control algorithm practically
maintain the collision probability constant.
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Figure 8: S Net versus G Net for the
cases with (K=3,5,7) and without
(coverage radius R=100m) topol-
ogy control in the standard setting.

Figure 9: Average value of the cov-
erage radius versus G Net for the
cases with (K=3,5,7) and without
(coverage radius R=100m) topol-
ogy control in the standard setting.

Figure 10: Percentage of collisions versus G Net for the cases with (K=3,5,7) and without
(coverage radius R=100m) topology control in the standard setting.

6 Conclusions

The provision of effective broadcast services within vehicles is a central point for designing
applications like traffic control and accident signaling in IVC. The ADHOC MAC is one of the
few MAC protocols able to provide a reliable single hop broadcast channel within mobile termi-
nals, according to which any broadcast transmission is guaranteed to be correctly received by all
the neighboring nodes of the transmitter. Furthermore, thanks to the connectivity information
exchange within ADHOC MAC, effective algorithms for multi-hop broadcast transmissions and
topology control purposes can be designed.

In this paper we have reviewed the capabilities of ADHOC MAC in providing broadcast
services whose performances have been thoroughly analyzed through simulation. Further on,
we have proposed a novel topology control algorithm able to dynamically adapt to network
changes due to terminal mobility which can be easily integrated within ADHOC MAC frame-
work. We have validated the algorithm by testing its behavior in static traffic environment and
finally we have shown its good performance with dynamic traffic.
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Abstract Gupta and Kumar have shown that effective wireless range decreases in inverse
function of local traffic density. We show that a variable traffic density impacts
the curvature of paths in a dense wireless ad hoc network the same way a variable
optical density bends light paths. We set up the general laws that paths must
satisfy in presence of traffic flow density. Introducing Time constraint in packet
delivery, we generalize this curvature problem to a space-time problem with
mobile networks.

1. Introduction

Mobile ad hoc networks involve nodes that are moving on a network do-
main and communicate via radio means. The domain of a network can be
indifferently a battlefield, a urban quarter, a building floor, etc. Most papers
in the litterature take as an assumption models where the distribution of traffic
and nodes are uniform over their network domain. This basic model leads to
fundamental results, as the illuminating result of Gupta and Kumar ? which

states that the maximum capacity per node in a flat domain is in
In this paper we will depart from the uniform model and assume that the traf-
fic density varies with node location. We will provide results on how shortest
path are affected by traffic density gradients. In particular we will show that in
asymptotic conditions the routing paths obey to similar laws as in non linear
optic.

We also generalize this result to the case where nodes are mobile and can
hold the packet for some time before retransmitting it. Relaxing time con-
straint in the packet delivery and introducing mobility pattern depending on
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node position, we generalize the equation we obtained for a stationary network
and prove that mobility can actually increase the network capacity.

In their reference paper on the capacity of mobile ad hoc networks, Gupta
and Kumar ? showed that in presence of traffic density of bit per time unit per
square unit area, the typical radius of correct reception decays in This
result assumes an uniform density model and quantity is the density of traffic
including the load generated by packet that are retransmitted on their way to
their destination on multihop paths. To our view, this estimate is the most fun-
damental result. As a direct consequence the average number of hops needed
to connect two arbitrary points in a bounded domain is therefore since
the distance must be divided by the radio ranges. As pointed out by Gupta and
Kumar, this property has a strong implication in the evaluation of the maxi-
mum capacity attainable by a random node when the node density increases.
If C is the capacity generated by each node and N is the number of nodes
in the network, Gupta and Kumar found that the maximum bandwidth attain-
able is quantity  depending on propagation models. How-

ever the order of magnitude is easy to get: the density of traffic generated
per unit square are is O(CN). Let be the typical radio range, thus
the number of retransmissions needed to route a packet from its source to its
destination is The latter estimate, in turn, yields a traffic density

(including retransmissions) of Therefore

namely The average number of neighbor per node is
it should be larger than log N in order to guarantee connec-

tivity, which leads to the estimate
If instead we consider that the network spans on a domain in dimension D,

then the radius of correct reception decays in the inverse of the Dth root of
emitter density, which impacts the maximum capacity (replacing the exponent
–1/2 by–1/D).

This paper addresses the case where the traffic pattern is not uniform but
varies as a continuous function of node location. We investigate the case where
the traffic and node densities are large enough to make the efficient radio ranges
infinitely small (compared to traffic density gradient and domain size). In this
perspective, shortest paths (in number of hops) from sources to destinations
look like continuous lines. In the sequel we call lines generated by shortest
path routes, propagation lines. In the uniform model propagation lines are
expected to be straight lines. In this paper we limit our investigation to the
propagation lines and we analyze how the latter are affected by the variation
of traffic density. We summarize our findings into macroscopic differential
equations involving propagation lines curvatures.

The paper is organized as follows. The second section investigates more
thoroughly a model of mobile ad hoc network in order to provide more accurate
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estimates about Gupta and Kumar results. The model assumes a 2D domain
under slotted time with a density of emitters per slot and square area unit.
Under this simple model we will provide quantitative confirmation of Gupta
and Kumar results. The third section introduces the concept of massively dense
networks and how propagation lines are affected by variable traffic density.
At a macroscopic level the variable traffic density acts like a variable optical
index and curves the propagation lines from sources to destinations. The fourth
section introduces the time component and node mobility in the problem and
shows that larger packet delivery delay can reduce the number of hops.

2. Quantitative results on time slotted networks

Quantification of the problem

Kumar and Gupta estimates were originally derived from information theory
considerations and are not related to any particular network implementation. If
we assume a specific implementation, then there will be a quantity such that
the typical radius of correct reception of a packet is equal to By typical
radius we mean the radius below which probability of correct reception of a
packet is above a given threshold. The quantity will depend on many pa-
rameters such as the probability threshold, the attenuation coefficient of wave
propagation and the minimum signal-over-noise ratio required for correct re-
ception. Notice that the typical disk of correct reception contains in average a
finite number of transmitters per slot, since the area is proportional to

If we consider a network dispatched in a domain of dimension D then the
estimate of the radius will be In the sequel we will look at 2D domains
generalizing occasionnaly the results on other dimensions.

When the density increases in a fixed domain, then the minimum number

of hops connecting two points A, B tends to be equivalent to where
(A, B) denotes the euclidian distance between mobile node A and mobile

node B. Meanwhile, the increase of the number of relays naturally increases
the traffic density. If is the actual traffic density generation per unit area,
i.e. the traffic locally generated on mobile nodes, not the traffic relayed by the
mobile nodes, then the average density traffic will satisfy the identity:

where is the average euclidian distance between two end points in a
connection.

This previous identity assumes that the pattern of path between points covers
the domain in an uniform manner so that the traffic density, generated and
relayed, is constant on the whole domain. In this case the path that connect two
points with the minimum number of hops is very close to the straight line. But
the question arises about the shape of the shortest path when the traffic density
is not uniform. We will show that when the density increases while keeping
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proportional to a given continuous function, then the propagation paths tend
to conform to continuous line, that we call propagation lines. Under these
assumptions we will provide the general equations that the propagation lines
must satisfy. We will show that variable traffic densities affect shortest path the
same way as variable optical indices affect light path in a physical medium.

Propagation model

We consider the following model: time is slotted, all mobile nodes are syn-
chronized, transmissions on begining of slots. We consider an area of arbitrary
size A (we will ignore border effect). N transmitters are distributed according
to a Poisson process. We call the density of transmitter per slot and per square
area unit. We have where is the rate of packets transmission per
slot and per node.

Let a node X at a random position (we ignore border effects). We assume
that all nodes transmit at the same nominal power. The reception signal at dis-
tance is with Typically Let W the signal
intensity received by node X at a random slot. Quantity W is a random vari-
able: let its density function. In ? it is shown that the Laplace transform
of satisfies the identity:

Using standard algebra we get

If the node location domain was a line instead of an area (consider a sequence
of mobiles nodes on a road) then we would have

If, instead the location domain was a volume (consider aircrafts network), then

In the following we restrict ourselves on a 2D domain.

Neighbor model

A node is considered neighbor of another node if the probability of receiv-
ing packets from each other is greater than a certain threshold For example

Under this model, we can affect to the value which optimizes
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the distance traveled by a packet per transmission as in ?. We assume that the
slotted system contains an acknowledgment mechanism so that each succesful
transmission does not triger any new retransmission for the same hop. In this
case the distance travelled by the packet is equal to the distance from the trans-
mitter to the receiver. When the transmission fails then the distance is zero and
the node reschedule a new retransmission at a random time (we assume that
involve the load due to retransmissions).

We assume that a packet can be decoded if its signal-over-noise is greater
than a given threshold K. Typically K = 10. Therefore another node is
neighbor if its distance is such that i.e. when

where is the critical radius such that By
simple algebra it comes that This result confirms the result
of Gupta and Kumar in this very specific network model. We find

The surface covered by the radius is the neighborhood area
and

Computation of and
In order to simplify the presentation we set                         and              By

application of reverse Laplace we have:

Expanding we get

By bending the integration path toward the negative axis we get

Figure 1 shows the plot of versus for and
Notice that reaches close to Therefore

Therefore
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Figure 1. Quantity versus for no fading.

Modeling of fading
Signals propagating through random obstacles experience random fadings.

An usual modeling of fading consists into introducing a random factor F to
signal attenuation at distance For example log F is uniform on
In this case we have a new expression of

with the Dirichlet transform of the fading. When fading is

uniform on we have For any given real number we
also have equaling

which helps the computation of with fading.

3. Massively dense networks

We now consider massively dense networks on a 2D domain. We denote
by the traffic density at the point of coordinate on the domain.
We suppose that function is continuous in or at least Lebesgue
integrable. When are uniformly large, the results of Gupta Kumar
together with the result of the previous section state that the radio ranges tend
to be “microscopic” and routes can be considered as continuous lines between
nodes. Packets travelling on a route passing on the point of coordinate
will experience hops of length passing in the vicinity of point
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Let The number of hops that a packet will experience on
route  is something close to where  is a curvilign absciss
on route .

In the sequel we are looking for route with the shortest hop number. Search-
ing the path that minimize the hop number between two points A and B
is therefore equivalent for looking for the path light between A and B in a
medium with non-uniform optical index There is a known result about
the optimal path that minimize a path integral

THEOREM 1 The optimal path satisfies on each of its point
such that  is acurvilign absciss

where is symbol of gradient vector.

The proof is classical. If we consider a small perturbation of optimal path
where we should have

We have Since and
we get

Integrating by part the second right hand side integral of the above and assum-
ing that both  and  share the same end points (i.e. at both ends),
we get:

Since can be arbitrary, and that in all case then
on the optimal path.

Therefore finding the optimal path is just an application of geometric op-
tics. Notice that when (uniform traffic density) propagation lines are
straight lines (no curvature).

However we face a major problem in the fact that the distribution of path
is actually impacting traffic density. This lead to an egg-and-chicken problem
which may not that easy to solve. We call the flow density of infor-
mation transiting in the vicinity of point Quantity is expressed
in bit per meter, since it expresses the flow of packet crossing a virtual unit of
segment of length of 1 meter centered on point This flow impact the
traffic density by the fact that each packet must be relayed every
meter in the vicinity of point Therefore locally:
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In other words and

When considering domain of dimension D we have

Notice that the equations are singular when D = 1.
As an example we can assume a planar domain massively and uniformly

filled with mobile nodes and gateway nodes. We denote by the spatial den-
sity of gateways. We assume that the mobile nodes are much more dense than
the gateways. We denote by the traffic density generated in any point. is ex-
pressed in bits per square meters per slot. The flow density is constant in the
domain and is equal to We suppose that mobile nodes sends and receives
flows from their closest gateway. Therefore

But in this case and propagation lines are straight lines. The doc-
ument? provides non trivial examples where the propagation lines are curved
and can be exactly calculed. This is the cases when traffic is generated toward
a central gateway or when the traffic is generated toward gateways regularly
spaced on a circle circonference.

Practical implementation of shortest path protocol

Implementing a routing protocol that follows the geodesic lines is not a
difficult task. Indeed there is no need that nodes monitor their local traffic
density nor to advertize the gradient vector. In fact a shortest path algorithm,
such as OLSR ?, will suffice. Of course one will need to limit the neighborhood
of the node to those whose hello success rate exceeds To this end we make
use of Hysterisis Strategy in advanced link sensing option and set up HYST-
THRESHOLD-HIGH parameter to value that provides the best success rate,
hop distance compromize. Tuned that way OLSR will automatically provide
the shortest path that fit the traffic density gradient curvature.

4. Introduction of time component

In the previous section we were assuming very strict timing constraints so
that packets are forwarded like hot potatoes without any pause between retrans-
missions. Recently Grossglauser and Tse ? showed that mobility increases the
capacity of wireless ad hoc networks. This due to the fact when nodes are
moving one just wait that nodes come closer instead of immediately starting
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relaying when nodes are far apart. In particular the increase in capacity can
be dramatic (in O(1) instead of if one consider ergodic mobility
patterns. Unfortunately the delay for packet becomes unbounded when the
density increases. The aim of this section is to quantify the gain in retransmis-
sions number while we let the time constraint on delay delivery T vary.

Although basic sensors networks or other smart dust are not expected to
be mobile, However one can imagine more sophisticated sensors produced by
via nanotechnology that can be mobile by themselves. The sensors can also
travel because they are embedded in a mobile device or because the back-
ground medium is mobile (think about sensor in a river stream) Interestingly
intermediate nodes can choose to store packet while moving instead of imme-
diately retransmitting it. As long they move to the right direction this may
considerably reduce the average number of retransmissions between source
and destination. Of course the consequence is that packet delay delivery will
considerably increase. This may be a solution for non urgent background traf-
fic to take advantage of mobility and therefore have much less impact on net-
work global load. Therefore we will model this very property by introducing
space-time considerations in the framework presented in this paper.

Throughout this section we will assume that a node has a packet (or a se-
quence of packets) to transmit to a destination node with a time delivery con-
straint of T. In words, each packet should arrive to its destination no later than
after a delay T. It basically means that we add the time dimension to our 2D
problem. A path now contains the time dimension and will connect a source
space-time point to a destination space-time point given that

When T = 0, and neglecting propagation delays and processing
in relay nodes, we get to our previous analysis restricted to space components.
Our aim is to show that with some mobility models, when T tends to infinitely,
the number of retransmissions needed to connect point to point
tends to be negligible compared to the number of retransmissions needed to
connect point to point (i.e. same spatial point but zero delay).

In order to set up notations and convention for this very general problem,
we will first start with an unrealistic mobility model.

A simplistic mobility model
In this first example, we make the assumption that a node which has a packet

to transmit or to relay can also trave with its packet at speed We also make
the unrealistic hypothesis that the node that carries the packet can travel in any
direction it wishes and that it makes the decision according to the destination
of the packet. Therefore at any time the node that carries the packet has to
make the decision of either transmitting it to the next hop or to travel with it on
the propagation path. When the node chooses to hold the packet, we say that
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the packet is in hold state. We consider the optimal path when T = 0 which
connects to we assume that the space time path will be the path plus a
time component. In order to avoid too many notations we will still denote the
space-time path by

With these very hypotheses, the number of actual hops the packet will expe-
rience during its propagation on path is equal to where v is the
vector speed at point z. Since we assume that the speed can be made colinear
with then the number of hops is equal to In the follow-

ing we call the average (local) packet holding time per distance unit,

or we will denote by the average fraction of distance traveled in hold
state by a packet per distance unit. We therefore has

Under this hypothesis it is clear that when then the number of hops
tends to be negligible compared to (zero delay case). In this case we
don’t need to have T unbounded, since in the most extreme case the node that
generated the packet can simply drive his way to the destination and deliver
the packet when in the neighborhood of the destination without transmitting it
to intermediate nodes.

However this model is far from realistic. There is no reason that the mobility
pattern of a node could depend that crucially on the destinations location of the
packet it is holding. In fact a relay node can hold several packet to different
destination at the same time and the node will have no way to split itself in
several parts in order to move toward these different destinations at the same
time. In the following subsection we consider a more realistic mobility model
where the nodes are subject to random walks that are independent to data traffic
conditions.

The random walk model

In this model we assume that at any time node travels at a random speed
toward a random direction and keep its speed and heading during a time dura-
tion After time it randomly change speed and heading. This like a particle
in motion in a gas. Quantity refers to the free space motion delay during
which the particle moves in straight line. At the end of period the particle
experiences a collision that changes its motion vector in a random way. Notice
that can be made random as well (we may assume that it is exponentially dis-
tributed). We assume that the expectation of speed vector E[v] = 0. We also
assume that the speed vectors have isotropic direction and is the covariance
matrix, I being the identity matrix. We could accept some un-isotropic aspects
so that covariance could depart from colinearity with identity matrix, but we
will not do it for the sake of presentation.

Quantity is the standard deviation of node location after one free space
travel. We assume that this quantity is of the same order as of hop distance
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(remaining that In other words the free space travel distance is of the
same order as the hop distance. It is also instrumenetal in our proof that the
speed is distributed on values that are not bounded by a finite number.

When a packet arrive in a mobile node, the router has to select whether it
will transmit the packet to the next hop or keep it in hold state. We define
a decision process which is based on the localisation of the next hop and the
speed vector of the host node. If the node decides set the packet in hold state it
will keep it as long its speed does not change. Therefore a hold state will last at
least one period. The decision making automaton use a parameter that is a
positive real number and which depends on the delivery delay constraint T of
the packet. Let be the angle made by the direction to the next hop. The node
decide to immediately transmit its packet to the next hop iff the two following
conditions hold:

1 its speed is larger than parameter

2 the speed direction angle is contained in interval

otherwise the packet stays in hold state. If the node keeps the packet in hold
state it will keep it to its next motion vector change. At this moment it will
proceed to a new packet state decision according to its new motion vector
and to the localisation of the curent potential next hop. If the node has been
decided to be transmitted immediately then the reciever will also proceed to
a state selection. A packet may be transmitted over several hops before re-
turning back in hold state. Basically when then the packet is al-
ways immediately retransmitted to its next hops as with T = 0; and when

then the packet is less likely retransmitted and stay longer in hold
state. The probability that a node chooses to immediately transmit the packet
is and let
it is clear that since the computation is done on speed
greater than with direction uniformly distributed in
The average motion vector when the packet is in hold state is colinear with the
direction to the next hop and has modulus equal to According to
hypothesis we have and

The average distance the packet will travel before a new decision has to be
taken (either in hold state or in immediate retransmission) is

with variance Notice that It
comes that the average fraction of hold state travel per unit distance is
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We have clearly since tends to infinity, in this case we
also have

which also tends to infinity since the product tends to zero. However
we cannot be sure that the packet actually reaches its destination. We know that
the packet is on average on the path In order to check how far from path it is
actually we have to look at the variance of packet localization. After each deci-
sion step, the packet travels in average a distance
with a variance Therefore in order to travel a distance of one unit
the packet will have go through an average number of decision steps equal
to Therefore the variance of its position is close to

In order to be safe we have to prove that this variance
is small, so that the packet does not evade too far from the path and that when
time limit will be critical the number of hops it will have to travel in emergency
to reach its destination won’t be too long. Since which is of or-
der of the variance is at most equal to which is order which is

small. In other words the number of hops is (using identity

Similarily the delivery delay When the
parameter is large compared to then the number of hops is equiv-
alent to and Notice that the optimal path may vary
when T changes, for example if mobility model is uniform on the network do-
main then when T is large optimal path will be straight lines. In other word the
curvature of optimal paths may also depend on the time component. Of course
all the quantities and may also vary on the spatial domain leading
to further optimization.

5. Conclusion and perspectives

It seems that propagation lines don’t change when the route optimization
criterium changes. For example if hop number is changed in packet total delay
time, the route should basically remains the same. The reason for this conjec-
ture is that the condition of traffic at any given point in the network location is
basically the same modulo an homothetic factor The only aspect which
changes is the distance travelled by the packet per hop, but the delay per hop
will be the same in distribution. We have a similar point about bandwidth al-
location criterium. The transmission at any point will take the same amount of
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bandwidth, only the per hop distance travelled by the packet will differ. Un-
der this perspective simple shortest path algorithms such as OLSR ? should be
asymptotically close to optimal.
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Abstract: We propose a location-service to assist location-based routing protocols,
realized through our Associativity-Based Clustering protocol. The main goal
of our scheme, which employs hierarchical principles, is to minimize the
control traffic associated with location-management. In location-based routing
protocols, the control traffic is mainly due to location-updates, queries and
responses. Our scheme employs a novel geographically-oriented clustering
scheme in order to minimize control traffic without impairing performance. In
our location management scheme, nodes are assigned home-zones, and are
required to send their location-updates to their respective home-zones through
a dominating-set. This strategy, unlike similar location-management
approaches, minimizes inevitable superfluous flooding by every node, and
prevents location updates and queries from traversing the entire network
unnecessarily, hence conserving bandwidth and transmission power. We
evaluate our proposed scheme through simulations, and the results indicate
that our protocol scales well with increasing node-count.

Key words: Ad hoc Networks, Scalable Location Management, Hierarchical Clustering
Protocol, Scalable Routing.

1. INTRODUCTION

A mobile ad hoc network (MANET) is a network without any pre-
existing infrastructure, and this paper considers the problem of routing in
such networks of large-scale. In multihop MANETs, the routing protocol is
the key to efficient operation. However, the design of an effective and
efficient routing protocol in MANETs is extremely challenging because of
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mobility, limited battery energy, unpredictable behavior of radio channels,
and time-varying bandwidth2. The absence of fixed infrastructure means that
the mobile nodes (MNs) communicate directly with one another in a peer-to-
peer fashion, and requires routing over multihop wireless paths. The main
difficulty arises from the fact that multihop paths consist mainly of wireless
links whose endpoints are likely to be moving independently of one another.
Consequently, node mobility causes the frequent failure and re-activation of
links, effecting a reaction from the network’s routing algorithm to the
changes in topology, thus increasing network control traffic and contributing
to congestion. This routing task becomes extremely challenging when the
network grows in size, and when two problems such as increasing node-
density and large number of nodes have to be tackled. High node-density,
where a node is within a radio-range of a large number of neighbors, often
leads to superfluous forwarding of routing related control traffic, and large
network size necessitates the maintenance of large routing tables. These two
features are inter-related, and often affect the routing protocol scalability.

A considerable body of work has addressed on routing in MANETs,
including a new generation of on-demand and efficient pro-active routing
approaches7,8. These routing algorithms, however, tend to use flooding or
broadcasts for route computation. While they can operate well in small
networks, they incur heavy control traffic for discovery and maintenance of
end-to-end routes, which forms a major bottleneck for large networks having
node membership in the order of thousands over a large geographical area.
In addition, flooding in MANETs does not work well due to the presence of
hidden and exposed-terminals, and does not scale10. In recent years, a new
family of protocols has been introduced for large-scale ad hoc networks that
make use of the approximate location of nodes in the network for
geography-based routing3,4,7. The amount of state information that needs to
be stored by nodes in this case is minimal, because location-based routing
does not use pre-computed routes for packet forwarding. As a result, link-
breakage in a route does not affect the end-to-end session. These protocols,
however, often need proper location-services, and hence location-
management plays a vital role. Previous work in this area has shown that the
asymptotic overhead of location-management is heavily dependent on the
service primitives (location updates or registration, maintenance and
discovery) supported by the location-management protocol of the location-
service3,4. However, the location-registration or update cost normally
dominates other costs for all practical purposes, and thus novel schemes are
required to limit this control traffic. In our location-management scheme, we
try to achieve this with an introduction of stable geographically-oriented
clustering protocol, which we name Associativity-based Clustering protocol.
This protocol does not involve any extra control traffic, and periodic HELLO
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messages as in AODV or other location-service approaches1,8. We use the
concept of virtual-clusters we introduced in1, and each virtual-cluster
functions as a home-zone for a set of nodes. Nodes that reside within a
virtual-cluster thus maintain approximate location information of a set of
nodes, which select that virtual-cluster as their home-zone, in a distributed
fashion. Since mobility is the main cause of uncertainty in ad hoc networks,
our clustering protocol and algorithm takes this as the main criterion in order
to select a relatively long-lived cluster head (CH) in each virtual-cluster1.
Our strategy is to address the scalability issue both in dense and in large-
scale networks. Scalability in dense networks is addressed efficiently by
allowing only a few dominating set of nodes to make “summarized”
composite periodic location-updates on behalf of a set of dominated nodes
(i.e., CHs handle the location-updates on behalf of their members). This is to
minimize superfluous flooding by every node to the entire network, as in
other location-services5. Scalability in large-scale networks is addressed by
strictly using geo-forwarding-based (location-based) unicasting as opposed
to flooding even for location-registration process, and prevent location-
updates, queries and replies from arbitrarily traversing unnecessary parts of
the ad hoc network. As a result, the performance of our geo-forwarding-
based routing strategy hardly degrades due to excessive control traffic, and
from poor route convergence and routing-loops resulting from mobility. This
paper thus deals with the problem of designing a location-update scheme in a
scalable way to provide accurate destination information in order to enable
efficient routing in mobile ad hoc networks.

The rest of this paper is organized as follows. Section II examines related
previous work, and presents our motivation. The novel associativity-based
clustering protocol and the proposed location-service technique are
described in section III. Section IV evaluates the proposed scheme through
simulations, and demonstrates that our location-service results in less
signaling traffic in comparison to other similar methods. Section V presents
our conclusions and future work.

2. RELATED WORK AND OUR MOTIVATION

This section briefly explains the basic principles and problems associated
with location-based routing protocols. It is then followed by a brief review of
key location-service techniques and popular clustering protocols in the
literature.
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2.1 Basic Principles of Location-Based Routing

In location-based routing, the forwarding decision by a node is primarily
based on the position of a packet’s destination and the position of the node’s
immediate one-hop neighbours7. The position of the one-hop neighbors is
typically learned through one-hop broadcasts realized through periodic
beaconing or HELLO transmissions. In order to learn the current position of
a specific node, the help of a location-service is needed. MNs first identify
their location-servers, and register their current position with these servers
through location-update packets. When a node needs to know the location of
its desired destination partner, it contacts the appropriate location-server and
obtains this information. A location-query packet is used by the querying
node, and results in a location-response packet. There are three main packet
forwarding strategies for location-based routing: greedy forwarding,
restricted-directional flooding, and hierarchical approaches. In the first two
strategies, a node forwards a given packet to only one (greedy-forwarding)
or to more (restricted directional flooding) one-hop neighbors that are
located closer to the destination than the forwarding node itself. Recovery
strategies are needed in these two approaches, when there is no one-hop
neighbor that is closer to the destination than the forwarding node itself. The
third approach uses hierarchical principles for scalability reasons. There are
four key location-service strategies found in the literature: Distance routing
effect algorithm for mobility (DREAM) approach, quorum-based location-
service, grid location-service (GLS), and home-zone based location-service.
The details of these location-service approaches are briefly described next.

2.2 Related Work on Location-service

According to the DREAM approach, each node tries to maintain location
information about each other node in the network. This approach can be
regarded as an all-for-all approach, whereby all nodes are involved, and
every node maintains the location of all nodes. Due to the communication
complexity and periodic flooding of location-updates, DREAM is considered
the least scalable location-service technique, and thus inappropriate for
large-scale MANETs7. In the quorum-based location system, a subset of all
mobile nodes is chosen to host location databases. A virtual backbone is then
constructed between the nodes of the subset, using a non-location-based ad
hoc routing mechanism. This scheme, however, does not specify as to how
the virtual backbone nodes are selected and managed. Further, the quorum
system depends on a non-location-based ad hoc routing protocol for the
virtual backbone, which tremendously increases the implementation
complexity. In the case of grid location-service (GLS), the area that contains
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the ad hoc network is divided into a hierarchy of squares5. In this hierarchy,
n-order squares contain exactly four (n-1)-order squares, forming quadtrees.
Since GLS requires all nodes to store information about some other nodes, it
can be classified as an all-for-some approach. In GLS, the location updates
of a particular node have to traverse the entire network, as the location-
servers of a given node are spread throughout the network. In addition,
whenever a querying node contacts the nearest location-server of another
far-away node, whose location information is requested for, that query needs
to be forwarded to the node being queried. This forwarding is based on the
location information maintained by a far-away server, which is nearest to the
querying node. In this case, the freshness of the information obtained is
questionable, as nodes are required to update far-away location servers less
frequently. This greatly depends on how quickly a particular entry in the
location-server times-out or becomes stale. If, on the other hand, the
frequency of updates increases, this may have a serious impact on
scalability. Further, due to mobility, the role of location-servers for a
particular node will keep on changing, and as a result the location-update
and query packets may find it difficult to detect the appropriate location-
servers. In the case of home-zone-based location-service, the position C of
the home-zone for a node can be derived by applying a well-known hash-
function to the node identifier. All MNs within a circle with radius R
centered at C have to maintain location information for the nodes. The
home-zone approach is also an all-for-some approach. If the home-zone is
sparsely populated, R may have to be increased, resulting in several tries
with increasing R for updates as well as queries. In this way, increasing or
decreasing the R depending on node-density is very complex when it comes
to practical implementation. Although our scheme makes use of similar
home-zone strategy, the way in which the location-service is realized is both
simple and scalable, as it will be explained in section III.

2.3 Related Work on Clustering

The purpose of clustering is two-fold: the first is to create a network of
hierarchy, and the second is to select a dominating-set of nodes i.e. the
cluster heads. This results in scalable network, where the location-server
functionality is equitably distributed among network nodes. Choosing CHs
optimally is an NP-hard problem1. Thus existing solutions to this problem
are based on heuristic (mostly greedy) approaches and none of them attempts
to retain the topology of the network1. Also, almost none of them consider
node mobility as the main criterion in the clustering process. As a result,
they fail to guarantee a stable cluster formation. In a MANET that uses
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cluster-based services, network performance metrics such as throughput and
delay are tightly coupled with the frequency of cluster reorganization.
Therefore, stable cluster formation is essential for better Quality of Service
(QoS). The most popular clustering approaches in the literature are the
lowest identifier (Lowest-ID) and maximum-connectivity. But these two,
along with others, do not provide a quantitative measure of cluster stability.

2.4 Our Motivation

As mentioned before, the location-based routing strategy is chosen in
order to improve scalability. On the other hand, the location management
cost should not be high. The adoption of a hierarchical strategy together with
the use of a dominating-set demonstrates as to how the control traffic is
minimized without compromising route computation accuracy. For analysis
purposes, the ad hoc network is represented as an undirected graph G = (V,
E), where V is the set of nodes in the graph, and E is the set of edges in the
graph.

3. HOME-ZONE BASED HIERARCHICAL
LOCATION MANAGEMENT

3.1 Associativity-based Stable Clustering

In order to make our clustering mechanism scalable, we make use of the
notion of virtual-clusters we introduced in1. The idea is that a geographical
area is divided into equal regions of circular shape in a systematic way so
that each MN can determine the circle it resides in if location information is
available. In our scheme, each virtual-cluster has a unique identifier based
on the geographic location, which can be calculated using a publicly known
function. Each MN should have a complete picture of the locations of these
virtual-clusters and their centres1.

Our clustering protocol does not involve any extra control traffic; instead,
periodic HELLO message – as in other similar location-management
approaches – is enough. This clustering facilitates electing a dominating set
i.e. the cluster heads (CHs). In order to maintain stable clusters, a new
associativity-based criterion is used to elect CHs9. A node is elected as a
cluster head, if it has the highest associativity-state with respect to its present
virtual-cluster, and stays nearer to its virtual-cluster-centre (VCC), in
comparison to other nodes in the same cluster. This implies spatial,
temporal, and connection stability. Each MN periodically monitors its
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current speed, and whenever its speed is zero, it starts measuring its
“associativity”. This is because typically after an unstable migration period,
there exists a period of stability, where a mobile node spends some
“dormant” or “residence time” within the virtual-cluster before it starts
moving again9.

When a MN is stationary, it measures its associativity with respect to a
particular virtual-cluster by periodic “ticks” that takes place every
ASSOCIATIVITY_TICK_PERIOD. This process however does not involve
any transmissions. In this way, any node X within the virtual-cluster that
has its total number of ticks greater than will exhibit higher
degree of “associativeness”, and hence have greater “dormant time”. If,
however, the speed of the MN is monitored to be greater than (a system
parameter), its number of ticks immediately becomes zero. The heuristic
used by our clustering scheme is given by equation (4). Any node X
determines the criterion value in cluster by calculating the
following:
1. Its distance from the centre (VCC) of a particular virtual-cluster.

Assuming node X, whose location co-ordinates at time ‘t’ are
in the virtual-cluster, whose center’s Cartesian co-ordinates are

its distance at time ‘t’ can be calculated by:

2. Each node stores the “residence” or “dormant time” in the last m number
of clusters it has visited. This is basically the time period from the
instance at which the MN’s velocity is zero within a particular virtual-
cluster and the instance at which it is more than Then the mean
“dormant-time” in terms of number of “ticks” is calculated as
follows. Assuming that the “dormant-time” of node X in the virtual-
cluster is Then node X’s mean “dormant-time” is
determined by considering its “dormant-times” in the last m number of
virtual-clusters as given by equation (2). The mean “dormant-time” in
terms of number of “ticks” is derived from equation (3). With this, the
clustering criterion value for node X in virtual-cluster j is
determined from equation (4).
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Accordingly, any node X that has the highest value for the clustering
criterion is elected in either a centralized way or in a distributed way,
depending on whether the present CH is available or not1. Equation (4) tries
to ensure that the resulting clusters are more stable, and have uniform
coverage by the respective CHs. If the CH lies very near to a VCC, it can
have a uniform coverage, and hence ensures that all member nodes of a
virtual-cluster are connected to this CH directly or via k-hops, where k is
bound by and D is the diameter of the virtual-cluster, with
being the transmission radius of a node. is proportional to the expected
“residence time”, and inversely proportional to the distance from the
respective VCC. The system parameter is the minimum value that

can take. The structure of HELLO packet has been modified to include
this criterion value, so that any node can know the neighbors’
Depending on the current state and circumstances, any node can disseminate
one of the following four different packet types: JOIN, HELLO_CH,
HELLO_NCH, and SUCCESSOR1. These control packets, except periodic
HELLO packets by CHs, are relayed by intermediate MNs only within the
virtual-cluster, where they have originated from. The distributed operation
and the bootstrapping process of this clustering protocol are similar to those
we proposed in1. Whenever a present CH knows that it is going to leave the
virtual-cluster it is currently serving, it will select a member node that has
the highest value for the criterion value as its successor, and inform about it
the cluster members through the SUCCESSOR packet. In this case, the CH
is elected in a centralized manner. The present CH can decide it is going to
leave the cluster, when its monitored speed at a moment exceeds Unlike
in any other clustering algorithm, our algorithm has another unique feature
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in that whenever a CH leaves the virtual-cluster, it will loose its CH status.
In this way this algorithm ensures that no other visiting MN can challenge an
existing CH within a particular virtual-cluster, and thus causing transient
instability. All aspects of our strategy ensure that stable CHs are elected, and
thus results in stable clustering. This clustering scheme is thus fully
distributed, where all the nodes share the same responsibility and act as CHs
depending on the circumstances.

In our location management scheme, we maintain a two-level
hierarchical topology, where elected cluster heads at the lowest level (level-
0) become members of the next higher level (level-1)8,11. In our scheme, the
CHs are needed, and thus are elected using the virtual clustering concept
only at level-0. CH election is not triggered in level-1, where only the
cluster-membership detail is maintained. Level-0 hierarchy is used for
efficient location-updating, while level-1 hierarchy is used for resilience as
explained in section III.B.

3.2 Homezone-based Hierarchical Location-Service

We make the following assumptions in our model: 1) the area to be
covered is heavily populated with mobile nodes, 2) Heavy-traffic is expected
within the network (i.e., multiple simultaneous communications among
nodes are possible), 3) every node is equipped with GPS (Global Positioning
System) capability that provides it with its current location, and 4) there
exists a universal hash-function that maps every node to a specific home-
zone based on the node’s identifier3,4.

A home-zone is basically a virtual-cluster that has a unique identifier.
Any node that is present in that virtual-cluster is responsible for storing the
current locations of all the nodes that select this cluster area as their home-
zone, and hence functions as a location-server. Since our location-
management scheme requires that all nodes store the location information on
some other nodes, it can be classified as an all-for-some approach, which can
scale well7. The static mapping of our hash-function, as given by equation
(5), is to facilitate simplicity and distributed operation. This hash-function
has to be selected such that, i) all MNs should be able to use the same
function to determine the home-zone of a specific node, ii) every virtual-
cluster has the same number of nodes for which the MNs residing within that
cluster should maintain location information, iii) and the mapping
functionality has to be time-invariant.
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In any location-service, nodes are required to update their location
information depending on their mobility. In our scheme, the update
generation is mobility-driven as well as time-driven. The time-driven
approach is to make sure that even if a node is stationary, periodical update
is made to its home-zone. The unique aspect of our location-management
scheme is that it tries to minimize the location-update cost with the help of
dominant-set elected at level-0 using our clustering protocol. Dominant-set
is basically a set of CHs elected at level-0 using our virtual-clustering
principles. Accordingly, each node maintains four different table types:
neighbor-table, location-cache, location-register, and forwarding-pointer-
table. Each node has two different neighbor-tables maintained separately at
each hierarchy level, and one of each of the other three types of tables
maintained at level-0 only. Only the CH at level-0 has entries in its
neighbor-table maintained at level-1. Neighbor-table at level-0 is used by
every node to maintain the members of a particular virtual-cluster together
with its one-hop neighbors, irrespective of their cluster identity. The periodic
HELLO messages within a specific virtual-cluster are used to maintain this
neighbor-table at level-0. As mentioned before, nodes of a specific cluster
can relay HELLO packets of another node only when the latter resides within
the same virtual-cluster1. However, when a bordering node receives a
HELLO from a node of a different virtual-cluster, the former maintains the
details of the latter in the neighbor-table for geo-forwarding purposes.
Periodic HELLO messages by CHs have to be unicast by gateways between
CHs of adjacent virtual-clusters to an extent that can be limited for
scalability. This HELLO dissemination among neighboring CHs at level-1
facilitates maintenance of neighbor-table by CHs. Location-register of a
node within a specific virtual-cluster has the location information of MNs
whose home-zone is identical to the virtual-cluster of the former. The
location-cache of a node is updated, whenever that node happens to know
the location information of another non-member and non-home-zone node,
for example, during location-discovery or data handling.

From the neighbor-table at level-0, any CH knows about its members,
which may have different home-zones. In our scheme, the cluster head
gathers the location information of its member nodes that have a common
home-zone. Unless these nodes are highly mobile, the CH generates a
“summarized” single location-update towards that common home-zone, on
behalf of its member nodes. As a result, the need for every node, especially
in a high-density network, to generate individual location-update packet is
minimized. On the other hand, any node with high-mobility has to make its
own location-updates, if it has not become a member of any cluster. In our
scheme, it is assumed that whenever any node’s speed increases beyond
it will not be considered as a member of any cluster, and thus required to
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initiate its own location-updates. As specified in1, in addition to its mere
presence in a virtual-cluster, any node has to be included within the
neighbor-table of the respective CH. In location-updates and data handling,
the absolute locations of nodes are not needed; instead, the virtual-cluster id
(VID) is enough. This is possible because of two reasons: 1) since these IDs
are unique, from the VID any forwarding node we can obtain the co-
ordinates of the corresponding VCC, and use it for geo-forwarding, 2) only
for inter-cluster packet forwarding location-based routing is used, while at
the local cluster-level proactive distance vector routing is used. Whenever a
node in a home-zone receives the location-update which is meant for that
home-zone, it can stop geo-forwarding that packet any more. Instead, it
updates its location-register and informs other nodes within the same home-
zone (i.e. virtual-cluster) through a periodic HELLO packet, which includes
the location-register maintained by that node, so that other member nodes
can update their location-registers. Within a virtual-cluster, efficient
broadcast is utilized as opposed to flooding. This broadcast is based on
reliable unicast realized through constant interaction between MAC-level
and routing-level as used in “core-broadcast”10. A node whose speed exceeds

makes its own updates. As long as such a node’s total number of virtual-
cluster boundary-crossing so far is less than a threshold, it makes use of
“forwarding-pointer” concept for correct data forwarding4,5. Accordingly,
whenever such node moves out of its present virtual-cluster, it leaves a
“forwarding-pointer” in the previous cluster without initiating a location-
update up to its home-zone. Hence, any packet that has been geo-forwarded
based on the old cluster ID can still traverse the chain of forwarding pointers
to locate the user at its present location in a different cluster.

As in any location management approach, whenever a node needs
location information of another node, the former has to first find the
location-server (home-zone) of the latter and initiate the location-discovery
process. In our strategy, the querying node uses the same mapping hash-
function to determine the home-zone of its desired communicating partner. It
then geo-forwards the location-query packet to that home-zone. Location-
response can be initiated by the node being queried or any intermediate node
as long as it contains the “fresh” information about the node being queried,
or any node in the home-zone of the node being queried. In order to enable
“freshness” of location information, each entry in any of the four tables
maintained by each node is subject to a time-out mechanism. The use of
sequence numbers achieves the same effect, in addition to avoiding routing-
loops that may be introduced by mobility8. In addition, due to the way
location-servers (home-zones) are maintained in our location strategy, the
location-update or location-query packets can be unicast using geo-
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forwarding principles as opposed to flooding as used in other similar
approaches (for e.g. in GLS5). This, in turn, prevents location-update and
query packets from traversing unnecessary parts of the MANET. This
minimizes the control traffic, and conserves scarce bandwidth and
transmission energy. In the worst case, when a querying MN has not
received any location-response within the
LOCATION_RESPONSE_TIME_OUT period, after having tried for
MAX_LOC_QUERY_RETRIES, it will start gradually flooding its location-
query in the network.

The maintenance of level-1 hierarchy is for resilience purposes.
Accordingly, the level-1 cluster hierarchy members periodically update each
other with the fresh location information of the nodes maintained in the four
different tables. This update is subject to different scopes for scalability, as
in the case of fisheye state routing (FSR)8. This is beneficial, in case there
are no nodes in a specific virtual-cluster. The nodes that select such a
virtual-cluster as their home-zone do not necessarily know about its
emptiness, and they may continue to send location-updates either through
their level-0 CHs or by themselves. By exchanging such information by
CHs, adjacent clusters may maintain location-information (in location-
cache) for nodes that select the empty virtual-cluster as their home-zone.
With this approach, any location-query that is directed to the empty virtual-
cluster for location information about nodes whose home-zone happens to be
the empty virtual-cluster, can still receive location-response from adjacent
clusters.

4. EVALUATION THROUGH SIMULATION

We chose GLS – another similar location-management approach – in our
attempt to compare the performance of our strategy. For this purpose, we
implemented our location-management strategy based on associativity-based
clustering protocol and GLS in GloMoSim1,12. The distance between any two
VCCs in our scheme is 200m. Each node moves using a random waypoint
model, with a constant speed chosen uniformly between zero and maximum
speed, which is here taken as Each scenario was run for a 300
simulated seconds. Due to space limitation, we analyze the scalability of our
location-service only in terms of increasing node-count. In order to properly
model increasing network sizes, the terrain-area is also increased with an
increase in the number of nodes so that the average node-density is
kept constant. The number of nodes is varied from 20, 80, 180, 320, 500 and
720. The terrain-area size is varied so that the average node-degree remains
the same and accordingly
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and were selected for each run. The
transmission range of each node is 100 m, and the wireless link capacity 2
Mbps. Traffic is generated using random CBR connections having a payload
size of 512 bytes. These CBR connections are randomly generated so that at
any moment the total number of source-destination pairs is kept constant –
and each session lasts for a time-period which is uniformly distributed
between 40 and 50 seconds.

Fig. 1 shows the average control cost (routing related cost) incurred per
node for different CBR traffic sessions. Here the control cost includes
periodic location-updates, HELLO packets, location queries and responses.
As it can be seen, the control cost is lower in the case of our location-service,
and hence our scheme outperforms GLS. Fig. 2 demonstrates the fact that in
our location-management strategy the location-update packets don’t traverse
the unnecessary parts of the network. This is determined by considering the
average number of location-updates that are relayed by each node in the
network. As it can be seen from Fig. 2, although location-updates are much
lower than that of GLS, the average number of location-update packets
relayed by any node in our scheme slightly increases with the number of
nodes. This can be attributed to the hash-function selected for simulation
purposes. As the number of nodes within the network increases, the terrain-
area size is also increased. With this increase, the total number of virtual-
clusters or home-zones within the considered area also increases. As a result,
some nodes may select far-away virtual-clusters as their home-zones.

Figure 1. Average control cost incurred per node as a function of increasing number of node-
count
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Figure 2. Average number of location-updates packets relayed by a node as a function of
increasing number of nodes

Figure 3. Normalized throughput as a function of increasing number of nodes and increasing
number of sessions

Fig. 3 depicts the normalized throughput of both schemes as a function of
increasing number of nodes under different traffic scenarios. The normalized
throughput is defined as the total number of packets actually delivered to



Cluster-Based Location-Services for Scalable Ad Hoc Network Routing 447

their respective destinations divided by the total number of packets
generated within the whole network. Although the throughput in our scheme
is higher than that of GLS, the throughputs in both schemes tend to decrease
as the number of nodes increases. This is due to the fact the link capacity
was 2 Mbps, and it poses the main bottleneck in the scenarios considered.

5. CONCLUSIONS AND FUTURE WORK

In this paper we presented the design and performance of an efficient
location-service based on our novel associativity-based clustering strategy.
By employing the dominating-set (CHs) to perform periodic location-
updates on behalf of other nodes, we have demonstrated that our scheme
leads to less control traffic when compared to the GLS. In addition, our
location-management strategy conserves scarce resources such as battery
energy and wireless bandwidth by preventing the location-updates, queries
and responses from traversing the unnecessary parts of the ad hoc network.
Mathematical analysis and simulation results confirmed the performance
advantages of our scheme. In our future work, we have decided to construct
longevity routes based on the proposed location-service as our next step in
realizing quality of service routing. We plan to report such findings in future
papers.
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Abstract
We consider node localization problems in ad hoc wireless networks in which

two types of nodes are considered: nodes with self-locating capability like GPS
and nodes with no self-locating capability. Our simple algorithm for improving
the position accuracy consists of selecting and processing only the nodes that are
likely to enhance the position estimation. We focus our approach on defining a
hull of neighboring nodes as key of position accuracy enhancement.

1. Introduction

Recent developments of wireless technologies have allowed new types of
networks to be envisaged. Mobile ad hoc networks (MANETs), which consist
of wireless hosts establishing multi-hops communication with each others in
the absence of fixed infrastructure, represent one of the current challenge of the
networking research community. Many applications are considered for these
new mobile ad hoc networks, for instance military ones to establish communi-
cations in war theatres, for disasters relief or more basically to set a network in
large zones when it is difficult to install a cable-based infrastructure.

Routing in such conditions is quite challenging. For instance, due to the
unpredictable mobility of nodes, the network topology is inherently unstable.
Important aspects to consider include, the robustness of the solution, its com-
patibility with existing solutions in wired environments, and its availability of
routes. Most existing routing proposals are topology-based routing protocols
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such as DSR [Johnson et al., 2001], AODV [Perkins, 2001], OLSR [Clausen
and Jacquet, 2003]. However, with these schemes, when the number of nodes
increases, the size of the routing tables grows considerably, they become dif-
ficult to maintain and therefore their scalability quickly becomes a complex
issue. Another approach has been proposed which overcomes this problem:
position-based routing protocols, such as GPSR [Karp and Kung, 2000] based
on the Greedy-Face-Greedy algorithm [Bose et al., 2001], and Geocasting
[Navas and Imelinski, 1997]. Such an approach does not require any routing
table as routing is based on the geographical position of nodes. Nevertheless,
such an approach requires that each node has its own position coordinates to be
part of the routing protocol. This can be achieved, if all nodes are equipped of
positioning equipments such as a GPS type systems but this hypothesis can be
seen as restrictive. As a matter of fact, for cost reasons, it is more than likely
that ad hoc networks will be composed of heterogeneous nodes: some will
have self-locating capability such as GPS [Hofmann-Wellenhof et al., 1997] or
Galileo [Galileo, ], whereas some others, that we’ll refer to as simple nodes,
will have to estimate their position.

Position estimation methods are mostly based on geometrical computations
like triangulation and trilateration. To evaluate the distance between two nodes,
four classes of methods can be defined. The first one consists of estimating the
distance by estimating the time-of-flight of a signal between two anchors. Time
Of Arrival (TOA) is used in [Capkun et al., 2002, Werb and Lanzl, 1998] and
in all radar systems while the Time Difference Of Arrival (TDOA) technique is
used in [Savvides et al., 2001, Ward et al., 1997] (differential time from two an-
chors or from two different signal like radio and ultra-sound). The second class
is based on the strength of the signal. For a given emitting power, the distance
can be estimated as the signal strength decreases with the distance. Radars
equipments are also based on this technique [Savarese et al., 2001, Beutel,
1999]. The third class is based on triangulation. The Angle of Arrival (AoA)
estimates the direction of an incoming signal from several anchors, and then
estimates the position. This method is used in VOR systems [vor, ]. The fourth
and last class merges all the remaining techniques like connectivity based ap-
proach [Doherty et al., 2001][Niculescu and Nath, 2003][Bulusu et al., 2000],
Indoor Localization Systems [Want et al., 2000].

In [Ermel et al., 2004], we propose a simple convex hull selection to enhance
the accuracy of the position estimation process. We extends in this paper this
approach by selecting nodes by their position and also their position accuracy.

In this paper, we propose to enhance the accuracy of the estimated position
without adding any new constraint on the environment so this proposal could
be used for each of the position estimation method stated above. The struc-
ture of this paper is done as follow. We first present the assumptions and the
definition made in this paper. Section 3 details two hull methods to select an-



On Selecting Nodes to Improve Estimated Positions 451

chore within neighbors nodes, followed in Section 4 by our simulation results.
Section 5 concludes the paper.

2. Assumptions and definitions

We limit our approach to a one-hop anchor selection but the technique is
also feasible for node selection. No distance measurement is to be used
between nodes to estimate the position of a simple node. Therefore a simple
node only exploits its own connectivity to other nodes in its direct neighbor-
hood.

Let S be a simple node. Let be the estimated position and be the
coordinates of the real location of S. As is to be estimated by
information is only used by simulations.

Figure 1. Theoretical and real radio coverage.

Let be the maximum theoretical transmission range of node S (Fig. 1).
We also define the accuracy of the node position which is function of the
localization error represented by the distance between and

where is the distance between A and B. By construction,
1. The position estimation process may badly estimate and somehow an
impossible geometrical case occurs: doesn’t lie into the radio coverage
area of S i.e. Thus a minimum function has to be used to
solve this problem:

Self-locating nodes with accurate position, like position given by a GPS
have a position accuracy of 1. Simple nodes which have to estimate their po-
sition have a position accuracy As real positions are unknown
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for simple nodes, simple nodes have to estimate their position but also the pre-
cision of their position. Several methods to estimate the position accuracy, like
statistical approach and area computing approach, are detailed in [Ermel et al.,
2003].

In following sections, we assume that the nodes can estimate their position
accuracy as a function of their estimated position and their neighborhood.
We also define as the maximum radius of the radio coverage of a node
that takes into account the accuracy of its estimated position:

For example, for a self-locating node, while for simple
nodes

3. Anchors selection
Our main goal in this paper is to enhance the accuracy of an estimated posi-

tion by selecting only anchors that are likely to improve the position estimation
process. We detail in this section two hull selections schemes to achieve our
goal.

Computational geometry is the study of algorithms for solving geometric
problems on a computer. These problems are for example selecting a convex
hull among a list of nodes, Voronoï diagrams, geometric searching. These
algorithms are well detailed in [Preparata and Shamos, 1991, de Berg et al.,
1997, O’Rourke, 1998, Lemaire, 1997].

The main idea of using a convex hull as a selection method among nodes is
to choose only nodes that have the greatest distance between anchors. As the
position estimation process is based on trilateration, the further the anchors are
from each other, the better will be the accuracy of the estimated position.

Figure 2. Convex hull: simple convex hull considers only the distance metric to elect hull
nodes while in advanced hull distance and position accuracy of the nodes are taken into account.
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Only the hull nodes are taking into account in the position estimation pro-
cess. The remaining nodes are simply discarded. A convex hull example is
shown in Fig. 2.

We detail here two hull methods: the simple convex hull and the advanced
convex hull.

3.1 Simple convex hull
In the plane, the convex hull of S, a set of points, can be visualized as the

shape assumed by a rubber band that has been stretched around the set S and
released to conform as closely as possible to S.

The simple convex hull selects only the nodes for their physical position
whatever their position accuracy is.

An example of this simple convex hull definition is shown in Fig. 2.

3.2 Advanced hull
The simple hull selection phase chooses the border nodes of the neighbor-

hood regardless of their position accuracy Thus it seemed interesting
to improve this process by selecting the nodes with the highest accuracy the
closest to the ones chosen by the simple hull method. While the simple convex
hull is defined with a single distance metric, we then defined an advanced hull
with two metrics: the position and the position accuracy of the nodes.

As shown in fig. 2, if a simple greedy advanced convex hull is used, the two
resulting hulls are quite different. As we worked from the assumption that the
further the nodes are, the better the resulting position accuracy is, the use of
accurate nodes appears not that far from being the best solution. Nevertheless,
the selection of the inner nodes of the hull, but the closer from the hull border,
is not a simple task.

Figure 3. Virtual accuracy definition: accurate nodes may be chosen as an anchor despite
their distance from the source A

Therefore, we define a Virtual Accuracy parameter of a node as:
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where is the distance between a node A and an anchor B, the
maximum transmission range of A defined in Section 2, and the position
accuracy of B.

The Virtual Accuracy merges the distance and the position accuracy
metrics defined in the advanced hull into a simple metric. The advanced hull
selection is divided into two steps:

A simple convex hull selection to determine the nodes belonging to the
convex hull.

The selecting of the appropriate nodes as a function of their virtual ac-
curacy parameter.

The second step consists of selecting nodes close to the hull with the highest
virtual accuracy. Nodes that do not belong to the simple hull compare their
virtual position accuracy to their nearest hull nodes; then the highest virtual
accuracy node is selected as a member of the advanced hull. If the virtual
accuracy of the nodes is the same, the node with the highest accuracy is
selected. Example of this case is shown in Fig. 3.

Note that by selecting nodes with a higher virtual accuracy than hull nodes,
the hull is no longer convex.

The simple convex hull selection is based only on a simple distance metric
whereas the advanced hull is based not only on a distance metric but also on the
position accuracy of the nodes. We will study in Section 4 the performances of
these two hull selection methods.

4. Simulation Results

The simulations were performed under Java. 50 nodes were randomly placed
in a 1000m x 1000m square. Self-locating nodes and simple nodes were also
randomly selected. The maximum theoretical transmission range was
set to 170m. The mean and the standard deviation are obtained by a maximum
likelihood estimation of the mean of the Matlab has been used
to solve the

4.1 Evaluation of the hull selection
We first evaluate the fairness of the selection between the simple nodes (sn)

and self-locating nodes (sln). The selection may favor high accurate nodes
to the detriment of others. De facto, our selection can be called unfair as the
different classes of nodes are not equal to the selection process.

Let (respectively be the number of sln nodes before the selection (re-
spectively sn nodes). We store into a selection matrix (respectively
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the number of remaining sln nodes (respectively sn nodes) after the
selection step as a function of and is the number of remaining
sln nodes after the selection. We define also two other matrices and

(Fairness Matrices):

is the fraction of the number of nodes of a class after the selection
by the initial number of neighbor nodes of the same class. Let and
be a set of value defined as:

with for example

At last, and are merged into a single term as:

The fairness index F defined in [Jain, 1992] is now used on the sets to
estimate the fairness of the selection among the sln nodes and the sn nodes:

For all values of the fairness index F always remains between 0 and 1.
If the selection is fair among the different classes of nodes, F is equal to 1.

The results of the fairness index are shown in Fig. 4 and Fig. 5
Fig 4 shows the fairness of the hull selection among the self-locating nodes

and the simple nodes. From 1 to 3 neighbor nodes, no distinction is made in the
selection process between the self-locating nodes and the simple nodes. These
results are indeed expected as no selection is done under 3 neighbor nodes.
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Figure 4. Fairness index of the hull selection among the neighbor nodes.

Figure 5. The selection advantages the sln nodes to the detriment of sn nodes.

Above 3 neighbors, the fairness index decreases and proves that our selection
is no fairer. However F only gives an idea of the fairness of the selection be-
tween the different nodes classes but gives no clues on which class is privileged
i.e. we don’t know if the sln or the sn nodes are privileged. As the values used
in F are already averages of data, F decreases slightly from 1 to 0.9955. These
values seem very low, but by construction of the averages, high variations of
the fairness index can’t be seen in a global view. But if comparisons are made
between simple cases, the variations of F are noticeable.

As for Fig 5 the selection ratio between the sln nodes and the sn nodes is
shown. For example, with 4 sln neighbor nodes, 3 are kept by the selection
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while for 4 sn nodes, only one of them is kept by the selection. Thus our
selection really favors sln nodes.

Figure 6. Evaluation of the effect of the nodes selection on the accuracy of the estimated
position of the nodes.
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Fig.6 shows the impact of our selection on the accuracy of an estimated
position. To compare our method, we choose as the reference model the greedy
scheme: all the neighbor nodes are selected in the position estimation process.
None are discarded. The estimated position is obtained by a simple centroid
formula, where all the nodes are given the same weight.

Fig. 6(a) shows the resulting accuracy of an estimated method when no self-
locating nodes are present in the neighborhood (sln=0) while in Fig. 6(b) two
sln nodes are present. In both figures, the simple selection gives in every cases
better position accuracy than the greedy approach does. The selection enhances
the position accuracy up to 20% for the simple hull selection.

While the simple hull selection enhances the position accuracy of an esti-
mated position for every case, the advanced hull selection gives different re-
sults depending on the number of sln nodes selected in the position estimation
process. When no sln nodes are used, like in Fig. 6(a), the resulting posi-
tion accuracy is even worst than the one given buy the greedy method. These
results are due to the fact that the advanced hull selection uses the position ac-
curacy of the nodes. But in that case, there is not trustworthy node. Therefore
the results show a snow ball effect on the position accuracy: position errors
are widely propagated along the position estimation process. Thus the ad-
vanced hull selection is not suitable when no trustworthy nodes are present in
the neighborhood.

Fig. 6(b) shows that the advanced hull selection gives better results than in
Fig. 6(a). In this case, 2 sln nodes are used in the position estimation process.
The advanced hull selection do not improve significantly the simple hull selec-
tion in low density networks (only 1 to 2 %). In high density cases, like with
at least 7 neighbors, the advanced selection improves the position accuracy up
to 5%.

The complexity of a simple convex hull is of its one step while
advance hull selection need two steps, the first is a simple hull selection ,

and the second for searching good virtual nodes is performed in
Thus from the results and the complexity of the different al-

gorithms, only the simple convex hull selection is really suitable as a good
position estimation enhancement.

The position accuracy mainly takes advantages of the distance between
nodes and of the network density. Using the position accuracy as a selec-
tion factor in a node selection process is then not a good way to enhance the
position accuracy in low density networks.

The simulation results show that only the distance between nodes have an
importance in the accuracy of an estimated position.
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5. Conclusion
We present and compare in this paper two simple methods to select anchors

in a wireless network to enhance the position estimation of simple nodes, with
no self-locating capabilities.

The first proposal consists of defining a convex hull among neighbor nodes
while our second proposal extends the simple convex hull selection by using
in addition to the distance metric the position accuracy of neighbor nodes .
Whatever the hull method used to select the nodes, the resulting position ac-
curacy is enhanced from a greedy scheme up to 20%. We also show that the
accuracy of an estimated position only takes advantage of the distance between
the hull nodes, whatever their position accuracy. Thus the simple hull selection
gives better results than the advanced hull selection in low density networks,
while in high density networks, the advanced hull selection improves slightly
the simple selection.

Our next step consists of implementing such selection algorithms in a global
geographical routing protocol in a heterogeneous network.
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Abstract A key concern in multi-hop wireless networks is energy-efficiency due to battery-
power constrained mobile nodes. The network interface is a significant con-
sumer of energy [7,8,15] causing a substantial amount of energy to be wasted by
sending packets that cannot be used by the receiver. Given the small MAC layer
packet sizes of wireless channels as compared to multimedia application data
frames, inter-packet dependencies are formed (i.e., the loss of a single packet
renders a group of packets useless). In this paper, we present an application-
aware link layer protocol to reduce the energy wasted by sending such useless
data in lossy networks.

Keywords: Energy-efficient design, application-aware MAC, multi-hop wireless networks

1. Introduction
The increase in the availability of mobile computing devices has led to the

design of communication protocols for multi-hop wireless networks. How-
ever, wireless networking poses implementation challenges due to character-
istics such as resource constraints (e.g., battery power) and lossy links. Our
research addresses the issue of energy-efficient multimedia communication in
such wireless networks by revisiting per-hop mechanisms.

The key observation for wireless communication is that energy consumption
is affected by decisions at all layers. Essentially, although high quality com-
munication is an end-to-end issue, lossy communication channels are a MAC
layer issue. Therefore, a cross-layer approach is necessary in multimedia com-
munication where there are dependencies between packets. Blindly processing
each packet at the MAC layer may waste energy from the transmission of un-
usable data. The majority of current research in multi-hop wireless networks
assumes that each packet is an independent application layer frame, and so
the loss of one packet does not impact the correctness of others. However,
the small size of MAC layer packets (1.5KB for IEEE 802.11 [11]) does not
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support the framing of larger application layer data frames (e.g., on the order
of 10KB for MPEG I-frames). This mismatch forces applications to fragment
their data across multiple MAC layer packets, creating dependencies between
such packets (i.e., the loss of one packet implies the loss of the entire frame).
Therefore, while information about link quality is essential to achieve effective
communication, the type and characteristics of application data also impact the
success of energy conservation techniques.

The contribution of our research is an investigation of the impact of per-hop
mechanisms on end-to-end communication in the presence of. lossy commu-
nication channels. Energy savings are achieved by exposing application layer
framing [5] information to the link layer. Our approach is based on the obser-
vation that data transmitted to the receiving application, but not usable by the
application, represents wasted energy. To prevent the transmission of partial
frames to the receiver, we propose the use of a link layer mechanism that tracks
the transmission of individual packets of an application layer frame at each
hop, dropping all the packets of a frame if a single packet is lost. This mech-
anism is based on the idea that a partial frame should be dropped as soon as
possible and only packets belonging to complete frames should be forwarded.
Additionally, combined with a hop-by-hop reliability mechanism (e.g., as in
IEEE 802.11 [11]), the proposed approach also compensates for transmission-
based losses and increases energy efficiency.

This paper is organized as follows. Section 2 presents the motivation for
developing energy-efficient protocols. Section 3 defines two performance met-
rics: effectiveness and energy-efficiency. Section 4 presents the application-
aware link layer protocol in detail and Section 5 evaluates the effectiveness of
our protocol via a simulation study. Finally, Section 6 presents conclusions
and future directions.

2. Energy Management in Multi-Hop Wireless Networks

Battery capacity is not increasing in step with the energy requirements of
new mobile computing technology. Therefore, methods of saving energy must
be designed to enable the use of mobile computing devices. Our approach
uses application framing-aware link layer mechanisms to reduce the number
of incomplete frames transmitted through the network. In this section, we
discuss our approach in the context of current research in energy management
and dropping policies in single-hop and multi-hop wireless networks.

2.1 Energy-Aware Communication
The concern for saving energy has spawned a large body of work on energy-

saving routing protocols. In general, energy-aware routing protocols for multi-
hop wireless networks focus on load balancing based on energy consumption
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and routing efficiency [3, 4, 23, 25]. However, such work does not consider
efficient transmission of data once the energy efficient route has been found.
Essentially, energy-efficient routing and our data-centric approach are orthog-
onal, so their benefits can potentially be combined.

FEC-based error recovery solutions [1, 10, 12, 14, 19, 24, 26] add over-
head in the form of extra data needed to recover from errors and in the form of
computation necessary to generate the codes for such recovery. For an FEC-
based solution to be optimal, the code must match the error rate of the link.
If the error rate is over-estimated, too much extra data will be included, wast-
ing bandwidth and adding to the delay at each hop. However, if the error rate
is under-estimated, all errors will not be corrected. For the estimation to be
accurate across a multi-hop wireless environment, the FEC-code must be re-
calculated at each hop, due to the fact that each hop has varying error rates.

Another energy-saving is reducing the transmitter energy [9, 18, 20], which
reduces the amount of energy used during transmissions at the cost of reducing
the effective transmission range, rate, and/or reliability. This type of solution
has no concern for data relations between packets or for loss recovery.

2.2 Supporting End-to-End Communication with
Hop-by-Hop Mechanisms

The judicious use of hop-by-hop mechanisms has been discussed in the con-
text of both congestion control and support for end-to-end communication in
last-hop wireless environments. While research in both these areas does not
address energy management, the techniques are similar.

The problem of fragmentation wasting resources has been known for a long
time: The loss of any one fragment means that the resources expended in send-
ing the other fragments of that datagram are entirely wasted [13]. While such
waste could be reduced by ensuring the transmission of one application layer
frame per link layer packet, such intelligent fragmentation may not always be
possible. For example, the problem of having larger application data frames
than ATM cells has been explored by Floyd [22]. In general, fragmentation-
based congestion collapse is caused by bandwidth being wasted through the
transmission of fragments of packets that cannot be reassembled at the re-
ceiver into valid packets due to the loss of some of the fragments during a
congested period of the network. ATM with partial packet discard was shown
to be helpful in combating such fragmentation-based congestion collapse [2,
16,17]. One major difference between the partial packet discard approach and
our approach is the desire to eliminate the transmission of partial frames. With
partial packet discard, the initial packets (or cells) are transmitted until a loss
is encountered. These packets traverse the entire path and are discarded at the
receiver. While the latter packets do not add to congestion, these initial packets
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are not dropped. In our approach, we add a minimal amount of buffering which
allows us to delay sending packets from any frame in which some packets are
missing to prevent energy consumption from the initial packets.

In a similar vein, [21] proposed dropping subsequent packets of a video
frame after the loss of one of the packets containing a fragment of the video
frame. The dropping mechanism presented in Section 4 is an application of
this technique to multi-hop wireless networks. Essentially, the focus of pre-
vious applications of packet discard techniques has been to avoid congestion
collapse, however, even in the absence of congestion, when energy conserva-
tion is also a concern, packet discard techniques can be used to achieve energy
savings, as will be shown in Section 5.

3. Protocol Effectiveness and Energy Efficiency

The difficulty in designing MAC protocols is finding a balance between
effectiveness and energy-consumption. We define effectiveness to be the good-
put, or percentage of the data received at the end host that is usable by the
end host application. It is clearly possible for an energy-conserving protocol
to save energy but at the cost of very poor protocol effectiveness. For example,
if an energy-aware protocol indiscriminately drops packets based on battery
levels of the mobile nodes and a certain application has a frame size that spans
two packets, it is possible that many of the packets that are received at the end
host are unusable due to the fact that half of the frame was dropped by the pro-
tocol. In this situation, many of the received packets actually constitute wasted
energy since the data in the packets is useless to the receiving application.

To factor the effect of useless packets into energy consumption analysis,
we use an energy efficiency metric. Energy-efficiency is the ratio of the
number of usable packets received at the end-host to the total energy

used in the transmission of a data stream Energy-efficiency
can be used to evaluate the effect of an energy-aware protocol on the

application as well as its effect on the total energy consumption of the network
and so, deciding whether or not the protocol is actually useful.

4. Application-Aware Link Layer Protocol

Our approach to providing energy-efficient transport of data in a multi-hop
wireless network uses information about application layer framing at the link
layer. Through the use of knowledge about application layer framing, the link
layer makes intelligent decisions to improve protocol effectiveness and energy-
efficiency. To this end, we use two mechanisms, an intelligent dropping mech-
anism described in Section 4.2 and a link layer retransmission mechanism
described in Section 4.3. The intelligent dropping mechanism achieves bet-
ter energy-efficiency by reducing the number of unusable packets transmitted
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by dropping partial frames at each hop in the path. Furthermore, enabling
retransmissions at the link layer achieves better energy-efficiency by reduc-
ing the number of unusable packets received at the end host (e.g., as in IEEE
802.11b [11]). The transport protocol used on top of the proposed link layer
protocol is described in Section 4.1.

The parameters that affect the performance of the link layer mechanisms
are: the application layer frame size, the loss rate of the links, the hop count,
and the mobility rate. The effects of variations in these parameters are explored
in the rest of this section and in Section 5. Essentially, the proposed mecha-
nisms achieve protocol effectiveness and energy-efficiency at the expense of an
increase in delay and a small amount of extra buffer space at each node. These
details are explored further in the remainder of this section.

4.1 Transport Protocol Support
To develop an energy-efficient link layer protocol for wireless multi-hop

networks, some information about application layer frames needs to be ex-
posed to the link layer. To this end, a two field header is added to each packet,
which is filled at the transport layer. The first field, frame_no, contains the
application frame number of the data. The second field, frame_size, contains
the number of packets for this application layer frame. These fields contain the
main parameters that are used by the link layer mechanisms. It is important to
note that if the fields are not present, the link layer performs like a traditional
link layer. This provides backwards compatibility. Also, packets sent with
frame_size equal to one are treated as if being sent by a regular link layer and
are transmitted immediately.

4.2 Intelligent Dropping Mechanism
The dropping mechanism is based on the simple idea that if any part of a

frame is lost, the entire frame is useless. Therefore, each node only sends
packets containing fragments of complete frames by using a simple mechanism
previously proposed for wired networks for fragmented packets. Essentially,
an extra buffer capable of holding two frames of data is kept at each node,
where packets are buffered until a full frame is received. Once all the packets
of a frame have been received, the packets in the frame are placed at the the
tail of the send queue. Using this mechanism, no node sends any packets of
a frame for which it is not in possession of the entire frame. This method
dramatically reduces the number of incomplete frames received at any node in
the path at the cost of increased delay from buffering the packets of a frame
until all are received.

The link layer using this mechanism does not fail to send any packets that
will be usable by the end host. Therefore, the only decrease in transmissions
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is due to the reduction in useless packets sent. There are two costs that are
incurred by this protocol. The first is a delay cost due to the fact that packets are
only sent after an entire frame has been buffered. The application layer frame
size and the hop count directly affect this cost. As the application layer frame
size increases the delay increases due to the fact that larger application layer
frames are fragmented into a greater number of link layer packets that need to
be buffered. Furthermore, as the hop count increases, the delay increases due to
gathering all packets before forwarding. If the number of hops is the number
of flows is and the number of packets in one application layer frame is N, for
a shared channel we have the following: Normal Delay and
Dropping Delay Therefore, the dropping mechanism creates
a multiplicative delay, while a non-buffering link layer protocol incurs a linear
delay with respect to the hop count and frame size. However, Normal Delay
assumes perfect pipelining of packets at each hop, which may not be achievable
in practice due to contention between nodes at both ends of the link. The
increase due to the dropping mechanism is due to the collection of all packets
in a frame at each hop, which may also potentially reduce such contention
between nodes. The second cost incurred is the need for more buffer space at
the nodes. The dropping mechanism requires enough buffer space to hold two
frames. Therefore, the needed buffer size consequently increases as the frame
size increases.

The higher the loss rate of each link, the more likely that partial frames will
be created (through the loss of some of the packets in each frame). Therefore,
as the loss rate increases, better energy-efficiency gains are expected. The
overall results of this mechanism in Section 5 show not only better energy-
efficiency than a standard link layer, but also lower total energy expenditures.
As the rate of mobility increases, the chance of one half of a frame traversing
one path, and another traversing another path increases. However, since this
protocol is not currently mobility-aware, this causes frames that could have
been transmitted successfully to be dropped. However, the benefits return once
the flow settles to a new route.

4.3 The Retransmission Mechanism
To increase the number of usable frames received at the end host, the pro-

posed link layer protocol utilizes link layer retransmissions. Essentially, MAC
layer information about transmission errors is exposed to the link layer. When
a transmission error is detected by the MAC layer, the packet involved in the
error is retransmitted. An additional parameter for the retransmission mech-
anism is the number of times to attempt to retransmit a packet lost due to
transmission error. For this paper each packet retransmission at the link layer
is only attempted once. The packet retransmission limit is set to 7 for short
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packets and to 4 for long packets in IEEE 802.11b standard [11]. However,
only one retransmission attempt is performed by our approach since multiple
retransmissions cause additional delay and increase the power expenditure. If
the retransmission of a packet fails, the rest of the remaining packets in the
frame are dropped.

The cost of link layer retransmissions is extra delay added onto the delay
incurred by the intelligent dropping mechanism. This delay is bound by the to-
tal number of retransmission attempts for all flows: Retransmission Delay

The effects of the parameters considered on this mechanism are
essentially the same as the effects noticed for the intelligent dropping mecha-
nism. As the hop count and the application layer frame size increases, the delay
cost increases. The retransmission mechanism is also not mobility-aware and,
therefore, performance degrades as mobility speeds increase. As the loss rate
increases, the total number of retransmissions also increase. This leads to an
interesting difference. Namely, while the total energy used by a link layer pro-
tocol using retransmissions may be higher than a standard link layer protocol,
the energy-efficiency improves due to higher goodput performance (See Sec-
tion 5). Therefore, a link layer protocol using retransmissions is more effective
than a standard link layer protocol.

5. Evaluation

In this section, we present results from our simulation of three different link
layer protocols. The first protocol is the standard link layer which does no
buffering, dropping or retransmissions. The second is a application-aware link
layer protocol, which implements the intelligent dropping mechanism. The
third is a link layer protocol with a retransmission mechanism. All are simu-
lated with the ns-2 network simulator [6]. For the application data, we use a
CBR stream modified to include the two field header described in Section 4.1.
All simulations use the IEEE 802.11 MAC layer. The simulations run in a

area with 50 nodes. AODV is used for routing. Additionally,
we use random waypoint mobility model. The effect of three parameters are
tested in the simulations: the application layer frame size, the mobility rate,
and the link error rate. The link error rate is modeled using a random prob-
ability of each packet being dropped. Our simulation results represent an an
average of five runs with identical traffic models but different randomly gener-
ated network topologies. The effectiveness of the protocols are evaluated using
the following metrics: the number of complete frames received at the end host,
the number of partial frames received at the end host, the average end to end de-
lay, the total number of MAC layer transmissions, and the average hop count.
Additionally, we provide comparisons based on the energy-efficiency metric
described in Section 3.
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5.1 Effects of Error Rate on Performance
To evaluate the impact of error rate, simulations were run that maintain an

average hop count of five, a frame size of four, and a mobility rate of 0.1 m/s.
The error rates used are 0%, 0.5%, 1.5%, 2.5%, and 5%. The simulation results
show that the dropping mechanism delivers slightly fewer complete frames
to the receiver than the standard link layer (see Figure 1). Since nodes do
not forward partial frames, any loss on each link is from complete frames.
As expected, the link layer with retransmissions delivers significantly more
complete frames as the loss rate increases. However, the dropping mechanism
successfully limits the number of partial frames delivered to the receiver (see
Figure 2). The partial frames that do get to the receiver are due to errors on the
last link. These can obviously not be avoided by a dropping mechanism.

The main cost of the proposed mechanism is the delay incurred by buffering.
The results, as expected, show that the delay is proportional to the frame size
(see Figure 3). This is due to the fact that at each hop, before the first packet in
a frame can be sent, the rest of the packets in the frame must be received. For
the 5 hop network with a frame size of 4, the delay cost is 80ms. As expected,
our experiments show that the delay increases linearly with the size of the

Figure 1. Complete frames at receiver. Figure 2. Partial frames at receiver.

Figure 3. End-to-end Delay
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application layer frames. As the error rate increases, the link layer using the
retransmission mechanism incurs more delay as the need for retransmissions
increases.

To evaluate the energy consumption of each protocol, the total number of
MAC layer transmissions is used (since this metric translates directly to energy
consumption). Figure 4 illustrates that the standard link layer falls in between
the augmented link layers. The dropping mechanism has significantly fewer
transmissions than the others due to the fact that it drops any incomplete frame.
It is important to combine these results with the results depicted in Figure 1 to
see that while many packets were dropped, this is not noticed by the end appli-
cation since the number of usable frames remains approximately the same. Ob-
viously, the retransmission mechanism uses more transmissions. Although this
may be interpreted as failure of the retransmission mechanism to achieve the
goal of being energy-efficient, the comparisons based on the energy-efficiency
metric prove otherwise. Based on the definition of the energy-efficiency met-
ric, higher energy-efficiency means a more efficient protocol. It is observed
that the dropping mechanism achieves a high energy-efficiency by eliminating
useless transmissions. The retransmission mechanism shows the best energy-
efficiency ratio. This is accomplished by retransmitting lost packets and drop-
ping frames that cannot be rebuilt.

5.2 Effects of Mobility on Performance
To evaluate the effects of mobility, the error rate is held constant at 1.5%,

the average hop count is 3.8 and the frame size is four. Because neither of
the link layer mechanisms are mobility-aware, we expect performance degra-
dation as mobility increases. As the mobility rate increase to around 6 m/s, the
dropping mechanism begins to drop frames that have parts that travel different
paths (see Figure 6). The retransmission mechanism sustains its performance
longer due to the fact that link breaks are fixed by the time the retransmission

Figure 4. MAC layer transmissions. Figure 5. Power-efficiency.
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is attempted. However, the retransmission mechanism begins to deliver fewer
complete frames to the end host than the standard link layer as the mobility
rate increases beyond 11 m/s. Because the retransmission mechanism only at-
tempts one retransmission, when that transmission fails, the simple dropping
mechanism takes over.

Figure 7 compares the number of MAC layer transmissions in the presence
of mobility. The link layer using the dropping mechanism has a significant drop
in transmissions as it begins to drop most of the frames. However, these savings
in energy are offset by the ineffectiveness of the protocol. The retransmission
mechanism achieves fewer transmissions as the retransmissions begin to fail,
and the simple dropping mechanism takes over. Again, the savings in energy
is overshadowed by the ineffectiveness of the protocol.

6. Conclusions

Energy conserving protocols are essential for the operation of multi-hop
wireless networks due to resource constraints (e.g., battery power). However,
such protocols should not only focus on saving energy without any concept
of the effect on the application. We define a energy-saving protocol as ef-
fective if it maximizes the percentage of usable data received at the end host.
Furthermore, we present a new metric for the energy-efficiency defined as the
ratio of the number of usable packets received by the end host to the total
energy used in transmission. Essentially, the energy-efficiency of a protocol
takes into account not only the energy consumption of the protocol but also
the effectiveness of the protocol. To this end, an application-aware link layer
mechanism has been presented. This mechanism combined with a link layer
retransmission mechanism makes use of application layer framing information
to achieve significant gains in energy-efficiency. Future work involves adding
mobility-awareness into the MAC layer mechanisms to handle route breaking
and recovery.

Figure 6. Mobility vs. goodput. Figure 7. Mobility vs. MAC layer trans-
missions.
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Abstract This paper analyzes the energy consumption of ad hoc nodes using IEEE 802.11
interfaces. Our objective is to provide theoretical limits on the lifetime gains
that can be achieved by different power saving techniques proposed in the lit-
erature. The evaluation takes into account the properties of the medium access
protocol and the process of forwarding packets in ad hoc mode. The key point
is to determine the node lifetime based on its average power consumption. The
average power consumption is estimated considering how long the node remains
sleeping, idle, receiving, or transmitting.

Keywords: Energy Conservation, Wireless Communication, Ad Hoc Networks

1. Introduction

A critical factor of the wireless ad hoc network operation is the energy
consumption of the portable devices. Typically, wireless nodes are battery-
powered and the capacity of these batteries is limited by the weight and volume
restrictions of the equipments. Consequently, it is important to reduce the en-
ergy consumption of the nodes in the ad hoc network. Moreover, in multihop
ad hoc networks each node may act as a router. Thus, the failure of a node due
to energy exhaustion may impact the performance of the whole network.

Most works on ad hoc networks assume the use of IEEE 802.11 wireless
LAN interfaces. Nevertheless, IEEE 802.11 interfaces operating in ad hoc
mode have some peculiarities that are frequently disregarded. Chen et al. [1]
analyzed the energy consumption of the IEEE 802.11 MAC protocol in infras-
tructured mode. Feeney and Nilsson [2] measured the energy consumption of
IEEE 802.11 interfaces in ad hoc mode and showed that the idle cost is rel-
atively high, since the nodes must constantly sense the medium in order to

*This work has been supported by CNPq, CAPES, FAPERJ, and RNP/FINEP/FUNTTEL.
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identify the transmissions addressed to them. Monks et al. [3] analyzed the
effect of transmission power control on the energy consumption of the nodes.
Singh and Raghavendra [4] analyzed the potential gain of their PAMAS proto-
col, but ignored the power consumption of idle interfaces. Bhardwaj et al. [5]
derived upper bounds on the lifetime of sensor networks considering the col-
laborative profile of such networks. The derived bounds relate to the network
as a whole and not to specific nodes.

In this paper, we analyze the energy consumption of ad hoc nodes taking
into account the interactions of the IEEE 802.11 MAC protocol and the packet
forwarding performed on the ad hoc multi-hop networks. This is done based
on the fraction of time that the interfaces spend in each operational state and
on the capacity of the ad hoc networks. Finally, we analyze the potential gain
of different power saving techniques. The theoretical limits of each technique
can be used as guidelines in the development of novel power-saving schemes.

This paper is organized as follows. Section 2 analyzes the effects of ad hoc
packet forwarding on the node energy consumption. The potential gains of
different power saving techniques are obtained in Section 3. Finally, Section 4
concludes this work.

2. Energy Consumption of the Nodes

The analyses presented in this section assumes the use of IEEE 802.11b
interfaces operating in ad hoc mode at 11Mbps using the Distributed Coor-
dination Function (DCF), with RTS/CTS handshake [6]. We can model the
average power consumed by the interface as

where and are the fractions of time spent by the interface in
each of the possible states: Sleep, Idle, Receive, and Transmit, respectively.
These fractions of time satisfy the condition Anal-
ogously, and are the powers consumed in the four states.
Considering and the initial energy of the node (E), we can calculate the
node lifetime which represents the time before the energy of the node
reaches zero, as

The lifetime analysis presented here takes into account only the energy con-
sumption of the wireless interfaces, ignoring the energy consumed by the other
circuits of the equipment. Initially, we assume the absence of any power-saving
strategy, which implies With this restriction, the maximum lifetime
of a node is achieved with the node permanently in Idle state, as Eq. 3 shows.



Analyzing the Energy Consumption of IEEE 802.11 475

In order to evaluate the effect of DCF over the energy consumption, we first
analyze two nodes in direct communication. This scenario enables maximum
transmission capacity because there is no contention. Then, we analyze the
effect of ad hoc forwarding in the energy consumption.

Direct Communication

This scenario consists of two nodes separated by a distance that allows direct
communication. The maximum utilization is achieved if the source always has
a packet to transmit when the medium is free. In this case, and are
the fractions of time the node spends in each state to transmit one data frame,
according to DCF operation. Ignoring the propagation delay, the transmission
time of a data frame is divided as shown in Figure 1.

Figure 1. Total transmission time of a data frame.

The backoff time is uniformly distributed between 0 and 31 slots
of each. The average backoff is 15.5 slots, or per frame. The
interframe spaces are and Moreover, a preamble is
sent before each frame. This preamble can be long, lasting for or short,
lasting for [7]. Our analysis considers the long IEEE 802.11 preamble,
since the short preamble is not compatible with old interfaces. The RTS, CTS,
and ACK control frames are transmitted in one of the IEEE 802.11 basic rates.
We assume a basic rate of 1Mbps. Thus, the 20 bytes of the RTS are transmitted
in while the 14 bytes of CTS and ACK take The data frame
includes a 34-byte MAC header in addition to the data payload, which includes
any overhead added by upper layers. Therefore, the transmission time is

We can obtain and for the emitter and destination nodes as a
function of the packet length used. The Backoff, DIFS, and SIFS are periods
where both nodes stay idle. During the periods corresponding to the RTS and
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data packets the emitter is in Tx and the destination in Rx state. The opposite
situation occurs during the CTS and ACK periods.

Based on the results for the emitter and destination nodes, we can also calcu-
late and for “overhearing” nodes, which is necessary to the forwarding
chain analysis. Overhearing nodes do not take part in the point-to-point com-
munication but they are in the range of the emitter and/or the receiver. Thus,
these nodes spend energy receiving frames addressed to other nodes. There are
three kinds of overhearing node: a node that only overhears traffic originated
from the emitter, a node that only overhears traffic originated
from the destination, and a node that overhears traffic origi-
nated from both the emitter and the destination,

Forwarding Chain
In ad hoc networks, when a node needs to communicate with someone out

of its direct transmission range, the node must rely on its neighbors to deliver
the packets. The intermediate nodes form a forwarding chain with its extremi-
ties connected to the source and to the sink of the communication. The packets
are forwarded hop by hop through the chain. In this configuration, consecutive
packets compete with each other, increasing contention. Li et al. [8] showed
that the ideal utilization of a generic forwarding chain is of the one-hop com-
munication capacity. Li et al. used a propagation model where a packet can be
correctly received at a distance from the emitter and where the packet trans-
mission can interfere with other transmissions in a radius of approximately
We assume in this paper that when a node is overhearing a communication
from a distance such that the signal strength is still able to
change the state of the interface to Rx. Even if the correct reception is impos-
sible, the interface tries to receive the frames.

Therefore, a node in an ideal forwarding chain spends of the time as an
emitter, of time as a destination and as an node. Then, the
average power consumption of a node in the forwarding chain is

where and are, respectively, the average power consumed by a
node spending all the time as an emitter, a destination, and an
node.

Quantitative Analysis

In order to provide a quantitative analysis, we adopt the measurements by
Feeney and Nilsson [2] for IEEE 802.11b interfaces operating at 11Mbps. Ta-
ble 1 presents an approximation of their results. To ease the comparison with
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Figure 2. Average power for nodes in different situations.

the maximum lifetime with no energy saving of Eq. 3, Table 1 also shows the
consumption of the four states relatively to the Idle consumption Based

on Table 1, and on Eqs. 1, 2, and 5, we obtain the average power and lifetime of
nodes in different situations as a function of (Figure 2). As Figure 2 shows,
for emitters and nodes taking part of forwarding chains the average power con-
sumed, increases as the data length increases. This is due to the increasing
of with the augmentation of the data frame, and implies in a reduction of
the node lifetime. Nevertheless, the node lifetime (Eq. 2) decreases slowly
with the packet size comparing to the maximum throughput achievable. Thus,
it is possible to transmit more data using large packets. Moreover, nodes in the

condition have a lifetime from 13% (for 160-byte packets) to
15% (for 2000-byte packets), shorter than idle nodes.

3. Power Saving Techniques

This section analyzes three major power saving techniques for ad hoc net-
works. The first one uses the remaining energy as routing metric [9]. The idea
is to avoid the continuous use of the same nodes to forward packets. The sec-
ond approach is transmission power control [3]. Due to the attenuation of RF
signals, it may be interesting to reduce the distance of a communication, even
if it increases the total number of hops. The third technique is the transition to
low power mode [4]. The objective is to maximize the time a node spends at
the low power state. The following sections detail each technique.



478 Cunha, Costa, and Duarte

Energy-Aware Routing

Energy-aware routing balances the energy consumption of the nodes by se-
lecting routes through nodes with more remaining energy. Since the source
and the sink of a communication are fixed, these nodes do not benefit from this
technique. The nodes in the forwarding chain may save energy. The follow-
ing analysis considers that traffic is evenly distributed among disjoint paths.
Thus, each intermediate node takes part in the active forwarding chain of the
time. Nevertheless, the analysis can be easily extended to the case where the
traffic is unevenly divided among the paths. In this case, the fraction should
be replaced by the fraction of time each node takes part in the forwarding chain.

In order to evaluate the gain achievable by this technique, we use the con-
sumption of the node when continuously forwarding packets, and the con-
sumption of the node when not taking part of the forwarding chain. The aver-
age power consumption can be expressed as

where is the average power consumption in the active forwarding chain,
whereas is the average power consumed when not forwarding. While
is plotted in Figure 2, we have two limit cases for In the best case, the
node that leaves the active forwarding chain does not overhear the traffic of
the new active chain, and thus consumes In the worst case, however, the
node continuously overhears the traffic of the active forwarding chain, thus
consuming (Figure 2). In this case, the node is close enough to the active
forwarding chain, being in the interference range of the forwarding nodes.

Using the average power consumptions, we obtain the limit lifetime gain of
this technique. Figure 3(a) shows the limit gain as the number of used paths
increases and as a function of the packet length for the two cases
discussed above. Note that the packet length has a small effect on these limits,
since they depend on the relation between and While the values
showed in Figure 3(a) are limits when Figure 3(b) plots the variation
of this gam with for the case of 2000-byte packets. With at least 66%
of the maximum lifetime gain is achieved, for both situations. The important
result is that energy-aware routing achieves significant gains using few paths.

Transmission Power Control

Min and Chandrakasan [10] analyzed the conditions under which it is advan-
tageous to use two hops instead of one, by reducing the transmission power.
They model the energy consumption as where is the distance-
independent, and is the distance-dependent term. The coefficient rep-
resents the path loss and is typically between 2 and 6 [3]. Min and Chan-
drakasan claim that the use of two hops is profitable when the reduced distance-
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Figure 3. Limits of the lifetime gains with the energy-aware routing.

dependent consumption is higher than the fixed cost associated to the inclusion
of an additional hop. The variable portion of the energy consumption of the
wireless interface is due to the RF amplifier. Assuming that all the difference
between and is due to the power amplifier, the lower limit of is

and all the additional consumption scales with the distance, as modeled by
Hence, given the values adopted in our analysis (Table 1), the distance-

dependent consumption is equal to for Moreover,
assuming no power saving, the interface consumes at least Thus, the fixed
cost of the communication can be estimated by the difference between
and which is Let and be, respectively, the amount of
time that the emitter stays in the Tx and Rx states during the transmission of
one packet. The terms and for for the emitter, destination, and

nodes are shown in Table 2.

Under these conditions and ignoring overhearing nodes, the per-packet cost
of direct communication is while
the two-hop communication cost with
where is the distance-dependent cost of one hop communication at a dis-
tance Thus, the use of two hops is advantageous if the resulting is
lower than i.e., if the resulting power consumption of the
Tx state, for the communication is lower than This indicates that
for channels with a path loss coefficient higher than 2.58 the use of two
hops instead of one is advantageous.
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Figure 4. Transmission and interference ranges of the communications.

Nevertheless, the overhearing nodes can significantly increase the overall
energy consumed. Supose the situation of Figure 4, where the source, wants
to communicate with the destination, at a distance from and there is a
third node, between and at a distance from the source, which can be
used as an intermediate hop. Considering only these three nodes and the prop-
agation model where the interference range is twice the transmission range,
the use of two hops instead of one is not profitable because nodes in the inter-
ference range overhear the transmissions. The use of a second hop causes two
transmissions of the same packet, with half the original range. In direct com-
munication, would use a range of resulting in a interference range of
(Figure 4(a)). Node can correctly receive the packet and is an overhearing
node. Using two-hop communication, node uses a transmission range of in
order to node be able to receive the packet. The range implies a interference
range of making an overhearing node for this transmission (Figure 4(b)).
After the first transmission, sends the packet to In this second transmission

is an overhearing node (Figure 4(c)). Considering the overhearing nodes,
the per-packet cost of direct communication is

while the two-hop communication cost with
Note that is always positive, which means that the

two-hop communication of Figure 4 always consumes more than direct com-
munication, independently of the path loss coefficient.

Nevertheless, the two-hop communication with a range of covers an area
four times smaller than the area covered by the direct communication with
range In general, there are other nodes near the three nodes of Figure 4
that will be overhearing. If we assume an uniform distribution of overhearing
nodes, each transmission of the two-hop scenario implies of the overhear-
ing nodes of direct communication. Accounting for the two transmissions of
the two-hop scenario, the total number of overhearing nodes is half the num-
ber of overhearing nodes in the single transmission of direct communication.
Therefore, as the number of overhearing nodes (N) per communication range
(given by a area) increases, the ratio between the total energy consumed in
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Figure 5. Energy conservation with transmission power control.

the two-hop scenario and the total energy consumed in direct communication
approaches 0.5.

Figure 5(a) plots the ratio between the total energy consumed in the two-hop
scenario and in direct communication, i.e., the two hops relative consumption,
with varying density of overhearing nodes, for different path loss coefficients

When there is no overhearing node near the communication, the two-
hop consumption tends to the consumption of one-hop communication as
increases, and even a low density of overhearing nodes can result in signifi-
cant energy savings using two hops (Figure 5(a)). Even for the two
hops relative consumption is around 0.7, assuming four overhearing nodes per
communication range.

Considering only direct communication, the reduction of to the lowest
possible value is attractive, because all the reduction is converted into lifetime
gain. Figure 5(b) shows the limit of the lifetime gain for the emitter and the
destination nodes for different packet lengths, as (and the distance
between emitter and destination tends to zero). In this case, there is a signifi-
cant difference in the gain for different packet lengths. As the length increases,
the emitter gain increases while the destination gain decreases. As the packet
length increases, the fraction of time spent by the emitter in Tx increases, and
the time spent by the destination in Tx decreases.

Transition to Sleep State

The significant difference of consumption between the Idle and Sleep states
makes the transition to sleep state profitable. Nevertheless, due to the dis-
tributed nature of ad hoc networks, the use of this technique is limited. A
sleeping node must rely on its neighbors to store eventual packets addressed to
it. Moreover, as the node may be asleep at packet arrival, the network latency
increases. Thus, most works on this technique admit larger delays.
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Figure 6. Situation of the nodes at different distances.

The PAMAS protocol [4] aims to reduce the energy consumption without
latency increase. Nodes fall asleep only at times when they would not be able
to transmit or receive packets. This is the case when a node is overhearing
the communication of two other nodes. This approach reduces the time nodes
spend in the Idle state, as well as reduces the periods in which the nodes are
consuming energy by overhearing the communication of other nodes.

PAMAS uses a separate signaling channel to decide when nodes must fall
asleep. Nevertheless, we can adopt a PAMAS-like technique over IEEE 802.11.
In the IEEE 802.11 standard, when a node receives a RTS or CTS frame, the
node sets its NAV (Network Allocation Vector) according to the virtual carrier
sense mechanism. In practice, a node that overhears the RTS/CTS exchange
will not be able to transmit or receive packets for the period specified in the
NAV, therefore this node can fall asleep during that period, without affecting
the network performance.

As Figure 6 shows, the nodes in the range of the emitter (white area) can
sleep just after the end of the RTS transmission, while the nodes in the range
of the destination (dark-gray area) can sleep only after the transmission of the
CTS frame. We refer to the union of these two areas as the Power Saving area
(PS-area). The nodes in the interference range (light-gray area) of both the
emitter and the destination are unable to fall asleep since they can not correctly
receive the RTS or CTS frames. They are overhearing nodes. Depending on
the distance, between the emitter and the destination, the fraction of nodes
that are in each situation changes. Figs. 6(a) and 6(c) show the limit situations
where the emitter and the destination are at distances and respec-
tively. Figure 6(b) shows an intermediate situation: the distance is
the radius of a circle with half the area of the original circle of radius The
power saved increases as the fraction of overhearing nodes decreases. There-
fore, we consider two neighbor PS-areas that are as close as possible, i.e., two
PS-areas with overlapping interference areas (the light-gray portion in Fig-
ure 6(d)). Then, we assume that each PS-area is responsible for only half the
adjacent interference area. The average power consumption of the nodes that
fall asleep after the transmission of the RTS and of the CTS frames are
and respectively, and N is the average number of nodes in the commu-
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Figure 7. Limits of the lifetime gains of the PAMAS-like power saving scheme.

nication range, given by a area. Assuming the fair sharing of the channel
among all nodes and that the cost of the transition to sleep state is negligible,
the average power consumptions can be computed by weighting the average
power of nodes in the different possible situations based on the involved areas,
and consequently the number of nodes in each situation. The average powers
consumed for the different distances discussed above are

The limit gain achievable by this technique (when as a function
of the packet length, is shown in Figure 7(a). The maximum gain is achieved
with the limit distance Moreover, the gain using large frames is 50%
higher than using small frames. As Figure 7(b) shows for the gain using 2000-
byte frames, with a node density of 10 nodes per communication range, more
than 70% of the maximum gain is achieved.

4. Conclusions

This paper analyzed the energy consumption of ad hoc nodes considering
the interactions of the IEEE 802.11 MAC protocol and the ad hoc packet for-
warding. Our goal was to provide theoretical gain limits which help the de-
velopment of power-saving schemes. The use of larger packets increases the
fraction of time spent by the interface in the Tx state, reducing the node life-
time. Nevertheless, our results show that the lifetime reduction is compensated
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by the higher throughput achieved using larger packets. Therefore, large pack-
ets are more energy efficient. Our analysis shows that an overhearing node has
a lifetime up to 15% smaller than idle nodes.

Then, we analyzed the potential gains of three widely studied power saving
techniques: energy-aware routing, transmission power control, and transition
to sleep state. The limit gain of energy-aware routing varies from 11 %, for
nodes in disjoint paths with overlapping radio ranges, to 30%, for nodes in
isolated forwarding chains. Moreover, up to 66% of the maximum gain is
achieved using only four disjoint paths. Using transmission power control, the
results show that the use of two hops instead of one can save up to 50% of
the total energy consumed per packet, by reducing the number of overhear-
ing nodes. Additionally, transmission power control increases the lifetime of
nodes in direct communication from 21%, for small packets, to 35%, for large
packets. Destination nodes can also benefit from this technique. Finally, a
PAMAS-like power saving scheme, which uses the transition to sleep state,
achieves up to 48% lifetime gain. More importantly, more than 70% of the
possible gain is achieved with a density of 10 nodes per communication range.
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Abstract We define techniques to compute energy-efficient reliable paths within the framework of on-demand
routing protocols. The choice of energy-efficient reliable paths depend on link error rates on different
wireless links, which in turn depend on channel noise. We show how our scheme accounts for such
channel characteristics in computing such paths. Additionally, we perform a detailed study of the
AODV protocol and our energy-efficient variants, under various noise and node mobility conditions. Our
results show that our proposed variants of on-demand routing protocols can achieve orders of magnitude
improvement in energy-efficiency of reliable data paths.

1. Introduction

Battery-power is typically a scarce and expensive resource in wireless devices. Therefore, a
large body of work has addressed energy-efficient link-layer forwarding techniques [1–5] and
routing mechanisms [6–11] for multi-hop wireless networks. However, an end-to-end reliability
requirement can significantly affect the choice of data paths in both these objectives. In particular,
the choice of energy-efficient routes should take into account the channel noise in the vicinity of
these nodes. Such noise would lead to transmission errors and consequent re-transmissions, thus
increasing the energy costs for reliable data delivery.

In this paper we describe how such minimum energy end-to-end reliable paths can be calculated
and implemented for reactive (on-demand) routing protocols. We have experimented with the Ad-
hoc On-demand Distance Vector Routing protocol (AODV) [12]. It should, however, become
obvious from our description that our technique can be generalized to alternative on-demand
routing protocols (e.g., DSR [13] and TORA [14]). Through our experimentation, we perform
a detailed study of the AODV protocol and our energy-efficient variants, under various noise and
node mobility conditions.

2. Related Work

A large number of researchers have addressed the energy-efficient data transfer problem in the
context of multi-hop wireless networks. They can be classified into two distinct categories. One
group focuses on protocols for minimizing the energy requirements over end-to-end paths. Typical
solutions in this approach have ignored the retransmission costs of packets and have therefore
chosen paths with a large number of small hops [5, 7]. For example, the proposed protocol in [5]
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is one such variable energy protocol using a modified form of the Bellman-Ford algorithm, where
the nodes modify their transmission power based on the distance to the receiver, and where this
variable transmission energy is used as the link cost to effectively compute minimum energy
routes.

An alternative approach focuses on algorithms for increasing the lifetime of wireless nodes, by
attempting to distribute the forwarding load over multiple paths. This distribution is performed
by either intelligently reducing the set of nodes needed to perform forwarding duties, thereby
allowing a subset of nodes to sleep over idle periods or different durations (e.g, PAMAS [6],
SPAN [10], and GAF [11]), or by using heuristics that consider the residual battery power at
different nodes [9, 8, 15] and route around nodes nearing battery exhaustion.

In [16] we formulated the link cost considering the error rates. We showed how can we
approximate those costs to fit the proactive routing protocols that use Bellman-Ford algorithm
in calculating the best paths. However, in this paper: 1) We study two different mechanisms
for bit error rates estimation in practice, 2) We define and implement the modifications needed
to compute energy efficient routes in the AODV as an example of the reactive protocols, and 3)
We extensively study the performance benefits of our proposed schemes under various wireless
environment conditions.

3. Minimum Energy Reliable Paths

To compute minimum energy paths, we need to evaluate candidate paths not merely based on
the energy spent in a single transmission attempt across the wireless hops, but rather on the total
energy required for packet delivery, including potential retransmissions due to errors and losses
on the link.

For any particular link between a transmitting node and a receiving node, let denote the
transmission power and represent the packet error probability. Assuming that all packets are of
a constant size, the energy involved in each transmission attempt across of a packet, is simply
a function of

Any signal transmitted over a wireless medium experiences two different effects: attenuation
due to the medium, and interference with ambient noise at the receiver. Due to the characteristics
of the wireless medium, the transmitted signal suffers an attenuation proportional to a function
of the distance between the receiver and the transmitter. The ambient noise at the receiver is
independent of the distance between the source and distance, and depends purely on the operating
conditions at the receiver. We consider two scenarios: 1) Fixed Transmission Power: in which
each node chooses the transmission power to be a fixed constant and independent of the link
distance, and 2) Variable Transmission Power: where a transmitter node adjusts to ensure that
the strength of the (attenuated) signal received by the receiver is a constant (independent of D)
and is minimally above a certain threshold level,

We consider two different operating models for end-to-end reliable paths:

3.1 Hop-by-Hop Retransmissions (HHR):

Each individual link provides reliable forwarding to the next hop using link-layer retransmis-
sions. The mean number of individual packet transmissions for the successful transfer of a single
packet is Therefore, the mean energy cost, required for the successful transmission
of this packet is:
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3.2 End-to-End Retransmissions (EER):

The individual links do not provide link-layer retransmissions and error recovery. Reliable
packet transfer is achieved only via retransmissions initiated by the source node. The actual end-
to-end cost energy, C, requirements for a given path with nodes in sequence for the EER
case is given by:

where, is the energy required for a single transmission across the link and
is the packet error probability of the link.

The above formulas assume unlimited number of retransmissions for each packet. In practice,
wireless cards limit the retransmissions number for HHR case, where as protocols such as UDP
don’t provide packet reliability. However, those formulas are still valid because: 1) many wireless
cards use large number of retransmission trials in case of HHR, and 2) we consider connections in
which the sources have infinite or very large number of packets. Also, we do not consider the cost
of the control packets, e.g.,IEEE 802.11 RTS/CTS/ACK frames, since the cost of the data packets
dominates other costs.

4. Estimating Link Error Rate

In order to implement our proposed mechanism, it is sufficient for each node to estimate only
the bit error rate, BER, on its incoming wireless links. In this section we discuss the following
two possible mechanisms:

4.1 BER using Radio Signal-to-Noise Ratio

The bit error rate, BER, of a wireless channel depends on the received power level, of
the signal. The exact relationship between BER and  depends on the choice of the signal
modulation scheme. However, in general, several modulation schemes exhibit the generic re-

lationship: where N is the noise density (noise power per Hz)
and is defined as the complementary function of and is given by:

For the case of BPSK (Binary Phase-Shift Keying) and QPSK (Quadrature
Phase-Shift Keying) the bit error is obtained by [17]

where is the transmission bit rate and W is the channel bandwidth (in Hz). Note that the CCK
(Complementary Code Keying) used by IEEE 802.11b to achieve the 11 Mbps, which we assume
in this paper where the bit rate is 11 Mbps and the channel bandwidth W is 2 MHz, is modulated
with the QPSK technology.

Most wireless interface cards typically measure the signal-to-noise ratio (SNR) for each re-
ceived packet. SNR is a measure of the received signal strength relative to the background noise
and is often expressed in decibels as: From the SNR value measured by the
interface card we can calculate the ratio in Equation 3 for each received packet.

This SNR-based error rate estimation technique is useful specially primarily in free space
environments where such error models are applicable. Consequently this is not applicable for
indoor environments. For such environments we use an alternative technique that is based on
empirical observations of link error characteristics, which we describe next.
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4.2 BER using Link Layer Probes

In this empirical mechanism, we estimate the BER of the incoming links by using link layer
probe packets. Each node periodically broadcasts a probe packet within its local neighborhood.
Each such packet has a local sequence number which is incremented with each broadcast. Each
neighbor of this node receives only a subset of those probes due to channel errors. Each node
stores the sequence number of the last correctly received probe from each of its neighbors. On
the reception of the next probe from a node, the receiving node can calculate the number
of probes lost since the last received probe. The packet error rate for a probe packet of length
prob_size bits (assuming independent bit errors) is: Given the packet
error rate for probes since the last probe reception as                  the receiving node can compute
the incoming link BER as:

In wireless environments, broadcast packets are more prone to losses due to collision than uni-
cast packets that use channel contention mechanisms, e.g. the RTS/CTS technique employed in
IEEE 802.11. Therefore our probe-based BER estimation technique can potentially over-estimate
the actual BER experienced by the data packets. However, the probe-based mechanism is still
applicable for these reasons:

1 BER is over-estimated in parts of the wireless network with high traffic load. Since our
route computation technique is biased against high BER, routes will naturally avoid these
areas of high traffic load. This will lead to an even distribution of traffic load in the network,
increasing network longevity and decreasing contention.

2 The criteria of selecting optimum route in our algorithm is based on the relative relations
between costs of the candidate routes not the actual costs. As the traffic load on the network
gets evenly balanced over links, the BER will be equally over-estimated for all the links.
This implies that the costs relative ordering of the candidate routes is largely unaffected.

Generally, and N in Equation 3 vary with time: N varies due to the environment conditions,
and which changes with distance, varies due to the nodes mobility. Consequently, we can not
base the SNR-based BER estimation on a single measurement. Therefore, SNR-based mechanism
uses probes packets to calculate those parameters as function of several measurements over a
window of time, in order to capture the dynamics of the network. For both the SNR-based and
probe-based schemes, each node broadcasts probe packet, at an average period (one second in
the implementation). To avoid accidental synchronization and consequently collisions, is jittered
by up to Each node continuously updates its estimate of the BER using an exponentially
weighted moving average of the sampled BER values. As in all such averaging techniques, the
estimate can be biased towards newer samples depending on the rate at which the noise conditions
changes, i.e. increasing node mobility.

4.3 BER  Estimation for Variable Power Case

For the fixed transmission power case, both probe and data packets are transmitted with the
same constant power. Therefore, the BER experienced by data packets is the same as probe packets
However, the same is not true for the variable power transmission case. In the variable power case,
the transmission power used for a given data packet depends on the link’s length. However, probe
packets are broadcasted to all its possible neighbors and is transmitted with the fixed maximum
transmission power Equation 3 implies that packets received at a higher power (e.g.
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probe packets) will experience lower BER than the packets received at lower power (e.g. data
packets). Therefore a suitable adjustment is required for BER estimation for data packets.

Since a node, in the variable power case, chooses the transmission power level such that the
power level of the received data packet at the receiver is Since the noise N can be calculated
using the SNR and values measured by the wireless interface card, we can estimate the BER

for data packets using the SNR-based technique by substituting for in Equation 3.
A related but different correction scheme is applied for the BER estimation of data packets

when using the probe-based technique. We omit the details due to space constraints [18].

5. AODV and its Proposed Modifications

AODV builds routes using a route request / route reply query cycle. When a source node desires
a route to a destination for which it does not already have a route, it broadcasts a route request
(RREQ) packet across the network. Nodes receiving this packet update their information for the
source node and set up backwards pointers to the source node in the route tables. A node receiving
the RREQ may send a route reply (RREP) if it is either the destination or if it has a fresh route to
the destination. Otherwise, it rebroadcasts the RREQ. If a node receives a RREQ which they have
already processed, it discards the RREQ and do not forward it. As the RREP propagates back to
the source, nodes set up forwarding pointers to the destination. Once the source node receives the
RREP, it may begin to forward data packets to the destination. Details of the AODV protocol can
be found in [12]. Our proposed modifications adhere to the on-demand philosophy, i.e. paths are
still computed on-demand and as long as an existing path is valid, we do not actively change the
path.

5.1 AODV Messages and Structures

To perform energy efficient route computation for reliable data transfer, we need to exchange
information about energy costs and loss probabilities between nodes that comprise the candidate
paths. This information exchange is achieved by adding additional fields to existing AODV
messages and structures (RREQ, RREP, Broadcast ID table, and Routing table) and does not
require the specification of any new message. Due to space constrain, the description of the
relevant changes are left to [18].

5.2 Route Discovery

5.2.1 Route Request Phase. The source node triggers the route discovery by initializing
the new added fields in a RREQ message as and (the latter two
are valid for the EER case). RREQ messages are transmitted at the node’s maximum power level
in order to reach all legitimate one hop neighbors. When an intermediate node receives RREQ
message from a previous node it calculates the energy consumed by node in a
single transmission attempt of a data packet over the link as a function of the the
transmission power, of node

For the fixed power case, this transmission power, is a globally known constant. In the
variable power case, the control messages, e.g. probe packets and RREQ messages, are sent with
a fixed maximum transmission power which is globally known. Therefore, node can
calculate the transmit power to be used by node for data packets as:
where that is the power level at which control messages from are received at

Subsequently, node updates fields in the RREQ message as: for the HHR
case, and as: and for EER case. The packet error
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Figure 1. Calculating the energy cost for the EER case.

rate is calculated by node using the data size known in advance and the estimated as

Node examines the broadcast identification number stored in the RREQ message to check if
it has seen any previous RREQ message belongs to the same route request phase or not. If this is
the first instance for this RREQ, node adds a new entry in its Broadcast ID table and initializes
its values as and where is the
number of hops traversed by this RREQ messages. Otherwise a previous RREQ message has been
seen by the node In this case it compares the updated cost value in the RREQ message with
that stored in the table entry. In the HHR case, if the boolean expression

is true, then this RREQ message is further forwarded. Otherwise the currently best known route
has lower cost than the new route discovered by this RREQ message, and so is discarded.

For a correct formulation in the EER case, the comparison rule (Expression 5) does not apply.
This is because the cost function is not linear in the EER case. Consider Figure 1 in which node
receives two RREQ messages through two different paths from the source. The end-to-end energy
costs for the two paths are and respectively. The node should choose the path

defined by if and only if,                             However, at the node, information on E and
Q are not available and so this inequality cannot be evaluated. Therefore, to optimally compute
energy-efficient routes in the EER case, each separate RREQ message needs to be forwarded
towards the destination. To do this, we need to maintain a separate entry in the Broadcast ID table
for each RREQ message. Those entries can potentially lead to an exponential growth in the size
of the table, and hence is not practical. Therefore, in practice we propose the same forwarding
mechanism as used in the HHR case. To improve the quality of the chosen paths, we increase
the state maintained in the Broadcast ID table to store information about the five RREQ messages
with the lowest costs at each node.

As described in our modification, the intermediate nodes may broadcast multiple RREQ mes-
sages for the same route request phase, as an opposite to a single RREQ message in original
AODV.

5.2.2 Route Reply Phase. When the destination node, or an intermediate node that has
information about the partial route to the destination and its corresponding partial cost, receives
the first RREQ, it stores locally the calculated total cost as the minimum cost of the route and send
back the route reply (RREP) message. For any further RREQ reception of the same route request
phase, the node updates the minimum stored cost and send back RREP message if and only if the
calculated total cost of RREQ message is lower than the minimum stored one. Therefore, nodes
may forward multiple RREP messages in response to better routes found by successive RREQ
messages.

RREQ messages propagate back on the same path traversed by RREQ using the fields
stored at the intermediate nodes. At each intermediate node, the RREP fields are updated in a
manner similar to the RREQ messages updates to reflect the cost of the route from the current
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Figure 2. The 49-node grid topology. The shaded region marks the maximum transmission range for the node, A.
is one of the example flows used on this topology.

intermediate node to the destination. Each intermediate node store this calculated cost for further
route requests for the same destination from any node [18].

6. Simulation Experiments and Performance Evaluation

In this section, we report on extensive simulation-based studies on the performance of the
AODV protocol, both with and without our energy-aware modifications. The performance com-
parisons were done using the ns-2 simulator, enhanced with the CMU-wireless extensions (the
underlying link layer is IEEE 802.11b with 11 Mbps data rate).

We have studied the performance of the different schemes for both HHR and EER cases, under
both fixed and variable transmission power scenarios. In this paper, we will, however, focus only
on the HHR case. This is because all practical link-layer protocols for multi-hop wireless attempt
to provide some degree of reliable forwarding through the use of retransmissions or error control
coding strategies.

To study the performance of our suggested scheme, we implemented and observed three sepa-
rate routing schemes:

a) The Shortest-Delay (SD): The original AODV routing protocol that selects the route with
the minimum latency.

b) The Energy-Aware (EA): Enhances the AODV protocol by associating a cost with each
wireless link which is the energy required for a single packet transmission without the
retransmission considerations. In this formulation of wireless link cost, the link error rates
are ignored.

c) Our Retransmission-Energy Aware (RA): Which enhances the AODV protocol as described
in this paper. As discussed previously, the link cost now considers the impact of retransmis-
sions necessary for reliable packet transfer.

6.1 Network Topology and Link Error Modeling

For our experiments we use different topologies having 49 nodes randomly distributed over a
700×700 square region. The maximum transmission radius of a node is 250 units. We present
results for three different topology scenarios:

Static Grid: Nodes are immobile and equi-spaced along each axis as in Figure 2.

Static Random: Nodes are immobile and uniformly distributed over the region.

Mobile Random: Initially, nodes are distributed uniformly at random over the region. Dur-
ing the simulation, nodes move around the region using the random waypoint model [13]
with zero pause time.



492 Nadeem, Banerjee, Misra, and Agrawala

Figure 3. Effective reliable throughput Figure 4. Average energy costs

Figure 5. Effective reliable throughput Figure 6. Average energy costs

Figure 7. Effective reliable throughput Figure 8. Average energy costs

In all our simulations we had a set of 12 flows that were active over the duration of the experiment.
We use both TCP and UDP flows for different experiments. For the TCP flows, we use its
NewReno variant. For the UDP flows, we choose the traffic sources to be constant bit rate (CBR)
sources at rate of 5 packets per second. The UDP packets and TCP segments were 1000 bytes
each. Each of the simulations was run for a fixed duration of 250 seconds. Each point in the
results is the average of 10 runs. When hop-by-hop reliability (HHR) is used, the UDP and TCP
flows have similar performance patterns as was confirmed in our experiments. Therefore, we only
present the results for the UDP flows.

All the control packets, e.g., probe packets, RREQ, RREP messages, IEEE 802.11 RTC/CTS/ACK
frames, as well as the data packet experience the same bit error rate (BER) of a wireless link which
depends on the ambient noise level as shown in Equation 3. We partitioned the entire square region
into small square grids (50 × 50 units each). We model the ambient noise of each of these small
square regions as independent identically distributed white Gaussian noise of mean and standard
deviation The noise mean for the different small square grids was chosen to vary between
two configurable parameters, and corresponding to minimum and maximum noise
respectively, while the noise standard deviations was chosen to be equal to We
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used different distributions for the over the entire region for different experiments. In this paper,
we focus only on the following extreme cases:

Fixed noise environment: is equal to and their values vary between 0.0W and

Random noise Environment: We fix  to 0.0W and vary between 0.0W and

1

2

6.2 Metrics

We observed two different metrics:

1 Average energy: Computed per data packet by dividing the total energy expenditure (over
all the nodes) by the total data units (sequence number for TCP and packets for UDP)
received correctly at destinations. Note that this cost includes energy consumption due to
control packets as well as the data packets. This metric is measured in Jouls.

2 Effective Reliable Throughput: This metric counts the number of the reliably transmitted
packets from the source to the destination, over the simulated duration.

We choose 0.282W to be the transmission power for the fixed transmission power experiments,
and to be the maximum transmission power in case of the variable transmission power exper-
iments. Similarly, is chosen to be the energy cost for single attempt transmission of a
bit a over a link for the fixed transmission power experiments, and to be the maximum energy
cost corresponding to the maximum transmission power in case of the variable transmission
power experiments. As implemented in ns-2, we use Friis and Two-ray ground models and their
corresponding parameters values as our propagation models. Due to space constraints, we will
show performance comparisons for the variable power case for only a few sample experiments.

6.3 Static Grid Topologies

Figures 3 and 4 show the effective reliable throughput and the average energy cost for ex-
periments with fixed noise environments for UDP flows. Note that each data point on the plot
corresponds to an experiment with a specified fixed noise value for the entire square region.
Clearly for very low noise environments, all schemes are equivalent. However, as the noise
in the environment starts to increase, the RA schemes show significant benefits. The SNR-
based link error estimation has a superior performance than the probe-based technique. It is
interesting to note that for both EA and SD schemes, the effective reliable throughput does not
decrease monotonically. Instead at certain intermediate noise values (e.g. and

the throughput goes to zero. This is an interesting phenomena that is related to
the relative size of the RREQ and the data packets.

Consider the flow A – B in Figure 2. Both SD and EA schemes for the fixed transmission
power case chooses a path with minimum number of hops. Therefore, the first hop for this flow
will be the link For a static link , the BER is constant and depends on the noise value
and the received power, but the packet error rates (PER) is not. PER depends on packet size and
is smaller for RREQ packets than the data packets. When the noise is the BER

for the link is 0.0008. The corresponding PER  for RREQ packets is about 0.5. Therefore
RREQ packets sent by node A is correctly received at C in about 50% of the cases and the link

is chosen by both SD and EA scheme using their usual cost metrics. However, the PER

experienced by the data packets on the same link is nearly 1. This causes significant losses for
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Figure 9. Effective reliable throughput Figure 10. Average energy costs

Figure 11. Effective reliable throughput Figure 12. Average energy costs

Figure 13. Effective reliable throughput Figure 14. Average energy costs

data packets and therefore the throughput achieved is close to zero. However, when the noise level
increases (i.e. say the BER on the link goes up (i.e. to 0.00186). This causes the
PER for RREQ packets to increase to 0.8. Therefore most of these RREQ packets get lost across
link Consequently both SD and EA schemes start to shift to paths with shorter hops with
lower BER and their performance starts to approach the RA scheme.

The RA scheme do not suffer from this anomalous behavior. This is because the RA schemes
choose routes based on the BER. Therefore, it automatically avoid links with high PER for data
packets. This behavior is clearly visible in the grid topology, since the number of alternatives
routes are discrete and few. Figures 5 and 6 show the corresponding plots for the random noise
environment. The EA and SD schemes consume about 140% more energy per successfully
transferred data unit than the RA schemes, when the maximum noise in the environment is

and still achieves only half the throughput of the RA schemes.
For the sake of completeness, we present sample results for the variable transmission power

case. In this experiment, we chose a power threshold at the receiver, to be W.
The transmission power needs to be chosen such that the receiving node receives the packet with
this power. Figures 7 and 8 show the effective reliable throughput and the average energy costs
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for UDP flows on a grid topology in a random noise environment for the variable transmission
power case. As before, we can see performance benefits of the RA schemes over the EA and SD
schemes.

6.4 Static Random Topologies

We next present results of the randomly generated static topologies (Figures 9 and 10). As
before, the RA schemes provide significant performance benefits over the SD and EA schemes.
For low noise environments, the SD and EA schemes consume 50-100% more energy for each
reliably delivered data unit, while for high noise environments the energy requirements for the SD
and EA schemes are about 2-3 times higher.

6.5 Mobile Topologies

In Figures 11 and 12 we show the effective reliable throughput and the average energy per
reliable delivered data unit respectively in the fixed noise environment. Figures 13 and 14 are the
corresponding plots for the random noise environment. In both these cases, the maximum speed
nodes is 10 m/s.

We observe that the impact of mobility increases with increase in the channel noise. For
example, in absence of channel noise, the throughput achieved for the mobile topologies is about
10% lower than the corresponding static topologies. As the channel noise increases the data
throughput achieved for the mobile topologies is significantly lower.

From the energy consumption plots (Figures 12 and 14) it is clear that the RA scheme that uses
the SNR-based link error estimation performs significantly better than all the other schemes. This
is because mobility impacts the link error rates, and the SNR-based scheme is able to quickly
adapt its estimates of the continuously changing link error rates.

This effect is clearly visible in Table I where we compare the performance of the two RA
schemes over different mobile topologies with varying speeds. As the mobility speed increases,
we can see that the RA (SNR) scheme is more energy-efficient in comparison to the RA (probe)
scheme (the benefits increase from 7% to 29% as the maximum speed of nodes increase from 1
m/s to 15 m/s in the random noise environment). It also achieves higher reliable throughput.

7. Conclusions

In this paper we have extensively studied the performance of the AODV protocol under varying
wireless noise conditions. Our simulation studies show that the energy-aware modification of
AODV can result in a significant (sometimes orders of magnitude) reduction in total energy
consumption per packet, with the added benefit of higher throughput as well. In essence, the higher
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overheads of our energy-aware route establishment process (e.g., forwarding of multiple RREQs)
are more than compensated for by the lower energy consumed in data forwarding. We presented
two schemes to estimate the link error rates based on the characteristics of the environment. Our
simulations show that the performance gains are impressive for both RA (SNR) and RA (probe)
schemes compared with other schemes.
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Abstract We consider the problem of assigning transmission powers to the nodes
of a wireless network in such a way that all the nodes of the network
are connected by bidirectional links and the total power consumption is
minimized.

A new exact algorithm, based on a new integer programming model,
is described in this paper together with a new preprocessing technique.

Keywords: Wireless networks, minimum power topology, exact algorithms.

1. Introduction
Ad-hoc wireless networks have been significantly studied in the past

few years due to their potential applications in battlefield, emergency
disasters relief, and other application scenarios (see, for example, Singh
et al., 1999, Ramanathan and Rosales-Hain, 2000, Wieselthier et al.,
2000, Wan et al., 2001 and Lloyd et al., 2002). Unlike wired networks of
cellular networks, no wired backbone infrastructure is installed in ad-hoc
wireless networks. A communication session is achieved either through
single-hop transmission if the recipient is within the transmission range
of the source node, or by relaying through intermediate nodes otherwise.

We consider the problem of minimum transmit power bidirectional
topology in multi-hop wireless networks where individual nodes are typ-
ically equipped with limited capacity batteries and therefore have a re-
stricted lifetime. Topology control is one of the most fundamental and
critical issues in multi-hop wireless networks which directly affect the
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Figure 1. Wireless communication
model.

Figure 2. Costs for the mathemati-
cal formulation IP.

network performance. In wireless networks, topology control essentially
involves choosing the right set of transmitter power to maintain ade-
quate network connectivity. In energy-constrained networks, where re-
placement or periodic maintenance of node batteries is not feasible, the
issue is very critical since it directly impacts the network lifetime.

In Ramanathan and Rosales-Hain, 2000 the problem of controlling
topology using transmission power control in wireless networks is firstly
approached in terms of optimization. It is showed that a network topol-
ogy which minimizes the maximum transmitter power allocated to any
node can be constructed in polynomial time. This is a critical criterion
in battlefield applications since using higher transmitter power increases
the probability of detection by enemy radar. In this paper, we focus on
the minimum power topology problem in wireless networks with omnidi-
rectional antennae. It has been shown in Clementi et al., 1999 that this
problem is NP-complete. Related work in the area of minimum power
topology construction include Wattenhofer et al., 2001 and Huang et al.,
2002, which propose distributed algorithms.

Unlike in wired networks, where a transmission from to generally
reaches only node in wireless networks with omnidirectional antennae
it is possible to reach several nodes with a single transmission (this is
the so-called wireless multi-cast advantage, see Wieselthier et al., 2000).
In the example of Figure 1 nodes and receive the signal originated
from node and directed to node because and are closer to
than i.e. they are within the transmission range of a communication
from to This property is used to minimize the total transmission
power required to connect all the nodes of the network. For a given set
of nodes, the Minimum Power symmetric Connectivity (M PC) problem
is to assign transmission powers to the nodes of the network in such
a way that all the nodes are connected by bidirectional links and the
total power consumption over the network is minimized. Having bidi-
rectional links simplifies one-hop transmission protocols by allowing ac-
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knowledgement messages to be sent back for every packet (see Althaus
et al., 2003). It is assumed that no power expenditure is involved in
reception/processing activities, that a complete knowledge of pairwise
distances between nodes is available, and that there is no mobility.

2. Problem description
In order to formalize the problem, a model for signal propagation

has to be selected. We adopt the model presented in Rappaport, 1996.
Signal power falls as where is the distance from the transmitter
to the receiver and is an environment-dependent coefficient, typically
between 2 and 4 (we will set Under this model, and adopting
the usual convention (see, for example, Althaus et al., 2003 and Monte-
manni et al., 2004) that every node has the same transmission efficiency
and the same detection sensitivity threshold, the power requirement for
supporting a link from node to node separated by a distance is
then given by

It is important to notice that the results presented in this paper are
still valid in case more complex signal propagation models more complex
are taken into account.

We assume that there is no constraint on maximum transmission pow-
ers of nodes. However, the algorithm we discuss in this paper can be
extended straightforwardly to the case when this assumption does not
hold. If, for example, node cannot reach node even when it is trans-
mitting to its maximum power (i.e. power of node
then can be redefined as

MPC can be formally described as follows:
Given the set V of the nodes of the network, a range assignment is a
function A bidirectional link between nodes and is said
to be established under the range assignment if and

Let now denote the set of all bidirectional links established
under the range assignment MPC is the problem of finding a range
assignment minimizing subject to the constraint that the
graph (V, is connected.

As suggested in Althaus et al., 2003, a graph theoretical description
of MPC can be given as follows:
Let be an edge-weighted graph, where V is the set of
vertices corresponding to the set of nodes of the network and E is the set
of edges containing all the possible (unsorted) pairs with

A cost is associated with each edge It corresponds to
the power requirement defined by equation (1).
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For a node and a spanning tree T of G (see, for example, Kruskal,
1956), let be the maximum cost edge incident to in T, i.e.

and The power cost of a spanning
tree T is then Since any connected graph contains
a spanning tree, and a broadcast tree must be connected, MPC can
be described as the problem of finding the spanning tree T with min-
imum power cost This observation is at the basis of the integer
programming formulation which will be presented in Section 3.

3. An integer programming formulation
A weighted, directed graph is derived from G by defin-

ing i.e. for each edge in
E there are the respective two (oriented) arcs in A, and a dummy arc

with is inserted for each is defined by equa-
tion (1) when In order to describe the new integer programming
formulation for MPC, we also need the following definition.

Given we define the ancestor of as

According to this definition, is the arc originated in node with
the highest cost such that In case an ancestor does not exist

for arc vertex is returned, i.e. the dummy arc is addressed.
In formulation IP a spanning tree (eventually augmented) is defined

by variables: if edge is on the spanning tree,
otherwise. Variable is 1 when node has a transmission power which
allows it to reach node otherwise.
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In formulation IP an incremental mechanism is established over
variables (i.e. transmission powers). The costs associated with vari-
ables in the objective function (3) are given by the following formula:

is equal to the power required to establish a transmission from
node to node minus the power required by node to reach node

In Figure 2 a pictorial representation of the costs arising from

the example of Figure 1 is given.
Constraints (4) realize the incremental mechanism by forcing the vari-

able associated with arc to assume value 1 when the variable as-
sociated with arc has value 1, i.e. the arcs originated in the same
node are activated in increasing order of Inequalities (5) and (6) con-
nect the spanning tree variables to transmission power variables
Basically, given edge can assume value 1 if and only if
both and have value 1. Equations (7) state that all the vertices
have to be mutually connected in the subgraph induced by variables,
i.e. the (eventually augmented) spanning tree. Constraints (8) and (9)
define variable domains.

3.1 Valid inequalities
A set of valid inequalities is proposed in Montemanni and Gam-

bardella, 2003 for a formulation described in the same paper. Most
of these inequalities can be easily adapted to formulation IP, and the
remainder of this section is devoted to their description in terms of for-
mulation IP.

In order to describe these valid inequalities, we will refer to the sub-
graph of defined by the variables with value 1 as Formally,

where in the current solution of IP}.
Connectivity inequalities: since graph must be connected by

definition, each node must be able to communicate with at least another
node. Its transmission power must then be sufficient to reach at least
the node which is closest to it. This can be expressed through the
following set of inequalities:

Bidirectional inequalities 1: for each arc if and
then the transmission power of node is set to reach node

and nothing more. The only reason for node to reach node and

nothing more is the existence of a bidirectional link on edge in
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Consequently must be equal to 1. This is what the following

set of constraints states.

Notice that if then because of inequalities (4) and

consequently in this case the constraint does not give any new contribu-
tion. If and then again the constraint does not give any

new contribution.
Bidirectional inequalities 2: consider arc where is the

farthest node from (i.e. and suppose The
only reason for node to reach node is the existence of a bidirectional
link on edge in Consequently must be equal to 1, as stated
by the following set of constraints.

Notice that if the constraint does not give any contribution to
formulation IP.

Tree inequality: in order to be strongly connected, the directed
graph must have at least arcs, as stated by the following
constraint.

Reachability inequalities 1: in order to define this set of valid
inequalities, we need the following definitions.

is the subgraph of the complete graph such that
Notice that by definition.

can be reached from in
The inequalities are based on the consideration that, since graph

must be strongly connected, it must be possible to reach every node
starting from each node This implies that at least one arc must

exist between the nodes which is possible to reach from in (i.e.
and the other nodes of the graph (i.e. The following set of

inequalities arises:

Reachability inequalities 2: in order to define this set of valid
inequalities, we need the following definition,

can be reached from in
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These inequalities are based on the idea that, since graph must be
strongly connected, it must be possible to reach every node from every
other node of the graph. This means that at least one arc must exist
between the nodes which cannot reach in (i.e. and the other
nodes of the graph (i.e. The following set of constraints arises:

In the remainder of this paper we will refer to formulation IP rein-
forced with inequalities (11)-(16) as We will use this last, reinforced
formulation because the extra inequalities strictly constrain variables
to assume quasi-feasible values (in terms of only and this leads
to much shorter solving times (see Montemanni and Gambardella, 2003).

4. Preprocessing procedure
The theoretical result described in this section is used to reduce the

number of edges of a problem (and consequently the number of variables
of formulation IP).

Given a problem, we suppose we have an heuristic solution, with
cost for it. Given a node all its transmission power levels
that, if implemented, would induce a cost higher than can be
ignored. More formally:

Theorem 1. If the following inequality holds

then edge can be deleted from E.

Proof. If is the power of node in a solution, this means that the
power of node must be greater than or equal to i.e. arc
must be in the solution, because otherwise there would be no reason for
node to reach node The sum in the left hand side of the inequality
represents a lower bound for the power required by nodes different from

and to maintain the network connected. The left hand side of in-
equality (17) represents then a lower bound for the total power required
in case node transmits to a power which allows it to reach node and
nothing farther. For this reason, if inequality (17) holds, edge can
be deleted from E.

It is important to notice that once edge is deleted from E, the
value of the ancestor of arc with has to be

updated to
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5. The iterative exact algorithm IEX
In this section we describe an algorithm which solves to optimality

formulation IP (i.e. the minimum power symmetric connectivity prob-
lem).

It is very difficult to deal with constraints (7) of formulation in
case of large problems. For this reason some techniques which leave some
of them out have to be considered. We present an iterative algorithm
(IEX) which in the beginning does not consider constraints (7) at all,
and then adds them step by step only in case they are violated.

In order to speed up the approach, the following inequality should
also be added to the initial integer problem

Inequality (18) forces the number of active variables to be at least
- this condition is necessary in order to have a spanning tree -

already at the very first iterations of the algorithm.
The integer program defined as without constraints (7) but with

inequality (18), is solved and the values of the variables in the solution
are examined. If the edges corresponding to variables with value 1
form a spanning tree then the problem has been solved to optimality,
otherwise constraints (19), described below, are added to the integer
program and the process is repeated.

At the end of each iteration, the last available solution is examined
and, if edges corresponding to variables with value 1 generate a set
of connected components with then the following inequalities
are added to the formulation:

Inequalities (19) force variables with value 1 to connect the (else-
where disjoint) connected components in to each other.

6. Computational results
In this section we present some experiments aiming to evaluate the

performance of the preprocessing technique described in Section 4 and
of the exact algorithm presented in Section 5.

Tests have been carried out on problems randomly generated as de-
scribed in Althaus et al., 2003. For each problem of size generated,

points - they are the nodes of the network - have been chosen uni-
formly at random from a grid of size 10000 × 10000.
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The preprocessing technique and the IEX algorithm have been im-
plemented in ANSI C, and the callable library of ILOG CPLEX 6.0 (see
http://www.cplex.com) has been used to solve the integer programs en-
countered during the execution algorithm IEX. Tests have been carried
out on a SUNW Ultra-30 machine.

In this paper consider networks with up to 50 nodes, but it is im-
portant to notice that in case the algorithm is used within a dis-
tributed/dynamic environment, the typical local vision of a node can
be estimated in a few tens of nodes, that may be reflected into a much
larger global network.

6.1 Preprocessing procedure
In order to apply the preprocessing procedure described in Section

4, a heuristic solution to the problem must be available. For this pur-
pose we use one of the simplest algorithms available, MST, which works
by calculating the Minimum Spanning Tree T (see Prim, 1957) on the
weighted graph with costs defined by equation (1), and by assigning the
power of each transmitter to as described near the end of Sec-
tion 2. More complex algorithms, which guarantee better performance,
have been proposed (see, for example, Althaus et al., 2003). It is worth
to observe that if these algorithms have had been adopted, also the
preprocessing technique would have produced better results than those
reported in the remainder of this section.

In Table 1 we present, for different values of the average percent-
age of arcs deleted by the preprocessing procedure over fifty runs.

Table 1 suggests that the preprocessing technique we propose dra-
matically simplifies problems. It is also interesting to observe that the
percentage of arcs deleted considerably increases when the number of
nodes increases. This means that, when dimensions increase, the
extra complexity induced by extra nodes is partially mitigated by the
increased efficiency of the preprocessing technique. This should help to
contain the complexity explosion faced when the number of nodes goes
up.

6.2 IEX algorithm
In Table 2 we present the average computation times required by

different exact algorithms to solve to optimality problems for different
values of Fifty instances have been considered for each value of

The results in the second column of Table 2 are those presented in
Althaus et al., 2003 (obtained on an AMD Duron 600MHz PC) multi-
plied by a factor of 3.2 (as suggested in Dongarra, 2003). This makes



506 Montemanni and Gambardella

them comparable with the other results of the table. In the third col-
umn the results presented in Montemanni and Gambardella, 2003 are
summarized. Table 2 shows that algorithm IEX outperforms, in terms
of time required to retrieve optimal solutions, the other exact methods.
In particular it is important to observe that the gap between the com-
putational times of this algorithm and those of the other methods tends
to increase when the number of nodes considered increases.

7. Conclusion
In this paper we have considered the problem of assigning transmission

powers to the nodes of a wireless network in such a way that all the nodes
are connected by bidirectional links and the total power consumption is
minimized.

We have presented a new integer programming formulation for the
problem and a new algorithm, based on this formulation, which retrieves
optimal solutions according to the model considered. A preprocessing
technique has been also proposed.

We are currently researching on a framework where the algorithm we
propose is used locally at each node of a distributed/dynamic network.
The objective will be to evaluate the behavior of our novel approach in
this context.
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