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UNDERSTANDING THE INTERACTIONS BETWEEN
UNICAST AND GROUP COMMUNICATIONS
SESSIONS IN AD HOC NETWORKS

Lap Kong Law, Srikanth V. Krishnamurthy and Michalis Faloutsos *
Department of Computer Science & Engineering

University of California, Riverside

Riverside, California 92521

{Iklaw,krish,michalis}@cs.ucr.edu

Abstract In this paper, our objective is to study and understand the mutual effects be-
tween the group communication protocols and unicast sessions in mobile ad hoc
networks. The motivation of this work is based on the fact that a realistic wire-
less networks would typically have to support different simultaneous network
applications, many of which may be unicast but some of which may need broad-
cast or multicast. However, almost all of the prior work on evaluating protocols
in ad hoc networks examine protocols in isolation. In this paper, we compare
the interactions of broadcast/multicast and unicast protocols and understand the
microscopic nature of the interactions. We find that unicast sessions are sig-
nificantly affected by the group communication sessions. In contrast, unicast
sessions have less influence on the performance of group communications due
to redundant packet transmissions provided by the latter. We believe that our
study is a first step towards understanding such protocol interactions in ad hoc
networks.

1. Introduction

Most routing protocol evaluations assume implicitly that only the protocol
under consideration is deployed in the network. However, ad hoc networks are
likely to support many types of communication such as unicast, broadcast, and
multicast at the same time. Although the performance evaluation of a protocol
in isolation can lend valuable insights on its behavior and performance, the
protocol may have complex interactions with other coexisting protocols. These
interactions may significantly alter the behavior of the protocols.

*This work was supported from grants from Telcordia Technologies and ARL no: 100833196 and from
DARPA FTN Grant no: F30602-01-2-0535.
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In this paper, we consider two families of protocols that are typically in-
voked by applications: unicast routing protocols and group communication
protocols such as broadcast and multicast. While an assessment of the be-
havioral interactions between a large representative set of unicast routing and
group communication protocols is beyond the scope of this paper, our attempt
is to provide a fundamental understanding of such interactions by consider-
ing suitable candidate protocols from each set. Towards this, we consider a
representative protocol from the unicast, broadcast and multicast routing. We
choose the Ad-hoc On-Demand Distance Vector Routing (AODV) [10] as the
representative unicast routing protocol. We consider the Simple Broadcast Al-
gorithm (SBA) [9] as the candidate broadcast scheme and the On-Demand
Multicast Routing Protocol (ODMRP) [5] as the candidate multicast protocol.
The chosen protocols have been shown to be the elite members of their respec-
tive families [2] [11] [6].

The goal of this paper is to draw the attention of the community to the
importance of cross protocol interactions. We discuss the possible effects that
may arise when both types of protocols coexist in the network. Finally, we
conduct extensive simulations to quantify the effects of the interactions. We
find that the effects are indeed significant and should be considered in realistic
simulations of complete systems.

We wish to point out that in a complementary effort [4], we evaluate the
behavioral differences between broadcast and multicast considered in isolation
in order to determine the suitability of each for performing group communi-
cations. In this paper, our objective is to examine the effects of broadcast and
multicast on unicast sessions and vice versa.

The rest of the paper is organized as follows: In the next section, we pro-
vide a brief description of the candidate protocols chosen. In Section 3, we
deliberate on possible interactions that may arise when unicast and group com-
munication protocols coexist in a network; these deliberations provide a basis
for the metrics that we choose when performing our simulation experiments.
In Section 4, we first describe the simulation scenarios and parameters cho-
sen; then we present and discuss the results from our simulations. Finally we
conclude the paper in Section 5.

2. Background

In the following paragraphs, we will briefly describe the candidate protocols
that we choose for our evaluation. A description of the protocols in more detail
can be found from the appropriate references cited. In addition, we present
background that facilitates the discussions in the later sections.

Unicast: Ad hoc On-Demand Distance Vector Protocol (AODYV) [10] is
an on-demand routing protocol that builds routes only when needed. When a
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source has packet to send but does not have a route, it buffers the packet in a
temporary buffer and broadcasts a Route Request (RREQ) message. In order
to perform the broadcast, the expanding ring search method is used. With this
technique, a node iteratively searches for the destination in zones of increas-
ing size (in terms of hop count) until the destination is found. Nodes that do
not have the route to the destination, upon the reception of a unique RREQ
message, forward it to their neighbors and update their route tables to set up a
reverse route back to the source. Interim nodes that have a fresh route to the
destination respond by means of a Route Reply (RREP) message directed to
the originating source. As the RREP propagates back to the source, intermedi-
ate nodes set up forward pointers to the destination. Once the source receives
the RREP, it may begin the transmission of packets from the temporary buffer.
In AODV, a sequence number is used to prevent routing loops and nodes must
use the information with the most up-to-date sequence number while making
routing decisions. When a link along the active route breaks, the node up-
stream of the broken link propagates a Route Error (RERR) message towards
the source to inform the source of the link failure.

Multicast: On-Demand Multicast Routing Protocol (ODMRP) [5] is a
mesh based multicast protocol. When a multicast source has a packet to send
and the multicast group members are yet to be identified, it floods a Join Query
message in the network. The Join Query message is also periodically flooded to
refresh group membership information and update routes as long as the source
still has packets to send. When a node receives a Join Query message, it stores
the source id and sequence number indicated in the message in its message
cache; duplicate receptions of the same Join Query are discarded. If the mes-
sage received is not a duplicate instance of a previous message and if the Time-
to-live (TTL) value indicated in the message is greater than zero, the recipient
node rebroadcasts the Join Query. When the Join Query reaches a multicast re-
ceiver, it creates a Join Reply message and broadcasts it to its neighbors. When
a node receives a Join Reply, it checks if it is identified to be the next hop entry.
If it is, the node is a forwarding node and the forwarding group flag is set. It
then rebroadcasts its own Join Reply. Finally, the Join Reply reaches the mul-
ticast source and the routes are established. From then on, until information is
further updated, a node will forward the packet only if it is in the forwarding
group.

Broadcast: Simple Broadcast Algorithm (SBA) [9] is an intelligent broad-
cast protocol in the sense that it considerably reduces the number of rebroad-
casts as compared with flooding. Furthermore, it has been shown in previous
work [11] that SBA outperforms most of the other broadcast schemes such
as the counter-based scheme and the location-based scheme. It reduces the
effects of a broadcast storm [8] by using a simple technique that we discuss
below in brief. SBA incorporates the exchange of periodic hello message be-
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tween neighbors to enable the acquisition of local neighborhood information
by each node. Each hello message contains a list of the one-hop neighbors of
the broadcasting node and thus, finally, every node in the network will have its
two-hop neighborhood information. The collected neighborhood information
is used to decide whether or not a received data packet should be rebroadcasted.
The decision is made by determining, by means of the neighborhood informa-
tion table, if there exists any node that is not covered by previous broadcasts. If
all the neighbors of the node are already covered, the node will not rebroadcast
the packet; otherwise the node will schedule a time to rebroadcast the packet
based on the number of neighbors that it has. The higher the number of neigh-
bors, the sooner the node will rebroadcast the packet. This would therefore
make nodes with higher degrees broadcast earlier than lower degree nodes.
Thus, this can potentially enable the coverage of a large fraction of nodes with
relatively few broadcasts.

We present a brief discussion on the IEEE 802.11 MAC and specifically
the Distributed Coordination Function (DCF) since all protocols under our
evaluation are affected by this protocol.

IEEE 802.11 Medium Access Control (MAC) [1] is the de-facto MAC
layer standard for wireless networks and has been popularly considered for
ad hoc networks. The fundamental access method with the DCF is known as
carrier sense multiple access with collision avoidance (CSMA/CA). This pro-
tocol basically defines how each station may access the shared wireless chan-
nel. Physical and virtual carrier sensing are used to provide the status of the
medium. In order for a host to transmit, it must sense that the medium is idle
for a minimum specified duration before attempting to transmit. If the medium
is busy, the host must defer its transmission and select a random backoff in-
terval. The backoff interval counter decrements when a host senses that the
medium is idle. As soon as the backoff counter reaches zero and the medium
is determined idle, a host may proceed with its transmission. The aforemen-
tioned access mechanism defines the basic access method which is used for
all broadcast, multicast and some of the unicast control packets transmissions.
IEEE 802.11 MAC DCF also defines an additional mechanism which is used
in conjunction with the basic access method to further avoid collisions. This
additional mechanism is the Request to send (RTS)/Clear to send (CTS) ex-
change mechanism. Before any data packets are transmitted, a sender host
should transmit a short RTS frame to announce its intention to transmit data.
All the neighbors of the sender are expected to receive the RTS frame. The des-
tination host upon the reception of the RTS replies with a CTS frame. Since
both the RTS and CTS frame contain information that defines the period of
time that the medium is reserved, the other neighbors of either the sender or
the receiver preclude the initiation of any transmission in this period of time
and thus avoid causing collisions. It is assumed as in prior work [2], that all



Understanding the Interaction between Unicast and Group Communications Sessions

Table . Common Simulation Parameters (Fixed)

Number of nodes 100
Node speed Sm/s (constant)
Pause time 0 second
Simulation arca 500m x 500m
Node transmission range 100m
Simulation time 60 seconds
BroadcasuMulticast group size || 40% (40 group members)
AODV temporary buffer size 64 packets
Interface queue size 50 packets

the unicast data packets and some of the control packets are transmitted using
this RTS/CTS exchange mechanism.

3. Issues that may arise when unicast and group
communications protocols coexist

In this section, we qualitatively examine the various interactions between
coexisting unicast and multicast sessions in an ad hoc network. The sessions
compete with each of the network resources and in particular the wireless band-
width. The exact nuances of the interactions do depend on the actual protocol
design; we attempt to characterize certain generic aspects of the interactions
via a few chosen metrics of interest.

3.1 Degradations in Packet Delivery Performance

Since, the coexisting protocols attempt to access the shared wireless channel
at the same time, a higher number of collisions may be expected. This is espe-
cially the case with the control messages that are generated from both proto-
cols since they do not employ the RTS/CTS reservation mechanism. Collisions
happen when multiple hosts sense the medium to be idle and try to transmit at
the same time or if there are hidden terminals that cause collisions at a receiver.
Since all of the packets forwarded using the broadcasting and multicasting pro-
tocols are transmitted via the aforementioned basic access method, from the
perspective of the unicast protocol, there is an increase in the number of broad-
cast packets that collide primarily with its control messages. Packet drops may
occur since routes might not be established. For broadcast and multicast ses-
sions, data packets may be lost directly due to collisions.

To elaborate on the effects of broadcast on unicast protocols, typically when
a route to a destination is needed a protocol such as AODV invokes the flood
(perhaps a modified version) of an RREQ message as mentioned earlier. In the
presence of a group communication session these broadcast RREQ messages
typically collide and are hence lost. In some cases, a route is not discovered
although it actually exists. This would trigger additional route query attempts
and thus would further increase the generated congestion. With AODV if four
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consecutive route query attempts were to fail, the sending source would abort
the session and drop the packets.

3.2 Increased Latency Effects

Note that a secondary effect of the congestion is that the MAC layer inter-
face queues fill up quickly. Since the control messages have priority over actual
data, the increase in the volume of control messages (repeated RREQ floods)
may be expected to cause the actual data packets to experience increased (and
potentially large) latencies in each queue.

The unicast packets are likely to be affected to a higher extent than the group
communication packets. Because of the higher levels of redundancy built into
the group communication protocols, they may be less affected by congested
areas; packets that may actually be able to go through less congested areas to
reach their intended destinations more quickly. Furthermore, since there are
no explicit RTS/CTS exchanges, it is enough that only the sender perceive the
channel to be free (as opposed to requiring both the sender and receiver to
be free as in the case of the unicast connections). Thus, the group commu-
nication packets have a tendency to depart from their interface queues more
quickly (once they get to the head of the queue) as compared with their uni-
cast counterparts. Finally, note that there are no explicit attempts to retransmit
a group communication session’s packets. However, the MAC layer makes
seven retransmission attempts for every unicast packet. Each attempt is made
after an exponential back-off period from the previous retransmission attempt.
Thus this retransmission procedure is expected to contribute immensely to the
latency evolved by the unicast connections.

33 Increased Control Overhead

An consequence of congestion is an increase in control overhead. Con-
trol overhead includes all packet transmissions excepts the actual data packet
transmissions. In other words, all the control messages transmitted for assist-
ing with the functionality of a protocol account for control overhead. In an
environment where contention levels are high, a great portion of the control
messages are lost due to collisions. These control messages may or may not
be retransmitted (depending on the type of the message). With a broadcasting
protocol such as SBA, the control messages (Hello messages) are not retrans-
mitted upon loss. For protocols such as ODMRP and AODV, control messages
are retransmitted. If a route is not found, several additional attempts are made
before the node aborts the query attempt. We call this type of protocols as
routing-dependent protocols and the broadcasting protocol such as SBA as
routing-independent protocols. Routing-dependent protocols are more sensi-
tive to congestion since a complete route must be established before the route
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Table 2. Parameters for the first part of the simulation

Number of unicast sessions 1,248
Unicast rate per session 5, 10, 20 packets/second
Unicast packet size 512 bytes
Broadcast/Multicsat packet size 512 bytes
[ Number of broadcast/multicast source T
roadcast/Multicast rate 5 packets/second

Table 3. Parameters for the second part of the simulation

umber of broadcast/multicast sessi 1234
Unicast rate per session 2, 4, 8 packets/second
Unicast packet size 256 bytes
Broadcast/Multicsat packet size 256 bytes
Number of unicast sessio 2
Unicast rate 3 packets/second

discovery cycle ends. Therefore, the control overhead will increase when the
contention level increases. On the other hand, routing-independent protocols
do notrequire the construction of any forwarding structure and thus the control
overhead is independent of the contention level.

4. Simulation Study

We conduct extensive simulations to quantify the effects of coexistence of
two different types of protocols on the same network.

We use ns-2 simulator [7] in our evaluation. We vary parameters of in-
terest to study the effects of interest under various scenarios. Other system
parameters have been chosen to be fixed but the behavioral results from sam-
ple simulations for other values of these parameters were similar. The set of
generic parameters used are listed in TABLE. 1. We divide the simulations into
two parts. In the first part, we simulate scenarios to study the effects of unicast
traffic on group communication performance. In the second part, we try to cap-
ture the effects of group communication on unicast session performance. The
parameters that we vary in the first part of the simulation are listed in TABLE
2, and the parameters that we vary for the second part of the simulation are in
TABLE 3. We repeat each simulation 30 times and for each run, we use differ-
ent scenarios. In order to allow both types of protocols to run concurrently, we
have made modifications to the ns-2 source code.

4.1 Simulation results

In the following, we present and discuss the simulation results that we ob-
tain. In order to understand the mutual effects between protocols, we also
conducted baseline simulations such that only the protocol of interest is de-
ployed in isolation. We can thus compare the performance of each protocol
in the presence of other coexisting protocols with that of the protocol in iso-
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Figure 1. The differences in the performance of SBA/ODMRP in the presence of unicast
traffic

lation. Most of the graphs presented reflect the comparisons and are usually
represented as a percentage difference.

4.2 The effects of unicast protocol on the performance of
group communication protocols

We first present the performance results that capture the effects of the group
communication protocols in the presence of unicast protocol.

Packet Delivery Ratio.  As seen from Fig. 1(a), the performance of both
SBA and ODMRP degrade when the number of unicast sessions and the unicast
rate increases. This is expected since the collisions on the physical channel
increases when the background unicast traffic increases. Note that the packet
delivery ratio of ODMRP decreases to a greater extent than that of SBA. The
reason for this is that SBA has a higher rebroadcast redundancy than ODMRP
and therefore the chance of successful packet delivery is higher in spite of
congestion as discussed earlier in Section 3.1. The maximum offered load by
all the unicast sessions together is 0.625Mb/s. This is a significantly high load
given that the channel data rate is assumed to be 2Mbps. However, most of the
results that we obtain demonstrate less than a 10% decrease and thus we do not
regard these as a significant degradation.

Average Packet Delay.  Although the packet delivery ratio with both SBA
and ODMRP only decreases slightly, the average packet delay increases dras-
tically as seen from Fig. 1(b). When the amount of unicast traffic is low, the
average packet delay remains almost the same as that of the case wherein the
group communication protocol is considered in isolation. However, when the
unicast traffic increases, the delay increases significantly. When the number of
unicast sessions is 8 and the unicast rate is 20 pkts/second, the average packet
delay of both SBA and ODMRP data packets jumps by almost 1300% as com-
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Figure 2. The effect of hello message loss on the control overhead of SBA

pared to the case where no unicast traffic is present. The reason for such a
drastic increase in average packet delay is that the data packets are caught up
at the lower layer interface queue as discussed earlier in Section 3.2. The sit-
uation becomes worse when the amount of unicast traffic further increases as
one might expect.

Control Overhead. The control overhead of SBA and ODMRP are af-
fected differently under the presence of unicast traffic. From Fig. 2(a), we
see that the control overhead of SBA decreases as the amount of unicast traffic
increases. In contrast, the control overhead of ODMRP increases drastically.
Upon further investigation, we find that the decrease in control overhead of
SBA is caused by the loss of hello messages. From Fig. 2(b), we see that
the number of successful hello packet receptions decreases as the amount of
unicast traffic increases. These losses of hello packets are mainly due to the
collisions. As a result, the two-hop neighborhood information maintained at
each node is incomplete and inaccurate. Therefore, on average, the size of the
hello message (containing the one-hop neighborhood information) is smaller.
This decrease in control overhead is significant, since state information is im-
portant for the effective functioning of the SBA protocol. For ODMRP, the
control messages are retransmitted for a limited number of times. Because of
this, the multicast structure is constructed successfully. Due to an increase in
such retransmissions, the control overhead increases in ODMRP as the amount
of unicast traffic increases, as we see in Fig. 2(a).

4.3 The effects of group communications protocols on the
performance of the unicast protocol

In this subsection, we present the performance of AODV in the presence of
broadcast or multicast traffic.
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Figure 3. The differences in the performance of AODV in the presence of group communi-

cation traffic

Packet Delivery Ratio. = From Fig. 3(a), we see that when the broadcast or
multicast traffic rate is low (2 packets/s), the packet delivery ratio of AODV
remains almost same as that in the case when it is considered in isolation.
However, when the broadcast or multicast traffic increases, the packet delivery
ratio of AODV decreases significantly. When there are 4 broadcast/multicast
sources with a data rate of 8 packets/s, the packet delivery ratio of AODV
differs by almost 90% as compared to the case where no group communication
sessions are present. This tells us that the group communication traffic even at
moderate amounts, degrade AODV performance significantly.

We investigate the reasons for the loss of packets with AODV. In Fig. 4(a)
and Fig. 4(b), we represent the distribution of the AODV data packet drops
when a varying number of broadcast/multicast sources with different data trans-
mission rates are present in the network. At a transmission rate of 2 packets/s,
only a small fraction of the unicast packets are being dropped (compared to
the total of 600 packets) and more than half of them are due to link failures.
We regard these as a normal packet drops since the link failures in this case
are mainly caused by the node mobility. However, as the amount of broad-
cast/multicast traffic increases, the number of packet drops increases drasti-
cally. We notice that the number of packet drops at the interface queue upon
link failure increases and accounts for a major portion of the total packet losses.
This happens when there is a link failure and a large number of packets wait-
ing in the queue rely on that link. Note that when the congestion increases, the
number of link failures are also seen to increase. These are primarily due to
“false link failures” and artifact of the IEEE 802.11 MAC protocol [3]. Here if
the intended recipient of an RTS packet is within the sending range (interfer-
ence range) of some other node, it does not respond to the sender of the RTS
message with a CTS message. After seven consecutive attempts the sender
deems the link to have failed although in reality it still exists. Notice that
the aforementioned packet losses only happen with high amounts of broad-
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Figure 4.  The distribution of AODV data packet drop

cast/multicast traffic. This is in line with our discussion in the previous section
that a high amount of traffic increases the contention level at the lower layer
interface queue. At very high amounts of broadcast/mutlicast traffic (at a rate
of 8 packets/s and 2> 3 sources), packet losses increase drastically. This im-
plies that at this level of background broadcast/multicast traffic, AODV route
discovery attempts begin to encounter failures. A lot of packets are buffered in
the AODV buffer temporarily without a route to the destination.

Average Packet Delay.  In addition to the poor packet delivery ratio, the
average packet delay also increases significantly (see Fig. 3(b)). When the
background broadcast/multicast traffic rate is low (2 packets/s), the average
packet delay remains steady with only a small delay increase as compared
with the case of AODV in isolation. However, when the background broad-
cast/multicast rate increases, the delay increases drastically. When the broad-
cast/multicast rate is 4 packets/s, the delay rises by up to 500% and at a rate
of 8 packets/s the delay increase is even up to 3250%! This effect is a combi-
nation of the delay incurred by the data packet while waiting in the interface
queue as well as the delay due to waiting for the route to be found.

5. Conclusions

In this paper we attempt to understand the impact of coexisting unicast and
group communication protocols. Specifically, we attempt to quantify the extent
of performance degradations on one due to the other and discuss the underlying
effects that cause such degradations. This is motivated by realistic networks
wherein multiple applications, some of which may require unicast sessions
while others require multicast/broadcast sessions, are likely to exist. To the
best of our knowledge this is the first attempt to undertake such a study.
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We discuss the possible effects of the unicast sessions on the coexisting
group communication sessions and vice versa and perform extensive simula-
tions to corroborate our reasoning and to quantify the effects. The effects are
quantified in terms of the packet loss rate and the average incurred delay. We
find that due to the inherent redundancy in group communication protocols,
these sessions are affected to a lesser extent by unicast sessions than vice versa.
The poor performance of the latter in the presence of the former is attributed
to the increase in the number of false link failures, the increase in buffer delays
which in turn cause packets to encounter link failures with increased probabil-
ity (at the instance of which they are dropped), and due to collisions of route
discovery query packets and the consequent failures of such queries. The group
communication sessions also suffer from increased packet losses and delays.
Broadcast schemes are likely to be more robust to route failures than multicast
schemes since they are independent of routing.
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Abstract This paper introduces cross-layer implementation with a multi-rate aware rout-
ing scheme and shows that SNR is an important information to use in a routing
protocol. The existing routing protocol attempts to minimize the number of
hops between source-destination pairs. We use a new metric definition to route
the packets and to select the best available link along the path in a multi-rate
protocol senario. The new metric is created with information coming from inter-
layer interaction between the routing layer and the MAC layer. We use SNR as
an information about link quality. We show through simulation that for com-
munications using muti-rate protocol in ad hoc networks, throughput is highly
affected as soon as the route goes through low-rate link.

Keywords: Ad hoc networks, AODV, Cross-Layers, IEEE 802.11, Inter-layer interactions,
Performance, QoS

Introduction

Ad hoc wireless network are self organizing multi-hop wireless networks
where all the nodes take part in the process of forwarding packets. Ad Hoc
networks are very different from conventional computer networks. First, the
radio resource is rare and time varying. Second, the network topology is mo-
bile and the connectivity is unpredictable. Third architecture-based 802.11
WLAN, is further complicated due to the presence of hidden stations, exposed
station, “capturing” phenomena, and so on. Fourth, many current and proposed
wireless networking standards have this multi-rate capacity (802.11b, 802.11a,
802.11g, and HyperLan2). The interaction between these phenomena make
the behavior of ad hoc network very complex to predict and are really different



14

Beylot, Dhaou, Gauthier, and Becker

from wired network architecture.

The aim of Cross-Layer concept is to improve the performance of all layers
and share key information between these layers. The goal of this technique
is to take benefit of informations about the channel quality to develop a more
powerful routing technique. The inter-layer interaction will be managed by
the network status. The network status will act as information repository and
it will give on demand to each layer, the information about other layers. The
inter-layer interaction enables us to use the information on the channel to de-
fine a new cost metric in ad hoc network as a function of link quality.

Our proposed schemes use a cross-layer interaction between MAC and net-
work layer. The objective is to create a new QoS cost metric (cf Fig. 1). The
proposed metric is a function of SNR (Signal Noise Ratio) and of the number
of hops.

Inter-layer Interaction

Figure 1. Inter-Layer Interaction

1. Related Work

In [BARO4] the authors proposed a new network metric the medium Time
Metric (MTM), which is derived from a general theoretical model of the reach-
able throughput in multi-rate ad hoc wireless networks. The MTM avoids using
the long range link favored by shortest path routing in favor of shorter, higher
throughput, more reliable links.

In [GCNBO3] the authors propose a new power-aware routing technique for
wireless ad hoc networks (PARO) where all nodes are located within the max-
imum transmission range of each other. PARO uses a packet forwarding tech-
nique where immediate nodes can elect to be redirector on behalf of source-
destination pairs with the goal of reducing the overall transmission power
needed to deliver packet in the network, thus, increasing the operational life-
time of network devices.

In [DACMO2] the authors show that the minimum hop path generally contains
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links which exhibit low reliability. In [DRWT97] and [HLTO2] the authors
present routing protocols which are based on signal stability rather then on
only a shortest path in order to provide increased path reliability.

Based on the IEEE 802.11 protocol, the Receiver Based Auto Rate (RBAR)
protocol was presented in [GHBO1]. RBAR allows the receiving node to select
the rate. This is accomplished by using the SNR or the RTS packet to choose
the most appropriate rate and to communicate that rate to the sender using the
CTS packets. This allows much faster adaptation to the changing channel con-
ditions than ARF, but requires some modifications to the 802.11 standard.

The Opportunistic Auto Rate (OAR) protocol which is presented in [BSKO02],
operates using the same receiver based approach, but allows high-rate multi-
packet burst to take advantage of the coherence time of good channel con-
ditions. The bursts also dramatically reduce the overhead at high rates by
smoothing the cost of contention period and RTS CTS frames over several
packets.

2. IEEE 802.11 MAC Layer Approach

The IEEE 802.11 technology is a good platform to implement single-hop
ad hoc network because of its extreme simplicity. But in a multi-hop ad hoc
networks environment, the IEEE 802.11 protocol works inefficiently. There are
two main effects that reduce the *effiency* of the protocol. First the 802.11b
standard extends the 802.11 standard by introducing a higher-speed Physical
Layer in the 2.4 Ghz band still guaranteeing the interoperability with 802.11
cards. The 802.11b standard enables multi-rate transmission at 11 Mbps and
5.5 Mbps in addition to 1 Mbps and 2 Mbps. To ensure the interoperability,
each WLAN defines a basic rate set that contains the data transfer rate that
must be used by all the stations in a WLAN. The overhead due to the use of the
basic rate between all the stations in a WLAN is very important and it affects
the throughput.

8 Ty is the time required to transmit all the control frame Tpyr = Trys +
Tets + Tack-

8 Tack is the time required to transmit MAC ACK frame which includes
Physical header and MAC header.

®  Tlatq is the time required to transmit a MAC data frame which includes
Physical header, MAC header, MAC payload

» T, is the Slot Time.

® Thayload is the time required to transmit only the m bytes generated
by the application; Tpayload is therefore equal to m/data rate where

15
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data rate is the data rate used by the NIC to transmit data, i.e., 1, 2, 5.5
or 11 Mbps.
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However, even with large packet size (eg., m=1024 bytes) the bandwidth uti-
lization is lower than 39% (cf Fig. 2). This theoretical analysis corresponds to
the measurement of the actual throughput at the application level. Two typical
“applications” have been considered: FTP and CBR. The experimental results
related to the UDP traffic are very close to the maximum throughput computed
analytically. As expected, in the presence of TCP traffic the measured through-
put is lower than the theoretical maximum throughput. Indeed, when using the
TCP protocol overhead related to the TCP-ACK transmission has to be taken
into account.

In the second graph (cf Fig. 3), qualnet simulations have been run for which
one “CBR” application have been considered (packets size = 1024 bytes). The
throughput has been studied as a function of the number of hops and for dif-
ferent available rate using the IEEE 802.11b protocol. We could see how the
transmission throughput decreases as a function of the number of hops.

Effect of the SNR

Many current and proposed wireless network standards such as IEEE 802.11a,
IEEE 802.11b or HyperLan 2 present a multi-rate capacity. The IEEE802.11b
has different adaptive modulations which were investigated with the dynamic
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Figure 3. Throughput vs number of hop

channel allocation technology. All of them are trying to improve the effective
data rate given the specified bit error rate (BER). Due to the physical prop-
erties of communication channels, there is a direct relationship between the
rate of communication and the quality of the channel required to support that
communication reliably. Since the distance is one of the primary factor that de-
termines wireless channel quality, there is an inherent trade-off between high
transmission rate and effective transmission range. The SNR is a very interest-
ing information to monitor because it reflects the link quality. In a multi-rate
protocol, each available link may operate at a different rate. The most impor-
tant challenge is to choose a good trade-off between the link quality and the
number of hops. As a short link can operate at high rate, more hops are re-
quired to reach the destination.

The Figure 4 and 5 show the Bit Error rate is represented as a function of SNR
and the Throughput as a function of the SNR (cf Fig. 5). We can see the ef-
fect of the SNR on the transmission performance. But the distance of each
link is the primary factor that determines channel quality. Long links have
low quality, and thus operate at low rate (cf Fig. 4). Nevertheless, it is diffi-
cult to measure the link quality, so we propose to use the Smoothed value of
Signal-to-Noise-Ratio since SNR could change dynamically with a high fre-
quency due to electro-magnetic effect. This Smoothed SNR (SSNR) value can
be computed as follows:

ssnr = (1 — a) * old_snr + a x cur_snr

where cur_snr and old_snr denote the value of the SNR on receipt of a packet
and the previously computed ssnr, respectively. The constant value « is a
filtering factor and it is set between 0.7 and 0.9 as a function of changing speed
of the signal.
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Range(meters) | 11Mbps | 5.5Mbps | 2Mbps | 1Mbps
Open 160m 270m 400m | 550m
Semi-open 50m 70m 90m 115m
Closed 25m 35m 40m 50m

Figure 4.  Relation between the distance of two nodes and the available data rate
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3. Network Layer Approach

Ad-Hoc networks require a highly adaptive routing scheme to deal with the
frequent topology changes and low performance. In this paper, we propose a
routing protocol that utilizes the ad hoc network characteristics to select the
route which has a better compromize between the number of hops, the theo-
retical available bandwidth, and the stability of the route. This protocol is new
because it uses the signal strength and SNR available at the MAC layer of an
individual host as a route selection criteria. The trade-off between the number
of hops and the SNR of each individual route defines a new network metric.
The new metric available at the network layer allows to have a global overview
of the best available path. In this protocol, a host initiates route discovery on-
demand (only when a route is needed to send data). The source broadcasts a
route-search packet which will be propagated to the destination, allowing the
destination to choose a route and return a route reply.

This paper describes an implementation of the AODV protocol based on a
cross layer mechanism in which we use SNR information to obtain better rout-
ing techniques. To do so, we use SNR of each node to determine the route
which will have globally the best SNR along the path. For this purpose we
have added SNR information in each RREQ packet which is used as QoS in-
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Figure 7.  Cross-Layer Extension in AODV Frame

formation. Each node that forwards these packets adds its own SNR informa-
tion, thus updating the SNR of each link along the route. When the destination
node receives the RREQ packet it directly has the information about the quality
of the route. The destination node then determines the best route and replies
by sending a RREP packet so that each node on the route can save the QoS
information in its routing table. With a route decision mechanism, we take
advantage of this QoS information, the route quality and the global throughput
are improved.

The RREQ and the RREP AODV frame carry the new extension field (cf Fig.
7). Each host along the path picks back the new metric in the extension field of
the RREQ frame. In the case of RREP frame, each host along the path reads
the new metric value and stores it in its routing table.

As we always find the link with the best SNR, we obtain a path with small
transmission range but it may increase the number of hops. Consequently, the
channel access overhead (e.g, backoff time) could be increased in proportion
with the hop count. However it can reduce the link-level transmission time
(=~ Packet Size / Bandwidth), which is highly affected by the packet size. By
reducing the transmission time, we can achieve a better throughput and always
reduce the total energy consumption in the network wide.

This protocol have been tested with ns-2 and is available. It is developed with
the source code of AODV-UU[LN] with cross-layer extension[Gau04].

4. Expected Result

In the first part of this paper we have presented different effects of SNR on
link quality. First, the throughput and the SNR are directly correlated to the
distance between the sender and the receiver (cf Fig. 9). Second, the through-
put is directly correlated to the SNR (cf Fig. 8).

A good link quality is defined by a good SNR. The SNR is a good indicator
of the quality of service of the link. But it is more convenient to aggregate
all SNR informations available on each link into one metric indicator for each
path.

We chose this new metric to find the best available path and to globally im-
prove the network performance. Each link of the best path will have a low Bit
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Error Rate and the selected path has the best available throughput between the
sender and the receiver. The measuring method of SNR helps us to have a good
overview over the time of the SNR information and notjust the SNR at a given
selected time. It helps us to determine which link has a good stability over the
time and which link has the lower probability to shutdown.

5. Future Works

The new challenge is to develop a mechanism to monitor the link quality in
real-time during the communication. In this case when the quality of service
of a link falls down, a mechanism should be implemented to find a new path.
It will also be necessary to propose a trade-off between the number of hops
and the quality of each link. It will not lead to select the best available route
but to the selection of a route which presents the best compromise between the
number of hops and the available data rate.

This mechanism could help us to develop a new method of load-balancing
because each node could monitor the number of path search demands and de-
termine a trade-off not to be crossed.

6. Simulation Issues

We run simulations in order to test the performance and to validate cross-
layer protocols We have written modules simulating a layered stack, which in-
cludes MAC layer and network layer. Each layer module communicates with
the upper and the lower layer modules and each layer module communicates
also with the other modules of the same layer in other stacks (see Fig. 1). Mod-
ules inside the stack are supposed to communicate with the cross-layer stack.
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To simulate these communications, a design solution has been implemented.
Small experience maybe hand maneged but for longer experiments, simulation
should have to be automatically and dynamically run. So it is necessary to de-
sign dynamic and autonomic simulations, which are not easy. This part of the
work is not completed yet.

7. Conclusion

In this paper, we started to investigate several cross-layer protocols and we
have presented implementation of the AODV protocol which includes cross-
layer extension. The concept of cross-layer provides a wide field of informa-
tion exchange between layers. We focused on SNR which is a useful infor-
mation to exchange because a low SNR level impacts throughput on the path.
A low SNR level leads to a high bit error rate and consequently to a low link
throughput.

This protocol uses SNR information in the calculating of the network metric
to choose the link with the best available quality (low bit error rate and high
throughput). In wireless networks major criteria are the radio channel quality
and the energy consumption. These elements cannot be only managed at a
local level but have to be managed in a distributed way in the network. Conse-
quently a new network metric has to be created, instead of looking only for the
number of hops between the transmitter and the receiver. The quality of the
radio channel along the route will also considered.

In order to validate cross-layer methods it is necessary to run a lot of very
long simulations in an autonomic and a dynamic way. This work is not com-
pleted yet. Nevertheless, cross-layer will probably lead to get very useful re-
sults about ad-hoc networks optimization.

The design of dynamic and autonomic simulations may be of general use in
order to solve a large set of problems.
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Abstract The use of loss differentiation algorithms within the congestion control scheme
of TCP was proposed recently as a way of improving TCP performance over
heterogeneous networks including wireless links affected by random loss. Such
algorithms provide TCP with an estimate of the cause of packet losses. In this
paper, we propose to use the Vegas loss differentiation algorithm to enhance the
TCP NewReno error-recovery scheme, thus avoiding unnecessary rate reduction
caused by packet losses induced by bit corruption on the wireless channel. We
evaluate the performance of this enhanced TCP, showing that it achieves higher
goodput over wireless networks, while guaranteeing fair share of network re-
sources with classical TCP versions over wired links. Finally, by studying the
TCP behavior with an ideal scheme having perfect knowledge of the cause of
packet losses, we provide an upper bound to the performance of all possible
schemes based on loss differentiation algorithms. The proposed TCP enhanced
with Vegas loss differentiation algorithm well approaches this ideal bound.

Keywords: TCP, Wireless Networks, Internet, Protocols.

1. Introduction

The Transmission Control Protocol (TCP) has proved efficient in classical
wired networks, proving an ability to adapt to modern, high-speed networks
and new scenarios for which it was not originally designed. However, modern
wireless access networks, such as cellular networks and wireless local area
networks, pose new challenges to the TCP congestion control scheme.

The existing versions of TCP, like Reno or NewReno, experience heavy
throughput degradation over channels with high error rate, such as wireless
channels. The main reason for this poor performance is that the TCP con-
gestion control mechanism cannot distinguish between random packet losses
due to bit corruption in wireless channels and those due to network congestion.
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Therefore, the TCP congestion control mechanism reduces, even when not nec-
essary, the transmission rate. To avoid such limitation and degradation, several
schemes have been proposed and are classified in [H.Balakrishnan et al., 1997].
A possible way to reduce the throughput degradation due to transmission er-
rors is to use loss differentiation algorithms that try to estimate the cause of
packet losses [S.Cen et al., 2003].

In this paper we propose to use the Vegas loss differentiation algorithm, also
known in literature as Vegas Loss Predictor (LP) [Brakmo and Peterson, 1995]
to enhance the TCP NewReno error-recovery scheme, as proposed in [S.Cen
et al., 2003, Fu and S.C.Liew, 2003], thus avoiding unnecessary rate reduction
caused by packet losses induced by bit corruption on the wireless channel.

We evaluate the performance of this enhanced TCP (TCP NewReno-LP),
showing that it achieves higher goodput over wireless networks, with both
long-lived and short-lived TCP connections, while guaranteeing fair share of
network resources with current TCP versions over wired links. TCP NewReno-
LP can be implemented by modifying the sender-side only of a TCP connec-
tion, thus allowing immediate deployment in the Internet.

We also evaluate the behavior of TCP enhanced with ideal loss prediction,
assuming perfect knowledge of the cause of packet losses, thus providing an
upper bound to the performance of all possible schemes based on different loss
differentiation algorithms. The TCP enhanced with Vegas loss predictor well
approaches this ideal bound.

The paper is structured as follows: Section 2 presents TCP NewReno-LP.
Section 3 presents the simulation network model. Section 4 analyzes the accu-
racy of TCP NewReno-LP in estimating the cause of packet losses under sev-
eral realistic network scenarios. Section 5 measures the performance of TCP
NewReno-LP in terms of achieved goodput, fairness and friendliness, and its
performance is compared to existing TCP versions, like TCP NewReno and
TCP Westwood [Wang et al., 2002], over heterogeneous networks with both
wired and wireless links affected by independent and correlated packet losses.
Finally, Section 6 concludes the paper.

2. TCP NewReno Enhanced with Vegas Loss Predictor

The Vegas loss predictor [Brakmo and Peterson, 1995] decides whether the
network is congested or uncongested based on rate estimations. This predictor
estimates the cause of packet losses based on the parameter Vp, calculated as

cwnd cwnd
RTT,., RITT
where cwnd/RT Tpn represents the expected flow rate and cwnd/RTT the
actual flow rate; cwnd is the congestion window and BT T,y is the minimum
Round Trip Time measured by the TCP source.

VP = ( ) . RTTmin (l)
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Given the two parameters a and 8 [segments], when Vp > 3, the Vegas loss
predictor assumes that the network is congested; when Vp < a, possible losses
will be ascribed to transmission random errors. Finally, when a < Vp < 0,
the predictor assumes that the network state is the same as in the previous
estimation.

We propose to use this predictor within the congestion control of a TCP
source as follows: when the source detects a packet loss, i.e. when 3 duplicate
acknowledgements are received or a retransmission timeout expires, the Vegas
predictor is asked to estimate the cause of the packet loss.

If the loss is classified as due to congestion, the TCP source reacts exactly as
a classical TCP NewReno source, setting the slow start threshold (ssthresh) to
half the current flight size. This allows TCP NewReno-LP to behave as fairly
as the standard TCP protocol in congested network environments.

On the contrary, if the loss is classified as due to random bit corruption on
the wireless channel, the ssthresh is first updated to the current flight size
value.

Then, if the packet loss has been detected by the TCP source after the receipt
of 3 duplicate ACKSs, the TCP sender updates the cwnd to ssthresh + 3 Maxi-
mum Segment Sizes (MSS) and enters the fast retransmit phase as the standard
TCP NewReno. This allows the source to achieve higher transmission rates
upon the occurrence of wireless losses, if compared to the blind halving of the
transmission rate performed by current TCP implementations.

If the packet loss has been detected by the TCP source after a retransmission
timeout expiration, the congestion window is reset to 1 segment, thus enforcing
a friendly behavior of the TCP source toward current TCP implementations.

3. Simulation Network Model

The TCP NewReno-LP scheme described in the previous Section was sim-
ulated using the Network Simulator package (ns v.2 [ns-2 network simulator
(ver.2).LBL, ]), evaluating its performance in several scenarios as proposed in
[S.Floyd and V.Paxson, 2001].

We assume, as in the rest of the paper, that the Maximum Segment Size
(MSS) of the TCP source is equal to 1500 bytes, and that all the queues can
store a number of packets equal to the bandwidth-delay product. The TCP
receiver always implements the Delayed ACKs algorithm, as recommended in
[M.Allman et al., 1999].

The network topology considered in this work is shown in Fig. 1. A single
TCP NewReno-LP source performs a file transfer. The wired link § «— N
has capacity Csy and propagation delay Tgy. The wireless link N «— D
has capacity Cnp and propagation delay Tnp-
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Figure 1. Network topology in simulations for TCP performance evaluation.

We considered two different statistical models of packet losses on the wire-
less link: independent and correlated losses. To model independent packet
losses, the link drops packets according to a Poisson process, causing a packet
error rate (PER) in the 1073 to 10! range.

To account for the effects of multi-path fading typical of wireless environ-
ments, we also considered links affected by correlated errors. From the exist-
ing literature [A.A.Abouzeid et al., 2000], we modeled the wireless link state
(Good or Bad) with a two-state Markov chain. The average durations of the
Good and Bad states are equal to 1 and 0.05 seconds, respectively. In the
Good state no packet loss occurs, while we varied the packet error rate in the
Bad state from 0% to 100%, to take into account different levels of fading.

4. Accuracy Evaluation

The key feature of Loss Predictor schemes (LP) is to be accurate in esti-
mating the cause of packet losses, as the TCP error-recovery algorithm we
introduced in Section 2, based on the Vegas Predictor, reacts more gently or
more aggressively than existing TCP sources depending on the LP estimate.
Evidently, when the packet error rate is low and most of packet losses are due
to congestion, LP accuracy in ascribing losses is necessary to achieve fair-
ness and friendliness with concurrent TCP flows. On the other hand, when the
packet error rate is high such as on wireless links, LP accuracy is necessary to
achieve higher goodput, defined as the bandwidth actually used for successful
transmission of data segments (payload).

TCP sources detect loss events based on the reception of triple duplicate
acknowledgements or retransmission timeout expirations. We define wireless
loss a packet loss caused by the wireless noisy channel; a congestion loss is
defined as a packet loss caused by network congestion.

The overall accuracy of packet loss classification achieved by a loss pre-
dictor is thus defined as the ratio between the number of correct packet loss
classifications and the total number of loss events.

We measured the accuracy of the Vegas predictor in the network topology
of Fig. 1, with Cgny = 10 Mbit/s, 7y = 50 ms and Cnyp = 10 Mbitss,
nvp = 0.01 ms, We considered both the scenarios with and without cross
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traffic on the wired link and both uncorrelated and correlated errors on the
wireless link.

As explained in Section 2, the Vegas predictor detects congestion and wire-
less losses based on two thresholds, a and 3. We tested several values for the
parameters a and# and we found the best performance for the accuracy of the
Vegas predictor for « = 1 and 8 = 3. We presented a detailed analysis of
the accuracy of the Vegas predictor and other loss differentiation algorithms
in [S.Bregni et al., 2003]. In this paper, we summarize only some of the most
significant results.

Fig. 2(a) shows the accuracy of packet loss classifications of the Vegas
predictor with these parameters as a function of the packet error rate in the
scenario with no cross traffic and independent packet losses. Each accuracy
value has been calculated over multiple file transfers, with very narrow 97.5%
confidence intervals [K.Pawlikowski et al., 2002]. The vertical lines reported
in all Figures represent such confidence intervals for each accuracy value.

i} i

T 3 o W W W 4 5 w7 0 fo0
Pacied Ermor Fate (%) Pachet Error Fate in the Bad stete (%)
(a) Independent losses (b) Correlated losses

Figure 2. Accuracy of classification of packet losses for the Vegas loss predictor as a function of PER
in two scenarios: (a) independent packet losses (b) correlated packet losses

Fig. 2(b) shows the accuracy of the Vegas predictor when transmission er-
rors are correlated and modeled as described in Section 3. The Vegas predictor
provides high accuracy and approaches an ideal estimator for the whole range
of packet error rates.

We have also extended our analysis to more complex network scenarios,
with a varying number of TCP connections, multiple hops and various patterns
of cross traffic on the wired link. For the sake of brevity we do not report these
results. In all the scenarios we examined, the accuracy of the Vegas predictor
has always been higher than 70%.
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5. TCP Performance over Wireless Links

So far, this paper has shown that TCP NewReno-LP performs an accurate
estimation of the cause of packet losses in various network scenarios. However,
as this algorithm is mainly designed to achieve high goodput in the presence of
links affected by random errors, a study was made of the performance of this
algorithm over wireless links.

To measure TCP NewReno-LP performance, and compare it with other TCP
versions, we considered several network scenarios with two different types of
connections: the long-lived TCP connections, typical of FTP file transfers, and
short-lived connections, typical of HTTP connections. In the following we
discuss the results obtained by simulation.

Uncorrelated Losses

Following the guidelines proposed in [S.Floyd and V.Paxson, 2001], we
considered the topology shown in Fig. 1. We analyzed three network scenarios
with different capacity of the wired and wireless link: Csny = 2, 5or 10 Mbit/s
and Cyp = 10Mbit/s. The Round Trip Time (RTT) is always equal to 100 ms
and the queue can contain a number of packets equal to the bandwidth-delay
product. We considered independent packet losses, modeled as described in
Section 3. For each scenario we measured the steady state goodput obtained by
TCP NewReno-LP (the bold line), TCP Westwood with NewReno extensions
[High Performance Internet Research Group, ] and TCP NewReno. All good-
put values presented in this Section were calculated over multiple file transfers
with a 97.5% confidence level [K.Pawlikowski et al., 2002]. The results are
shown in Figures 3(a), 3(b) and 4, where the vertical lines represent, as in all
the other Figures, the confidence interval for each goodput value.

| ]
6.1
Packet Errot Rate (%)

~1
Packet Emor ate (%)

(a) Cgn = 2 Mbit/s, Cyp = 10 Mbit/s (b) Csn = 5 Mbit/s, Cyp = 10 Mbil/s

Figure 3. Goodput achieved by various TCP versions in the topology of Fig. 1 as a function of PER
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Figure 4. Goodput achieved by various TCP versions in the topology of Fig. 1 with Csny = 2 Mbit/s
and Cyp = 10 Mbit/s as a function of PER

It can be seen that for all packet error rates and at all link speeds TCP
NewReno-LP achieves higher goodput than TCP NewReno. This is due to
the Vegas loss predictor that prevents, most of the time, confusion between
real network congestion signals, due to queue overflow, and signals due to link
errors.

Note that for packet error rates close to zero, when congestion is the main
cause of packet losses, TCP NewReno-LP achieves practically the same good-
put as TCP NewReno. This allows TCP NewReno-LP sources to share friendly
network resources in mixed scenarios with standard TCP implementations, as
it will be shown in Section 5.

In all the considered scenarios, we also measured the goodput achieved by a
TCP Westwood source with NewReno extensions (TCP Westwood-NR). In all
simulations this source achieved higher goodput than the other TCP versions,
especially when the packet error rate was high. However, we believe that there
is a trade-off between achieving goodput gain in wireless scenarios and being
friendly toward existing TCP versions in mixed scenarios where the sources
use different TCPs. In fact, if a TCP source is too aggressive and achieves a
goodput higher than its fair share over a wired, congested link, its behavior is
not friendly toward the other competing connections. This behavior will be
analyzed in Section 5.

To provide a comparison, Figures 3(a), 3(b) and 4 also report the perfor-
mance achieved by a TCP NewReno based on an ideal estimator that always
knows the exact cause of packet losses (TCP NewReno-Ideal-LP). This scheme
provides an upper bound on the performance achievable by every scheme based
on loss predictors. Note that our scheme approaches this bound for all the con-
sidered scenarios.
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Correlated Losses

To account for the effects of multi-path fading typical of wireless environ-
ments, we also investigated the behavior of TCP NewReno-LP in the presence
of links affected by correlated errors, modeled as described in Section 3. We
considered two different scenarios with wireless link capacities equal to 2 and
5 Mbit/s, and a Round Trip Time equal to 100 ms. Fig. 5(a) shows the steady-
state goodput achieved by the TCP versions analyzed in this paper as a function
of the packet error rate in the Bad state. TCP NewReno-LP achieves higher
goodput than TCP NewReno and practically overlaps to the goodput upper
bound achieved by the ideal scheme TCP NewReno-Ideal-LP.

b

B e i, T ™ I R o
(a) Csny = 2 Mbitls, Cyp = 10 Mbit/s {(b) Csn = 5 Mbit/s, Cyp = 10 Mbit/s

Figure 5. Goodput achieved by various TCP versions in the topology of Fig. 1 as a function of PER in
the Bad state

A similar behavior was observed in Fig. 5(b) where we reported the goodput
achieved by the analyzed TCP versions in the topology shown in Fig. 1 with
a 5 Mbit/s link capacity as a function of the packet error rate in the Bad state.
Note that in this scenario the performance improvement of TCP NewReno-LP
over TCP NewReno is higher than in the 2 Mbit/s scenario, as wireless losses
affect more heavily TCP NewReno goodput when the bandwidth-delay product
of the connection is higher [T.V.Lakshman and U.Madhow, 1997].

Impact of Round Trip Time

Packet losses are not the only cause of TCP throughput degradation. Many
studies [J.Padhye et al., 1998] have pointed out that TCP performance also de-
grades when the Round Trip Time (RTT) of the connection increases. TCP
NewReno-LP allows to alleviate this degradation to improve performance.
Fig. 6(a) and 6(b) report the goodput achieved by TCP NewReno and TCP
NewReno-LP sources transmitting over a single link with capacity equal to 2
Mbit/s and a 5 Mbit/s, respectively, as a function of the Round Trip Time of
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the connection. The link drops packets independently with a loss probability
constantly equal to 0.5%.

oW w W w R .hﬁém'iﬁ,ﬁ—.;,m
(a) 2 Mbit/s (b) 5 Mbit/s link

Figure 6.  Goodput achieved by TCP NewReno-LP and TCP NewReno over a single link as a function
of the RTT of the connection

We point out the high goodput gain of TCP NewReno-LP over TCP NewReno.
This behavior is more evident when the Round Trip Time of the connection in-
creases.

Short-Lived TCP Connections

We also studied the performance of TCP NewReno-LP with short-lived TCP
connections. We considered, in line with the literature [N.Cardwell et al.,
2000], a typical HTTP connection involving the transfer of a 10 kbyte file
over a 5 Mbit/s link affected by a 5% random packet loss, with 100 ms Round
Trip Time. We simulated 500 transfers and measured the duration of each file
transfer.

The average time to complete the transfer was 0.79 seconds for TCP NewReno-
LP and 0.81 seconds for TCP NewReno. Hence, also for short file transfers,
TCP NewReno-LP achieves the same results as the current TCP version.

Friendliness and Fairness

So far we have shown that the TCP NewReno-LP scheme estimates accu-
rately the cause of packet losses and that achieves higher goodput than existing
TCP versions over wireless links with both uncorrelated and correlated losses.

Following the methodology proposed in [Wang et al., 2002], we evaluated
friendliness and fairness of TCP NewReno-LP in a variety of network scenar-
ios and we compared them by those achieved by TCP Westwood-NR. The term
friendliness relates to the performance of a set of connections using different
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TCP flavors, while the term fairness relates to the performance of a set of TCP
connections implementing the same algorithms.

This section shows how the proposed scheme is able to share friendly and
fairly network resources in mixed scenarios where the sources use different
TCPs.

To this purpose, we first evaluated TCP NewReno-LP friendliness by con-
sidering two mixed scenarios: in the first one 5 TCP connections using ei-
ther TCP NewReno-LP or TCP NewReno share an error-free link with capac-
ity equal to 10 Mbit/s and RTT equal to 100 ms; in the second one the TCP
NewReno-LP sources were replaced by TCP Westwood-NR sources.

By simulation we measured the goodput, for each connection, and for all
cases. The average goodput of n TCP NewReno-LP and of m TCP NewReno
connections, with n + m = §, is shown in Fig. 7(a).

T
| o TCPNewReno | _|

v — T 7 ] ¥ ] L ] T ] 3 . 5
Number of TCP NewReno connections Humber of TCP-NewRlene connections
(a) TCP NewReno-LP and TCP NewReno (b) TCP Westwood-NR and TCP NewReno

Figure 7. Average goodput of (a) n TCP NewReno-LP and m TCP NewReno connections and (b) n
TCP Westwood-NR and mn TCP NewReno connections, with n + m = 5, over a 10 Mbit/s link with RTT
equal to 100 ms

The goodput achieved by both algorithms is very close to the fair share for
the full range of sources.

The same experiment was performed with TCP connections using either
TCP Westwood-NR or TCP NewReno, and the results are shown in Fig. 7(b).
In this scenario TCP Westwood-NR sources proved more aggressive toward
TCP NewReno sources than TCP NewReno-LP, and achieved a goodput higher
than the fair share practically in every case. This behavior evidences the trade
off that exists between achieving high goodput gain in wireless scenarios and
being friendly in mixed network scenarios.

To measure the level of fairness achieved by TCP NewReno-LP we consid-
ered the same scenario described above first with 5 TCP NewReno-LP con-
nections and then with 5 TCP NewReno sources sharing a 10 Mbit/s link with
RTT equal to 100 ms. In this scenarios congestion is the only cause of packet
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losses. The Jain’s fairness index of 5 TCP NewReno-LP connections was equal
to 0.9987, and that achieved by 5 TCP NewReno sources was equal to 0.9995.
These results confirm that TCP NewReno-LP achieves the same level of fair-
ness of TCP NewReno.

We also extended our simulation campaign to more complex scenarios with
a varying number of competing connections. The results obtained confirm
that TCP NewReno-LP achieves an high level of friendliness toward TCP
NewReno, thus allowing its smooth introduction into the Internet.

6. Conclusions

In this paper, we have discussed and analyzed issues related to the use of
Loss Differentiation Algorithms for TCP congestion control. We proposed
to use the Vegas loss predictor to enhance the TCP NewReno error-recovery
scheme, thus avoiding unnecessary rate reductions caused by packet losses
induced by bit corruption on the wireless channel. The performance of this
enhanced TCP (TCP NewReno-LP) was evaluated by extensive simulations,
examining various network scenarios. Two types of TCP connections were
considered, namely long-lived connections, typical of file transfers, and short-
lived connections, typical of HTTP traffic. Moreover, we considered two dif-
ferent statistical models of packet losses on the wireless link: independent and
correlated losses. We found that TCP NewReno-LP achieves higher goodput
over wireless networks, while guaranteeing good friendliness with classical
TCP versions over wired links. Moreover, we found that the Vegas loss predic-
tor, embedded in TCP NewReno-LP, proved very accurate in classifying packet
losses. Finally, we also defined an ideal scheme that assumes the exact knowl-
edge of packet losses and provides an upper bound to the performance of all
possible schemes based on loss differentiation algorithms. The TCP enhanced
with Vegas loss predictor well approaches this ideal bound.
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Abstract High speed cable/ADSL connections are rapidly becoming the standard for In-
ternet at home. Conversely, mobile network operators only offer low bit rate data
services to their 2.5G users, and 3G will not be in full swing for another couple
of years. In this context, the cooperation between a mobile telecommunication
network and a broadcast network can be a suitable alternative to enhance this
offer with high speed e-mail, web browsing, file download or even peer-to-peer
services. This paper presents a network architecture based on the coupling of
a GPRS uplink with a DVB-T downlink, to provide Internet connectivity for
unicast and multicast services. We first study the GPRS network and show the
issues raised by specific use of this return channel. Then, we analyse, using
simulations, how to tune the TCP parameters to increase the GPRS/DVB-T hy-
brid network performances. Finally, we describe the network architecture of the
deployed system, and evaluate its performances.

Keywords: Hybrid network, cooperation, asymmetry, TCP, GPRS, DVB-T

1. Introduction

In a hybrid network, the uplink and downlink are different. In our case
we use DVB-T (Digital Video Broadcasting Terrestrial) for the downlink and
GPRS (Generalised Packet Radio Services) for the uplink. The request (Regq.)
is sent by GPRS to the HNIS (Hybrid Network Interconnection System). Then
the request is forwarded to the appropriate server on the Internet, whose reply
is routed on the DVB-T network [1].

DVB-T is a robust, unidirectional, broadcast network with high bandwidth,
whereas GPRS is a bidirectional telecommunication network, with a low band-
width, and a considerable bit error rate [2]. The cooperation between these two
networks creates important asymmetries between the two links of communi-
cation as shown by experimental measures (Tab. 1). Thereafter we will study
the impact of this asymmetry on the TCP mechanisms. Indeed, the TCP pro-
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Figure 1.  Hybrid network architecture

tocol, without specific tuning, has poor performances in this hybrid network
architecture (Fig. 1).

QoS parameters GPRS (uplink) DVB-T
Latency 700ms-4s 50-60ms
Jitter 4s 10ms
Packet error rate 1-2% <10~
Available bandwidth 20kbits.s ! 20Mbits.s ™!

Table 1. GPRS/DVB-T QoS parameters

Measures in table (Tab. 1) are performed for several bit rates (0.6kbits.s !
to full bandwidth).

2. Issues raised by the GPRS return channel

In this section we study the GPRS return channel issues. The following
experimentations are made on real GPRS networks. We use several GPRS
subscriptions of Finnish and French operators. All the results being very simi-
lar with the different operators, we only analyse the test results of one operator,
RADIOLINJA. All the GPRS subscriptions have two timeslots for upload. The
experimental tests consist of sending IP packets (ICMP packet, 84 bytes) from
a terminal to a server, and receiving these packets. The sent packets generate
a constant bit rate. Then we study the RTT (Round Trip Time) related to each
packet. In one case the packets are sent by GPRS and are received by GPRS.
We call this transmission mode bidirectional, since we use the uplink and the
downlink of GPRS. In another case, the packets are sent by GPRS and are re-
ceived by LAN. We call this transmission mode unidirectional. As the latency
of the transmission on the LAN is very low compared to the latency on GPRS
(LAN<Ims, GPRS=1s), we do not take into account the latency of the LAN.
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So, we can evaluate the behavior of the GPRS latency as a function of the
uplink load, and thus the consequences of an exclusive use of the GPRS uplink.

2.1 GPRS Bidirectional mode

We can notice in the figure 2 that the latency of the GPRS network is
around 1s (despite many oscillations), for throughputs ranging from Skbits.s ™!
to 20kbits.s 1. At 25kbits.s~!, we reach the bandwidth limit of the GPRS con-
nection. The latency increases strongly due to buffer mechanisms in the GPRS
network.

GPRS Latency
T T

Latency(ms)
:

ICMP packels

Figure 2.  GPRS latency in bidirectional mode

For lower bit rates, the throughput oscillates presumably because of the time
division of the bandwidth in the transmission mode of GPRS.

2.2 GPRS Unidirectional mode

We note that the behavior of the GPRS network (latency according to the
load of the uplink) in the unidirectional mode (Fig. 3) is totally different from
the bidirectional mode. The latency increases faster for small throughputs. A
detailed analysis of the GPRS latencies shows a brutal jump from 2.4s to 4s
for the traffic of 15kbits.s~}, 20kbits.s~!, 25kbits.s~!. The latency increases
quasi-linearly until reaching a critical threshold of 2.4s (Fig. 3). There are
therefore two different behaviors of the GPRS latency:

® A stationary, oscillating mode for throughput lower than 10kbits.s ™,

# A quasi-lineary, increasing mode involving a latency jump from 2.4s to
4s, for throughput greater than 10 kbits.s~1.
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Figure 3. GPRS latency in unidirectional mode

23 GPRS uplink critical throughput

A more precise study permits to specify the critical throughput v beyond

which the latency jumps to 4s. As shown in previous sections, the GPRS la-
tency varies with the type of use (unidirectional or bidirectional). In our hybrid
network architecture only the GPRS uplink is used, the latency of the GPRS
network can switch between two differents modes. In one mode the through-
put is lower than « and the latency does not exceed 2s. In the other mode, the
throughput is greater than «y and the latency increases to 4s-5s.
If we consider the GPRS network as a black box model, we can conclude that
the GPRS uplink quality of service is probably related to the traffic on the
GPRS downlink. It is therefore necessary to evaluate the throughput needed
on the uplink for a specific service when we use GPRS as a return channel. In
the GPRS/DVB-T hybrid network, we must limit the uplink traffic to a value
smaller than v to prevent the jump of the latency. This brutal increase of the
latency can otherwise be considered by TCP as a timeout. We will solve the
problem at the transport layer, as we have limited control on the GPRS net-
work.

3. Simulation studies of the hybrid network performances

3.1 Simulation model of the hybrid network

In this section, we use the NS2 (Network Simulator v2) simulation tool to
study the hybrid network architecture, to solve the GPRS return channel issues,
and assess the impact of the various asymmetries of this system. We only sim-
ulate OSI layers three and above. In particular the encapsulation mechanisms
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inherent to the DVB-T and GPRS transmission are not simulated. DVB-T is
represented by a unidirectional link with 20Mbits.s~! bandwidth and 50ms of
delay. GPRS is modeled by a unidirectional link with 20kbits.s~! bandwidth
and 700ms of delay (Fig. 4). We simulate a data transfer from a server S to a
client C trough a TCP connection (FTP). We add a node n and a new link to
introduce the packet loss rate. This link has the same bandwidth as GPRS and
very low delay (Ims). The node n has a very large buffer to simulate the GPRS
network buffer whereas the server and the client have minimal buffers.

20kbits/s, 1ms
packet arrors: n%
DVB-T
20Mbits/s, 50ms
GPRS
20kbits/s, 700ms

Figure 4. The simulation model

3.2 Asymmetries

Asymmetry of delays.  The difference of delay between GPRS and DVB-
T is very important, with respectively 50ms on DVB-T and 700ms on GPRS.
However, this difference does not affect the TCP functions. It is the large RTT
(Round Trip Time), around 750ms, that hinders the throughput of the TCP
communication.

Throughput gz = —TCP}‘;VT?SMG 4}
RTTgprs

= TR 2

P = Rr TpvB-T @

For the simulations, the global RTT is fixed to 750ms (RTTgprs +
RTTpyp-_T), and we vary the ratio p. The ratio p has absolutely no effect,
the simulation results show that the throughput on the downlink is always
626kbits.s~!. However to increase the TCP performances with this large RTT,
we have to increase the TCP window sizes.

Bandwidth asymmetry.  The maximal size of a packet, that can be sent
from the terminal to the server and from the server to the terminal, without
fragmentation is 1500 bytes (M TUypqas = 1500). The TCP protocol generates
a maximum of one Ack (40 bytes) per packet of data. A data transfer from the
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server to the terminal produces, on the uplink, a traffic with a throughput that
cannot exceed 2.67% of the downlink throughput.

Acksize
MTUpes

TCP uses a cumulative acknowledgement mechanism, and thus one Ack can
acknowledge more than one packet of data. We have always:

= 0.0267 3)

number of Ack n< number of data packets m

n-Ackgize
m.MTUpaz

By using the full bandwidth capacity of the uplink (20kbits.s~ 1), and with-
out the other constraints (RTT, packet error rate...), we can estimate a min-
imum throughput of 750kbits.s~! for the download traffic. The TCP option
Delayed Ack permits to defer the sending of the Acks for a duration 8. We
can thus increase the number of data packets acknowledged by one Ack. So,
it is possible to reduce the bandwidth used on the uplink, or to increase the
throughput on the downlink.

< 0.0267 )

TCP option GPRS throughput DVB-T throughput
_ 19.9kbits/s 750kbits/s
Delayed Ack Sms 19.9kbits/s 1200kbits/s
Delayed Ack 20ms 19.9kbits/s 1500kbits/s

Table 2. Bandwidth asymmetry, GPRS latency 1ms, DVB-T latency 1ms

We have run two series of simulations. In the first series, we do not take into
account the temporal dimension of the system by fixing the DVB-T and GPRS
latencies to Ims (Tab. 2). We notice that the traffic on the GPRS link uses
all the bandwidth capacity (20kbits.s~1) and the throughput on the downlink
increases.

In the second simulation, we set the GPRS latency to 700ms and the DVB-
T latency to 50ms and we tune the TCP DelayedAck options (Tab. 3). The
throughput of the downlink increases slightly more while the traffic on the up-
link decreases strongly. In this case the throughput of the system is limited
by the temporal dimension (Expr. 1). The value of the TCP window size is
S0MSS (Maximum Segment Size) [4] [6] [5]. One MSS is equal to the MTU
without the TCP and IP headers, 1460 bytes. Consequently the maximal theor-
ical throughput is 778.6kbits.s ™. This theorical value is confirmed by the sim-
ulations. By increasing the value of the TCP window size to 100MSS, we can
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TCP option GPRS throughput DVB-T throughput
— 19.9kbits/s 747.2kbits/s
Delayed Ack 5ms 12.5kbits/s 757.0kbits/s
Delayed Ack 10ms 12.4kbits/s 752.3kbits/s
Delayed Ack 20ms 10.1kbits/s 761.1kbits/s

Table 3. Bandwidth asymmetry, GPRS latency 700ms, DVB-T latency 50ms

theorically double the throughput of the system. Once again the full bandwidth
of the uplink is used, and the downlink throughput reaches 1490kbits.s!.

The asymmetry of the packet error rate.  In most networks, uplink and
downlink have the same packet error rate. In this case, the DVB-T commu-
nication link has a very low packet error rate, lower than 10~%, whereas the
GPRS link has a large packet error rate, around 1%. By varying the error rate
on the two links, we study how these differences affect the TCP performances.
We use the standard TCP implementation and options for these simulations.

GPRS error rate DVB-T error rate Throughput on DVB-T
0%, 1%, 2% 0% 749kbits/s
0% 0.01% 707 .4kbits/s
0% 0.1% 488.4kbits/s
0% 1% 142.8kbits/s
2% 0.01% 704.6kbits/s

Table 4. Error rate asymmetry

The simulations show that the hybrid architecture is more sensitive to the
errors on the data download link than to the errors on the return channel. This
behaviour is inherent to the cumulative aspect of the TCP acknowledgement
mechanism. Conversely, when the loss of a data packet occurs, TCP has to
wait for a timeout to detect the packet loss and resend it. This timeout is similar
to the RTT, 750ms. This decreases strongly the throughput of the system. The
reliability of the DVB-T transmission to transfer the data packet is appropriate
for the service we want to provide to the end user (data transfer to the client).
Moreover, the error rate of GPRS has very limited influences on the quality of
the service. We consider the system in degraded mode, with 2% of error rate
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on GPRS and 0.01% of error rate on DVB-T. We compare the different TCP
implementations with differents options (Tab. 5).

TCP implementation GPRS throughput DVB-T throughput
Tahoe TCP 18.7kbits/s T04.6kbits/s
Tahoe TCP, DelAck 9.7kbits/s 693.6kbits/s
Reno TCP 19.1kbits/s 718.7kbits/s
Reno TCP, DelAck 9.9kbits/s 710.2kbits/s
NewReno TCP 19.1kbits/s 718.7kbits/s
NewReno TCP, DelAck 9.9kbits/s 710.2kbits/s
Sack TCP 19.1kbits/s 717.2kbits/s
Sack TCP, DelAck 9.7kbits/s 700.6kbits/s

Table 5. 'TCP implementation in degraded mode

We notice that the use of the TCP Delayed Ack option slightly decreases
the performances. As there are fewer Ack to acknowledge packets with the
Delayed Ack option, the loss of one Ack increases the probability to not ac-
knowledge a data packet. However we can see that we only use half of the
uplink bandwidth. This way, we can limit the throughput on GPRS below
the critical GPRS throughput, 10kbits.s~!, and we can solve the GPRS return
channel issue.

33 Hybrid routing
1

With the delayed ack option, the upload traffic remains under [0kbits.s™".
However, if the terminal initiates a data transfer to the server, a new traffic
will be added to the 10kbits.s™! of acknowledgment traffic. A way to prevent
the latency jump on the GPRS link, is to adapt the traffic policy routing on
the HNIS router. The Ack related to the upload traffic is routed to the GPRS
downlink. Thus the GPRS behaviour switches to a bidirectional mode and the
latency is fixed to a value near 700ms. We use a traffic control module to
regulate the data traffic on the downlink and to prevent bursts of traffic. This
contributes to enforce the architecture stability. Another functionality is to
ensure the bandwidth for a single user.

4. Experimentations

For the experimentations, we use a VPN to connect the terminal to the DVB-
T/GPRS Internet router. The VPN offers the compression and encryption capa-
bilities. We use a VPN connection to pass through firewall and/or NAT router.



TCP Performances in a Hybrid Broadcast/Telecommunication System 43

The tests consist of a FTP transfer from the router/server to the terminal. In
one case we use the TCP DelayedAck option (set to 600ms) and in the other
case the terminal acknowledges all the packets.

DVB-T troughput of the hybrid netwark
1.48+06 T T T T T

1.20+06

1e+06 |

200000

Time(s)

Figure 5. DVB-T throughput in the hybrid architecture

GPRS troughput of the hybrid netwark

Throughput (bit/s)

Time(s)

Figure 6.  GPRS throughput in the hybrid architecture

We notice that the GPRS throughput is around 6kbit.s~! for the two FTP
transfers. With the TCP DelayedAck option, the throughput of the DVB-T
traffic can reach 1.3Mbits.s~! whereas without the option, the throughput is
limited to 700kbit.s~!. The average throughput is 747.8kbit.s~! with the TCP
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Figure 7. RTT in the hybrid network

option, against 435.3kbit.s~! without the TCP DelAck. With the TCP opti-
mizations, the RTT has a value of 1185ms, whereas without the RTT has an
average of 1881ms (Fig 7). A low RTT contributes to increase the bit rate
(Expr. 1). Not only the adaptation of TCP increases the performances, but it
increases the stability of the architecture as well.

5. Conclusion

Initially, the TCP protocol was developed to prevent congestion in wired
networks, TCP is not adapted for wireless networks, with high bit error rate,
high asymmetries and multiple interfaces. However for current Internet ser-
vices, a reliable transport mechanism such as TCP is required. Due to dynamic
resource allocation, the QoS of the GPRS uplink is related to the GPRS down-
link traffic. This behavior is a major issue as it impacts the latency in a DVB-
T/GPRS hybrid network architecture. To solve this issue at the transport level,
the TCP/IP stack has been tuned.

8 Use of TCP Delayed Ack option to reduce strongly the return channel
traffic.

®  An advanced policy routing and traffic control to prevent latency peaks
during upload data transfer.

With these tunings, on the hybrid network architecture, it becomes possible
to provide stable high bit rate services (HTTP, FTP, peers to peers, streaming...)
in a wireless environment.
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Abstract Hybrid networks composed of a wireless infrastructure network providing In-
ternet access to an underlying ad hoc network are more and more attractive due
to their low installation cost. In these all-wireless environments, performance is
a key issue as radio bandwidth is scarce. Handoffs management is particularly
important as these networks are likely to be highly mobile. Mobility notifica-
tion should therefore be optimized in order to limit signaling overhead while
keeping a good reactivity against terminals mobility. This article presents and
studies by simulation different level optimizations applied to a modified Cellular
IP protocol.

Keywords: ad hoc networks, hybrid networks, micro-mobility

1. Introduction

Wireless communications have to play a crucial role in computer networks.
They offer open solutions to provide mobility and services where the instal-
lation of a complex wired infrastructure is not possible. With the exponen-
tial growth of wireless communications, a wide range of wireless devices has
been released. In the same time, the number of cellular phones has signifi-
cantly increased. The Internet becomes pervasive and is now bound to cellular
networks. Research on wireless networks has roughly been concentrating on
two distinct themes. The first one aims at extending the edge of infrastruc-
ture networks by the integration of a last wireless hop. The radio connectivity
is provided by Base Stations at the edge of the network. The second theme
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concerns infrastructure-free and auto-organized wireless networks: Mobile Ad
hoc Networks (MANet).

Research efforts aiming at merging cellular wireless and ad hoc networking
have recently increased [4, 10, 5, 7-1, 6]. Hybrid networks, the extension of
cellular networks using ad hoc connectivity, offer obvious benefits. On one
hand, they the extend cellular network coverage using ad hoc connectivity and
on the other hand they provide a global Internet connectivity to ad hoc nodes.
However, deployment of a wired cellular infrastructure still induces a high cost
as well as a lot of constraints. Both costs and constraints can be reduced if we
replace the wired infrastructure network by a fully wireless one. The infras-
tructure network becomes a collection of static wireless nodes acting both as
Base Stations and infrastructure routers. Infrastructure communications be-
come wireless and multi-hop. As the wireless medium slightly differs from the
wired one, the design of classical micro-mobility protocols must be rethought
and if necessary modified.

In this article, we study how ad hoc node mobility/handoffs must be notified
in the wireless infrastructure of a wireless hybrid network in order to achieve
the best performances. Several strategies are proposed. Section 2 presents the
routing protocol as well as the testbed that was used for simulations. Several
strategies for mobility notification frame transmission are compared in sec-
tion 3. Finally in section 4, we propose and compare several mechanisms to
reduce the signaling overhead in the wireless hybrid network.

2. Wireless Hybrid Network

The global architecture is composed of a wireless infrastructure network
extended by a general Mobile Ad-Hoc Network (MANet). This differs from
the work done in [4] since the infrastructure network is wireless and the ad hoc
connectivity may extend further than two hops. In this article, we focus on the
ad hoc nodes mobility notification process within the wireless infrastructure
network and do not compare routing strategies in hybrid networks. Such a
study may be found in [10].

Several micro-mobility protocols such as Cellular IP, Hawaii, Hierarchical
Mobile IP or Edge Mobility have been proposed for wire infrastructure net-
works. Their main tasks are to efficiently manage intra-domain routing, en-
abling mobiles to perform fast handoffs between Base Stations, as well as to
provide a paging service. Several surveys and comparative studies have been
published in [2, 3]. In the rest of this article, we will only consider Cellular
IP [9] as it is largely deployed and has been the subject of an ad hoc extension
in many proposals [8, 1]. The protocol is presented here in a version that has
been slightly modified for use in a wireless infrastructure network and in in-
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teraction with a separate ad hoc routing protocol which is used to extend the
infrastructure coverage.

Every 0.2 s, mobile nodes broadcast ad hoc packets which contain the list
of the mobile neighbors, other mobiles and Base Stations, and the identity of
the Base Station the mobile has chosen to attach to. These packets play both the
role of control packets for the ad hoc routing protocol and route update
for the CIP-like protocol.

Infrastructure nodes also act like Base Stations as they communicate through
a wireless medium and participate to ad hoc routing through the broadcast of
ad hoc packets every 0.2 s. These ad hoc packets contain a list of mobile
neighbors and advertise them as a Base Station. Here again, these ad hoc
packets play both the role of control packets to the ad hoc routing protocol and
BS advertisement for the CIP-like protocol.

Mobility notification is implicitly initiated by a mobile. As a Base Sta-
tion receives an ad hoc packet from an attached mobile, it transforms the
ad hoc packet into a CIP-like route update packet and forwards it to
the infrastructure network Gateway through its up-link neighbor. In an infras-
tructure node, reception of a mobile ad hoc packet updates the route entry
for this mobile and reception of a route update packet updates the down-
going route to the mobile with the last forwarder as next hop. An infrastructure
route has a lifetime of 0.5 s. By default, if no specific route is known, a data
packet is forwarded toward the infrastructure Gateway. Mobile nodes always
transmit their data packet to their Base Station.

The up-link neighbor of an infrastructure node is the father’s node in the
CIP-like routing tree. This tree, routed at the gateway and spanning the infras-
tructure network, is created by diffusion of a gateway advertisement
packet, periodically emitted by the gateway and forwarded by all infrastructure
nodes.

We performed our simulations using the network simulator NS-2!. The
topology network used consists of 9 wireless infrastructure nodes with the ad-
dition of 2 to 64 mobile nodes which move according to the Random Way-
point Mobility model. The maximum speed of the mobile nodes has been set
to 50m/s. Constant Bit Rate data flows of 5 packets of 500 bytes per second
are simulated between the mobile nodes.

3. Comparing the Route Update strategies

The radio medium is far from being similar to a classical wire medium such
as the Ethernet one and differs in several aspects. Wireless links are pervasive
and not isolated due to the broadcast nature of the medium. In consequence,
the topology of the infrastructure network is not efficiently mapped into a rout-
ing tree as it is in Cellular IP. Another difference between wired and wireless
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links is the medium transmission quality and efficiency as bandwidth is smaller
and latency is greater in air. These differences lead to the fact that some de-
sign aspects chosen during the development of Cellular IP may no longer be
appropriate. For example, the choice to transmit route update packets
in unicast increases reliability but also medium occupancy and prevents from
routing along efficient paths.

3.1 Acknowledged broadcast

The IEEE 802.11 distributed coordination function (DCF) basically pro-
vides two MAC level modes for frame transmissions: unicast and broadcast
modes. Unicast frames require acknowledgment from the receiver. The lack
of acknowledgement reception causes the retransmission of the frame until
the transmission succeeds or the maximum retransmission count is exceeded.
Unicast frames can also be protected, especially against hidden node situa-
tions, by using a Request to send - Clear to send (RTS-CTS) exchange prior
to frame transmission. Broadcasted frames are neither protected by RTS-CTS,
nor acknowledged. Therefore, correct reception cannot be guaranteed. But,
if the same data rate is used, broadcasted frames are far more efficient when
transmitting information to a set of neighbor nodes. Both strategies present
advantages for route update messages transmission. Unicast mode favors
reliability and can help maintaining an accurate view of the network topol-
ogy. Broadcasted frames favor speed and allow the spread of the topology
updates faster. Mixing the two approaches to obtain a more reliable broadcast
could be profitable. Nevertheless, acknowledging broadcasted frames is not
straightforward as multiple acknowledgements from multiple receivers would
collide. Therefore, acknowledging broadcasted frames requires the selection
of one particular neighbor to acknowledge frames, as if the message was trans-
mitted in unicast mode and every other mode were in a promiscuous reception
mode. Wireless hybrid networks provide a hierarchical organization removing
the need for dynamic election of the only neighbor acknwoledging frames that
arises in a pure ad hoc context. When a node emits a route update mes-
sage, it is destined to its father in the routing tree. If other infrastructure nodes
can overhear this message, they will also benefit from this information, adding
a route to the mobile and enabling a shortcut in the tree routing scheme of Cel-
lular IP. In the following paragraphs, we will compare the results we obtained
for the three possible strategies for route update transmission: using uni-
cast transmission, broadcast or acknowledged broadcast. In order to correctly
study the differences between this three transmission modes, we will keep the
tree routing scheme of Cellular IP and avoid taking the advantages offered by
the broadcast and acknowledged broadcast modes.
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3.2 Simulation Results

First of all, we will compare three strategies at the MAC-level for route
update messages transmission. Unicast mode includes RTS-CTS excahnge
and acknowledgements. Acknowledges broadcast suppresses RTS-CTS ex-
change and broadcast suppresses both mechanisms.

With Cellular IP, each node will regularly emit ad hoc packets, each Base
Station will regularly forward route wupdate packets and relay gateway
advertisement packets. Signaling can represent a high load when the net-
work gets dense. Signaling packets nevertheless carry useful information and
should neither be lost, nor be delayed too much. Losing route updates will re-
sult in many routing table inconsistencies and delaying these packets too much
will result in outdated information in the routing tables. We need to find the
correct balance between network load and informations accuracy.
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Figure 1.  Losses of CBR packets: route disappearance

Figure 1 presents the losses of data packets due to the absence of route
towards the destination in the whole network for configurations where the
medium is overloaded (more than 16 CBR data flows). This situation arises
when a route has been deleted due to timeout and the new route has not yet
been discovered or propagated. Data packets are forwarded to the Gateway,
which is the root of the infrastructure network, that drops the packet. Unicast
transmission of route update messages leads to the highest data packet
loss rate, due to the delay introduced by the protection of signaling frames.
Routes are not refreshed in time and routing tables entries disappear.

On the opposite, Figure 2 presents the losses of data packets due to re-
transmissions by the infrastructure nodes. This situation happens whenever a
mobile has moved but the routing entry in the infrastructure network still refer-
ences the old base station. In this situation, broadcast transmission of route
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update frames leads to the highest loss number due to the low reliability of
the signaling messages transmission.
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Figure 2. Losses of CBR packets: wrong routing entry

Both strategies present advantages as well as drawbacks and it is difficult
to determine which method will yield optimal results. Acknowledged broad-
cast is an “in the middle” approach and could lead to better overall results in
the end. Figure 3 represents the total number of packets that have been cor-
rectly transmitted in each of the simulations performed. As soon as the data
flows saturate the medium, broadcast mode outperforms unicast mode by 25%
in the best case. Unicast transmission of Route Update messages always
results in the poorest performance, followed by acknowledged broadcast and
broadcast.

The number of packets successfully delivered is highly dependent on the
network load. When the network is not overloaded, the performances of the
three strategies are equivalent. Then, when the network capacity is exceeded,
the overhead introduced by the route update transmission mode results in
adifference in the number of packets successfully transmitted. As transmitting
a packet in broadcast mode requires less time than transmitting the same packet
in unicast mode, the medium capacity is exceeded later with broadcast route
update packets. Finally, performances become equivalent again when the
network is overloaded regardless of the transmission mode.

4. Optimization of the mobility notification

From the results of sections 3, we can deduce that the main challenge to
improve data traffic delivery is to reduce the radio medium utilization. We
have to reconsider the experimental protocol described in section 2 in order to
lower the number of control packets its use requires.



Handoff Notification in Wireless Hybrid Networks

Broadcast-Ack ——- Faiia
Broadcast ---—---

ickets successfully transmitted Unicast -~

Ry /s
=2uu / ]

-88E8

2
Number of mobile nodes 48

Figure 3. Number of CBR packets correctly received

4.1 Differential Route updates

Frequent route updates are necessary while the mobile performs a handoff.
A new route has to be set up in the infrastructure network as fast as possible in
order to avoid misrouting and losing of data packets. A first route update
packet must be sent after the mobile’s handoff to create the route. This sending
must be repeated in short successive intervals of time in order to prevent the
loss of the previous route update packets as their delivery is not reliable.
After the route setup and while the mobile remains connected to the Base Sta-
tion, frequent updates are no longer needed. The time interval between two
consecutive updates may be increased in order to lower the number of control
packets. However, the frequency of ad hoc packet emission may not be re-
duced as cellular stillness is far from meaning ad hoc stillness. In consequence,
only a subset of the ad hoc packets may be forwarded by Base Stations as
route update packets.

We introduce a flag in ad hoc packets to notify the Base Station whether or
not the packet must be forwarded in the infrastructure as a route update.
The flag is set by the mobile as it is the one which initiates the handoff. After a
handoff, the first period between two consecutive route-update is 0.2s and this
period is increased by a factor 1.5 for each consecutive route-update. We call
this mechanism differential route update.

4.2 Nack route

While using differential route update mechanism, route update emission in-
tervals may be larger than the ad hoc packets period. This means that the
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link between the mobile and its Base Station is refreshed at a higher rate than
the infrastructure down-going route to the mobile. In consequence, the Base
Station may notice a mobile’s handoff long before the mobile’s route times out
in the infrastructure. This route reminiscence may lead to incorrect routing
and data packet loss. In order to prevent this phenomenon, a Base Station may,
as soon as it has detected a mobile has left its cell, discard the route towards
this mobile in the infrastructure. As routing incoherence between different in-
frastructure routers may lead to routing loops, it is not enough for the Base
Station to only discard the route on its own. It should notify all infrastructure
routers concerned by the now out-dated route, that it is no longer valid. This is
realized by the Base Station emitting a route delete packet which is for-
warded to the infrastructure Gateway along the same path as route update
packets. This packet discards the mobile’s route in the infrastructure routers
on its path.We call this mechanism nack route.

4.3 Nack only

If we carry on trying to reduce control traffic to its extreme, we can com-
pletely avoid multiple route update emissions after a mobile handoff and
send only one. This strategy is optimistic in the sense that it makes the suppo-
sition that route update packets may not be lost in the infrastructure. If
it is lost, there will be no infrastructure route to the mobile and data packets
will be dropped. Since only one route update is sent for each handoff
and no refreshment is further performed, infrastructure routes have an infinite
lifetime. To invalid an old route after a mobile handoff, Base Stations send a
route delete packet, as explained in the previous section. This strategy
sounds far from reliable as only one route update loss has catastrophic
consequences, but it has the advantage of drastically reducing the control traf-
fic.

4.4 Simulation Results

Simulations have been carried out for broadcast, unicast as well as acknowl-
edged broadcast route update transmission modes. Usually, using the optimiza-
tions described above in these three transmission modes provides similar re-
sults when evaluating the optimizations performances. Even if the numbers of
packets successfully transmitted are not the same, the phenomenons described
below are the same for the three modes. Therefore we will only present figures
for one single transmission mode. Simulations show that the number of nodes
in the network has a much lower influence on overall performance when com-
pared to the number of data flows in the network. Therefore, for readability,
we will only present results for networks of 64 mobile nodes, as results are
also similar when considering fewer nodes.
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Figure 4. Amount of data packets lost due to route disappearance (64 mobiles; acknowl-

edged broadcast)

To evaluate the performance of the different routing strategies, we will look
at the influence of the different optimizations on the routing tables validity.
Figure 4 represents the number of data packet losses due to route disappear-
ance, i.e., no route exists to reach the destination mobile, neither in the Base
Station to which the sender is attached to, nor in the Gateway. These drops
occur when a route expires in the whole network before the new route to the
mobile has been propagated. When the medium is lightly loaded, optimiza-
tions seem to increase the number of drops at the Gateway. But as soon as the
medium gets overloaded, the Nack Only optimization which reduces the load
due to signaling packets, is highly efficient. As route update messages
represent a high load, the medium saturation point is postponed. However, los-
ing a route update message has a much greater impact with Nack Only
optimization, that’s why performance collapse again under a high data load.

However, Figure 5 shows the number of data packets lost due to outdated
entries in the routing tables. The Base Station in charge of the receiver tries
to forward the data frame to the mobile, gets no acknowledgment in return,
concludes there has been a collision and retries to forward the frame until the
retransmission counter is exceeded. These losses are also due to repeated col-
lisions resulting in retransmissions but analysis of the trace files show that this
cause is marginal compared to mobility-related losses. These results show that
the more optimizations we add, the more the routes are outdated. This is due to
the increasing delay between two route update packets sending, resulting
in a increasing route timeout.

Optimizations described here lead to the same kind of discussion as the
one on the different ways to transmit route update messages. One one
hand, we will try to send as few route update frames as possible, but
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we will be less reactive to mobility and on the other hand, over-occupying
the medium will delay data packets and raise the number of packets lost due
to collisions. Figure 6 represents the total amount of data packets success-
fully delivered. If simple Differential Route Update mode always shows good
performances, other mode performances are load-dependent. Nack Only opti-
mization is rather good when the medium is overloaded but represents a loss
of performance when there is no real need for saving bandwidth.
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Figure 7.  Number of packets correctly transmitted in normal mode and with optimisations

To conclude this study, Figure 7 shows the total number of data packets
correctly transmitted by a regular Cellular IP compared to a modified version
in which route update packets are broadcasted and the differential route
update optimization is activated. This optimized Cellular IP leads to the best
performances, enhancing the overall data throughput by up to 40%.

5. Conclusion

In this article, we presented several possible modifications of the Cellular
IP protocol for enhancing its performance in a wireless hybrid context. These
modifications, concerning routing as well as MAC layer, show that network
performances can be increased by up to 40 %. These results can still be en-
hanced, for example by implementing optimizations of the routing scheme
related to the broadcast transmission of signaling frames. These results es-
pecially show how micro-mobility protocols derived from wired protocols are
inadequate in a wireless context. Mechanisms that have proved themselves
worthy in regular networks such as reliable unicast transmission should be left
aside in most situations.

Performance should not be expected to get similar to those obtained in wired
networks. Nevertheless, the efficiency of wireless hybrid networks can be in-
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creased. This work shows that the key issue regarding network performance
is the network load. This load can be decreased on one hand by reducing the
global signaling volume as studied here and on the other hand by designing
suited radio interfaces and medium access protocols. The separated signal-
ing channel mechanism, allocating a particular frequency, time slot or CDMA
code to control traffic, widely used in cellular telephony networks might lead
to further performance enhancements. Nevertheless, actual wireless hardwares
do not allow this due to the long channel switching delay.
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Abstract

Seamless connectivity in wireless access networks is critical for time-
sensitive applications requiring Quality-of-Service guarantees with bounded
data transmission delay. Currently, the latency inherent in the hand-
off process can preclude the successful delivery of such applications by
introducing delays up to several seconds. In this paper, we address
this issue by proposing an improvement of the access points discovery
process at the data link layer. We present a novel WLAN architecture
using an overlay sensor network as a control plane. By distributing the
information on the current network status to the sensor nodes, we show
that handoff latency can be significantly reduced.

1. Introduction

Wireless communications have gained over time great importance with
the rapid growth in data transmission rate. Whereas cellular networks
still remain constrained by low offered throughput (GPRS enables a
theoretical 171.2kbps and UMTS only permits a maximum of 2Mbps for
indoor or low range outdoor communications), a major breakthrough
has been achieved in Internet access technologies with data rates up to
54Mbps. It is now feasible to envision supporting a wide range of QoS
applications encompassing fields as diverse as video streaming or gaming.
However, this is contingent on the ability to provide appropriate QoS
guarantees through bounded end-to-end transmission delay. In addition,
the diversity of terminal devices (laptop, personal digital assistant, etc.)
renders the need for mobility support a critical feature.
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Several characteristics inherent in wireless networks contribute to the
increase of data transmission delays. In wireless LAN, the de facto
Standard IEEE 802.11 [1] defines a fair random deferred access to the
transmission medium, which introduces unbounded transmission delay
due to idle time periods and retransmissions due to collision. Signif-
icant delays also occur during the handoff process. Moving from one
access point to another involves time-consuming mechanisms which may
be detrimental to applications requiring seamless connectivity and QoS
guarantees.

In this paper, we address the problem of handoff latency at the MAC
layer. As this delay mainly results from the exhaustive scan of every
channel in the frequency band, we believe that improvements can be
achieved by distributing the information concerning the surrounding
access points (channel used, supported rate, etc.) to external agents.
By consulting these agents, the mobile nodes can limit the number of
scanned channels and take informed decision about the most appropriate
access point to be associated with.

Based on this idea, we propose a novel architecture using an overlay
sensor network on top of a WLAN. The sensor network is in charge of
maintaining a knowledge base on the network status. By contacting
only the surrounding sensor nodes, a mobile node can obtain precise
information on the network status.

The rest of the paper is organized as follows. Section 2 describes the
mechanisms involved in a handoff process in WLAN and related works.
Section 3 provides a description of our architecture. Validations through
simulations are presented in Section 4. Conclusion and future research
directions are given in Section 5.

2. Layer 2 Handoff Process and Related Works

In WLAN, a handoff can be defined as the process of leaving the basic
service set of an access point to enter a new one. A handoff is triggered
by a degradation of the signal quality which falls below a predefined
threshold. The handoff can be the result of either excessive noise and
interference or user mobility (decrease of the signal intensity due to the
increasing distance to the associated access point).

At the MAC layer, the handoff process as defined in the IEEE 802.11
Standard [1] can be decomposed into three phases: scanning, authenti-
cation and reassociation (Figure 1).

1 Scanning: In order to discover on which channel the surrounding
access points are transmitting, a mobile node needs to scan all the
channels. Two scanning methods are described in IEEE 802.11.
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Figure 1. Handoff Process at the MAC Layer

Passive Scanning entails determining the presence of access points
by successively listening to all the channels and waiting for the
reception of beacon messages identifying the access point. This
method, while offering the advantage of low overhead, presents
the drawback of introducing a significant delay. In order to allevi-
ate this problem, an active scanning method has been defined.
The mobile node broadcasts a Probe Request on each channel
and waits a minimum period MinChannelTime for any Probe Re-
sponse. After the scan of all the channels and the processing of
all the beacon messages or Probe Responses received (according to
the implemented scanning process), the mobile node can take an
informed decision on the most appropriate access point (with the
best channel quality).

Authentication: The Authentication process involves establishing
the identity of the mobile node and authorizing its access to the
basic service set of the access point.

Reassociation: The Reassociation process consists in transferring
an association between an access point and a mobile node to an-
other access point. The operations between the old AP and the
new AP are defined by the Inter-Access Point Protocol [2].
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Figure 2. Overlay sensor network architecture for handoff management

The scanning process has been identified as the principal source of
delay in the handoff mechanism [3] [4]. Few works have been conducted
aiming at reducing the latency at the MAC Layer [3] [4] . They essen-
tially adopt the same approach by optimizing the waiting time of the
mobile node during the active scanning process. Indeed, IEEE 802.11
defines two parameters: MinChannelTime, the minimum waiting period
before considering that the channel is idle; and MaxChannelTime, the
maximum waiting period after a Probe Response has been successfully
received. However, no exact value of these parameters has been explicitly
set. The suggested optimal values deduced from previous experiments
are approximately 6.5ms for MinChannelTime and 11ms for MaxChan-
nelTime.

Thanks to their sensing, computation and transmission capabilities
[5], sensor nodes can serve as an effective monitoring and data gathering
technology for WLANSs. Few works used sensor networks for managing
wireless networks. MeshDynamics [6] uses sensor networks to manage
connectivity and routing in ad hoc wireless mesh networks. AirMagnet
[7] implements a distributed sensor network in WLAN for security moni-
toring and intrusion detection. These works demonstrate the practicality
and effectiveness of sensor networks as a monitoring infrastructure for
wireless networks.
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3. Architecture Design
3.1 Architecture overview

Our access architecture augments the existing IEEE 802.11 access
protocol (data plane at 54Mb/s) with an overlay sensor network (con-
trol plane at 2Mb/s). As the two planes use different access frequencies
(5GHz and 2.4GHz), communications can occur in parallel within each
respective plane (Figure 2). This characteristic allows us to lift the con-
trol overhead from the data plane.

The overlay network is composed of three types of sensor nodes: the
manager, the relays, and the agents. The manager node is a sensor
attached to the access point. First, it initializes the sensor relays by
conveying information about the associated access point. Second, it
serves as the data aggregation server where reassociation requests from
mobile nodes are gathered, and reassociation responses are sent back.
The relays are fixed sensors uniformly placed throughout the coverage
area of an access point. Because of a sensor’s short transmission range,
the relays are used to route messages between the manager and the
sensor agents. They are also responsible for sensing the frequency bands
according to a procedure described in the following section. The agents
are sensors attached to the mobile nodes. They communicate with the
relay sensors upon entering the transmission area of an access point or if
a handoff process is initiated due to a degradation of the signal quality.

3.2 Selective Active Scanning for Fast Handoff

In order to determine the presence of surrounding access points, the
common method is to successively scan all the channels and therefore
detect if a channel is busy by receiving Probe Responses or Beacons. We
believe that this time-consuming method can be drastically improved by
limiting the number of channels scanned to the ones in which the mobile
node is interested, i.e. the access points with which it can potentially be
associated. This can be achieved by maintaining a distributed database
stored by the relay sensors.

The proposed handoff process is illustrated in Figure 4. The steps
involved in the process are the following:

1 The mobile node broadcasts an AP_List Request on the control
plane.

2 The neighboring relay nodes reply with an AP_List Response if
they satisfy some criteria detailed in a subsequent section.
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3 The mobile node processes all the received messages, builds a list
of the neighbor access points and initiates a scanning process solely
based on this list.

The remaining steps of the handoff procedure remain unmodified com-
pared to the specifications of the standard, the only difference being that
the process occurs at the control plane instead of the data plane.

Database stored

: A @ on Sensor Relay
. i ,qz) \ after update

N

Figure 3. Example of initialization with two access points1

3.21 Sensor Network Initialization Process. Before being
able to handle any handoff, the overlay sensor network needs to be ini-
tialized in order to learn about the presence of the surrounding access
points. This process, initiated by the access point, occurs only once
during the network lifetime. Its impact is thus minimum and does not
affect the subsequent handoff mechanisms of the mobile nodes.

In the control plane, each access point sends an initialization packet
containing information about itself using a flooding protocol (Figure 3).
In order to avoid flooding the entire network upon addition of a new
access point, the forwarding process stops two hops after the initializa-
tion packet has been forwarded by a relay node that has at least another
entry (meaning that this node is in the transmission zone of another ac-
cess point). The explanation for this restriction comes from the following
observation: if we consider that for an access point and a relay sensor,
the transmission range can not exceed 150m and 50m respectively, we
are guaranteed to cover the whole transmission area of the access point
within three hops. Thus, if we assume that two access points do not

"For clarity, not all the relay sensors and not all the messages exchanged during the initial-
ization process are represented.
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Table 1. Local Database maintained by the Relay Sensor

AP BSSID  Channel Used Supported Rate Signal Strength
xxx-xxx 34 (5170MHz) 54Mbps 65%
YYY-YVY 38 (5190MHz) 24Mbps No signal

cover exactly the same geographical area, the aforementioned restriction
of two hops is sufficient. Nonetheless, this parameter can be increased
if necessary without impacting our model.

An example of the database maintained by a relay node is depicted in
Table 1. This database is updated on a regular basis with information
such as signal strength by only scanning the listed channels. As during
the initialization process, a relay node may have received information
about an out of range access point, the relay node is allowed to remove
this entry if no signal is detected on the corresponding channel.

Moblle Node Listed AP old AP
AP _List Requast —u _;—
Control Plane Pre-Scanning 4 a2_List Response—| ﬁ g
Tr Prabe Request— .|}
Selective | fpo prove mesporss—g
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Control Plane
V'l

Reassociation

|4 Foassociation Roaponss =

Figure 4. Proposed Handoff Process

3.2.2 Selective Scanning Method. The proposed method is
illustrated in Figure 4. Compared to a traditional handoff process, we
add a pre-scanning phase which proactively determines the presence of
access points before a mobile node initiates a handoff. As previously
mentioned, when the mobile node experiences a degradation of the re-
ceived signal strength in the current associated basic service set, the
mobile node initiates a handoff by first trying to discover new access
points which can offer a better service quality. The mobile node then
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first broadcasts an AP_List Request and waits for the surrounding relay
nodes to reply with an AP_List Response. Priority is given to the clos-
est relay sensor by defining a backoff time based on the received signal
strength such that:

backoff time = (1 — —IPD—T)CW

t

where P, is the received signal strength, P, is the maximum signal
strength and CW is a random congestion window size.

A relay sensor sends back an AP_List Response by following the spec-
ifications of Algorithm 1. This algorithm guarantees that only useful
information is sent back to the mobile node. We consider as useful
information the announcement of the presence of an access point not
previously advertised by another relay sensor.

Algorithm 1: send_Probe_Response

1: if (backoff time = 0 and no AP_List Response received) then
22 Send AP_List Response
3. else if (backoff time = 0 and AP_List Response received) then
4:  Compare database contained in AP_List Response with local database
5. if (Local database contained reference to AP not in received AP _List
Response) then
6: Send AP _List Response to Mobile Node
7. else
8: Ignore Message
9. end if
10: end if

If several AP_List Responses are received by the mobile node, the
mobile node should process them all. It is worth noticing that the in-
accuracies introduced by the difference of positions between the mobile
node and the relay sensors (for instance variations in link quality) are
overcome by the reception of multiple AP_List Responses. The mobile
node should wait for incoming AP_List Responses for a given period of
time. According to the AP_List Responses received, the mobile node ini-
tiates a traditional scanning process over the listed channels (containing
only active channels) to select the most suitable access point in terms of
link quality. To provide even faster handoff and to meet user expecta-
tions, it is also envisioned to allow the user to limit this scan to channels
with a specific Data Rate or a minimum signal strength threshold.



Selective Active Scanning for Fast Handoff in WLAN using Sensor Networks

To provide compatibility with existing hardware (which may not be
equipped with sensor agents), a traditional handoff process can still be
initiated.

3.3 Benefit of the overlay sensor network

The advantages of using sensor nodes as a control plane are two-fold:

s By monitoring the environment, the sensor nodes can obtain infor-
mation on the presence of access points and the associated quality
of their transmission channels. Based on this information, mobile
nodes can subsequently make informed decisions about the access
point they are willing to be associated with. By directly requesting
this information from the nearest sensor node, significant improve-
ment in terms of delay can be achieved. The mobile nodes thus
scan only the channels of interest (i.e. the ones used by the access
points the mobile node can actually be associated with).

s By transmitting control messages at the sensor plane, in parallel
with data transmission at the data plane, bandwidth wastage is
reduced.

The decision of using relay nodes instead of contacting directly the
access points is motivated by the following factors: less interference oc-
curs as the transmission distance is shortened, thus several mobile nodes
can contact different relay nodes without interfering with each other; en-
ergy consumption at the mobile node is minimized by contacting a closer
relay node; and relay nodes provide more accurate information on the
surrounding access points.

It is worth mentioning that the flexibility and ease of deployment of
our architecture allow further enhancements such as providing guaran-
tees for QoS applications [8].

4. Evaluation

In order to assess the benefits of our architecture, we perform simula-
tions in which a mobile node initiates a handoff process with either an
active scanning or a selective scanning (using an Overlay Sensor Net-
work architecture) with both standard and optimized MinChannelTime
/ MaxChannelTime parameters. The simulation parameters are directly
taken from [3] and summarized in Table 2. The transmission models rely
on IEEE 802.11a and IEEE 802.11b standards for the data plane and the
control plane respectively. The relay nodes are uniformly scattered over
the coverage area of the access points according to a cellular topology.
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Table 2. Simulations Parameters

Reference  Optimized
MinChannelTime 17ms 6.5ms

MaxChannelTime 38ms 11ms

The simulations are performed using QualNet 3.6.1 [9] and the results
are averaged over 50 runs.

We consider that 8 channels can be used by the access points, with
data sent at the lowest possible rate (6Mbps) on the data plane in order
to maximize the transmission distance.

== Active Scanning
wep= Oplimized Active Scanning
~a- Salective Scanning (OSN)
3001 ~#- Optimized Selective Scanning (OSN,

o " " 4 L
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Figure 5. Scanning delay for one user with an increasing number of access points

Figure 5 shows the delay pertaining to the different scanning ap-
proaches. In the overlay sensor network architecture, the scanning also
includes the pre-scanning delay. We observe that reducing the number of
scanned channels brings significant improvements, especially when the
number of surrounding access points is limited compared to the number
of channels available.

In Figure 6, we aim at evaluating the impact of interfering transmis-
sions on the scanning process of a mobile node. An increasing number
of users, randomly placed in the BSS, generate CBR traffic to the access
point at 10Mbps. We can observe that the delay introduced to access
the medium is still negligible compared to the time wasted to wait for
Probe Responses.
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Figure 6. Scanning delay for several users with one access point

5. Conclusion

Supporting user mobility in WLAN remains a challenging task, espe-
cially with the QoS requirements of applications necessitating bounded
transmission delay. The handoff process is a complex mechanism, in-
volving significant delay, which can be detrimental to QoS guarantees.

Recent work on applying sensor networks (monitoring network con-
nectivity [6], security, intrusion detection [7], etc.), demonstrates the
practicality and effectiveness of sensor networks as a monitoring infras-
tructure for wireless networks.

Based on these observations, this paper aims at reducing the hand-
off delay in WLANSs using a two-tier access architecture consisting of
a sensor overlay control plane over an IEEE 802.11 data plane. Using
the distributed monitoring and processing capabilities of the sensor net-
work, we shift the burden of transmission control and coordination into
the control plane, preserving the data plane solely for data transmis-
sion in parallel with the control plane. By maintaining information on
the surrounding access points and by delivering this information to the
mobile nodes upon request, significant improvements can be achieved.

In this paper, emphasis lies on the handoff process. However, one can
envision a number of extensions for our proposed architecture. First,
our architecture can be extended to support service class differentiation
and QoS interworking between cellular networks and WLANSs. Second,
an application-adaptive scheduling algorithm can be devised to support
per-traffic QoS guarantees (minimum bandwidth and maximum delay)

69



70

Waharte, Ritzenthaler, and Boutaba

where each mobile node transmitting to the manager node its QoS re-
quirements. Third, better communication techniques could also be in-
corporated in the sensor overlay network to improve the efficiency of
control messages exchange. We believe that the application of sensor
networks as a monitoring and control infrastructure for WLANSs holds
great promise.
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Abstract: To date, mobile communication has been dominated by voice services. This is
likely to be valid also for the foreseeable future, but at the same time a
multitude of data services are also emerging. This trend in mobile
communication has fueled the introduction of packet-switched mobile
networks, thus introducing the IP suite into the field of mobile
communications. This technological shift can be already observed in today’s
2.5 and 3G networks. In the first phases, however, mobile devices have an IP
point of attachment which seldom changes throughout the lifetime of a
communication session. Mobility management is handled below this point of
attachment by means of access-specific mechanisms. A unified mobility
management mechanism at the IP layer may enable streamlined network
architectures, for example as complementary access technologies emerge in
next generation mobile networks. Mobile IPv6 represents a key candidate
mechanism to fulfill this vision of unified IP-based mobile communication
networks. This paper analyses and quantifies the signaling overheads in a
mobile communication network that uses Mobile IPv6 for mobility
management.

Key words:  IP signaling; Mobile IPv6; signaling load analysis; localized mobility
management.

1. INTRODUCTION

IP is one of the key enablers of the anticipated widespread adoption of
mobile multimedia and data services. The challenges that arise in this new
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environment are rather different from the ones that IP has traditionally faced.
The main issue is related to mobility, which is inherent to wireless and
cellular systems. Although mobility may be transparently handled using
access-specific mechanisms, mobility may require the mobile device to
change its IP address in order to maintain IP connectivity. Without Mobile
IP, this change in IP address is exposed to the layers above IP, resulting in
disruptions in the mobile communication. The analysis in this paper is
specific to Mobile IPv6 [1], since IPv6 is assumed as an underlying enabler
of widespread deployment of IP-based mobile communication.

s P network

Mobile IPvE
Home Matwork
(metwork prefix H)

e v
I
P
__J
r
_
r
I
e
I

Access Rol
(metwork prefix A)

,

{network prefix B)

MN

Home IP Address = H:suffix
Care-of Address = A:suffix

Figure 1. High level reference architecture.

In order to introduce mobility support in [Pv6, Mobile IPv6 introduces
several new concepts, which will be outlined next with reference to Figure 1.
The Mobile Node (MN) acquires a static (or semi-static) IP address, known
as the Home Address, from its Home Network. When the Mobile Node
resides away from its Home Network it also acquires a Care-of Address
(CoA) that matches the prefix of the visited link. The Home Agent (HA) is a
router on the home network that maintains a mapping (called binding cache
entry) of the Mobile Node’s Home Address with the Mobile Node’s current
Care-of Address. Correspondent Nodes (CN) are any nodes with which a
Mobile Node is communicating. The Access Router (AR) is the router that
the Mobile Node uses to obtain IP connectivity to the network. In this paper,
it is assumed that IP base stations implement the AR functionality.

When a Mobile Node changes its network point of attachment it will
require an IP address that matches the network prefix of the visited link. In
order to maintain its reachability, the Mobile Node needs to announce this IP
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address to its Home Agent so that packets which reach the Mobile Node’s
home IP address can be re-directed by the Home Agent. The Mobile Node
should also announce its Care-of Address to any Correspondent Nodes so
that they can deliver the packets directly to the Mobile Node (this process is
known as Route Optimization). These announcements are performed using
messages known as Binding Updates (BU), which create a binding between

a Mobile Node’s Home Address and its Care-of Address at the receiving

node. The bindings created by these messages expire after a pre-defined

lifetime.

A Mobile Node announces its Care-of Address to the Home Agent and
preferably also to its Correspondent Nodes in the following occasions:

a) a Mobile Node changes its Care-of Address,

b) the lifetime of an existing binding is about to expire (this can be triggered
by a Correspondent Node by sending a Binding Refresh Request
message),

¢) additionally, a Mobile Node should also announce its Care-of Address to
its Correspondent Nodes when a Mobile Node starts to communicate
with a new Correspondent Node that is not aware of the Mobile Node’s
Care-of Address.

This study focuses on the Mobile IPv6 signaling load which is generated
by a) in the list above. It assumes that the binding lifetimes (b) are long
enough so that the signaling load caused in refreshing these bindings is
negligibly low when compared to the load caused by IP address changes.
The Mobile IPv6 signaling due to c) may or may not be substantial
depending mainly on what type of applications the terminal is engaged in.
During some web-browsing sessions, for example, the user may be
following a set of hyperlinks that point to different web servers (and thus
different Correspondent Nodes). In this example the Mobile [Pv6 signaling
due to change of Correspondent Node may be higher than the Mobile IPv6
signaling due to mobility. In some other applications, such as a speech call,
the Correspondent Node is unique for the duration of the call. The overall
result depends on the traffic mix, and on other application/user
characteristics such as how often does a user using a web-browsing
application follow a hyperlink that points to a new web server, etc. The
signaling resulting from c) is not considered in the calculations in this study.

2. BINDING UPDATE PROCEDURE

The Binding Update procedure is a core component of Mobile IPv6. This
procedure is used by the Mobile Node to inform the Home Agent and any
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Correspondent Nodes that a new Care-of Address has been assigned to the

Mobile Node.

MN encounters ona of the
conditions &), b) or c) listed
in the previcus section

IPSac ESP tunnel [Home Test init . Homea Test Init (home init cookie)
)

Care-of Test Init (care-of init coakie)

Binding Update (care-of address, home
address, sequance number

Binding Acknowledgement (sequence number)

lokan, hame nonce Index)

Care-of Test (care-of intt cookie, care-of keygen token, care-of nonce index)

MN can send Binding
Update to the CN after it
recaives home keygen loken
and care-of keygen token

Binding Update (care-of address, home address, MAC, seq #, nonce indices)

Binding Acknowledgament (saq #, MAC, status)

Figure 2. Mobile IPv6 Binding Update signaling.

The sequence of messages exchanged between Mobile Node, Home
Agent and Correspondent Node when a Binding Update is required is
illustrated in Figure 2. First, the Mobile Node sends two challenges to the
Correspondent Node, one of them (Home Init cookie) secured via the Home
Agent and the other (Care-of Init cookie), unprotected, directly to the
Correspondent Node; these messages are known as Home Test Init (HoTI)
and Care-of Test Init (CoTI), respectively. The Mobile Node can perform the
binding procedure with the Home Agent in parallel to this operation.

The Mobile Node can send a valid Binding Update message to the
Correspondent Node only after receiving two tokens (home and care-of
keygen tokens) from the Correspondent Node in response to the Home Test
Init and Care-of Test Init messages. The Mobile Node combines these tokens
in order to generate the Message Authentication Code (MAC), which the
Correspondent Node uses to validate the Binding Update. This procedure is
called Return Routability. It enables the Correspondent Node to obtain some
reasonable assurance that the Mobile Node is in fact addressable at its
claimed Care-of Address and at its Home Address, before accepting any
Binding Update from a Mobile Node.
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Figure 3. Format of message Home Test Init (HoTI).

The format of message Home Test Init (HoTI) sent from the Mobile
Node to the Correspondent Node through the Home Agent (using tunneling)
is shown in Figure 3. It is composed of an IPv6 header and a security header
that encapsulates the message directed to the Correspondent Node. The
source and destination addresses in the base header may be the Home Agent
address, the Correspondent Node address or the Care-of Address, depending
on the type of message [2]. The encapsulated message consists of an IPv6
header plus a mobility header that carries the Home Test Init message. Note
that the ‘Next Header’ field in the Mobility header is named ‘Payload
Protocol’ in[1].

The IPsec ESP header is used only for messages between the Mobile
Node and the Home Agent. For all messages the format is similar but each
message type will include its own fields after the Checksum of the Mobility
Header and thus its size may vary [1]. Taking into account these variations,
the size, in bytes, of the messages used in Figure 2 is provided in Table 1.
The Initialization Vector and the Authentication Data fields depend on the
Security Association [2].

75



76

Grech, Poncela, and Serna

Table 1. Mobile IPv6 Message Sizes

Message Fixed Headers IPsec _Message Data Total Size
Home Test Init (HoTl)

(MN - HA) 46 72 10 128

(HA 2 CN) 46 - 10 56
Home Test (HoT)

(CN 2 HA) 46 - 18 64

(HA = MN) 46 72 18 136
Care-of Test Init (CoTI) 46 - 10 56
Care-of Test 46 -- 18 64
Binding Update (BU)

(MN - HA) 46 72 18 136

(MN 2 CN) 46 26° 72
Binding Acknowledgement (BAck)

(HA 2 MN) 46 72 10 128

(CN 2 MN) 46 26’ 72

! With no options.
2 Assume Binding Authorization Data Option.

3. BASELINE MOBILE IPv6 SIGNALING LOAD

The signaling load due to Mobile IPv6 includes the load at the air
interface, the load at the Home Agent and the load at the Correspondent
Nodes. For the analysis, it has been assumed that no IP header compression
is used for the Mobile IPv6 signaling packets. Also, it has been assumed that
the home and care-of keygen tokens expire before the Mobile Node sends
the next Binding Update to the same Correspondent Node. Due to this, the
Mobile Node must perform the complete Binding Update procedure every
time, going through the ‘Home Test Init — Home Test” and ‘Care of Test Init
— Care of Test’ exchanges every time that a Binding Update needs to be sent.
The above assumptions clearly represent a worst-case scenario.

Table 2. Subscriber Density and Subscriber Mobility Figures

Environment AR relocations/1000 Subscribers/AR ~ Relocations/second/AR
subs/second (Rs) (Sc) (Rp)
Urban 0.556 339 0.189
Dense Urban 0.500 241 0.120
Suburban 0.476 1442 0.685

The subscriber density and subscriber mobility parameters, which model
the network, are shown in Table 2. Environments are classified depending on
the cell size, which is smaller in dense urban (approx. 0.25 km?) and larger
in a suburban environment (approx. 7 km?). These reference scenarios are
based on typical values for density of data users utilized in equivalent
cellular reference models.
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The air interface signaling overhead per AR can be obtained from the
messages shown in Figure 2. The overhead in the uplink direction is the size
of the messages (HoTI, CoTI, and both Binding Updates) sent by a Mobile
Node due to an AR relocation, multiplied by the number of relocations per
second per AR (Rag); for the downlink direction the calculation is similar.

The total size of the messages exchanged in the air interface (see Figure
2) is: 128 (HoTI) + 56 (CoTI) + 136 (BU to HA) + 72 (BU to CN) + 136
(HoT) + 64 (CoT) + 128 (BAck from HA) + 72 (BAck from CN) = 792
bytes. Thus, the total overhead per Access Router for an urban environment
would be 149.69 bytes/s (=1.2 kbit/s/AR), which represents around 0.6 kbit/s
in each direction. This overhead is negligible, even considering bandwidth-
limited interfaces.

The air interface signaling load for various environments is shown in
Figure 4.a. For suburban ARs the amount of Mobile IPv6 signaling overhead
tends to be higher. This is mainly due to the high number of Mobile Nodes
per AR in the suburban area (1442 MNs/AR). Results show that, even with
multiple simultaneous CNs, the air interface signaling overhead per AR is
not substantial.
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(a) Air interface signaling overhead per AR. (b) Signaling overhead at Home Agent per
1000 subscribers.
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(c) Signaling overhead at Home Agent for 6 (d) Signaling overhead at Correspondent
million subscribers. Node per Mobile Node per call.
Figure 4. Baseline Mobile IPv6 signaling overheads.

The load at the Home Agent is given by the size of the messages
involved in the Home Agent signaling: 128 (HoTI) + 64 (HoT) + 136 (BU to
HA) + 56 (HoTI) + 136 (HoT) + 128 (BAck from HA) = 648 bytes. To
obtain the total number of bytes which are processed (either received or sent)
by the Home Agent, this number must be multiplied by the number of
subscribers served by the Home Agent (N) and the number of relocations per
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1000 subscribers per second: 648 x N x R, In an urban environment, the
signaling overhead at the Home Agent per 1000 subscribers would be 360
bytes/s (=2.89 kbit/s) (see Figure 4.b for estimations on various
environments).

Moreover, the processing overhead of a Mobile IPv6 BU-BAck pair has
been measured [4] to be approximately as reported in Table 3. The Home
Agent must also initiate and terminate the IPsec ESP tunnel to the Mobile
Node. The additional processing can be roughly estimated to be double.
From these results, one can infer that a Home Agent based on a 1 GHz
processor can process approximately 5,000 ‘Binding Update — Binding
Acknowledgement’ pairs per second.

Table 3. Overhead of a BU-BAck Message Pair in the Home Agent

No Piggyback Piggybacked
Sending cost 0.20 ms 0.23 ms
Receiving cost 0.29 ms 0.23 ms

A Home Agent serving 6x10° subscribers would need to process
approximately 3,300 ‘Binding Update — Binding Acknowledgement’ pairs
per second. This means that, in theory, if a Home Agent processor does not
handle any other traffic, current state of the art processors easily manage this
amount of processing [4]. The signaling overhead at a Home Agent serving 6
million mobile subscribers is shown in Figure 4.c. This shows that the
bandwidth introduced by 6 million Mobile IPv6 MNs at the Home Agent
could be easily supported on a 100 Mbit/s interface.Mobile Nodes should
also send Binding Updates to any Correspondent Nodes with which they
have ongoing communication, in order to facilitate the operation of route
optimization for Mobile IPv6. For a Correspondent Node the overhead
caused by the binding messages for this server would be given by the

equation:
SBL" + SCUTI + SHaTI + SCDT + SHﬂT + SBJd )X R.\L\'

Rux(S(I +S,)

where S4 is the average downlink payload size is, is S, is the average
uplink payload size, R, is the average uplink packet rate and Ry is the
average AR relocations/second/MN. Taking a voice service as an example
and using the values given in Table 4, the signaling overhead at the
Correspondent Node would be OH gy =0.196 % R,y -

For voice calls, assuming an average duration of 90 seconds we obtain a
mean value of 2.46 relocations/call. Thus, Ryn = 2.46/90, which produces
0.027 relocations per second per Mobile Node in a dense urban environment.
This amounts to an overhead due to Binding Updates of 945 bits per call,
which turns to be less than 0.6% overhead in the Correspondent Node per

OHy,; = (
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Mobile Node, relative to user bandwidth. Figure 4.d shows the signaling
overhead at the Correspondent Node per call for the different environments.

Table 4. Typical Traffic Characteristics

Voice Video Streaming e b.- bike
browsing _ transfer

Packtes/second/direction (R,) 325 30 6 25 50
Mean payload length uplink (S,) (bytes)  30.1 250 25 125 200
Mean payload length downlink (Sy)
(bytes) 30.1 250 500 500 800
Average User Bitrate (downlink) (kbps) 7.8 60 24 50 80
Average User Bitrate (uplink) (kbps) 7.8 60 12 125 20

As can be seen from the results presented, the signaling load and
processing overhead introduced by Mobile IPv6 are not critical for any of
the affected parties, i.e. the air interface, the Home Agent, and the
Correspondent Node. Results show that systems could cope with this
overhead with slight increases of their actual capacity, which should be
considered in the planning stage. Thus, the introduction of Mobile IPv6 is
not hindered by the overheads studied in this section.

4. ANALYSIS OF INBAND SIGNALING

Apart from signaling due to specific messages required by Mobile IPv6,
overheads must also consider the additional signaling included in user
packets due to Mobile IP. There are four components that must be
considered: Home Address Destination option, Routing Header, inband
signaling when the Correspondent Node is also a Mobile Node and IP header
compression; their analysis is provided below. For this analysis, traffic
estimations per user are required, and the results are dependent on the
specific mix of traffic assigned to one user.

In order to avoid ingress filtering of packets by the Access Router, the
Mobile Node uses its Care-of Address as IP Source Address when sending
packets (uplink). To make the use of the Care-of Address transparent to the
higher layers (above IP), each packet must also include a 20 byte Home
Address Destination Option. This destination option contains the Home
Address of the Mobile Node, which will be used by the Correspondent Node
to replace the Care-of Address in the IP Source Address field before being
passed to the higher layers.

The overhead associated with the Home Address Destination Option is
represented in Table 5(a). For example, for voice service, as there are on
average 30.1 bytes per packet, adding 20 bytes for the Home Address
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Destination Option would represent an overhead of 66% relative to the
payload. If we include the size of the headers (around 60 bytes), without
compression mechanisms, the overhead goes down to 21.7%. As there are
32.5 packets per second in each direction this amounts to around 5 kbps per
voice flow in the uplink direction. The average subscriber uplink bitrate in
the Busy Hour, due to the combined use of all services, experiences an
increase from 0.818 kbps to 0.962 kbps. This represents an increase of 17%
in uplink network traffic.

Table 5. Mobile IPv6 overhead in (a) uplink traffic due to Home Address Destination Option
and (b) downlink traffic due to Routing Header

Overhead relative to  Overhead (with headers)  Overhead per flow
payload (%) (%) (kbps)
(@) ®) (@ (b (@ ()
Voice 66 80.0 21.7 26.0 9.2 6.2
Video 8 9.6 6.1 7.4 4.8 5.8
Streaming 80 48 20.2 4.1 1 1.1
Web-browsing 16 48 10.5 4.2 4.8
File-transfer 10 3.0 4.3 2.7 8 9.6

In the downlink direction, packets sent from the CN to the MN carry the
Mobile Node’s Care-of Address in the Destination Address field of the IPv6
header. Mobile IPv6 uses a 24 byte Routing Header (type 2) to carry the
Mobile Node’s Home Address in every packet. This enables the Mobile
Node to replace its CoA in the [Pv6 header with the Home Address in the
Routing Header before handing the packet over to the layers above IP. These
higher layers are therefore only aware of the Mobile Node’s static Home
Address.

The overhead associated with the Routing Header is represented in Table
5(b). In this case, downlink traffic parameters are concerned. For example,
for voice service, adding 24 bytes for the Routing Header Option would
represent an overhead of 80% relative to the payload. If we include the size
of the headers, the relative overhead goes down to 26%. This amounts to
slightly more than 6 kbps per voice flow in the downlink direction. The
average subscriber downlink bitrate, due to the combined use of all services,
in the Busy Hour experiences an increase, due to the use of the Routing
Header Option, from 1.14 kbps to 1.31 kbps. This represents an increase of
15% in downlink network traffic.

If the Correspondent Node is also a Mobile Node using Mobile IPv6,
then each packet between the two nodes needs both a Routing Header and a
Home Address Destination Option. This translates to 44 bytes of overhead in
every packet between the two nodes. If we assume that MN to MN
communication will be either voice or video (see Table 4 for typical packet
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sizes) Mobile IPv6 causes an overhead of around 25% in the uplink network
traffic and around 35% in the downlink network traffic.

Since the contents of the Home Address Destination Option and Type-2
Routing Header within a Route Optimized Mobile IPv6 user packet are fairly
constant, it is expected that IP header compression algorithms, such as the
IETF Robust Header Compression (ROHC) [5], will be capable of
compressing these headers introduced to the user packets by Mobile IPv6. If
IP header compression is applied over the air interface, the impact of the
Mobile IPv6 headers will be minimized over this resource limited link. In the
wired part of the network, however, the full headers will be exposed and thus
the overheads calculated in the previous sections are valid for this part of the
network.

S. CONCLUSION

The results of the baseline Mobile IPv6 signaling load show that the
overhead caused by the introduction of Mobile IPv6 in next generation
mobile systems is rather small. For example, the air interface signaling load
per AR, with more than 300 subscribers, in an urban environment is around
1.2 kbit/s. In the Correspondent Nodes the increase of load amounts to less
than 1% per Mobile Node. Also, the additional signaling and processing
loads in the Home Agent are also in reasonably low limits.

The inband signaling caused by Mobile IPv6 due to the use of the Home
Address Destination Option in uplink messages and the Routing Header
Option in downlink messages is, however, bigger, having its highest impact
on voice services. The total overhead depends on the exact user traffic mix,
increasing as the voice services represent a bigger share of the total traffic.
Our results show that this overhead would result in an increase of more than
15% on the traffic, both in the uplink and downlink directions. The impact of
this overhead could be reduced using header compression mechanisms in the
air interface. Ifthe Correspondent Node is also a Mobile Node using Mobile
IPv6, then the overhead caused by Mobile IPv6 is around 25% in the uplink
direction and 35% in the downlink.

From the standpoint of mobility signaling, Mobile IPv6 scales well by
maintaining sustainable levels of overhead at the AR, intra-domain links,
Home Agent and Correspondent Nodes. This is mainly accredited to the
relatively low relocation frequencies characteristic of cellular environments.

Several proposals for introducing hierarchical mobility to Mobile IP have
appeared in the past years ([6], [7]), in order to address the issue of signaling
load, signaling overhead, and handover speed in Mobile IPv6. These
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mechanisms are however aimed towards the reduction of signaling load and
signaling overhead associated with the Mobile IPv6 outband signaling (i.e.
BU, BAck, CoTI, HoTI, CoT and HoT). The analysis in this paper shows
these are not so critical when compared to the inband signaling and user
plane processing. If coupled with a mechanism such as [8], which reduces
the Mobile IPv6 handover latency, we thus believe that a hierarchical
extension to Mobile IPv6 is not necessary for the architecture considered in
this paper.
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Abstract: Mobility management is an important task in wireless networks. The Mobile
IP protocol provides a basic solution to the mobility management. However,
Mobile IP suffers from several problems. In this paper, we propose an
enhancing version of Mobile IP by using the Peer-to-Peer (P2P) network
technology. We organize home agents into P2P networks and use the Domain
Name System (DNS) to provide the universal telephone number that can
uniquely identify one person regardless of the type of equipped device. We
claim that our proposed version can provide the advantages of update locality,
scalability, load balancing, fault tolerance, and self-administration.

Key words: ~ Mobile IP; Domain Name System; Peer-to-Peer; Wireless Networks.

1. INTRODUCTION

Mobility management in wireless networks is an important task in order
to keep connectivity with roaming users at anytime. Mobile IP', which is a
standard proposed by the Internet Engineering Task Force (IETF), can serve
as the global mobility management in the future heterogeneous wireless
networks?.

Mobile IP uses the home agent (HA) and foreign agent (FA) to maintain
the mobility of a mobile node (MN). The HA maintains the address binding
of an MN, and the address binding is a mapping between the permanent
home address to the care-of address (CoA) temporally borrowed from an FA.



84

Lo and Chen

Mobile IP suffers from several problems™” such as the triangular routing,
frequent and long distant registration updates, and single point of failures.

In this paper, we propose some mechanisms to solve these problems
experienced in Mobile IP, and most of importance, we introduce the
emerging technique of Peer-fo-Peer (P2P) networks™ into Mobile IP. P2P
networks are overlay networks whose topologies are fully independent of
physical networks. P2P networks are mostly designed for the data sharing
applications. One user can publish its shared data items such as songs or
pictures into the P2P network. The developed P2P lookup mechanisms
enable one user to efficiently locate the desired data item in logarithmic time.
Also, P2P networks with self-organizing and self-configuring features can
provide load balancing and fault tolerance.

We take the address binding as a shared data item, and organize a set of
HAs into a P2P network. We develop a mechanism to distribute the address
binding of an MN to a selected HA with low update cost from the P2P
network. We allow each system operator to organize its own P2P network
and use the Domain Name System (DNS) to provide access to the various
P2P networks. Moreover, we provide a universal identifier converted from a
typical telephone number to reach a user regardless of the type of equipped
device.

The rest of this paper is organized as follows. In Section 2, we give a
brief survey on mobility management using Mobile IP. In Section 3, we
present the design of our proposed architecture. Section 4 compares the
difference and performance of a variety of approaches. Finally, we give a
conclusion in Section 5.

2. RELATED WORK

Mobile IP specified a mechanism to enable an MN to change its point of
attachment without changing its IP address. Both Mobile IPv4 and Mobile
IPv6 are discussed in the IETF. In this paper, we explain our main idea
based on Mobile IPv4. The same idea can be deployed in the IPv6
framework.

Mobile IP has the problem of frequent registration updates particularly
for an MN with high mobility. The regional registration® is commonly used
to reduce the registration cost. When an MN moves within the same domain
(or region), the registration update is locally handled by a domain-level
agent (called Gateway FA, GFA). We called this approach region-based
Mobile IP.

As an MN moves far away from its permanent HA, the long distant
registration update to the HA would cost high. The dynamic HA assignment
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becomes the potential solution to this problem. In the approachs”'’, the GFA
is used to be a temporary HA. The association of a temporary HA to an MN
is recorded in DNS. In the approach", an FA can select a near and light
loaded HA to register for an MN, and a redirection link is created between
the permanent and temporary HAs. However, how to select a proper HA for
an MN is not discussed.

Another problem raised in Mobile IP is the triangular routing. The
straightforward solution is to bypass the HA and directly establish the
connection to the currently visited FA of the MN. In the approachs™'*'>"?,
the DNS is used to support the query of address binding of any MN. The
address binding is stored in DNS as a resource record, and can be refreshed
by the dynamic update'®. We call this approach DNS-based Mobile IP.

In Mobile IP, the HA or FA is sensitive to the single point of failure. The
fault-tolerant issue becomes important. In the approachs'®, an HA or FA
has some other redundant ones as its backup set. Once the HA or FA is
failed, another one would be dynamically selected from its backup set.

3. PEER-TO-PEER BASED ARCHITECTURE

In this paper, we propose a P2P-based Mobile IP architecture to
efficiently manage the MN’s mobility. We combine the advantages of
region-based and DNS-based Mobile IPs in our proposed architecture.
Moreover, our design takes advantage of the load-balancing and scalability
characteristics of P2P networks.

3.1 System Overview

We use subnet-level granularity to explain the basic operations of our
mobility management. The detailed descriptions will be given in Section 3.5.
Suppose that each subnet is associated with an FA. Several subnets would
constitute a domain which is associated with a GFA. The functional
overview of our proposed architecture is depicted in Fig. 1.

"" P2P (set of HAS)
query,

& registration .
CN || GFA [ [ FA

packet delivery

Figure 1. P2P-based Mobile IP.
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To avoid the problems of single point of failure and overloaded traffic on
the HA, we organize all the existing HAs into a P2P network. With the
essential feature of P2P networks, one HA can freely join (when newly
installed) and leave (when failed) the network. We would dynamically select
an HA for an MN from the P2P network, which is close to the MN. If the
selected HA is heavy loaded, we would seek another light loaded one in the
neighborhood. With a little modification on the existing P2P lookup
mechanism, we can efficiently locate the HA that is selected for a particular
MN in the P2P network.

When an MN moves within the same domain, the registration update is
locally performed to the GFA. Only whenever the MN moves to another
domain, the registration update to the HA is performed. Meanwhile, we may
select a new HA that is close to the MN for reducing the long distant
registration update.

When a CN (Corresponding Node) would like to connect to an MN, it
issues a query to DNS where the P2P lookup mechanism is triggered to
locate the MN’s HA. The found HA would return the location of GFA the
MN is currently located in to the CN. As a result, the CN can directly
establish a connection to the GFA and this connection would be further
redirected to the MN.

We claim that this architecture can have the following advantages:

Update locality. The frequent registration updates due to the MN’s
movement of small scope will be partially localized by the regional
registration technique. Moreover, the periodical registration updates to the
HA during the binding renewal period would be cost saving, because we
have selected a near HA to the MN.

Load balancing. The DNS does not perform the complex name resolution
for an MN. Instead, the DNS only provides the entry point to the P2P
network and triggers the P2P lookup mechanism to find the MN’s HA. We
put the burden of the complex name resolution on the P2P network where
the actual execution would be distributed to the nodes involved in the P2P
network. The set of HAs in the P2P network will work together and can
migrate the workload with each other.

Self-administration. Each system operator can administer its own P2P
network, which facilities the prevention of binding data from the revelation
to other system operators. Also, a system operator can freely increase or
decrease the number of HAs depending on the amount of users that are
served.
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el64.arpa

country codes

=

area codes operator codes
fixed phone numbers mobile phone numbers

Figure 2. ENUM domain name space.

3.2 DNS Structure

Assume each MN is associated with and identified by a unique telephone
number (called ENUM" throughout the paper). As illustrated in the IETF
RFC 2916'%, a typical E.164 telephone number like +886-3-5741234 can be
transformed to the domain name with format:

“4.3.2.1.4.7.5.3.6.8.8.e164.arpa”.

“el64.arpa” is the suggested root of the ENUM domain names. A
possible portion of the ENUM domain name space is shown in Fig. 2. The
second-level domains include one entry for every country code, and the
third-level domains include one entry for every area code or every operator
code.

Assume the ENUM domain name space is divided into non-overlapping
zones according to the ENUMs administered by different system operators.
We indicate each zone in Fig. 2 by using a dotted rectangle. A zone will
have one primary name server and several secondary name servers for the
fault-tolerant reason.

A system operator can install a set of HAs for each of its service zones.
These HAs are not necessary to be associated with network routers as done
in Mobile IP, and can be artificially distributed into the service coverage of
the corresponding zone. These HAs are responsible for storing the resource
records of MNs having their ENUMs in that zone. The resource record might
contain the IP address binding for Internet applications that need mobility
support and the service binding which specifies the preferred means (e-mail,
telephone, etc.) to be reached at a particular period of time.

The name server in the zone performs the name resolution, given an
MN’s ENUM domain name, by locating the HA which stores the MN’s
resource record in the P2P network. The system operator has the
responsibility to keep the list of HAs for each of its service zones up to date
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in the corresponding name server. The recorded information might include

the HA’s IP address and the HA’s location possibly gotten from the GPS

(Global Positioning System). The HA list would be used in the following

functions each name server would provide.

s get_host_name(ENUM _NAME,,). This function returns the resource
record of the MN with ENUM domain name ENUM NAME,,. The
name server when performing this function would randomly select one
HA from its HA list as the entry point to the P2P network, and from there
the P2P lookup mechanism is activated.

o get_neighbor HA(IP g, k). This function returns the k nearest HAs
from the HA list that are close to the node with IP address IPuge. The
actual measurement of locality is beyond the scope of the paper and GPS
is one of the possibilities.

33 P2P Structure

The emerging P2P networks have potential to support large data sharing
applications. Some system protocols, such as Pastry’, CAN’, and Chord®,
have been proposed for building large P2P networks. These protocols are
based on a distributed hash table (DHT), which allows shared data items to
be uniformly distributed into the nodes in the P2P network.

Each node participated in the P2P network has part of index information
to shared data items. In Chord, for example, one user can issue a data lookup
query to any node in the P2P network, and from there the query would be
subsequently forwarded with at most log N hops till to the target node
containing the desired data item. Also, Chord can efficiently support the
node’s join and leave with log? N messages.

Our goal is to construct an individual P2P network with the HAs in each
zone. Within this network, the MN’s address binding would be considered as
a shared data item. An MN can publish its address binding (or service
binding) identified by an ENUM to the P2P network. We call the node the
binding data is hashed to a destined HA for an MN. A user can locate the
destined HA of a particular MN by sending a lookup query, carrying the
MN’s ENUM, to the P2P network.

Note that the destined HA is not artificially selected but is determined by
the DHT. The registration cost would be high if the destined HA is far away
from the MN’s current location. To support update locality, we artificially
select a near HA called assigned HA to the MN, and the actual binding data
is stored in the assigned HA. Since we can only locate the destined HA
through the P2P lookup query, we establish a redirection link from the
destined HA to the assigned HA.
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Sometimes the near HA to the MN would be heavy loaded. In this case,
we select another HA in the neighborhood, which is light loaded as an
assigned HA. To support this function, we construct a neighbor list for each
HA, which records the state (alive and heavy loaded or not) of its neighbors.
We can get the k nearest neighbors to an HA X by asking the name server of
the local zone via function get_neighbor HA(IPy, k).

The HA in our P2P network provides the following functions:

o locate HA(ENUM _NAME,y): This function locates the destined HA of
the MN with ENUM domain name ENUM_NAME,, by using the P2P
lookup mechanism.

o redirect HA(IP,rges ENUM NAME,ny): This function creates a
redirection link from the destined HA of the MN with ENUM domain
name ENUM_NAMEyy to the node with IP address JPyarger.

34 Region Structure

We construct a GFA in each domain, and this GFA can provide a global
CoA (GCoA) to a registered MN under the domain. By contrast, the FA can
provide a local CoA (LCoA) to a registered MN under the subnet. Packets,
which are sent from a CN and are destined to an MN, are tunneled to the
GFA by the GCoA and then tunneled to the MN by the LCoA. During the
Mobile IP session, the CN after querying the DNS would directly deliver
packets to the GFA the MN is currently located in. If the MN makes a
movement and changes to another GCoA and/or LCoA, the GFA known by
the CN has the responsibility to redirect the packets to the MN.

If the movement is within the same domain, we can either establish a
redirection path between the old FA and the new FA (path 1 in Fig. 3) or
between the GFA and the new FA (path 2 in Fig. 3). The choice is depending
on the update and packet delivery costs.

moving moving

Figure 3. Possible redirection paths.
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Figure 4. Registration flow during inter-domain movement.

If the movement is across different domains, we have three choices on
the redirection paths. One is between the old FA and the new FA (path 3 in
Fig. 3). Another is between the old GFA and the new FA (path 4 in Fig. 3).
The other is between the old GFA and the new GFA (path 5 in Fig. 3) after
the MN has registered to the new GFA. The choice is depending on the
update and packet delivery costs and the IP address space used. The first two
have to use the LCoA of global IP address space; while the last one can use
the LCoA of private IP address space.

The GFA has another job of maintaining a list of available HAs, which
are located in the same zone and are close to the GFA, for each of service
zones. The GFA can select an HA from the corresponding list as an assigned
HA for an MN coming from a certain service zone. The GFA can send the
get_neighbor HA(/Pgry, k) request to the name server of a particular zone to
construct this list. Those MNs with their ENUM domain names belonging to
the same zone would share a common list of HAs in the GFA.

3.5 System Operations

3.5.1 Registration Update

In Fig. 4, we depict the signaling flow during registration update.
Whenever the MN changes subnets within the same domain, the MN only
communicates its new LCoA to the serving GFA (we use path 2 in Fig. 3).
Whenever the MN changes domains, it first obtains an LCoA by performing
a subnet-specific registration update to the serving FA. The serving FA
assigns the MN a designated GFA. Then the MN performs a domain-specific
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Figure 5. Packet delivery flow.

registration update by communicating its current LCoA to the designated
GFA. The designated GFA replies to the registration with a GCoA and an
assigned HA. If the MN has an active session, the redirection path (we use
path 5 in Fig. 3) between new and old GFAs is created. Then the MN
performs a home registration update by communicating its current GCoA to
the assigned HA.

The assigned HA can either accept or reject the MN’s registration
according to its current capacity. If rejected, the assigned HA would reply
the MN with another HA selected from its neighbor list. The MN would
subsequently attempt to register to a different HA till accepted. If the
accepted HA is different from the destined HA of the MN, the accepted HA
would call the redirect_ HA(IPyssigned vay ENUM_NAMEy) function. The
subsequent binding renewal would be only performed to the assigned HA.

In our registration scheme, any new connection from a CN is directed to
the new GFA since the address binding has been updated. Those old
connections would be guaranteed to be deliverable via the redirection path.

3.5.2 Packet Delivery

In Fig. 5, we depict the signaling flow during packet delivery. The CN
first sends the get_host_name(ENUM_NAME)) request to DNS. The DNS
would contact the name server of the zone to which ENUM NAMEn
belongs. The name server randomly selects an HA (called initiated HA) from
the HA list to initiate the P2P lookup operation. The destined HA of the MN
can be found by calling function locate HA(ENUM _NAME,.,). Then, we
follow the redirection link to reach the assigned HA and from there the
address binding (i.e., MN’s GCoA) is retuned to the CN. As a result, the CN
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establishes a connection and sends packets to the GFA, and these packets are
further tunneled to the FA, and to the MN.

Table 1. Performance comparison

Standard Region Based DNS Based P2P Based

Triangular Routing Yes Yes No No

Frequent Registration Yes No Yes No

Single Point of Failure Yes Yes Yes No

Load Balancing No No No Yes

Update Locality No Yes No Yes

Registration Update ~ 2*2 hops 2*[3,2] hops 2*2 hops 2*[3+log N, 2] hops
Connection Setup 3 hops 4 hops 2*d+2 hops 2*(d+log N+2)+3 hops
Packet Delivery 3 hops 4 hops 2 hops 3 hops

4. PERFORMANCE EVALUATION

We have mentioned three categories of enhancements to Mobile IP:
region_based, DNS_based, and P2P_based ones. Here we make a
comparison of these different enhancing mechanisms to the standard Mobile
IP. In Table 1, we summarize the advantages/disadvantages and costs of
these mechanisms. Our proposed P2P_based mechanism essentially inherits
the advantages of region_based and DNS_based ones, so we have no
triangular routing (due to DNS) and frequent registration update (due to
regions) problems. The self-configuring characteristic of P2P networks
makes our mechanism having no single point of failure on the HA.

Moreover, our proposed P2P_based mechanism has good load balancing
due to the following reasons:

1. In the DNS: The domain name hierarchy of DNS can naturally distribute
the workload to different name servers. Moreover, the random selection
of the entry point to a P2P network from a name server can distribute the
P2P lookup overhead to different nodes.

2. In the P2P network: The operations of a P2P lookup query are naturally
distributed to the nodes involved. The neighbor list associated with each
HA can be a reference to migrate the registration related jobs from a
heavy loaded HA to a light loaded one.

3. In the GFA: The assigned HA is randomly selected from a list
maintained by the GFA, which can avoid a certain HA to become heavy
loaded.

Next, we analyze the registration update, connection setup, and packet
delivery costs in terms of hop distances for these mechanisms. The standard
Mobile IP follows the path MN-FA-HA during the registration update, hence
the cost is twice (for round trip) the hops from the MN to the HA. During the
connection setup and packet delivery, the path CN-HA-FA-MN is followed.
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In the region_based one, the inter-domain registration update follows the
path MN-FA-GFA-HA; while the intra-domain registration update follows
the path MN-FA-GFA. We use the bracket in the table to denote the
maximal and minimal values of the cost. The connection setup and packet
delivery follow the path CN-HA-GFA-FA-MN.

In the DNS-based one, the path MN-FA-DNS is followed during the
registration update, and the path CN-DNS-CN-FA-MN is followed during
the connection setup. The path segment CN-DNS-CN is to iteratively locate
the proper name server in the domain name hierarchy. Assume the average
number of iterations is denoted by d. The packet delivery follows the path
CN-FA-MN.

In the P2P_based one, the path MN-FA-GFA-Assigned HA-Destined HA
is followed during the inter-domain registration update; while the path MN-
FA-GFA is followed during the intra-domain registration update. The path
CN-DNS-Initiated HA-Destined HA-Assigned HA-CN-GFA-FA-MN is
followed during the connection setup. The P2P lookup from an initiated HA
to a destined HA would take log N hops in a typical P2P network like Chord.
The packet delivery follows the path CN-GFA-FA-MN. As can be seen, the
connection setup is longer than that in other mechanisms. It is one of our
future work to reduce this setup delay by using data replication in the P2P
network.

S. CONCLUSION

In this paper, we introduce the emerging P2P network technology into
Mobile IP to efficiently support mobility management. In our proposed
architecture, we provide the dynamic HA assignment and the capability of
load balancing and fault tolerance on the HA. We overcome the problems in
Mobile IP such as triangular routing and frequent registration update at the
expense of the delay on connection setup. In the future, we will incorporate
the AAA (Authentication, Authorization, and Accounting) server into our
architecture to enhance the capability of security.
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Abstract We present MaGMA (Mobility and Group Management Architecture), an archi-
tecture for groupware support in mobile networks. MaGMA’s main objective is
enabling mobile users to use real-time group applications over the IP infrastruc-
ture. Our solutions address group management as well as support for QoS and
seamless handoff. We illustrate the advantages of MaGMA using mathematical
analysis and simulations.

1. Introduction

The widespread availability of the Internet has enabled the use of many
groupware and collaborative computing applications (e.g., chat, ICQ, Net-
Meeting, Exchange, Lotus Notes, Webex, desktop video conferencing, etc.).
With the advance of wireless personal communication, such groupware ap-
plications are becoming popular in cellular and mobile networks [16]. For
example, major cellular providers (Verizon, Nextel, Orange) offer, or plan to
offer soon, group services such as push-to-talk (PTT) [7, 18]. The PTT cellu-
lar revenue, which was $84 million in 2003, is expected to reach $10.1 billion
by 2008; and the 2.3 million PTT cellular subscribers community of 2003 is
expected to grow to 340 million by 2008 [19]. While traditional PTT is limited
to voice, the emerging convergence is expected to merge real time and non-real
time aspects of group communication.

The converged Internet infrastructure is starting to provide the required
support for real-time applications, such as voice over-IP (VoIP) and video-
conference over-IP (VCoIP), which require quality of service (QoS) among
stationary endpoints. This has led to the emergence of many QoS standards
and technologies, e.g., Diffserv, RSVP, and MPLS, as well as real-time proto-
cols such as RTP, H.323, MGCP, and SIP.

At the same time, wireless access to the global Internet is becoming widely
supported, and WLAN access points are ubiquitously available. Given the
trends predicted in wireless standard forums such as the Open Mobile Alliance
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(OMA) [9] and 4G, it is expected that the next phase in the evolution of con-
verged group services will be their integration with wireless mobile devices.
These networks are most likely to adopt the TCP/IP architecture including its
related convergence standards.

In this paper, we propose MaGMA an architecture for group management in
mobile networks interconnected via the global Internet. MaGMA provides an
initial comprehensive solution for the mobile world, addressing aspects such as
scalable group management, mobility, handoff, and QoS provision. MaGMA’s
architecture consists of a collection of mobile group managers (MGMs), which
manage group membership and also implement a multicast overlay for data
delivery. Each mobile node (MN) interacts with an MGM proximate to it.
MaGMA supports a subscription model in which nodes can request to be noti-
fied of other nodes’ mobility.

We propose a number of group management protocols. We have imple-
mented MaGMA in the ns2 network simulator [8]. We present simulation
results and validate them through mathematical analysis.

This paper proceeds as follows: Section 2 gives background on current mo-
bility solutions. Section 3 describes the network model and our proposed ar-
chitecture. Section 4 presents solutions for mobile group management. Section
5 evaluates the proposed solutions through simulations and analysis. Section 6
addresses transport issues, and Section 7 concludes.

2. Related Work

We are not aware of any previous comprehensive solution for mobility sup-
port in groupware applications. We now overview leading mobility solutions
for IP in general, and group communication systems in particular.

Mobility Solutions Mobile IP [10] is the current standard for seamless mo-
bility in the IPv4 based Internet. Mobile IP uses a simple method of encapsu-
lation and tunneling. Every MN is associated with a home domain, in which
resides a proprietary server named home agent. While at its home domain, the
MN receives packets as a regular stationary node. When the MN moves to
a foreign domain and changes its IP address, it notifies its home agent of its
new IP address. Thus, the home agent can forward to the MN packets destined
to the MN’s home IP address through a tunnel it creates to the new location.
This forwarding scheme, called triangle routing, generally leads to routes that
are longer than the direct path, and therefore suffers from poor performance.
Moreover, Mobile IP applies only to unicast sessions between the MN and a
corresponding node and does not include QoS support.

In [11], a route optimization to Mobile IP that avoids triangle routing is
proposed. In this approach, the MN sends binding information to the corre-
sponding node, thus enabling direct communication between the two. It is
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unclear whether Mobile IP with route-optimizations can support simultaneous
movements of both endpoints of a communication. Moreover, this solution
requires a modification of the host IP stack, and a home agent in each MN’s
home domain, and is therefore difficult to deploy. In addition, creating new
connections to a MN must always involve its home domain, even if the MN is
distant from it for an extensive period. In contrast, MaGMA provides a flexi-
ble architecture in which the communication infrastructure is deployed in the
network, and communication with an MN is independent of its home domain.

Balakrishnan and Snoeren [14] propose a DNS-based solution to IP mo-
bility. Similar to Mobile IP, every node has a home domain. When an MN
moves and changes its IP address, it registers a secure DNS update at its home
domain DNS server. In order to avoid the use of stale binding information,
DNS caching is minimized (by setting TTL=0) and direct binding is used. The
major drawbacks of this approach are that both endpoints cannot move simul-
taneously, that DNS standards do not support user self-configuration, and that
operating systems and DNS servers often do not comply with DNS TTL direc-
tions. Finally, DNS caching elimination will overload the DNS system.

Mysore and Bhaghavan [6] propose to use the IP multicast infrastructure
for mobility support. While this solution can potentially provide good per-
formance, unfortunately, IP multicast is not widely deployed. Therefore, this
scheme cannot provide seamless mobility in today’s Internet.

Group Communication A closely-related group-management protocol is
CONGRESS [1], which was designed for ATM environments. Like MaGMA,
CONGRESS uses an overlay among servers. However, in contrast to MaGMA,
the overlay is hierarchical and restricted to membership management, and does
not support QoS multicast. Moreover, CONGRESS was not designed with mo-
bility in mind and does not incorporate a handoff solution.

Prakash and Baldoni [12] propose protocols for group communication sup-
port in virtual cellular networks where base-stations can move, and for ad-hoc
networks. In contrast, we consider a network with stationary base-stations.
Bartoli [2] proposes a totally-ordered multicast protocol for a dynamic mem-
bership in wireless networks. In contrast to MaGMA, it assumes a failure-free
environment and focuses on reliability and ordering rather than QoS support.

3. Model and Architecture
3.1 Network model

Similarly to mobile IP, we model the network as a collection of autonomous
domains. Every MN has a unique ID (UID), which identifies the MN in all
of its locations. Upon moving to a new domain, the MN obtains a new local
IP address, e.g., using DHCP. We do not address intra-domain handoff, i.e.,
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micro mobility. Rather, we assume that a micro-mobility mechanism is in
place (e.g., [5, 13, 17]), and that an adequate routing protocol exists in each
domain. We assume that hosts can crash, and that such crashes are detectable

by other hosts.

3.2 Design goals

Our main goal is to provide support for managing and keeping a coherent
up-to-date view of each group in a highly dynamic mobile environment. The
solution we seek should address the following issues:

s Mapping group names to their current subscribers.
»  Mobility support with seamless handoff.
& QoS support for real time applications.

a  Transport efficiency, including the avoidance of triangle routing, and
minimizing the number of duplicates of multicast messages sent.

s Low control overhead and a scalable control plane.

m  Support for incremental deployment.

33 Architecture

Our architecture consists of a collection of MGMs positioned in different
domains. For simplicity’s sake, through most of this paper we assume that
MGMs are static and well known. In Section 4.5, we discuss possible exten-
sions of the basic architecture in which MGMs can be added on-the-fly. The
role of MGMs is twofold: managing group membership and forwarding pack-
ets in order to facilitate QoS multicast. Our architecture calls for the use of
multiple servers for the following reasons:

s to offer scalability in the number of groups and the number of group
members;

®  to efficiently support groups with geographically dispersed members, as
well as localized ones;

8 to facilitate QoS reservation among domains;
s to reduce traffic overhead; and

& to provide fault-tolerance in the presence of network partitions (where a
node may not be able to communicate with a remote server) as well as
server failures.
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Figure 1. The MaGMA network architecture.

Our architecture is depicted in Figure 1. Ideally, one MGM is located in
each domain, although this is not mandatory. Each MN is served by the closest
MGM to its domain. The MGMs provide the following services to MNs:

m Joining or leaving a group.

®m  Moving to a new location - the moving node sends a move message to its
new MGM.

m  Retrieving the current membership view (list of current subscribers) of a
given group and multicasting to a given group.

The MGMs form an overlay network among them. The overlay is used both
for membership management and QoS multicast. The overlay construction
can be employ known techniques for building efficient QoS-aware overlays,
e.g., [15, 4], and its discussion is beyond the scope of this paper. We assume
that MNs are likely to remain in the groups they join for extensive periods.
Therefore, move messages dominate the control traffic.

4. MGM Protocols

We now present protocols for managing group membership of mobile users.
The first two protocols are based on existing mobility solutions. We then pro-
pose two additional protocols, which handle mobility explicitly.

4.1 Exploiting Mobile IP

Since IP Mobility is the de facto standard for mobility on the Internet, we
first consider a naive solution based on this approach. One can delegate the
responsibility for mobility management to Mobile IP, and have the MGMs only
map group names to nodes’ home addresses. This eliminates the need to handle
move requests. The main drawback of this solution is the uncontrolled delay
and QoS degradation resulting from Mobile IP’s triangle routing.
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4.2 DNS based solutions

As an alternative to Mobile IP, DNS-based mobility [14] can be used when
DNS support is available and user mobility is limited. We now examine possi-
bilities for extending this solution to support group management.

A simple approach, similar to the Mobile IP based solution suggested above,
can delegate mobility handling to the nodes’ home domain DNS servers, and
have the MGMs map each group to its subscribed MNs in a domain name for-
mat. With this approach, a retrieve operation first gets from the MGM a list of
MN names and then employs DNS queries to translate the MN names to actual
IP addresses. This solution is simple and can be gradually implemented in to-
day’s Internet. However, the retrieve-translate procedure can take a substantial
amount of time. Moreover, this solution suffers from the previously described
problems associated with dynamic DNS resolution.

An alternative DNS-based solution replaces the MGM with a proprietary
group DNS server used only for group translations. This DNS server maps
group names directly to their subscribed MNs’ IP addresses, thus reducing the
translation delay. An additional drawback of this suggestion is that current
standards do not support DNS server updates by hosts from foreign domains.

4.3 MGMFlood

We now turn to solutions in which mobility is handled by the MGMs and not
delegated to other services. In our first such scheme, MGMFlood, each MGM
forwards (floods) to all other MGMs all control messages (join/leave/move)
received from MNs in its domain. When an MN crashes, its local MGM detects
the crash and sends an appropriate leave message to all other MGMs.

Note that the protocol must guarantee view consistency in the presence of
rapid mobility. When an MN frequently changes its location, it updates a
different MGM each time it moves. Thus, different MGMs can receive the
flooded move messages in different orders. In order to ensure consistency,
each MN keeps an increasing Domain Hop (DH) counter, counting the num-
ber of times it moves between domains. This counter is sent to the MGM in
every join/leave/move message, and is stored along with the MN’s UID at the
MGMs. An MGM that receives a move message with a lower DH than the one
associated with the UID in its current view ignores this message.

The MN stores the DH as long as it is up. In case the MN re-joins a group
after a crash, it registers with DH=0, which indicates to the MGM to send back,
when available, the highest DH value associated with this MN.

MGMFlood is simple and allows for seamless handoff due to its prompt re-
action to mobility updates. However, it entails high control message overhead,
as all MGMs keep views of all groups, including groups not residing in their
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domains. This solution may not scale well, especially if there are many small
groups and localized memberships.

4.4 MGMLeader

Our second solution reduces the overhead by propagating updates only to
those MGMs that have group members in their domains. When an MGM re-
ceives an MN’s message regarding a group that is represented in its domain,
it extracts the MGMs that have members in the group from its local view, and
forwards the message only to those MGMs.

If an MGM receives a control message (join or move) for a group that does
not yet exist in its domain, then it needs to discover the group’s up-to-date view,
and to forward the event to the appropriate MGMs. The challenge is preserving
a coherent view at all MGMs in the presence of concurrent operations without
inducing excessive overhead.

In order to minimize the control overhead and ensure view consistency,
only one of the participating MGMs sends the view to the new MGM. To this
end, one MGM is designated as the coordinator of the group. Every active
group has a coordinator, and a single MGM can be the coordinator of multiple
groups. If the coordinator fails or leaves the group (because all the MNs in its
domain leave) then a new coordinator is elected, as explained below.

When a new MGM joins a group due to a move event, it extracts the mov-
ing MN’s former MGM from the move message, and sends the event message
to that MGM. The former MGM, in turn, forwards the message to the coor-
dinator. When the coordinator receives a move message originating from an
MGM that is not already in the group, it sends the group’s view to the new
MGM and forwards the message to all the group’s MGMs. This message flow
is illustrated in Figure 2.

naw formar . Existing
M

Figure 3. Potential view inconsistency in

Figure 2. Move message flow.
over-simplified leader-based solution.

This communication between the two MGMs also facilitates establishing a
tunnel from the former MGM to the new one, so that the former MGM can for-
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ward data packets destined to the moving MN via its new MGM, to guarantee
smooth handoff; such tunneling is suggested in [11].

When a new MGM joins a group due to ajoin message, it broadcasts the
message to all the MGMs. As before, when the coordinator receives this mes-
sage from the new MGM, it sends the group’s view to the MGM.

As with the previous solution, MGMs may receive certain event messages
out of order. The ordering of events related to the same MN is solved, as
in the MGMFlood protocol, using the DH counter. However, this does not
suffice to ensure view consistency when MGMs dynamically join and leave the
group. Figure 3 illustrates a problematic scenario that can occur if concurrent
joins are handled carelessly. In this example, while a new MGM retrieves the
group’s view from the coordinator, an existing MGM sends another event to
the group’s MGMs. The existing MGM is unaware of the new MGM and
thus does not forward the message to it. This causes the new MGM to an
inconsistent view of the group.

In order to address this difficulty, each MGM maintains an increasing Local
Event Counter (LEC) for every group. Whenever an MGM receives a join,
leave, or move message from a local MN, it increments the appropriate LEC.
The group’s LEC is included in every message pertaining to this group sent by
the MGM. When an MGM joins a group, it initiates the group’s LEC to 1. In
addition, the MGM keeps, for every group, a LECvector, holding the highest
known LEC for each MGM in this group.

In every message sent from one MGM to another, both the sender’s LEC and
the receiver’s latest known LEC (from the LECvector) are included. When an
MGM receives a packet, it checks the LECs. Ifits local LEC is higher than the
one known to the sender it sends back its local view and LEC. If it discovers
that the sending MGM’s LEC is higher than the one it knows, it retrieves the lo-
cal view of the sending MGM. When the coordinator forwards move messages
of new MGMs, it includes the LECs corresponding to the view it is sending to
the new MGM. In case some events are not reflected in this view, the receiv-
ing MGMs forward their local views to the new MGM. In addition, we ensure
consistency using periodic updates, whereby the group’s coordinator sends the
current view all to the group’s MGMs.

We now discuss coordinator election. When the last MN in the coordina-
tor’s domain leaves the group or moves to another domain, the coordinator
appoints a new MGM as the new coordinator of the group and informs the
group’s MGMs of the new coordinator in the forwarded move or leave mes-
sage. Subsequently, the leaving coordinator forwards control messages that it
still receives to the new coordinator. In order to avoid appointing an MGM that
has already left, an MGM can not leave the group until it receives the coordi-
nator’s permission. If the coordinator notices, after receiving a leave or move
message, that an MGM has no members in the group, it sends a permission-
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to-leave message to that MGM. The only scenario where the coordinator does
not permit the MGM to leave is if the coordinator appoints the MGM to be the
new coordinator. In this case the MGM needs to find a new MGM to replace
it as the group’s coordinator.

In case the coordinator crashes, the surviving MGMs start an election pro-
cedure by flooding their local views to all MGMs in the system. The MGM
with the lowest ID is elected as the new coordinator, and it sends to the group’s
MGMs an up-to-date view computed using the local views sent during the elec-
tion procedure. Throughout the election procedure, all new events are buffered
by the MGMs, and are disseminated only after the new view is received.

4.5 Dynamic MGMs

Thus far, we have assumed that MGMs are static and well-known. How-
ever, our solution can be extended to support a dynamic architecture, where
MGMs can join and leave. The MGMLeader is a natural choice for such an
architecture, since it accommodates for a dynamic set of MGMs maintaining
the membership of a single view.

We plan to extend the architecture to support a delegation mechanism, where
MGMs can grant MNs permission to operate as membership servers. This will
allow the use of our group services in wireless hybrid networks, i.e. islands of
ad-hoc network interconnected via access-points [3].

S. MGM Protocol Evaluation
5.1 Packet delay evaluation

Mobile IP may exhibit poor performance due to its use of triangle routing.
With the MGM architecture, on the other hand, packets are sent directly to
the MN’s current location. To illustrate the advantage of this approach, we
simulate a single constant bit rate (CBR) UDP session, and measure the end to
end delay with both approaches (MGM and Mobile IP).

We simulate a network of four domains. The transmission source is in Do-
main O throughout the simulation. The receiver is initially in its home domain
(Domain 1) and then moves towards Domain3 through Domain2, as depicted
in Figure 4. The domains are connected via SMb links with 20ms delay. The
simulated wireless interface is 914MHz Lucent WaveLAN DSSS.

Figure 5 shows the average measured packet delays for three architectures:
Mobile IP, a centralized architecture with a single MGM (in Domain 0) ser-
vicing all MNs, and a distributed architecture, with an MGM in each domain.
The MGM solutions transmit messages via the optimal route, whereas Mobile
IP uses the triangle route, degrading performance by a factor of 3.
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Figure 5. Average end-to-end packet delay

Figure 4. Scenario simulated in Figure 3. for system depicted in Figure 4: simulation.

5.2 Control plane evaluation

We now evaluate the overhead associated with control messages. We mea-
sure the average control overhead associated with a single move event. We
simulate the following uniform network model:

® 11 domains (Domains 0-11), 1 MGM in each domain;

®  10-100 receiving MNs, initially uniformly distributed in Domains 1-10,
then moving among these domains;

s 8 groups, where every receiving MN participates in a single group cho-
sen uniformly at random;

®» 3 fixed number of sources in Domain O.

We simulate the MGMFlood and MGMLeader protocols in this setting, and
measure the average control overhead associated with a single move message.
The average is calculated over 300 events for each number of MNs. In each
event, a random MN moves to a new random domain. The results are de-
picted in Figure 6, with 95% confidence intervals for MGMLeader. We also
mathematically analyze the expected control overhead. For MGMFlood, this
is straightforward. Since each control message is sent to all MGMs, and there
are ten MGMs, the overhead is exactly ten messages per move event. Not sur-
prisingly, the analysis and simulation results for this protocol accurately match
each other (see Figure 6).

For MGMLeader, our analysis provides an upper bound and a lower bound
(both depicted in Figure 6). Recall that a new MGM joining a group com-
municates with the MN’s former MGM, which forwards the message to the
coordinator. The lower bound (coordinator case) occurs if the former MGM
is the coordinator of the retrieved groups. The upper bound (non-coordinator
case) occurs when the former MGM is not the group’s coordinator. In this
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case, one more message is sent compared to the coordinator case: from the
former MGM to the coordinator. Due to space consideration, the detailed
analysis derivation is given in the full paper.

We observe that with MGMLeader, the overhead increases with the number
of MGMs that have members in the group. In sparse groups, few MGMs are
involved, and hence few control messages are sent. MGMLeader outperforms
MGMFlood in all the simulated situations, but its advantage is less signifi-
cant in dense groups. We conclude that MGMLeader is preferable for sparse
groups, whereas the much simpler MGMFlood may be adequate for dense
groups in which all or most MGMs participate.

6. Transport Issues

We suggest two solutions for multicast. The first solution uses unicast: the
transmitting MN retrieves the group’s view and sends data directly to all the
group members using multiple unicast streams. This solution incurs minimal
load on MGMs, but suffers from poor scalability as domains with many users
will have many incoming streams.

The second solution uses multicast over the MGMs’ overlay. The transmit-
ting MN sends the data to its MGM, which forwards the data to all the group’s
MGMs, which in turn forward the data to their locally subscribed MNs. This
solution can exploit IP Multicast where available. It is more scalable, and en-
ables each MN to use a single stream, thus extending its battery life.

Figure 7 depicts the number of incoming streams per-domain in both solu-
tions, analyzed for the uniform network model of Section 5. We assume that
all groups are active. In the unicast scheme, the average number of incoming
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data streams is the average number of MNs in the domain, whereas in the mul-
ticast scheme, it is the average number of groups in the domain. The detailed
analysis derivation is given in the full paper.

7. Conclusions

We have presented MaGMA, an architecture for supporting group services
in the emerging wireless networks. We presented and evaluated group man-
agement protocols for this architecture. MaGMA provides a comprehensive
solution for seamless mobility with QoS support, important requirements that
are not addressed in current solutions. MaGMA can be incrementally deployed
since an MN may communicate with any MGM located in its vicinity.
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Abstract: This paper describes RSM-WISP, a new management architecture designed
for WISPs to facilitate the implementation and management of the services
they offer at the access side of the WLAN, and to manage roaming contracts
between WISPs. Our architecture is based upon the policy based management
principles as introduced by the IETF, combined with more intelligence at the
network edge. RSM-WISP adopts an architecture that is composed of two
elements: a WISP management center (MC) that deploy policies and monitors
all the WLANs, and programmable access router (CPE) located in each
WLAN. The CPE ensure service enforcement, service differentiation (access
to different service levels) and guarantee, user access management, and
dynamic WLAN adaptation according to user’s SLA (service level
agreement). Concerning roaming management, it is achieved on the CPE
through multiple service provider support capabilities.

Keywords: WLAN, Hotspot, IEEE802.11, WISPs, Policies, PBM, Management, Services,
SLA, Roaming

1. INTRODUCTION

The recent years have seen expanding advances in new access network
technologies which aimed to provide users with high speed access to the
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internet, and ability to use their network services everywhere and every time.
Among these, the IEEE802.11 [1] standard has confirmed that it is the most
simple and effective technology for providing network access in public
places for users equipped with wireless cards. In order to provide their users
with their subscribed service levels, and to benefit from public WLANSs
deployment, WISPs must be able to efficiently manage their public wireless
networks at the wireless side and Internet access side. The wireless
management which consists in guaranteeing micro mobility, security and
quality of service in the wireless side is actually supported by significant
projects in research, industry and standardization community. For the access
network management, its main functionalities is to provide means for
services specification and deployment, service differentiation, user access
management, security guarantee and roaming management [5,6].

In this paper, we propose RSM-WISP, efficient, simple and scalable
management architecture for public WLAN, which enables service
differentiation between users, network adaptation according to users SLA,
heterogeneous access networks support, and roaming management. This
architecture is based on the use of IETF policy based management (PBM) [8,
9], enhanced with our improvements that allow more intelligence in access
equipments. In RSM-WISP, access management is processed at IP Level in
the access routers instead of access points. For policy configuration, some
XML schemes have been defined, offering open, easy and customizable
management architecture. We have implemented and validated this
architecture on 6WINDGate routers, and we will use it in the context of
INFRADIO project [19], which aims to deploy large IPv6 WLAN in
university campuses with advanced functionalities such as user access
control. The rest of the paper is organized as follows. Hotspot management
requirements are provided in section 2. The RSM-WISP architecture, policy
specification, and implementation are detailed in section 3. And finally,
conclusion, actual and future works are overviewed.

2. HOTSPOT ACCESS NETWORK MANAGEMENT

2.1 Management Objectives

In order to identify the hot spot access network management
requirements, some roles need to be identified. The actors can be categorized
by being one of the following: (i) Single point WISP: business venue/site
owner that offers public WLAN services as value add to other core services.
For example, hotels, airports, coffee shop, etc. (ii) Multiple point WISP:
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traditional service providers such as ISPs, GSM/GPRS/3G operators that

offer hotspot services as part of their offerings.

According to these roles, hotspot access management can be grouped into
two families: WISP management, and roaming management.

WISP management: The WISP management is a set of tools enabling

efficient operations of the hotspot network within its resources in accordance

with WISP goals. It consists on the following points:

— Network Provisioning: setting up suitable quality of service
configurations in order to meet user needs, and maintaining effective
hotspot operations.

— Reactivity: network monitoring and automatic adaptation when
degradations affect services.

— Access Management: authentication and authorization of the users.

— Adaptation: dynamic hotspot configuration according to user service
level agreement.

— Accounting: varied billing strategies must been supported like free
access, prepaid access for a certain amount of time or volume, pay per
use period and differential fees for higher bandwidth.

~ Heterogeneous access network support: providing multiple point WISP
with ability to include hotspot offer in their services. This means that
users can buy an internet access and use it at home (DSL or cable) and
also in hotspots of their provider.

Roaming Management: There are two different roaming scenarios:

— Per bandwidth: this roaming contract is between single point WISP and
multiple point WISP. Single point WISP rent a specific bandwidth for
multiple point WISP, who applies its own user and service management
strategies. A single point WISP may have contracts with one or several
multiple point providers. For example, in an airport we can find one or
several multiple point WISP.

-~ Per user: this roaming relationship is established between multiple point
WISPs, like roaming in GSM networks. When users arrive in foreign
network, authentication is done between the user, the foreign WISP and
the user WISP. After successful authentication, the user is authorized to
access available services. After disconnection, the foreign provider
invoices the user WISP.

2.2 Management Challenges

Numerous solutions have been proposed [12, 13, 14, 15, 16], but most of
them don’t address the whole access management paradigm. Some, provide
AAA functionalities (authentication, authorization, accounting), others
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provide security, and others mobility management. Moreover, dynamic
WLAN adaptation according to users SLA, service differentiation,
heterogeneous network support, and roaming management are not achieved.

The first reason is that service differentiation and heterogeneous network
support can not be achieved using layer 2 based solutions, because they are
link layer specific and cannot provide means for identifying services.
Secondly, management is distributed among access points of the WLAN,
which is not optimum network management solution because more than one
AP has to be configured and adapted. Thirdly, dynamic network adaptation
according to users and services is very difficult and challenging task with
currently available network management tools. And finally, roaming
management is very complex in such environment, because multiple service
provider support on hotspot network still hard task.

Unfortunately, current network management cannot provide suitable
tools for achieving the above needs. This is essentially due to the fact that
network management is not much automated, and need skilled staffs with
accurate knowledge of the various management tools. Moreover, existing
tools are closed, service specific and cannot allow new service deployment.
These generates extremely complex and very difficult network management,
which weighs down and slows down introduction of new services, as well as
significantly increase service providers operating costs.

We investigate the use of IETF policy based management approach in
wireless LAN networks combined with central management held by access
router instead of access points. We have enhanced the IETF architecture,
because it is incomplete even though it is worthy foundation, since service
providers and users needs have not been translated into suitable policies
[11], and intelligence is not distributed among network equipments.
Furthermore, we focused on designing an IP level solution, because it’s the
only way to differentiate services and to provide independent access network
support. As result, we designed a policy architecture which provides WISPs
with ability to offer innovative and differentiated services to their customers,
to manage them in simple easier and more cost effective way, and to have
roaming contracts with other WISPs.

3. RSM-WISP

The main objective of the RSM-WISP architecture is to provide WISPs
with suitable tools enabling them to efficiently manage their networks and
users, and to establish and manage roaming contracts with other WISPs.
Based on the use of policies installed on the access router by WISP and
according to users SLA containing allowed services and QoS parameters, the
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access router configure itself dynamically to ensure the contracted service.
For Roaming Management, according to the roaming contract (per user, or
per bandwidth), WISPs can install their own policies on the router and
manage their users. Policies of different WISP are separated and we assume
that no conflict can happen between them since the access router appears as
a dedicated router for each WISP.

3.1 Architecture

The RSM-WISP architecture has two main components, the management
Center who takes on the WISP sold SLA guarantee and the access router
(CPE) linking the public WLAN to the Internet.

The Management Center: The management center is the component of
the architecture related to the WISP. The Management Center is responsible
for the SLA negotiation, the generation of relevant policies and the
application of these policies on the access router (CPE). The management
center is a set of five modules: Service Portal (SPo), customer Agreement
Database (CAD), Policy Server (PS), Policy Database (PDB) and
Management tool (MNT).

The Access Router (CPE): Rather than configuring and managing each
access point by itself, we choose to configure access router. Like that, user’s
re- authentication in the same WLAN is avoided, and handoff delays are
reduced. Moreover, access points provisioning and management can be done
by the router allowing global view of the network and more efficient
resource management. In the RSM-WISP architecture, the CPE is the
equivalent of the PEP+PDP (Policy enforcement and policy decision points)
[8, 9] in the IETF architecture. The CPE is more “intelligent” than a simple
PEP since it has the capability of monitoring events, keeping network states,
and providing users the ability to modify their services on the fly. The CPE
ensure plays the following roles:

— Enforcement of the policies sent by the PS,

— Translation of these policies in proprietary configurations,

— Auto-adaptation according to the network state,

— Reconfiguration or new PS policies solicitations,

— Response to monitoring requests sent by the PS,

~ Periodic delivery of monitoring information up to the PS,

~ Storage of policies sent by the PS.

Management Center and Access Routers communication: The policy
server is the link between the management center and the access routers. The
communication between the Policy Server and the access routers is achieved
via 5 exchanges: provisioning (from PS to CPE) through a secured protocol,
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policy enforcement reports, on demand monitoring (PS send monitoring
request to the CPE) periodical monitoring information reports (periodically
sent from CPE to PS), and policy solicitation (when an unknown behavior
occurs, the CPE sends a request to the PS. The PS deals with the problem,
takes the appropriate decisions and sends the relevant policies to the CPE).

3.2 Policy Specification

In order to provide policies those allow appropriate translation of WISPs

and users requirements onto access router configurations, we have specified
the entire service provisioning and adaptation process. Thanks to this model,
we have identified two policy families: WISP Policies and Roaming
Policies.
Roaming Policies: point to the subscribed roaming contracts between the
WISPs.  These policies contain parameters related to foreign WISP,
associated roaming model, and AAA parameters. If a foreign WISP has per
bandwidth roaming contract, it will insert its own policies for users and
services management as described after. But, if the contract is per user,
service deployment will be done only when new user connect to the hotspot
and according to parameters pushed by the foreign WISP. In other words,
when a roaming contract is established on per user model, users coming
from foreign WISPs are treated as users of the local WISP.

WISP-Service Policies: These policies define the set of policies chosen by the

WISP administrator in order to manage their own services and their users.

For foreign WISPs who have per bandwidth contract, they also insert their

own WISP-Services policies in order to manage their users and services. We

divide these policies into service specification, service update, user access
management and on-demand service policies.

— Services Specification policies (SSP): These policies represent the full
description of service deployment methods adopted by the WISP to
manage its services. Since deploying differentiated services consists in
specifying IP service parameters (port, protocol, etc) and their quality of
service, we divide the SSP policies in two categories: QOSP and FAP.

— Quality of service policies (QOSP): These policies allow WISPs, to
specify their own services according to the quality of service strategy
adopted in the hotspot network. Obviously, specified strategies are
tightly depending on the home WISP quality of service strategy. In
case where DiffServ is applied, each service will be assigned to
specific class of service (example: VoIP < EF, Web - BE) with
associated parameters. In case where Not DiffServ strategy, each
service will be assigned a specific queue on the output.
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— Filtering Actions Policies (FAP): These policies give a description of
the services through filtering rules. Parameter of the filtering policies
can be static (example: destination port =80) to handle known services
or dynamic to handle applications such as VoIP, VoD, etc (pushed
when a session is launched). The filtering rules can be either IPv6 or
IPv4. In order to provide users with their guaranteed service levels, the
filtering policies are applied in coordination with the quality of service
policies. This is done thanks to an enhanced filtering engine which
combine filtering and quality of services functionalities.

— Service updates Policies (SMP): In network management process, the
WISP must be able to dynamically change its current services
specification. For example, it may change bandwidth or services
parameters. For those reasons we have defined the services updates
policies which provide WISP with ability to dynamically change its
current configuration. Currently, we provide means for changing
Bandwidth parameters of existing service or class of service in DiffServ
case. This policy is defined as follows:

On Service update IF request= “change” then service_bandwidth ="new_rate”

— User Access Management Policies (ULAMP): UAMP policies allow
access control management of the users by specifying which types of
users have access to certain services, under which conditions, and
dynamic network adaptation according to the users SLA. When applying
these policies, the access router adapts itself to meet the user’s quality of
service requirements contained in the service level agreement (SLA).
There are two possible types of SLA that a WISP can sell, which led to
two possible types of UAMP policies:

— Per service SLA: in this SLA, users can choose one or more service
among services list, and for each service specify their own quality of
service parameters. For example, WISP sells VoIP, FTP, Mail, Web,
VoD, and Video Conferencing. User John will buy VoIP and Mail,
while Barbara buys VoD, Mail and FTP. Each service of each user has
its own quality parameters. In order to give WISP with ability to
manage their users and services, the UAMP policies have been defined
as follows:

On New User If (service name) and (conditions)
Then Authorize service
Else re-adaptation
Conditions are related to quality of service parameters (available
bandwidth, etc), date, time, number of currently running service
sessions, etc. Re-adaptation consist in authorizing service, even when
conditions are not accepted through quality of service dynamically
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reconfiguration. For example, the voice over IP service is programmed
using the following policy:
If (service = VoIP and VolIP available bandwidth)
Then authorize VolP else Readapt.
If there is no available bandwidth for VoIP service, then the access
router evaluate if it can recover bandwidth from other classes or change
its configuration thanks to Readapt actions.

— Packaged SLA: in this SLA, services are grouped in different
packages, and users can buy one among them. Each package has its
specific QoS parameter. For example gold package contain VolP, Mail
and Web with 20, 20 and 20 Kbps respectively. Time connection is
related to the entire service package. In this SLA, when user buys a
package, he/she is given a profile. In order to manage this packages,
the WISP will program its access router using the following UAMP
policies: On New user If (user_profile) and (conditions) then

Allow list of services
Else degrade to other profile
Conditions are related to available bandwidth on the access router, or
to number of current connected users. For example, for the precedent
gold package, the WISP will install
if (user=gold) and (available bandwidth ) then
Allow Mail, VoIP, Web
Else degrade to silver package.
The available bandwidth provides means for checking if there are
enough resources for the specified service package. For the both SLA,
the UAMP policies provide means for dynamic service deployment
thanks to automatic router adaptation.

— On-Demand Service Policies (ODSP): Materialize the value added
services that a WISP may offer for its customers. For example, user may
change its profile from silver to gold, in order to have better quality on
voice over IP. The application of service update policies generate a
modification of the associated filtering policies that have been applied for
the user. These policies provide users with means for service upgrade and
are pushed directly from user terminal to the access router (Web interface
or some protocols). These policies have two main objectives, provide
users with means for dynamically changing their requirements and allow
them to configure access equipments according to their SLA which is
stored in the user side (smart card). At present, we have defined the
following policy

On Update if (request="change”) Then
(user_profile = “new_profile”)
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This policy allows users to dynamically change their profile, thus
allowing them to get more services without interruption.

3.3 Architecture Implementation

In this section, we describe the RSM-WISP implementation on the access
router. We have used the following access router functionalities: Dual stack
(Ipv4 and Ipv6 support), DHCPv4/ DHCPv6 server, Radius Client, Filtering,
and Quality of services. Figure 1 shows the elements of the RSM-WISP
implementation architecture.

Policy Manager: All policies defined in our architecture are described and
validated using XML schemas and installed using: CLI (command line
interface), an XML/HTTP connection, or a web interface directly of from
remote machine. The Policy manager which is handled by the WISP
administrator can receive policies from foreign WISPs when they have
roaming contracts. It is responsible of validating the policies XML schemas,
storing them in database, sending Add/Delete/Update messages to the
appropriate WISP block. The entire policy manager has been developed
using C++ language, because it provides more flexibility and scalability in
implementing new services.
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WISP block: When a foreign WISP establish roaming relationship according

to per bandwidth model, a new module called WISP block is instantiated and

created on the access router. The WISP block contains policy enforcement,
policy rule tree and monitoring modules.

Policy Enforcement: The policy enforcement module is the heart of the

Policy Architecture on the access router. It ensures the following tasks:

— After reception of the policies from the Policy Manager, it translates
these policies into C++ objects and stores them in tree structure, and
processes them. The policies which can be directly applied (QOS
Policies) are translated to routers rules thanks to the Router Service API
Module. For the others, it notifies the “event module” of the events types
it is waiting for (UAM policies are launched by arrival of new users).

— Communicate with monitoring module to get local router information.
For example, bandwidth use, number of users, ... etc

— Ensure keeping states about users deployed services in order to remove
them when the user leaves the network.

— Periodically, or on request, it sends monitoring reports to the Policy
manager.

Monitoring: The Monitoring module provides the policy enforcement a
global view about all local router parameters and states. Currently, we can
monitor quality of service, filtering, and date and Time parameters. In
addition, monitoring provide very important information for achieving
billing. These information concern amounts of data volume per IP address,
last time an IP packet go through the router, etc. The Monitoring module can
be acceded using XML requests, or simple function calls. All the monitoring
information is sent to the policy enforcement point or can be directly sent to
the Policy Server (PS). In addition, the PS can access directly to the
monitoring module by sending XML requests.

Router Policy Tree: Policies are translated from XML schemas and stored

in tree structure. This tree is of complexity equal to 1, because when new

event is launched, the associated set of policies is directly retrieved without
searching the entire tree.

Users Database: This database contains information about connected users

such as profile, IP address, team and others. It is used by the policy manager

module, and also by the WISP Administrator in order to have statistic
information.

Event Manager: This module is responsible of managing events such as

arrival of new users, new application request, or other events. This module

interacts with existing modules such as authentication, web server, and CLIL

Moreover, this module allows adding new functionalities on the policy

manager such as other authentication mechanisms or new events. For the

event manager we have used the C language.
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Users Associated Router Rules: This file contains indexes of actual router

rules deployed for each user. The index size is low because it contains only

single information per user. This file allows removing or updating services
for users.

Router Services API: We have designed these API for the following three

reasons:

— Provide single and simple way to use router services

— Offer means for dynamically updating router rules.

The API services are of two types: Functions calls and XML requests.
The XML request support has been added in order to provide PDP or other
advanced equipment with ability to directly monitor the access router, and
changes its configuration without requiring other router modules.

Filtering Module: The Filtering Module called PFM is an engine that allows

filtering and quality of service deployment at the same time. It works as

follows:

— Output interface:  implementation of quality of service queuing
disciplines. We specify queues parameters (bandwidth, priority,
borrow...) and scheduling algorithms (CBQ, WFQ...).

— Input interface: specification of filtering rules, based on IP packet fields
such as version, protocol, port...

Quality of Service Module: This module provides traffic conditioning

elements such as droppers, markers, shapers... It allows for example traffic

limiting for services or users.

4. CONCLUSION

In this paper, new network management architecture for roaming and
service management in hotspot networks has been detailed. The lack of
solutions that allow multiple service provider support, service guarantee and
service differentiation led us to propose this architecture. Our solution allows
WISPs to get benefits from the large deployment of public WLANSs, by
differentiating services offered to their customers, efficient and simple
architecture. Moreover, since access network is managed by the access
routers, we can extend its functionalities to manage access points and to
interact with wireless management solutions. For example, access router
may control radio resources, and allow or deny new users that try to
associate in busy or congested access points. This approach is currently
subject of lot of works in IEEE and IETF [17]. Compared to the classical
IETF PBM architecture, our solution offer two major improvements: (1) A
Further abstraction level has been added providing the administrator with the
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possibility to deploy services without having to know which device
parameters to configure. (2) A distribute management model where more
intelligence is pushed toward the access equipments (access networks).
Furthermore, because of the IP based, our solution can work over different
air interfaces, across wireless LAN cards from different vendors, and does
not require any modification to layer 2 protocols.
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1.1

The development, delivery and management of mobile services are the subject
of many research activities in both the academia and industry. The ultimate
goal of these efforts is a dynamic environment that enables the delivery of
situation-aware, personalized multimedia services over heterogeneous,
ubiquitous infrastructures, commonly termed as systems beyond 3rd
generation (3G). Reconfigurability and adaptability are key aspects of the
mobile systems beyond 3G. Reconfigurable mobile systems and networks
introduce additional requirements and complexity. Using the existing network
control plane is inadequate for the realization of the reconfigurability process.
Introducing a Reconfiguration Management Plane is very important for the
deployment of network/system wide reconfigurability. In this paper we intend
to discuss the basic functionality of RMP and respective interrelations.

reconfiguration management, mobile systems beyond 3G.

INTRODUCTION

Towards reconfigurability

The evolution of technology has led to the introduction of the Open
Business Model in the world of mobile telecommunications. The Open
Business model is the model that the Internet is based on: the ISP provides
the connectivity and the user access the application/service provider using
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open APIs and protocols that reside on top of the IP protocol. Mobile
telecommunications are based on different business models, since in the
mobile world the user is confined to the provider’s network and cannot
access services outside this domain. The mobile provider is the one
responsible for the deployment and maintenance of value added services.
With the arrival of 3G networks and UMTS, which offer an all IP network,
this fact has changed and the opportunity of the adoption of the Open
Business Model in mobile communications is possible, and can be beneficial
both to the telecom operator and the application/service providers'”. The
telecom operators can benefit since their users can have access to a larger
range of applications and services, which they don’t have the burden to
deploy, manage, maintain themselves. The application/service providers
benefit from the larger user base that can access their products. The users
can benefit from the plethora of new services and from the competition
between telecom providers and achieve optimum ratio of quality of service
per price.

In order to achieve this goal the need for end to end reconfigurability
rises. The users want to access the applications/services that have registered
to, discover new service or applications that are offered, update their
software and don’t be tied to a certain underlying network infrastructure but
can choose the one preferred from the networks that are available in the
environment according to their preferences. The users could be able to
change environments (i.e. from UMTS to GSM and 802.11b) without
loosing the service, if possible. The service, on the other hand, must be able
to adapt to the change of the network characteristics, or to the request of the
user for having better or worse quality of the service, etc. However, in the
mobile world there are two issues that have to be solved, the different
capabilities of the mobile devices to execute applications or services, and the
mobility of the user who comes across different networks with different
characteristics.

1.2 Related work

The issue of reconfigurability on these two axes has been tackled in the
past mainly in the two edges of the OSI layer model: the physical and the
application. On the physical layer research has been carried out so that
devices can detect the networks that are available and use them to
communicate. However, the research was limited to the use of different
physical layers to carry the information and no provision was made for the
interoperability with application’s requirements. Furthermore, several
attempts have been made for the introduction of adaptive protocols and
respective design’. Building on the knowledge from early software radio
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projects in the military domain*’, SDR Forum has pioneered in exploring
reconfigurability concepts in the United States. However, being the vanguard
of reconfigurability developments and the first to define a software radio
architecture®’, seems to have come at the expense of a rather restricted view
on reconfigurability that focuses primarily on the radio domain (RF
processing, down-conversion, RF processing, A/D conversion, etc)®. On the
application layer, research has been carried on the adaptation of the
application or service according to the predefined profiles of the user and the
service in the MOBIVAS platform”'’. The user can discover different
instances of the service according to the profile and the terminal capabilities
of his device. However no input from the underlying network is used in the
service provision decision. The tackling of the problem in the two edge
layers, physical and application, is not efficient and sufficient since it creates
a lot of difficulties to the network devices, and to the application developers
and providers.

Based on the above discussion, it is apparent that in the design of fully
reconfigurable networks and systems, the introduction of advanced
reconfiguration management functionality is necessary. In this paper we
introduce a holistic solution for addressing reconfiguration management
across all layers, namely, the Reconfiguration Management Plane (RMP).
RMP enhances reconfigurability control in order to address end-to-end
reconfiguration management aspects.

2. RECONFIGURATION MANAGEMENT ASPECTS

In order to address reconfiguration management it is important to tackle
reconfiguration in two levels:

e The local level (addressing network node and mobile device
reconfiguration)

o The system level (addressing network wide reconfiguration and service
adaptation).

One simplistic approach (addressing only the local level of
reconfiguration) would be to assume that each of the reconfigurable devices
has a local reconfiguration manager (LRM), who is responsible for the
reconfiguration plane of the local device. It keeps track of the state of the
device and performs the necessary actions needed for reconfigurability. The
actions vary, it can be downloading components and installing software to
offer new protocol stacks, changing the QoS values of the protocol stack in
use, ensuring that the requirements of the application running are met,
choosing the optimum combination of protocol stacks and routing according
to the policy that is defined by the user or operator, triggering
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reconfiguration on user or application request, etc. In order to achieve these
goals the LRM should have a clear picture of the network topology and be
able to contact different servers and services, as well as finding the optimal
network path. Furthermore, the application can reside on a server that is not
in the region controller by the telecom operator, so the LRM should be able
to construct the path to the remote application server. This requires that the
LRM uses a lot of CPU power and that each device has the routing info for
all the networks that it participates. Provided that network topologies change
often in reconfiguration environments, the LRM will be flooded with control
messages. The processing and space complexity becomes a major issue
considering the limitations on the mobile devices.

On the other hand, another simplistic approach would be to delegate the
reconfiguration responsibility to the application developer and provider. In
this case, the value added service developers should be able to easily access
the network in order to provide the parameters needed for the service to
operate smoothly. The parameters needed (for example QoS settings) should
be propagated in all the devices that are in the network path from the server
that provides the VAS and the user terminal. As a result the service should
have knowledge of the network topology and the application developer
should cope with different network infrastructures and provide the methods
to communicate with them. The application also should be able to access all
the internal nodes of the network, something that is not acceptable from the
telecom providers view, since this might reveal the internal structure. One
possible solution for this problem is to have the necessary functions
packaged in a library. This solution is quite cumbersome since all
applications and services should be linked with the library, and changes to
the interfaces or addition of new network infrastructure would mean the need
to upgrade both the library and the application or service. This introduces a
lot of overhead to the application developer. The application developers
want a clean interface between the application and the network, and
shouldn’t be forced to cope with specific network functions.

From the above the need for an entity that controls the reconfiguration
process on the network level and provides a layer of abstraction both to the
terminal and the service application comes to the surface.
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3. RECONFIGURATION MANAGEMENT PLANE
ARCHITECTURE
3.1 General architecture

The entity identified in the previous context, is the Reconfiguration
Management Plane (RMP), which is introduced and described in the current
section. The RMP can be viewed as another control plane that is operating
on all OSI layers and runs along with the network control plane. Its main
task is to provide layer abstractions to the applications and services on the
one hand and to the terminals and network devices on the other. Furthermore
the RMP is responsible to coordinate the reconfiguration process and
provide the required resources in order to be completed. The RMP is
comprises different components that are illustrated in figure 1.

dpemiils -

Figure 1. The RMP entity
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3.2 Architectural components

The components are:

1) The protocols/SW management. The reconfiguration procedure is
based on the ability of the mobile devices, network nodes to download and
install software that makes possible the support of new protocol stacks. The
reconfiguration procedure encompasses the triggering of certain protocol and
software to be downloaded on the mobile terminal or other network nodes/
devices in order to support efficient user connectivity and optimal service
provision (e.g., downloading of certain protocols that are not installed in the
mobile device). Therefore this functional entity is responsible to identify,
locate and trigger the suitable protocol or SW for download.

2) the Context management. The context management is responsible to
manage the context information of the network. In the RMP domain, context
doesn’t concern the applications that run over the network, but the network
data themselves, i.e. the nodes, the state of the nodes, the congestion
information etc. The context manager is responsible to have a picture of the
network. This is necessary in the decision of feasibility of a reconfiguration
event, or the choice of an alternate path between the application server and
the user terminal.

3) the Reconfigurability Classmark. This component has a duplex role.
On one side it keeps track of the different nodes of the network and their
state regarding reconfigurability, i.e. the protocol versions that are installed.
On the other side it keeps a database of the capabilities of the different
network nodes that exist. For example it keeps track of the software that can
be downloaded and run on each device, and the capabilities of the mobile
device regarding reconfigurability and upgrading.

4) The Policy repository/management. The policy management
component is the main decision making entity for reconfiguration. It
provides the entry point for the reconfiguration related policies of the
system. Furthermore, it undertakes the merging of different profiles from the
profile management and combines them with the policies that are defined.
The output is the final decision about the feasibility of a reconfiguration and
respective actions to be triggered.

5) The profile repository/management. The profile management
component is responsible to manage and combine the different profiles. The
profiles come from different parts of the system since they refer to different
entities of the system. The profiles can be classified in: the user profile, the
network profile, the application profile, the terminal profile, charging profile,
security profile etc.

6) The reconfiguration services. The reconfiguration services component
is responsible for the communication between the RMP and the
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application/service. It accepts and processes reconfiguration requests for the
network in order to provide the necessary environment for an application and
service to execute. It also provides feedback to the application for the
feasibility of the request, or can also initiate a reconfiguration on the
application in case for example of network configuration changes or
selection of different settings by the users, mobility etc..

7) The reconfiguration Adaptation/Management. The reconfiguration
adaptation management component is responsible for initiating the triggering
of service adaptation based on network capability restrictions or
reconfiguration policies. It triggers and coordinates the reconfiguration
actions, exchanges messages with the LRM of the devices and coordinates
the reconfiguration process. Internally, it accesses the components of the
RMP and provides the necessary tools and information for the
reconfiguration to take place.

Although there is no central security management component, security
should be considered and tackled in all the RMP components. The
authorization, authentication and integrity of communications among the
RMP components should be assured by using proper security schemas. The
selection of the security schema depends on the network infrastructure and
the communication channels that are used between the components.
However special consideration should be taken for the communication of the
RMP and the external entities (end user terminals, network nodes,
applications), most notably with the protocols/SW management component,
since the need of a security schema that supports public key cryptography is
needed for authentication purposes. Furthermore, solutions that use digital
signatures could be considered to protect the network nodes and user
terminal from downloading unauthorized software.

33 Communication between RMP and external entities

The communication between the RMP and the external entities is based
on open APIs. The RMP communicates primarily with the local
reconfiguration managers and with the Application/Service. The open APIs
provide the infrastructure for applications from different vendors to
communicate with the networks of different providers. Since the providers
are not willing to reveal the inner structure of the network to the external
applications, they are able to provide context and adaptation related
information to the application/services through the use of open APIs in a
controlled way. The open APIs can guarantee the construction of the
communication path between the application and the reconfigurable
network, so that the applications can provide the requirements and trigger
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reconfiguration when needed, and the network can give proper feedback
without revealing internal structural information.

The local reconfiguration managers are internal components of the
devices, and as a result they can have proprietary characteristics. However
the need to communicate with different nodes and with the RMP makes the
use of open APIs essential. The RMP has to communicate with the LRMs in
order to trigger a reconfiguration procedure, to collect essential data (like
protocols installed, node capabilities, etc), query about the status of the node,
etc. The LRMs need to communicate with the RMP in order to trigger a
reconfiguration procedure, to download software and answer to requests
from the RMP. The use of open APIs is essential to provide the
communication path between the devices of different manufacturers and
enhancing interoperability.

34 Case studies

In order to clarify further the use and functionality of the RMP the
following sequence diagrams that depict an overview of the main
functionalities and operations performed by the RMP in the event of a
reconfiguration, are also presented. The two cases that are illustrated are: the
first case (illustrated in figure 2) is when the user terminal initiates the
reconfiguration procedure, and the second (illustrated in figure 3) is when
the reconfiguration procedure is initiated due to the provision requirements
of a Value added service after a user selection for application download. In
either case the RMP is the one that steers the reconfiguration process. It
triggers the reconfiguration in the network nodes that are among the path
from the Value Added Service Provider (VASP) to the user terminal, and
provides the software for protocol stack reconfiguration in the network
nodes and the user terminal. The RMP communicates with the LRM of the
network nodes and the user terminal on the network side and with the
application/service on the application side. However, the user terminal might
have to communicate directly with the VASP in order to download extra
software components (for example it might be essential to download codecs
that are needed for the service the user is currently downloading).
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Figure 3. Network Initiated

4. CONCLUSIONS

The evolution of reconfigurability notion has been heralded as main
concept for 4G mobile communications. In order to reach its full potential, a
consistent framework that deals with reconfigurability challenges and

control has to be introduced.

In this paper we have introduced a generic framework to cope with the
complexity of reconfigurability management. This work will provide the
basis for the evolution of End-to-End Reconfigurability notions that will be
addressed and enhanced inside the E2R architecture design. The proposed
architecture for reconfiguration management addresses the effective policy
based reconfiguration triggering towards the network nodes and the
combination of adaptation triggering towards the end-user services in order
to achieve the optimal service provision and perception to the end user in a
transparent way.
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Hideki Hayashi, Takahiro Hara, and Shojiro Nishio

Dept. of Multimedia Eng., Grad. Sch. of Information Science and Tech., Osaka Univ.
{hideki, hara, nishio}@ist.osaka-u.ac.jp

Abstract  In ad hoc networks, since network division occurs frequently, it is ef-
fective to replicate data items. This paper proposes effective replica
allocation methods in ad hoc networks where each data item is updated
at irregular intervals. The proposed methods allocate replicas based on
probability density functions of the update intervals of data items. Also,
they invalidate replicas that have been updated with high probability
because accesses to old replicas impose extra computational overhead
and roll backs. As a result, the proposed methods not only improve
data accessibility but also reduce the number of accessing old replicas.

Keywords: ad hoc networks, replica allocation, data accessibility, data update,
mobile computing environment

1. Introduction

As one of the research fields in mobile computing environments, there
has been increasing interest in ad hoc networks that are constructed of
only mobile hosts that play the role of a router. Disconnections oc-
cur frequently in ad hoc networks, since mobile hosts move freely, and
this causes frequent network division. If network division occurs due to
the migration of mobile hosts, mobile hosts in one of the two divided
networks cannot access data items held by mobile hosts in the other
network. In Figure 1, if the radio link between two mobile hosts is dis-
connected at the central part, the mobile hosts on the left-hand side
and those on the right-hand side cannot access data items Di and Dp,
respectively. A key solution to this problem is to replicate data items
on mobile hosts that are not the owners of the original data item.

In ad hoc networks, there also be many applications in which mobile
hosts access data held by other mobile hosts. A good example is when a
research project team constructs an ad hoc network and the team mem-
bers refer to data obtained by other members for efficiency. Recently,
ad hoc networks have attracted much attention as an infrastructure of
next-generation computer environments, e.g., wearable computing en-
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Figure 1.  Network division.

vironments and sensor networks. Therefore, it will be more and more
important to improve data accessibility in ad hoc networks.

In [2, 4], we proposed three replica allocation methods for improving
data accessibility in ad hoc networks where a data item is not updated.
These methods periodically determine replica allocation based on the
access frequency from each mobile host to each data item and the net-
work topology at that moment. In [3], we extended the three methods
proposed in [2] to adapt to an environment where each data item is
periodically updated. These extended methods replicate data items on
mobile hosts based on the access frequency, the time remaining until
each item is next updated, and the network topology.

In a real environment, it is more likely that data items are updated
at irregular intervals. In this paper, we propose three replica allocation
methods to improve data accessibility based on probability density func-
tions of the update intervals of data items. In an assumed environment,
mobile hosts may access invalid replicas that have been updated. Such
invalid accesses cause roll backs when the hosts later connect to the mo-
bile hosts holding the originals. Invalid accesses and roll backs consume
the power of mobile hosts, causing a serious problem since mobile hosts
typically have poor power resources. Thus, the proposed methods also
invalidate replicas that have been updated with high probability. As
a result, the proposed methods not only improve data accessibility but
also reduce the number of accessing invalid replicas.

The remainder of the paper is organized as follows. In Section 2,
we show some conventional works related to our work. In Section 3, we
present our assumed environment. In Section 4, we propose three replica
allocation methods. In Section 5, we show the results of simulation
experiments. Finally, in Section 6, we summarize this paper.

2. Related Works

In the research field of ad hoc networks, a few studies have been made
to improve data accessibility [7-12].

In [7] and [9], the authors have proposed methods in which replicas
are allocated to a fixed number of mobile hosts which act as servers and



Replica Allocation Considering Data Update Intervals in Ad Hoc Networks 133

the consistency among the replicas is keep using a strategy based on the
quorum system which has been proposed for distributed database. These
are considered similar to our methods because replicas are allocated to
mobile hosts. However, these methods assume that replicas are allocated
to only mobile hosts selected as servers and their storages have unlimited
memory space. Our methods effectively allocate replicas to all mobile
hosts with limited memory space.

In [8, 11], the authors have proposed caching methods in the Internet
based mobile ad hoc network. This method is considered similar to
our methods because each mobile host allocates replicas. However, this
method differs from our methods with the point that the authors assume
that some of the mobile hosts are connected to the Internet. We assume
that all mobile hosts are not connected to the Internet.

In [10], the authors have defined two new consistency levels among
replicas and proposed methods that disseminate updated data to keep
the consistency. These methods are considered similar to our methods
because replicas are allocated to all mobile hosts. However, these meth-
ods are different from our methods in which each mobile host invalidate
replicas considering update intervals of the data items.

In [12], the authors have proposed a method that predicts time when
a network division occurs and allocates replicas to mobile hosts before
the network division occurs. This is similar to our proposed methods
because the authors assume frequent network divisions. However, this
method differs from our methods with the point that the authors assume
a specific mobility model. Our methods work for any mobility models.

3. Assumptions and Approach

The system environment is assumed to be an ad hoc network where
mobile hosts access data items held by others. In this paper, mobile
hosts connected to each other by one-hop/multihop links are simply
called connected mobile hosts. We make the following assumptions:

m  We assign a unique host identifier to each mobile host. The set of
all mobile hosts in the system is denoted by M = {My, My, ---, Mp,},
where m is the total number of mobile hosts and Mj; (1<j<m)
is a host identifier. Each mobile host moves freely.

a Data are handled as a data item which is a collection of data. We
assign a unique data identifier to each data item. The set of all
data items is denoted by D = {Ds, Dy,--+, D, }, where n is the
total number of data items and D; (1 £ j € n) is a data identifier.
The original of each data item is held by a particular mobile host.
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a FEach mobile host has memory space of C data items for creating
replicas, excluding the space for the original data item. Replicas
are relocated in a specific period called relocation period.

® The access frequencies to data items from each mobile host are
known. In a real environment, the access frequencies can usually
be known by recording the log of access requests at each host.

s FEach data item is updated by the mobile host holding the original
at irregular intervals. The update interval of D; is represented by
a probability density function, f;(t). After a data item is updated,
the replicas become invalid. In a real environment, f;(t) can usu-
ally be known by recording the log of the update at mobile hosts
holding the originals.

s Fach mobile host holds a table in which the information on the
update times (time stamps) of all data items in the entire network
is recorded. This information table is called the time stamp table.

In this environment, a request for a data item is successful only when
the request issuing host accesses the original or its replica with the same
time stamp as the original. That is, replicas with a time stamp different
from the original are invalid. The request succeeds immediately if the
request issuing host holds the original or connects to the mobile host
holding the original. Otherwise, if the request issuing host or at least
one connected mobile host holds the replica, the request issuing host
tentatively accesses the replica. After the tentative access, when the re-
quest issuing host connects to the host holding the original, the tentative
access is determined as having either succeeded or failed. This can be
achieved by comparing the update logs at the host holding the original
with the information on the time stamp of the accessed replica and the
access time at the request issuing host. If the tentative access fails, the
roll back occurs so that the request issuing mobile host recovers its state
before accessing the replica. If the request issuing host and connected
mobile hosts do not hold the original/replicas, the request fails.

4. Replica Allocation Methods

In this section, we first propose three replica allocation methods.
Then, we explain the cache invalidation in our proposed methods.
4.1 Replica allocation

In this paper, we propose three new replica allocation methods, which
are extensions of the methods proposed in [3], to adapt to an environ-
ment where data items are updated at irregular intervals.
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First, we define a PTT value for each replica of D; at M; asfollows:
toj—t;
p,,'./0 fit+t) - tdt 1)

Here, pi; denotes the access frequency of M; to Dy; to; denotes the
lifetime of replicas of D; (to; > 0); t; denotes the time that has passed
since Dj’s most recent update, which is the time interval between the
current time and the time stamp of D;. If D; has already timed out
(toj < 0), the PTT value is defined as 0.

The PTT value represents the average number of successful access
requests until the mobile host discards the replica of D;. Thus, by
allocating replicas with high PTT values at a relocation period, not
only data accessibility is expected to be higher but also the number of
accessing invalid replicas is expected to be lower. The detailed decision
process of to; is explained in the next subsection.

Based on this idea, we extend the three methods proposed in [3] by
mainly changing their algorithms to use PTT values instead of PT val-
ues in order to adapt to an environment where each data item is up-
dated at irregular intervals. We call the three extended methods the
E-SAF (Extended-Static Access Frequency)a method, the E-DAFN (Exz.-
Dynamic Access Frequency and Neighborhood)o method, and the E-DCG
(Ex.-Dynamic Connectivity based Grouping)a method. In the following,
we describe the details of the three extended methods.

4.1.1 E-SAFa method. Each mobile host allocates replicas of
data items in descending order of PTT values within the limit of its own
memory space. If a mobile host issues an access request for a data item
whose replica at the host has become invalid and the request is satisfied,
the request issuing host again allocates the valid replica, i.e., refreshes
the replica. This operation is also done in the other two methods.

4.1.2 E-DAFNa method. In the E-SAFa method, since mo-
bile hosts with the same access characteristic allocate the same repli-
cas and there are many replica duplications, the data accessibility is
low. To solve this problem, after allocating replicas with the E-SAFa
method, the E-DAFNa method eliminates replica duplications between
two neighboring mobile hosts. The algorithm is as follows:

1 At a relocation period, each mobile host broadcasts its host iden-
tifier and information on access frequencies to data items. After
all mobile hosts complete their broadcasts, from the received host
identifiers, every host knows its connected mobile hosts.
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2 Each mobile host preliminary determines the replica allocation
with the E-SAFa method.

3 In each set of connected mobile hosts, starting from the mobile
host with the lowest suffix (¢) of host identifier (Mj), the follow-
ing procedure is repeated in the order of the breadth first search.
When there is duplication of a data item (original/replica) between
two neighboring mobile hosts, and if one of them is the original,
the host which holds the replica replaces it with another replica.
If both of them are replicas, the host with the lower PTT value re-
places the replica with another replica. When replacing the replica,
from among data items whose replicas are not allocated at either
of the two hosts, a different replicated data item is selected whose
PTT value is the highest.

4.1.3 E-DCGa method. The E-DCGa method shares repli-
cas in larger groups of mobile hosts than the E-DAFNa method. This
method creates groups of mobile hosts as biconnected components [1] and
then allocates replicas of data items on mobile hosts in each group in
descending order of PTT values in the group. By grouping mobile hosts
as a biconnected component, the group is not divided even if one mo-
bile host disappears from the network or one link is disconnected in the
groups. Thus, the group has high stability. The algorithm is as follows:

1 At a relocation period, each mobile host broadcasts its host iden-
tifier and information on access frequencies to data items. After
that, every host knows its connected mobile hosts.

2 In each set of connected mobile hosts, starting from the mobile host
with the lowest suffix (i) of host identifier (M;), an algorithm to
find biconnected components is executed. Then, each biconnected
component is put in a group. If a mobile host belongs to more
than one biconnected component, it can belong only to the group in
which the corresponding biconnected component was found earlier.

3 In each group, the PTT value of each mobile host in the group
to each item is calculated. Then, the PTT value of the group to
each item is calculated as a summation of PTT values of mobile
hosts in the group to the item. These calculations are done by the
mobile host with the lowest suffix of host identifier in the group.

4 In descending order of PTT values in each group, replicas are al-
located until the memory space of all mobile hosts in the group
becomes full. Here, replicas of data items which are held as origi-
nals by mobile hosts in the group are not allocated. Each replica
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is allocated at a mobile host whose PTT value to the data item is
the highest among hosts that have free memory space to create it.

5 After allocating replicas of all data items that have no original
in the group, if there is still free memory space at mobile hosts in
the group, replicas are allocated in descending order of PTT values
until the memory space is full. Each replica is allocated at a mobile
host with the highest PTT value to the data item among hosts that
have free memory space and do not hold the original/replica. If
there is no such mobile host, the replica is not allocated.

4.2 Cache invalidation

In our proposed methods, a lifetime is assigned to each data item
based on its probability density function of update intervals. Since each
mobile host discards replicas whose most recent update is a long time
ago, the number of accesses to invalid replicas can be reduced. In the
following, we explain the procedure of cache invalidation in our methods.

The probability that Dj is updated within time 7; since D;’s most
recent update is expressed by the following expression:

ARG (2
0

In our proposed methods, a constant threshold « is assigned to all
data items in the entire network. If the value of expression (2) becomes
equal or more than e, each mobile host holding a replica of D; discards
the replica from its own cache. More specifically, when each mobile host
allocates a replica of Dj or records the time stamp of D;, the value of 7;
that satisfies the condition fy? f;(t) dt = « is calculated using expression
(2). The value of 7; calculated in this manner is defined as the lifetime,
toj. Then, using expression (2) and the found 7j(= to;), the PTT value
is calculated at every relocation period.

In order to reduce the number of accessing invalid replicas, each mobile
host monitors its own cache space and discards replicas whose lifetimes
have passed. The cache space for the discarded replicas is kept free.
When the mobile host accesses the original or a valid replica, the new
replica of the data item is allocated again on the free cache space

At the time of discarding replicas, each mobile host discards the infor-
mation on time stamps of replicas whose lifetimes have passed from its
own time stamp table regardless of whether it holds the replica. When
it accesses the original or a valid replica, it again records the information
on the time stamp of the replica in its own time stamp table.
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If a is set to a small value, each mobile host discards replicas whose
originals have been updated with low probabilities, and thus the number
of accesses to invalid replicas is reduced. However, since a small value of
a also discards many valid replicas, the number of successful accesses is
also reduced. Thus, the value of a should be chosen carefully according
to the system characteristics and the performance requirements.

S. Simulation Experiments

In this section, we present simulation results from our performance
evaluation of the proposed methods.

5.1 Simulation model

The number of mobile hosts in the entire network is 40. Mobile hosts
exist in a size 500 [m] x 500 [m] flatland and randomly move in all
directions at a speed randomly determined from O to 1 [m/sec]. The
radio communication range of each mobile host is 80 [m]. The number
of kinds of data items in the entire network is 40, and M; holds D;
(i = 1,---,40) as the original. The size of each data item is 1 [MB].
Each mobile host creates up to 10 replicas with our proposed methods
in Section 4. Replicas are periodically relocated every 400 [sec]. The
access frequency of M; to Dj is pij = 0.5 x (1 + 0.0015){1/10sec]. That
is, each mobile host requests data items based on their access frequencies
at every 10 [sec]. Each data item is updated with intervals based on the
exponential distribution with mean U [sec].

In the simulation experiments, we randomly determine the initial po-
sition of each mobile host in the flatland and evaluate the following two
criteria for our proposed methods during 1,000,000 [sec].

®  Data accessibility:
The ratio of the number of successful access requests to the number
of all access requests issued during the simulation time.

®  Rate of accessing invalid replicas:
The ratio of the number of tentative data accesses that resulted in
failure to the number of all access requests.

5.2 Effects of o value

First, we examine the effects of a value when the average update
period U is fixed to 500. Figures 2 and 3 show the results. In both
graphs, the horizontal axis indicate the value of a. The vertical axes
indicate the data accessibility and the rate of accessing invalid replicas,
respectively. For comparison, the performances when data replication is
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not made and when replica invalidation is not made are shown as ‘“no
replica” and “no invalid:(replica allocation method),” respectively.

In Figure 2, in the cases where each mobile host invalidates replicas,
as a gets larger, the data accessibility of each method gets higher. This
is because the lifetime of each data item gets longer, and thus a larger
number of replicas are available in the entire network. In the cases where
each mobile host does not invalidate replicas, the data accessibility of
each method is not affected by a. Comparing the three methods, the
E-DCGa method gives the highest data accessibility. This is because
mobile hosts can share many kinds of data items in stable groups.

Figure 3 shows that in the cases where each mobile host invalidates
replicas, mobile hosts rarely access invalid replicas when « is very small.
This is because the lifetime is very short, and thus replicas are discarded
in a short time. On the contrary, as a gets larger, the rate of accessing
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invalid replicas gets higher. This is because while many valid replicas are
accessible in the entire network as shown in Figure 3, many invalid repli-
cas are also accessible. Comparing the three replica allocation methods,
the E-DCGa method always gives the highest rate of accessing invalid
replicas. This is due to the same reason given in the case of Figure 2.
The above results show that, in this experiment, the increment of
data accessibility when a gets larger is larger than that of rate of ac-
cessing invalid replicas. However, since invalid accesses and roll backs
impose extra power consumption, it is meaningful to reduce the number
of accessing invalid replicas. We have conducted other simulation exper-
iments where the average update period is changed. The results show
that when the average update period is long, the increment of rate of
accessing invalid replicas is larger than the case in this subsection.

5.3 Effects of average update period

Next, we examine the effects of the average update period, U, on
our proposed methods when a is fixed to 0.7. Figures 4 and 5 show
simulation results. In both graphs, the horizontal axis indicates the
average update period. The vertical axes indicate the data accessibility
and the rate of accessing invalid replicas, respectively.

In Figure 4, as the average update period gets longer, the data accessi-
bility gets higher in all cases. This is because replicas held by each mobile
host are valid for a longer time. In each replica allocation method, the
data accessibility in the case where each mobile host does not invalidate
replicas is larger than that in the case where it invalidates replicas. This
is because when each mobile host discards replicas whose lifetimes have
passed, it may discard valid replicas that have not yet been updated.
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Figure 5 shows that in the cases where mobile hosts invalidate replicas,
when the average update period is very short, the rate of accessing invalid
replicas is very low. In these cases, since replicas are discarded in a very
short time, each mobile host can create replicas only when connecting
with mobile hosts holding the originals in a relocation period. As a
result, it creates only replicas with the same version as the originals and
thus rarely accesses invalid replicas. In the cases where each mobile host
does not invalidate replicas, as the average update period gets longer,
the rate of accessing invalid replicas of all methods gets lower. This is
because replicas held by each mobile host are valid for a longer time.
The above results show that invalidation of replicas is very effective in
each method when the average update period is short. However, when
the average update period is long, the effectiveness becomes low since
replicas are valid for a long time.

6. Conclusions

In this paper, we proposed effective replica allocation methods in ad
hoc networks where each data item is updated at irregular intervals.
The proposed methods allocate replicas based on probability density
functions of the update intervals of data items. Furthermore, in the pro-
posed methods, each mobile host discards replicas that are updated with
high probability. As a result, the proposed methods not only improve
data accessibility but also reduce the number of accessing old replicas.

The results of simulation experiments according to our proposed meth-
ods show that data accessibility and the rate of accessing invalid replicas
significantly depend on the setting of threshold a.
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In [5], we proposed cache invalidation methods to effectively invalidate
old replicas by broadcasting invalidation reports. In [6], we also proposed
updated data dissemination methods to update old replicas effectively.
As part of our future work, we plan to evaluate our methods in an
environment where methods proposed in [5] or [6] are used together.
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Abstract Both real-time multimedia and mobile networks present challenges ripe for new
analysis techniques. We examine the applicability of statistical design of experi-
ments and inductive learning theory in the prediction of delay for real-time audio
transmissions over mobile ad hoc networks. Utilizing analysis of variance meth-
ods and simple decision tree agents, we find both significant factor interaction
between traffic load and node mobility as well as a dramatic reduction in error
percentage in prediction of end-to-end delay.

1. Introduction

Real-time multimedia transmissions and mobile ad hoc networks each pro-
vide distinct challenges. Jitter and end-to-end delay are significant factors of
interest for multimedia transmissions. Likewise, end-to-end delay is often a
primary concern within mobile ad hoc networks (MANETSs). When these fields
meet, the importance of better understanding the domains increases signifi-
cantly.

The reliability and consistency required by real-time audio transmission be-
comes much harder to ensure when dealing with the constantly varying condi-
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tions of a mobile ad hoc network. Thus, there is a need to effectively under-
stand and predict end-to-end delay.

In light of this need, we show the validity of techniques from outside the
domain of common networking. Specifically, we examine statistical design of
experiments (DoE) and analysis of variance (ANOVA) to isolate and quantify
factor interactions among variables in a MANET. Additionally, we adapt ar-
tificial intelligence techniques from basic decision-tree learning to provide a
mechanism for predicting delay within a mobile environment. By fusing these
two techniques, we find significant measures of predictability for end-to-end
delay for audio transmissions over MANETs.

We first present a performance analysis of end-to-end delay for audio trans-
missions over MANETS followed by an ANOVA analysis for accurate predic-
tion of end-to-end delay. We begin with a discussion of related works and an
introduction to the simulation methods used. From this, we present the simula-
tion results followed by an introduction to DoE and ANOVA analysis, learning
theory and decision trees, and the results produced by these techniques.

2. Simulation Analysis of Audio Packet Delays

The results in this section are based on simulations using the network simu-
lator ns -2, version 2.26 [6, 9]. This package includes extensions for mobile ad
hoc network simulation, including a set of routing protocols, an IEEE 802.11
MAC layer, a radio propagation model, and a node mobility model. However,
we extended this package to generate voice traffic over the wireless environ-
ment.

Technical Considerations

All nodes communicate with a wireless radio based on the IEEE 802.11
standard [7]. The radio propagation range for all nodes is 250 meters and the
channel bandwidth is 11Mbps. The specific medium access control (MAC)
scheme is CSMA/CA with acknowledgments. At the link layer, we leave most
of the 802.11 parameters set to default values. Thus, the RTS threshold is set
to 250, the short retry limit (SRL) is set to 7, and long retry limit (LRL) is set
to 4.

At the network layer, we use the Ad hoc On Demand Distance Vector (AODV)
[13] protocol for routing. The choice of a reactive protocol such as AODV
rather than a proactive protocol such as OLSR [11] is based on results from
our earlier work [3]. Indeed, the proactive protocol consists of every node
emitting hello messages periodically in order to learn the network topology.
On the other hand, reactive protocols invoke a route discovery procedure on an
on-demand basis.
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As mobile ad hoc networks are characterized by intermittent connectivity,
the audio stream is interrupted when a route error causes the routing protocol
to establish a new route to the destination. These interruptions are typical
events that strongly disrupt the speech played on the receiver side. Benaissa
et al. [3] have shown that such interruptions can be long, typically a number
of seconds, regardless the routing protocol employed. However, OLSR causes
more interruptions than AODV, thus AODV is better adapted to the deployment
of audio applications over ad hoc networks.

The AODV parameter values are set as recommended in [14] such that they
minimize network congestion and allow the protocol to operate as quickly and
accurately as possible. As such, the HELLO interval is set to 1.0, the route reply
wait time is set to 1.0, the reverse route life is set to 3.0, and the active route
timeout is set to 3.0.

The network layer maintains a send buffer of 64 packets. This buffer con-
tains (only) data packets waiting for a route. All packets (both data and control)
sent by the routing layer are queued at the interface queue until MAC layer
transmission. We set the maximum size of the interface queue to 50 pack-
ets and maintain it as a priority queue with two priorities, each served FIFO.
Control packets receive higher priority than data packets.

Network Environment and Methodology

Our network model consists of 50 nodes in a 1000 x 1000 meter square flat
area. Our results are based on the average packet delay of 20 scenarios, or
patterns. Patterns are randomly generated by different seeds. Each simulation
executes for 250s. Input parameters for the simulation are speed s in m/s and
the network load £ in kbps.

In order to avoid large variation in successive patterns, some seed number
effects are cancelled. We make the following assumptions:

®  We define the same initial position and heading of nodes for all patterns.
Thus, when the seed changes, the initial network topology and traffic
peers remain identical. All movements are different (see Figure 1).

m  For different patterns at a given network load £, enabled traffic peers are
identical. When £ is increased, additional traffic peers are set.

= During the simulation, the effective speed of nodes and the network load
are constant and equal to the input parameters s and £.

Mobility

Nodes move according to the random waypoint mobility model. In this
model, each node x chooses a random destination within the simulation area
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Figure 1. The initial MANET topology.

and travels toward its destination in a straight line at a given speed. Upon node
x’s arrival at its destination, it pauses, chooses a new random destination, and
continues its motion. Node speed s varies from 1m/s to 10m/s and we use a
pause time of 10 seconds.

Traffic Pattern

We develop a traffic generator to simulate unicast voice traffic as well as
background traffic.

Voice traffic is generated between a source node (0) and a destination node
(49) (see Figure 1). A voice flow is typically divided into talkspurts (peri-
ods of audio activity) and silent periods (periods of audio inactivity, during
which no audio packets are generated). We consider an average talkspurt of
30.83% and an average silent period of 61.47% as recommended by the ITU-
T specification for conversational speech [10]. Alternating periods of activity
and silence are exponentially distributed with an average duration of 1.004s
and 1.587s, respectively. We consider the PCM codec (Pulse Codec Modula-
tion — see Recommendation G.711 in [8]) at 64kbps as audio traffic. Then,
320 byte voice packets are generated periodically during activity periods, each
voice packet representing a sample of 40ms.

Background traffic is generated by constant bit rate (CBR) data sessions
with selected sources and destinations. One CBR session transmits packets of
2048 bytes payload every 0.3s (i.e., 57.28kbps load per session). To increase
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the load in the network, the number of active sessions is increased. In our
simulation, network load £ varies from 1 x 57.28kbps to 10 x 57.28kbps.

Simulation Results

Figure 2 illustrates average end-to-end delay as a function of the number of
active sessions for three different node speeds: 2m/s, Sm/s and 7Tm/s. We
find that from 1 to 5 active sessions, delays are nearly equal (less than 40ms),
regardless of the speed. For higher numbers of active sources, the increases
in delay are stronger when node speed is higher. Delay increases from 50ms
to 200ms for node speed 2m/s, while it reaches 450ms at node speed 7m/s
under the same load level.

— T
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500 Speed: Sm/s ------- —
Speed: 7Tm/s --------
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Figure 2. End-to-end delay as a function of load for different node speeds.

Our results illustrate that node speed does not have a significant impact on
end-to-end delay under light load traffic. However, when load traffic increases,
end-to-end delay increases rapidly when node speed is high.

3. Designed Experiments and ANOVA Analysis

Though often treated as isolated, the factors affecting a transmission in any
network interact in ways that are often imperceptible when considered by sys-
tem and protocol designers. Factor interaction is not a new consideration in
other engineering domains and techniques have long been in place to effec-
tively unearth and analyze them. Designed experiments, a technique originat-
ing from agricultural engineering in the early part of the 20th century, allows
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the otherwise vast number of experimental runs necessary to detect and quan-
tify factor interactions to be done in a limited number of trials. As defined by
Montgomery [12], afactor (e.g., load) is an experiment variable taken to have
some effect on the response variable of interest (e.g., end-to-end delay). A
factor interaction is the failure of a factor to produce the same resultant value
for the response variable when another factor is at a different level.

Key to DoE’s ability to effectively analyze factor interactions is analysis
of variance (ANOVA). In the simplest case, ANOVA examines the effect of a
single factor on a response variable. ANOVA is defined by a sum of squares
identity [12]. Using these sums of squares, ANOVA allows calculation of main
effects for all factors as well as interactions. Our aim is to utilize DoE and
the underlying foundation provided by ANOVA to significantly improve the
predictability of end-to-end delay for audio-transmissions over MANETS.

Related Work — DoE and ANOVA

Designed experiments and ANOVA have rarely been applied to mobile net-
working. Vadde and Syrotiuk [17], inspired by the work of Barrett et al. [ 1, 2],
used ANOVA analysis to identify main effects and factor interactions on ser-
vice delivery in MANETS. Along similar lines, Perkins et al. [15] examined 2°
factor interaction particularly among node speed, network size, and number of
traffic sources.

4. Learning Theory and Decision Trees

Machine learning theory aims to develop agents and algorithms that are able
to effectively improve future action by learning from both its environment and
its own decision-making processes. Among the simplest learning algorithms
to implement is that of decision tree learning. Decision tree learning examines
a set of properties and returns a decision. Typically decisions are boolean,
but are easily extended to numerical results. Thus, decision trees are naturally
suited to learning parameter optimization.

In functionality, the inductive learning provided by a decision tree begins
with a heuristic from which an initial decision tree structure is extrapolated.
The branching conditions of this tree are then tuned via the inductive process
to produce better optimized results. Thus, for the purpose of optimizing the
predictability of end-to-end delay, decision trees allow us to quickly produce a
proof-of-concept argument for inductive learning theory for MANETSs as well
to evaluate the potential benefit of integrating a decision mechanism into our
simulation model.



ANOVA-Informed Decision Trees for Voice Applications over MANETSs 149

Related Work — Learning Theory and Decision Trees

Within artificial intelligence and other fields, learning theory has evolved
into a sophisticated and rich field in its own right. However, much in the same
manner as ANOVA analysis, learning theory methodologies have not been sig-
nificantly explored within mobile ad hoc networks. Farago et al. [5] developed
a meta-MAC protocol utilizing computational learning theory. We take our
direction in learning agent construction from Russell and Norvig [16].

5. DoE and Learning Methodologies

DoE and ANOVA Methodologies

In order to validate the effectiveness of DoE and ANOVA techniques within
our chosen application domain, we choose those variables from Benaissa et
al. [3] that provide both the most sound basis for factor interactions as well
as reasonable extension into a decision tree learning mechanism. We choose
CBR traffic load and node mobility as our factors of interest and end-to-end
delay as our response variable. We then use Design Expert [4], a software
suite designed to aid in the construction and processing of DoE, to develop an
appropriate model to fit our data set.

We design our statistical experiment as a 2 response surface populated by
our data points, where 2% is indicative of a two-level (high and low) model
with k variables of interest or main effects. From this, we generate two models
for ANOVA analysis. The first, an untransformed model of the data, is used to
develop certain of our decision tree agents. The second, a model transformed
such that any factor interactions present are effectively quantified, is used to
verify the ANOVA validity.

Decision Tree Methodologies

To leverage learning theory techniques, we choose decision tree inductive
learning for a number of reasons: ease of implementation, small spatial re-
quirements and a solid modeling of a top-down traversal of protocol stacks.
For our proof-of-concept, we examine multiple means of constructing the in-
ductive learning aspects of the tree, both with and without statistical influ-
ence. As is standard for decision tree tests, average-guessing or strawman al-
gorithms are constructed to provide a baseline for judgment of improvements
via the learning mechanism. Given our implementations of both statistically-
influenced and standard inductive learning, we implement both statistically-
influenced and standard mean-guessing strawman algorithms.

Our first step in developing decision tree agents is to create a heuristic that
serves as the basis for construction of the initial tree. For purposes of concep-
tual proof, we do not consider factor interactions in the construction of this



150 Benaissa, Lecuire, McClary, and Syrotiuk

heuristic, though such interactions are responsible for much of the power of
this manner of inductive learning. Instead, we consider the simplest case, in
which we assume end-to-end delay is primarily dependent on traffic load. Ex-
amination of the data set yields a decision tree with three distinctly different
relations to end-to-end delay. As illustrated in Figure 3, we choose a simple,
one-level tree branching at what initial observation indicates are significant
differences in the load vs. end-to-end delay relationship.

Figure 3. A simple one-level decision tree estimates delays based on noticeable variances
of load vs. mobility. More refined decision trees take into account multiple factors and their
interaction.

Estimated Traffic Load

Delay = 20ms Delay = 200ms Delay = 750m:

Load < 400kbps 400 <= Load <= 515kbps Load > 515kbps

Having constructed an initial tree, we implement the inductive learning pro-
cess as a number of agents, each utilizing different means of hypothesis cor-
rection during the learning and testing phases. These agents can be broken
into two sets — those that do not use statistical influence in their correction,
and those that do. For each of these categories, we create agents which employ
incremental correction techniques and agents that employ averaging. Addition-
ally, we design an agent that uses no correction following its learning phase, as
well as one that employs only statistical means of self-correction.

Agent correction in both learning and testing phases is structured such that
those agents without statistical influence utilize their particular means of cor-
rection, be it incremental or average-based, from the point of the value of the
initial heuristic. Statistically-influenced agents utilize averaging based on the
ANOV A-generating equation during the learning phase and their particular cor-
rection method during the testing phase to further refine the agent’s accuracy.
The agent with no testing-phase adaptation employs averaging in its learning-
phase correction, and the completely statistically-driven agent averages against
the ANOVA-generated equation during both phases.
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6. DoE and Learning Theory Results and Discussion

DoE Results and Discussion

As described in section 5, we create a pair of designed experiments. One
uses no data transformation so as to yield equations suitable for adaptation into
our decision tree agents and the other transformed to most accurately assess
any factor interaction present. In each case, we utilize Design Expert to pro-
cess our data sets. We specify our factors as L for traffic load, and M for node
mobility, with respective low and high levels (57.28kbps, 572.80kbps) and
(Im/s, 8m/s). We then choose as our response variable for end-to-end delay
for the real time audio flow with low and high levels (4.10ms, 1663.96ms).

From initial sum of squares analysis, we choose to design the experiments
as a cubic model analyzing factors L, M, I?, M 2, M, L3 M3, I2M, and
LM? where, e.g., LM denotes the interaction effect between traffic load and
node mobility. In keeping with standard practice, we choose the cubic model
because it yields the lowest F-value and P(X > F-value). On this cubic model
we then use Design Expert to perform ANOVA analysis of the data.

As expected, the initial untransformed model uncovers significant factor in-
teraction. We find significant factors to be L, M, I?, LM, L3, and L2M.
Thus, consistent with our hypothesis, the interaction between traffic load and
node mobility within MANETS is significant with respect to end-to-end delay
on real-time audio transmissions. Likewise, in this case the square and cube
of traffic load holds some significant relationship to end-to-end delay. For the
purposes of enhancing our decision tree agents, ANOVA yields the relationship
for the delay, D:

D = 7040 +0.17L — 52.54M — 3.3¢ 3L% + 13.82M? +
0.024LM +9.85e L3 — 1.17M3 — 2.40e"*L?M + 0.01LM2.

By using a Box Cox test [12], we determine that by applying an inverse
square root transform (yf = ﬁﬁ) with A = —0.5. we achieve a more precise

measurement of the principal factor interaction, that between traffic load and
node mobility. As shown in Figure 4, we find that the two factors interact
with one another in at least two key points. From the generated interaction
plots as well as the lack of fitting error, there exists a definite factor interaction
between traffic load and node mobility for audio transmission over MANETs.
Specifically, we notice significant interactions when traffic load is in the ranges
11456 < L < 171.84 and 4584 < L < 515.52. Thus, we say load-mobility
interaction displays its most prominent effects when traffic load is in the more
extreme regions of its possible values.

151
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Figure 4. A factor interaction graph for traffic load and node mobility. Path intersections
indicate levels at which interaction is most significant.
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Decision Tree Results and Discussion

For testing of both the validity of decision tree agents in reducing uncer-
tainty in end-to-end delay in MANETS, as well as the integration of the tech-
nique with statistically-influenced heuristics, we measure the testing-phase
performance of our previously designed agents in three categories over n esti-
mates:

s Correct guess percentage: w(wﬂ)%

del . ~del
a& Mean error percentage: iceray < cay I(100)%

In order to establish a baseline for evaluating our agents, we run trials with
both a “dead” strawman, which simply guesses the mean delay found in the
learning phase for all testing-phase estimates, and a statistical strawman, which
guesses the result of our ANOVA equation for each testing-phase estimate. The
“dead” strawman produces correct guess percentage of 4.25%, and a mean er-
ror of 572.10%. With similar inaccuracy, our statistical strawman reports a cor-
rect guess percentage of 2.38% and mean error percentage of 1010.78%. Ad-
ditionally, we consider our non-adapting decision tree agent, which produces
results: correct guess percentage of 4.40%, and a mean error of 140.25%.

These baselines established, we find that both categories of decision-tree
agents perform well, with certain techniques outshining others. The decision
tree agents that adapt incrementally both perform with correct percentages of
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15.14% in the statistical case and 19.65% for the standard model. In our normal
and statistically-influenced agents, we find that those that employ testing-phase
heuristic refinement via averaging produce correct percentages of 33.04% and
32.69% while maintaining mean error percentages less than 100%. Specif-
ically, the statistically-influenced agent with difference-based testing phase
adaptation produces a correct percentage of 32.69% while lowering mean error
percentage to 42.00%. In similar fashion, our non-statistical model produces a
correct percentage of 33.04% and mean error percentage of 39.84%.

In consideration of these results, we find that decision tree agents that utilize
difference-based averaging perform with dramatic improvement over simple
averaging means. Additionally, the lack of adverse effects produced when
utilizing ANOVA-based heuristics leads us to believe that ANOVA-produced
equations provide just as sound if not more sound a basis for decision heuristics
as currently exist. That said, given the significance of the factor interaction
detected by the DoE phase of our work, we believe that this interaction can be
exploited to produce far more accurate decision trees than our current one-level
model. In such a case, we expect the learning to be far richer and the results
even more promising.

7. Conclusions and Future Work

Our results in examination of real-time audio transmission over mobile ad
hoc networks serve as an initial proof-of-concept for the validity of both DoE
as a means of effectively verifying the results of the simulation, and detecting
factor interaction among network parameters as well as decision tree learning
as a method of increasing the predictability of end-to-end delay. The work
is currently in a preliminary state. Further investigation of the interaction
between traffic load and mobility is certainly required. Likewise, we expect
deeper consideration and refinement of the decision tree model, based on the
results of our ANOVA analysis of the data, will improve even present levels
of predictability and error percentage. In the same vein, consideration of other
factors involved in real-time audio transmission, particularly routing and MAC
protocol configurations (e.g., RTS threshold, short and long retry length) may
yield yet more information about the complex interactions between these com-
ponents. We plan to embed such a learning mechanism within an application,
such that delay may be minimized on the fly. As such, we have begun consid-
eration of these directions and expanding our research as the domain demands.
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Abstract One of the main problems associated with MANETS is that mobility and the as-
sociated route discovery and maintenance procedures of reactive routing proto-
cols cause interruptions on real-time video streams. Some of these interruptions
are too large to be concealed using any sort of video technology. In this work we
argue that increased bandwidth and QoS strategies do not solve problems asso-
ciated with mobility. We present a solution for enhanced video transmission that
increases route stability by using an improved route discovery process based on
the DSR routing protocol, along with traffic splitting algorithms and a preventive
route discovery mechanism. We achieve improvements in terms of goodput, and
more important, we reduce the video gap durations up to 97% for high mobility
scenarios, improving the user viewing experience dramatically.

Keywords:  Multipath routing, video streaming gaps

1. Introduction

Mobile Ad-hoc networks (MANETS) are composed by a set of independent
mobile nodes which ‘“cooperate” without any type of infrastructure. The low
cost and ease of deployment of this kind of networks makes them extremely
attractive for applications ranging from disaster relief situations to small home
environments. However, the current performance of MANETSs can hardly be
accepted for real-time multimedia.

The IEEE 802.11 [IEEE 802.11, 1999] technology is the most deployed and
used. The IEEE 802.11a/g standards enable MANETS to use more bandwidth
for multimedia applications, allowing various simultaneous video flows per

*This work was supported by the Ministerio de Ciencia y Tecnologia under grant TIC/2003/00339, and the
Junta de Comunidades de Castilla La-Mancha under grant PBC/03/001.
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node to exist. The medium access issues concerning QoS, included in the
IEEE 802.11e working group, are still not standardized but are of extreme
importance to provide service differentiation.

The purpose of this work is to present the problems that still persist after
applying QoS techniques at the MAC level. We found [Carlos T. Calafate
et al., 2004b] that even when a video flow does not have to face competition
with other flows, and when the routing protocol operates in optimal conditions,
video performance is still not optimal due to mobility.

We show that there is a close relationship between video gaps and route
discovery events. We then describe a traffic splitting approach based on multi-
path, which uses a route selection mechanism that optimizes the use of disjoint
routes. The use of disjoint routes reduces video gaps occurrence generated
by node mobility thus improving the quality of the received video. Finally, in
order to prevent possible route losses we supply a preventive route discovery
mechanism activated when a video flow has not at least two disjoint routes
available.

To measure the effect of video gaps over the final video quality delivered
to the user, we propose a metric called “video annoyance” (VA). This metric
helps in evaluating the behavior of the proposed route discovery and traffic
splitting mechanisms.

Concerning the structure of this paper, in section 2 we give a brief descrip-
tion of the related work in this area. In section 3 we propose enhancements
to DSR’s route discovery technique. Section 4 presents the effects of apply-
ing enhanced route discovery procedures over the delivered video quality, per-
forming a detailed study of the video loss pattern. In section 5 we present a
multipath routing algorithm that introduces traffic splitting as a mechanism to
improve final video quality when node mobility is significant. In section 6 we
perform a global evaluation of all mechanisms presented in this paper. Finally,
in section 7 we make some concluding remarks, along with some references to
future work.

2. Related work

The use of multiple routes in MANETSs has recently become a promising
solution for multimedia data transmission.

[L. Wang et al., 2001] use a probing technique to assess the quality of
available routes, so that the traffic is forwarded based on the delay of each
route. Their objective is also to achieve a fair load distribution as well as
improved throughput, end-to-end delay and queue utilization. [Nasipuri et al.,
2001] proposed a strategy for quick route recovery through packet re-direction
in intermediate nodes to reduce the frequency of query floods.
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[Wu, 2002] proposes a more selective route discovery procedure to DSR to
increase the degree of disjointness of routes found without introducing extra
overhead. It allows the source to find a maximum of only two paths (node
disjoint paths) per destination.

[Lee and Gerla, 2001] show that the paths found by DSR’s route discovery
mechanism are mainly overlapped. They therefore propose a route discovery
technique that provides nodes disjoint paths.

In [Marina and Das, 2001] the AODV protocol [Perkins and Royer, 1999]
has been extended in order to provide multi-path capabilities, though no new
route discovery mechanism was proposed. Both node disjoint and link disjoint
approaches are presented.

3. Route discovery extensions to DSR

The Dynamic Source Routing (DSR) protocol is an efficient routing proto-
col for MANETSs. DSR, by default, finds only a small number of routes. By
extending its route discovery mechanism we increase the average number of
routes found per node. This extra information alone offers to each node ex-
tra possibilities when a route is lost, requiring on average less route discovery
processes. Lee and Gerla proposed in [Lee and Gerla, 2001] a route discov-
ery technique based on altering the route discovery process. So, during the
“RREQ” propagation phase, packets with the same route request ID can be
forwarded if they arrive “through a different incoming link than the link from
which the first RREQ is received, and whose hop count is not larger than the
first RREQ”.

With our route discovery proposal we significatively reduce the routing
overhead when compared to Lee and Gerla’s proposal (see [Carlos T. Calafate
et al., 2004a]). From now on we shall refer to our solution as “Super Restric-
tive” mode (SR). In SR mode, we add a list (SRlist), to the already existing
route discovery table structure in all nodes. This list is used to store the inter-
mediate hops that forwarded the route request. The cost in terms of memory
is very small - only some bytes per source. The main enhancement of the SR
mode is that it discontinues the propagation of a route request if some of the
previous hops (except the source) is the same. With this method we assure that
the discovered paths are node disjoint, increasing therefore the usefulness of
the routes found.

The size of the SRlist can be controlled and limited. When a route request
arrives and the list is already full, it is not propagated. This means that only
a pre-defined number of route requests are forwarded. If the size of the SRlist
is very high we obtain the basic SR mode; if it is equal to one the behavior
is similar to the DSR’s propagation mode. The size of the SRlist is a new
parameter and it will be referred to as PNC (Previous Node Count).
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The SR solution restricts the route request forwarding process to route sizes
not superior to the first one arriving. To increase the flexibility of the approach
we accept routes with an extra size up to a certain value. We call this param-
eter flexibility. In [Carlos T. Calafate et al., 2004a] we demonstrated that only
small values for this parameter, though, make sense in terms of route size and
stability.

In the following sections we test three different Flexibility / PNC pairs. In
mode 1 (Flex. = 0, PNC = 2) the propagation using the SR technique is
restricted to the maximum, so that only one extra route per node is allowed rel-
ative to the default DSR behavior. Modes 2 and 3 maintain one of the parame-
ters of mode 1, but in mode 2 (Flex. = 2, PNC = 2) we increase flexibility
and on mode 3 (Flex. = 0, PNC = 4) we increase the number of RREQs
propagated per node. In all modes the use of cache on route propagation is
turned off, maintaining the rest of DSR’s behaviors unchanged.

4. Effects of route stability on real-time video streams

In this section we show how the use of a standard routing protocol, such
as DSR, can affect a real-time video stream in terms of video communication
disruptions (video gaps). We will prove that video gaps are intimately related
to route discovery procedures, and how the SR mode presented in Section 3
can considerably alleviate this problem. The evaluations are done using the ns-
2 simulator [K. Fall and K. Varadhan, 2000]. Each obtained value is averaged
over 5 simulation runs. Concerning node movement, it was generated using the
random waypoint mobility model. A filter was applied to accept only scenarios
without network partitioning (i.e., with no unreachable destinations), in order
to obtain a connected graph.

We first evaluate a 1000x1000 m squared scenario with 80 nodes. The traffic
load consists of a single H.264 [H.264, 2003] video stream obtained from the
well known Foreman sequence at 10 frames-per-second. Each video frame is
split into 7 RTP packets, resulting in a target bit-rate of 186 kbit/s. Our purpose
is to observe the performance of the different routing protocols independently
from other traffic flows.
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Figure 1. Packet arrivals and routing overhead when streaming an H.264 video flow
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In figure 1 we observe how modes 1 to 3 always perform slightly better
that the original DSR implementation in terms of packet arrivals. The best
performing mode is mode 1, where the improvements over DSR reach 4.5%
in packet arrivals. Mode 1 also generates less routing control packets than the
other two modes, with a small relative increase compared to DSR.

Loss pattern analysis

H.264 standard offers a wide range of tools to reduce the effects of degra-
dation in the presence of losses. Different types of intra macroblock updating
strategies and error concealment tools are available, which aims at estimating
parts of frames which are not received. Thus, observing the results of figure
1, and taking into account these facts we could conclude that the difference in
terms of peak signal-to-noise ratio (PSNR) between receiving 99% or 95% of
the packets is very slight.

However, packets dropped in bursts long enough to cause video gaps affect
H.264 video decoders in a drastically different manner. When no information
relative to consecutive frames arrives to the decoder, this will freeze the last
decoded frame until communication is resumed. When communication is re-
sumed the decoder’s effort is also increased since it must resynchronize and
recover from losses as quickly as possible. We therefore argue that the PSNR
is not a representative factor and we propose a new metric which we called VA
(Video Annoyance) parameter, defined as:

X o(Gi)?
VA = Z—'N";,Q—),OSVASL )
where NF is the total number of frames in the sequence, N is the total
number of independent video gaps occurring in a video sequence and G is the
size of the i-th video gap. We define a video gap G; = P—?,‘f as the number
of video frames lost sequentially; B; is the number of consecutive packets lost
for gapi (B; > 2) and PPF is the number of packets per frame.

This number does not need to be an integer, since for example 4% frames
can be lost in a single burst, being communication resumed with information
relative to some position inside a frame. What must be defined, though, is the
minimum number of consecutive lost packets to create a video gap. In this
work we set that threshold to one entire frame, that is 7 packets (B > 7).
When VA = 0, there are no video frame gaps, though losses can occur. When
VA = 1 the entire sequence was lost. The quadratic relation takes into account
the fact that many distributed 1-frame gaps are almost imperceptible to the
viewer, while a single 50 frames gap, a 5 seconds interruption at 10Hz, is quite
disturbing for the user.

Analyzing a typical packet drop pattern on a simulation using DSR and a
single H.264 video flow, we can observe that some of the packet loss events
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are bursty. Bursts of packets lost cause the video flow to be stopped, so that
several entire frames are lost.

Table 1 presents a comparison between the different routing protocols con-
cerning the VA parameter. As it can be seen, the VA associated with modes 1
to 3 is only a small fraction (1-2%) of the VA achieved with the original DSR
implementation. This result proves how the different SR modes improve the
video experience in terms of video disruptions.

Table 1. Video annoyance statistics

Protocol VA (107°) VA % towards DSR

DSR 38,1 .
Mode 1 0,502 1,3169
Mode 2 0,708 1,8575
Mode 3 0,768 2,0167

To further analyze and validate the improvements shown with the VA param-
eter, we now consider the video gap histogram for all protocols at maximum
node speed (see figure 2). We observe that DSR performs much worse than
any of the SR modes for all gap intervals, being mode 1 the one that achieves
the best results.

EDSR [ Mode 1 [ Mode 2 Bl Mode 3|

Avg. number of occurmences per minute
ebhabnbubasfoa
O

1-15 15-2 2-25 25-3 3-35 35-4 4-45 45-5 5-10 10-20 20-50 >50
Video Gap size (frames)

Figure 2. Video frame gaps histogram at a maximum node speed of 18 m/s

Another important factor shown in figure 2 is that SR modes 1 to 3 present
gap sizes of no more than 20 frames, contrarily to DSR. In fact, DSR is prone to
lose as much as 217 consecutive frames, equivalent to more than 20 seconds of
video interruption at 10Hz, while in mode 1 the maximum gap size experienced
is of only 13 frames (1.3 seconds of video interruption at 10Hz).

Gap causes and solutions

In scenarios like the one under evaluation, where congestion is not a prob-
lem, packet losses directly depend on link breaks and subsequent route fail-
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ures. Since DSR uses link layer information to detect broken links, the interval
between the detection of a broken link and the reception of the associated no-
tification by the source is, in terms of video streaming, not excessively long.
In fact, we find that when a route breaks the number of packets lost can be
estimated by:

N = 2-:5;4e  TRERR, (2)

where Srate is the source’s packet generation rate and Trerg is the time
that the “Route error” packet takes to arrive at the source. This phenomena can
sometimes be alliviated by DSR’s packet salvaging mechanism.

To clarify the results of table 1 and figure 2 we compared the behavior of
the different SR modes with the behavior of DSR in terms of RREQs. We
calculated the number of route requests generated by the video source at dif-
ferent speeds (see figure 3.) The results are presented using the values obtained
for the DSR as a reference. We observe that modes 1 to 3 present less video
gaps for all speeds as expected due to the higher number of routes found. The
relationship between the number of RREQs and video gaps also explains the
improvements in terms of VA. The mode with best overall performance (mode
1) shows an average reduction of 68% on the number of RREQs generated in
relation to DSR, and so we will use it as a basis for the improvements per-
formed in the following sections.
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Figure 3. The behavior of the different SR modes towards DSR in terms of RREQs

5. Multipath routing

In this section we will present further improvements by analyzing how the
use of simultaneous paths on data transmission effectively reduces the down-
time of H.264 video flows, making the communication experience smoother
and more pleasant to the user. We should point out that the sequence numbers
included in RTP headers allow the receiver to reconstruct the sending order.
Also, the video decoder can use sequence numbers to determine the proper
location of a packet without necessarily decoding packets in sequence. There-
fore, we consider that out-of-order delivery provoked by multipath routing is
not a primary issue.
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Traffic splitting strategies

Traffic splitting in the context of multipath routing refers to the technique of
distributing the packets of a certain stream through different paths. Concerning
the paths themselves, we can talk about their degree of disjointness and also
make a distinction between link disjoint and node disjoint paths [Marina and
Das, 2001]. Node disjoint paths are those where none of the intermediate nodes
are in common. Link disjoint paths are those where all links differ, though
common nodes may exist.

An optimal strategy in terms of traffic splitting would be one where the
shortest disjoint path is used. In general, node disjoint paths are preferable
since they achieve the best trade-off in terms of both bandwidth and node re-
sources. There are some cases where no node disjoint paths are available and,
therefore, link disjoint paths are used. In fact, the link disjointness condition is
enough to reduce the effect of mobility on ad-hoc networks.

We define a metric, see Equation 3, that demonstrates the exact gains in
terms of path dispersion using the average degree of path disjointness.

CL
NL’

where CL is the number of common links relative to the previous path, and
NL is the number of links of the current path. The objective is to obtain values
close to 1, which is the optimal solution; dispersion values close to 0 reflect a
bad traffic dispersion policy.

We propose an algorithm (see Algorithm 1), which describes how to get the
maximum disjointness path. We shall use the term “Disjoint solution” to the
mechanism that makes use of this algorithm.

3)

Dispersion =1 —

Algorithm 1 Maximum route disjointness algorithm
if (no path has been chosen previously) then choose the first shortest path;
else { find the shortest node disjoint path;

if (not found) then find the shortest link disjoint path;

if (not found) then find the shortest path with least common links;

if (not found) then choose first shortest path; }

The action of finding the disjointness of one route is always done relatively
to the previously used route. This technique easily adapts to extra routes found
through the forwarding or interception of routing packets, as well as to routes
which were considered lost. Though this algorithm aims at finding the best
choices in each situation, it could be considered computationally expensive for
small embedded systems. Therefore we also propose a much simpler solution
which consists of randomly choosing routes which are not larger than a certain
size (s) relative to the first one. This alternative solution, referred as I, is used
as a reference for the Disjoint solution.
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Using the same simulation setup that in section 4, we evaluated the Disjoint
algorithm comparing it with the Ry solution. Table 2 shows the average results
by setting 8 = 2 and setting the maximum allowed node speed to 18 m/s. As it
can be seen, the maximally disjoint solution always achieves the best results.

Table 2. Comparison of traffic splitting strategies

Mode  Video arrivals(%) Routing overhead  End-to-end delay (ms)  Dispersion

Disjoint 99,70 6759 39,54 0,71
R, 97,60 11346 51,19 0,32

In terms of end-to-end delay, the Disjoint solution always performs quite
better than the Ry one, which means that the paths used are shorter. In what
refers to the routing overhead, again the Disjoint solution performs much bet-
ter.

If we observe the results concerning the dispersion achieved with both meth-
ods, we verify that the Disjoint solution presents dispersion values that more
than double the ones from solution Hz. We also verify that the dispersion value
almost does not vary with speed.

This analysis allows us to conclude that the results achieved justify the ex-
tra computational complexity required by the Disjoint solution, being the %
a possible solution for environments with few resources, though the perfor-
mance suffers some degradation. From now on we will always use the Disjoint
solution when performing traffic splitting.

Preventive route discovery

In order to improve the traffic splitting Disjoint strategy presented in pre-
vious section, we propose a mechanism to perform preventive route discovery
processes. Its objective is to minimize the video gap effects on the video qual-
ity delivered to the user.

We also have to consider the possibility that, after completing a preventive
route discovery cycle, no disjoint routes are found. In this case, we have to start
another route discovery process to avoid video flow stall if the current route is
lost. The rate at which we generate preventive route discovery processes must
be evaluated in order to be useful and not to overload the network. By varying
the preventive route discovery period among values: 0.5, 1, 2, 4, 8, 16 seconds
and never (default) we calculated the routing overhead differences among the
various inter-request values, see figure 4. Remind that when all routes to the
destination are lost, a new route discovery process is started and the probability
of producing a video gap is high.

As expected, the routing overhead is higher than the default solution in all
cases. The lower the inter-request interval, the higher the routing overhead
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Figure 4.  Effect of inter-request interval on routing overhead

becomes. We consider that for values under 4 seconds the routing overhead
becomes prohibitive. In terms of packets arrivals, around 99% of packets arrive
for all solutions under test at all speeds. Considering the VA parameter, we
achieve the best average results for an inter-request interval of 8§ seconds, which
also offers very good results in terms of packet arrivals and routing overhead.

6. Overall evaluation

In this section we perform a global evaluation of the SR and Disjoint solu-
tions. The simulation setup is configured with a 1000x1000 meters scenario
and 80 nodes. As before, the mobility pattern is generated using the random
waypoint mobility model and we consider only scenarios where node topology
forms a connected graph. Only one video flow conforms the injected traffic
with the same characteristics described in section 4. The Disjoint solution uses
a multipath routing algorithm with a preventive route discovery mechanism set
to minimum period of 8 seconds.

We can clearly see on the left side of figure 5 how DSR performs worse than
the remaining modes for moderate/high speeds. The Disjoint mode is the best
for all speeds, but the SR mode alone can provide very good enhancements.

Figure 5. Comparison in terms of video packet arrivals (left) and routing overhead (right)

In terms of routing overhead, we can see in figure 5 that the SR mode does
not generate an excessive number of control packets. The Disjoint mode causes
more routing overhead since this protocol is performing preventive route dis-
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coveries frequently. Also notice that the rate of growth between the three solu-
tions is quite different. Comparing the routing overhead for the minimum and
maximum speeds we can see that while DSR control packets have increased
by a factor of 9, SR and Disjoint mode have increased by factors of 5 and 2
respectively. This shows the better adaptation and appropriateness of these two
to high mobility scenarios. We also show the routing overhead achieved with
the Disjoint mode when turning off the Preventive Route Discovery mecha-
nism (No PRD in figure 5). We can see that the routing overhead is highly
reduced when that mechanism is turned off, showing an overhead similar to
the SR mode.

If we now focus on our main goal - reducing video streaming gaps - we
find that there has been a gradual improvement, and that the SR mode plus
the multipath Disjoint solution are able to significantly reduce the video gap
occurrence. Table 3 shows the improvements in terms of global gap percentage
and the VA parameter. The difference in terms of VA between SR and Disjoint
modes is not greater due to the fact that both approaches avoid large video
gaps, being large video gaps those that provoke significant differences in terms
of VA metric. For video gaps of less than 3 frames, though, we find that the
disjoint mode is very effective.

Table 3. VA parameter comparison

Protocol version DSR SR Disjoint

Gap (%) 2,41 0303 00776
Avg. VA(10°") 323 2,14 0619

Finally, relative to the benefit of including or not the preventive route dis-
covery mechanism, we achieve a slight increase in routing overhead and a
reduction of 60% in terms of VA and of 50% in gap percentage by turning
it on. The main reason for this slight difference are the few situations when
preventive routing saves us of video gaps.

7. Summary

We presented several enhancements to the DSR protocol in order to provide
a better support to H.264 video stream delivery. The proposals focused on the
route discovery process, the packet splitting strategy, and the preventive route
discovery process.

We showed that video gaps are intimately related to route discovery pro-
cedures and that this problem can not be solved through conventional QoS
mechanisms. We also proposed an alternative metric to PSNR, called video
annoyance, in order to measure video gaps in a clear and straightforward man-
ner. We extended DSR’s route discovery mechanism to increase the average
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number of routes found per node. This extra information alone offers to each
node extra possibilities when a route is lost, requiring on average less route
discovery processes. We introduced a dynamic algorithm for maximizing the
degree of disjointness of consecutive paths for a same stream, and evidenced
the goodness of the algorithm against a more relaxed solution.

By comparing the standard DSR protocol against our proposals we showed
that the enhancements lead to a very significative reduction of video gaps. We
also verified that the routing overhead is maintained low, even when applying
packet splitting and performing preventive route discovery, showing that the
effectiveness of the presented strategy does not come at the cost of too many
additional control packets.
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Abstract Voice over IP applications require playout buffer at the receiver side to smooth net-
work delay variations. Existing algorithms for dynamic playout adjustment used in
Internet do not operate correctly in wireless ad hoc networks because they estimate
end-to-end delay based on set of previous received audio packets. Mobility in ad
hoc networks leads to topology changing and estimate based on past history is not
appropriate. In this paper, we propose a new algorithm for playout delay adjustment
based on Route Request AODV control messages to provide more accurate delay es-
timation. The performance evaluation shows that this algorithm outperforms existing
playout delay adjustment algorithms. Performance criteria are the loss late percent-
age (reliability criterion), averaged playout delay (interactivity criterion) and playout
delay variation (stability criterion).

Keywords:  packet audio, playout delay, delay estimation, ad hoc network, AODV.

1. Introduction

One of the challenges of transmitting real-time voice on packet networks is how
to overcome the variable inter-packet delay -thejitter- encountered as packets move
on the transmission path through the network. In order to compensate these vari-
able delays, packets are buffered at the receiver side and their playout is delayed for
a period of time. Thus, most of the packets will be received before their scheduled
playout times [Moon et al., 1998][Clark et al., 1992]. The playout delay must take
into account three constraints. The first one is the interactivity constraint which
requires playout delay below a certain value considered to be quite acceptable in
human conversation (less than 300ms but 100ms is recommended to obtain excel-
lent interactivity [ITU-T, 2001]). Second, the reliability constraint which requires
little packet loss rate (generally less than 5%). Third, the stability constraint re-
quires no large playout delay variation (this constraint is effective when playout
delay is adjusted dynamically).

Extensive research work has been done to adjust dynamically the playout delay
according to delay variation through the duration of an audio session. Existing al-
gorithms estimate the end-to-end delay using collected delays measures of the more
recent received audio packets. These measures can involve one packet (autoregres-
sive algorithms)[Ramjee et al., 1994][Kansal and Karandikar, 2001], L packets
[Moon et al., 1998][Leon and Sreenan, 1999][Agrawal et al., 1998][Liang et al.,
2001], M talkspurts [Pinto and Christensen, 1999][Ramos et al., 2003] or all re-
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ceived packets [Fujimoto et al., 2002]. Generally, the playout delay is computed
per-packet but adjusted per-talkspurt. However, these algorithms do not operate
correctly in wireless ad hoc networks: when the topology changes, end-to-end de-
lay estimation based on past history (delays of audio packets which arrived by
obsolete route) becomes inappropriate.

This paper highlights effect of network reconfigurations on audio traffic transfer in
ad hoc networks and then presents a new algorithm for playout delay adjustment
appropriate to such environnement. End-to-end delay estimation is based on an ad
hoc routing event: The Route request control message (RREQ) of AODV routing
protocol. Of course, we suppose that AODV is adopted for the deployment of voice
applications over ad hoc networks. However, it is not a drawback since we show in
our prior work given in [Benaissa et al., 2003] that it is more appropriate for such
applications.

The paper is organized as follows: In the section II, we present ad hoc network
characteristics which can have a particular effect on audio traffic transfer, com-
pared to wireline networks. In section III, we show that RREQ-AODV message
provides an accurate estimation for end-to-end delay. Then, we describe our new
playout delay algorithm based on RREQ-AODV delay messages. Section IV pro-
vides performance evaluation and comparison results obtained by simulation using
ns-2. The performance criteria are loss late percentage (reliability criterion), av-
eraged playout delay (interactivity criterion) and playout delay variation (stability
criterion). Section V concludes the paper.

2. Ad hoc reconfiguration phases: A typical disturbing event
for VoIP

In ad hoc network, mobile nodes communicate with others using multi-hop
wireless links. There is no stationary infrastructure such as base stations. Each
node in the network also acts as a router to forward data packet to other nodes [Perkins,
2001]. There is two approaches for existing routing protocols in mobile ad hoc net-
works: the proactive approach such as OLSR [Jaquet et al., 2002] and the reactive
approach such as AODV[Perkins, 2001]. The proactive approach consists in every
node emitting hellos messages periodically in order to learn the network topology.
Reactive protocols invoke a route determination procedure on demand only.
Packets audio streaming over mobile ad hoc networks distinguishes clearly com-
munication phases and network reconfiguration phases in an audio session. During
areconfiguration phase, the audio stream is interrupted because of the delay caused
by arouting protocol to establish a new route towards the destination. The receiver
identifies this phase when a sudden interruption occurs on packets arriving, gen-
erally followed by series of packets arriving with high end-to-end delays. Indeed,
packets waiting for the new route, arrive with long delays at the destination if they
are not dropped in the network queues. These interruptions disturb the played out
audio speech at the receiver and can be long, generally of some seconds [Benaissa
et al., 2003]). After this event, the new route for the new communication phase can
present different or similar network conditions (traffic load and number of hops)
compared to the previous one. We say strong, a reconfiguration which leads to
different network conditions. We say light, a reconfiguration which leads to sim-
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ilar network conditions. Prior work given in [Benaissa et al., 2003][Jaquet and
Viennot, 2000] have shown that:

u OLSR causes more reconfiguration phases than AODV, thus, AODV is more
adapted for packet audio applications.

s Delays can vary significantly after a reconfiguration phase: Playout delay
adjustement is needed.

®  Reconfiguration phase causes disruption on the audio speech: It is possible
to benefit from this interruption to adjust playout delay whithout any addi-
tionnal disturb.

Based on these works, we propose a new playout delay adjustment algorithm for
voice over ad hoc networks. This algorithm presents a new approach for playout
delay estimation and considers new event leading to its adjustment, appropriate to
ad hoc environment.

3. RREQ-AODY algorithm

Jitter control required by voice applications faces a typical problem of spon-
taneous changes which occur on ad hoc network topology. When such a change
happens, the delay on the new topology must be correctly estimated to be able to
adjust the playout delay in accordance with current network conditions. The ex-
isting strategies used to estimate future delay are not efficient in ad hoc networks
because they are based on past delay measures. The proposed approach is different:
it uses AODV routing information to predict network conditions. In the following
section, we show that RREQ message generated by AODV during a route discov-
ery process provides pertinent information about future audio packet delay.

3.1 Delay indication using RREQ-AODYV messages

The AODV routing protocol generates control messages to establish a new route

towards the destination. The source node initializes a route discovery process just
before sending data. It is achieved using a RREQ message which is broadcasted
across the network. When the destination node receives the first RREQ message,
it carries back the route in a RREP message to the source and ignores the next
received RREQ messages for this route. The route established is the network path
built by the RREQ message. Thus, RREQ message and audio packets use the same
path from the source to the destination. This path is known by the receiver because
AODV source uses the ones built by the first RREQ message which reaches the
destination. So, the end-to-end delay achieved by the RREQ message presents for
the receiver a pertinent indicator about delay audio packets to be received through
this route.
At the receiver side, this indicator is available and updated dynamically before
receiving audio packets of each communication phase. A new RREQ message is
received during a reconfiguration phase from a new route discovery cycle, since
the source maintains at most one route per destination. This can happen in several
cases:

»  The beginning of an audio session: As any reactive routing protocol, AODV
initiates a route discovery process to start an audio session. This involves the
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sending of the first RREQ message which provides to the receiver a delay
indication from the beginning of the session.

= Mobility: When a node moves from an active audio path, a new reconfig-
uration phase begins. The node which detects the link failure sends a route
error (ERR) message to the source. If the audio source node still desires the
route, it reinitiates route discovery process. So, the destination receives a
new RREQ message which provides a new delay indication appropriated to
the new topology.

= Long silence period: AODV maintains a timer-based states in each node,
about the usage of individual routing table entries. A routing table entry is
expired if not used recently. Thus, the audio route expires during a silence
period which is longer than a route expiry time. Due to this long silence pe-
riod, the source needs to initiate route discovery process at the next talkspurt.
This provides a new RREQ message to the audio destination and updates the
delay indicator.

s High traffic load: AODV maintains topology information via HELLO mes-
sages. If a node does not receive any HELLO message from its known neigh-
bor, the link is considered broken. This can occur when network traffic load
is high, even if there is no mobility. So, a new route discovery process starts
and presents a new RREQ message to the receiver. This message provides a
new delay indication appropriated to the network load conditions.

In our work, the receiver requires always to be notified about route changing by
RREQ messages. It is obtained in the following way: Firstly, the procedure of
RREQ message broadcasting is modified. In the initial procedure, the intermediate
node receiving the RREQ message may send a RREP message if it has a route to the
destination and stop broadcasting. Thus, the audio destination does not receive any
RREQ message and can not detect this reconfiguration. To notify the receiver about
this reconfiguration, this procedure is modified. The intermediate node having a
route to the destination unicasts the received RREQ message to the final destination
which reply a RREP message to the source. Secondly, a local repair procedure is
not used. Using this procedure, AODV attempts to repair localy a failed link instead
of informing the source and initiates a new route discovery process. To notify the
destination about this reconfiguration, this procedure is not used in our work. Note
that in 50 nodes networks, this approach does not have any significant performance
advantage while it is recommended in larger networks to increase scalability [Lee
etal., 2003].

3.2 RREQ-AODY algorithm description

In this section, we describe a new approach to adjust the playout delay in voice
over ad hoc networks. This approach is based on a typical event of AODV routing
protocol to estimate correctly the end-to-end delay even if network topology was
changed: the RREQ control message arrival on the receiver side.

321 Playout delay estimation. = The playout delay estimation is based on
delay indication provided by RREQ messages. Let Drreg, be the end-to-end delay
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achieved by the RREQ message received during the 7tk reconfiguration phase. The
playout delay estimation dp x for packets of the Kth talkspurt belonging to the n**
normal phase is computed as follows:

dn g = Drregn + ok ()

where f, x is a safety factor, added to ensure that the estimated end-to-end delay
is greater than the actual network delay. To get more accurate playout delay esti-
mation, this factor is adjusted dynamically. This is discussed in the next section.

322 Playout delay adjustment.  The delay indication Drregy, is updated
at every RREQ message arrival and used at the beginning of a new normal phase
(adjusted during reconfiguration phase) or a new talkspurt (adjusted during silence
period): If arriving packet ¢ is the first packet of talkspurt k& or a normal phase n,
the playout delay is computed as given in equation 1. This delay is preserved for
each subsequent packet j. The playout times p and p; are computed as below:

pi =t +dnk 2)
pj =pi+ (t; — t) 3)
where ¢; and ¢; are (respectively) times at which packets ¢ and j are generated at

the sender.

3.3 Safety factor adjustment

We distinguishes two events for adaptation of the safety factor 4, x: the begin-
ning of a new normal communication phase (a RREQ message is received) and
the beginning of a new talkspurt (a new talkspurt begins in the same normal phase
while no new RREQ message is received). The adaptation of &, x is performed in
the following way for each case:

s RREQ message is received: The reception of a new RREQ message in-
dicates that a new network topology is established. Then, the new delay
indication Drregy is updated in equation (1). To identify the type of the
occurred reconfiguration (light or strong), the algorithm computes the dif-
ference & between the current delay indication Drreg, and the previous one
Drregn— as follows:

& = |Drregn — Drregn_.| 4

The algorithm compares this difference to a certain threshold threshold_req
and adjust By x accordingly:

1 b is large enough (& > threshold.req): The result of this compar-
ison indicates that the network conditions on the new topology have
changed significantly; it was a strong reconfiguration. For the new nor-
mal phase, the delay estimation is based on the new delay indication
Drregy, and fp x is set to its primary value Bmin:

if |Drreg, — Drregn—i| > threshold-req
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then ﬂn,k — Bmin; )

2 4§ is small (§ <= threshold_req): In this case, the algorithm considers
that the network conditions are similar on the new topology; it was
a light reconfiguration. The safety factor 3, x preserves its previous
value Bn_1k:

if |Drregn — Drregy—1| <= threshold_req
then ﬂn,k — ﬁn—l,ld (6)

» No RREQ message is received while a new talkspurt begins: The absence
of RREQ message indicates that no changes happen on the ad hoc network
topology. In this case, the delay estimation for this talkspurt can be based on
the recent delay past history. We propose to adapt 4, & as a function of loss
percentage gy achieved on the more recent talkpsurt (k — 1):

Bk = f(Bnk—1,qx-1) (M

To keep a certain stability of the estimated playout delay, the adjustment of
Bn k in equation (7) is performed in a gradual way as follows:

1 No loss observed on the previous talkpsurt (gr—; = 0): This means
that the safety factor is large and it can be decreased to improve in-
teractivity without degrading reliability. Then, &, s is decreased by a
factor r:

ifgr-1 =0then Buip = (1 —7)Bak1 (8)

2 Loss percentage is less or equal than the user tolerable limit ..
(gk-1 < gres%): This means that the algorithm gets a good reliabil-
ity but there is no margin on the safety factor to improve interactivity.
Then, By, preserves its previous value for the next talkspurt in order
to maintain the same level of reliability and interactivity:

if k-1 < Greg then Bn i = Bnk-1 &)

Note that in our work, gres is set to 3%.

3 Loss percentage exceeds the user tolerable limit (g_; > gref%):
This means that the safety factor is small. It must be enlarged at the
next talkspurt to increase reliability; &,y is increased by a multiple of
factor r as function of observed loss percentage g.-, asfollows:

if Greg.<qr-1<10% then Bui = (14 2r)8px
if 10 < gx—1 < 20% then Bnx = (1+4r)By k-1
if 20 < qe—y < 30% then (i = (1+67r)Bn k-1
if qr-1 > 30% then Bnx = 2Bnk—1 (10)
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The equation 10 is defined as to avoid adjusting &, x with strong value from
talkspurt to another. Indeed, we aim to keep a certain stability of the playout
delay. For larger value of r, the playout delay adjustment is larger.

To keep acceptable interactivity (end-to-end delay less than 300ms including de-
lay required to collect audio samples), the adjustment of & & is bounded between
Bmin = 40 and fmger = 200. Parameters threshold_req and r are chosen in
way they give the better tradeoff between interactivity, reliability and stability.
threshold_req is set to 80 an r is set to 0.05. Figure 1 shows that the playout

08 r r T T : r , : s = . ; : ; :
. Fackets  +
N RREQ-ADDV shgorithm with adsped safecy Lactor ~--=-= |
H
.
.

End-io-end delays (ms)

Figure 1. Playout delay using algorithm RREQ-AODV with adapted safety
factor (.

delay follows suitably end-to-end delays and presents a good stability.

4. Performance evaluation

In this section, we evaluate and compare the RREQ-AODYV algorithm perfor-
mances to autoregressive based algorithms 1 and 4 reported in [Ramjee et al., 1994]
(refered as mean delay algorithm and spike algorithme in this paper) and L packets
statistics based algorithm reported in [Moon et al., 1998] (refered as Moon algo-
rithm in this paper). The results shown in this section are evaluated on six audio
traces obtained by simulation.

4.1 Performance metrics

To measure the obtained audio quality Q at the receiver when applying a play-
out delay algorithm, we take into account three criteria: Interactivity (averaged
playout delay 1), reliability (percentage of loss due to late arrivals F) and stability
(averaged playout delay jitter S). The E-model predicts the subjective quality Q
of a telephone call based on its characterizing transmission parameters. It com-
bines impairment caused by these parameters into a single rating Q. According to
the ITU-T recommendations, the rating value range of Q corresponds to a speech
transmission category, as follows: Best for range of [90, 100], High for range of
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[80, 90], Medium for range of [70, 80], Low for range of [60, 70] and Poor for
range of [0, 60]. The rating Q is given by:

Q=Q-FE (n

where Qg takes into account the effects of noise. The default value of (b is 94.2. E
combines impairment of different transmission parameters. In our work, E groups
the impairment relative to interactivity E (I ), the impairment relative to reliability
E(F) and the impairment relative to stability E(S). Q(LF,S): R* x Rt x
R* — [0,100] is given by:

QU F,S) =94,2 - E(I) - E(F) - E(5) (12)

Let p; be the playout delay of packet ¢, N be the total sent audio packets, A be
the total received audio packets, L be the total played out audio packets during the
audio session. A packet %, sent at time ¢; and received at time gy, is played out if it
arrives before its playout time tp;, ie: a; < tp; (where tp; = ¢; + p;).

41.1 Interactivity metric. ~ The averaged playout delay I provides indica-
tion about the interactivity level. / is given by:

1 L
I=723(p) (13)
i=1

In human conversation, end-to-end delay must not exceeds 110ms for a good inter-
activity but tolerates degraded audio quality for end-to-end delay between 110ms
and 260ms (In our work 40ms are required to collect samples of one audio pack-
ets). When end-to-end delay exceeds 260ms, audio quality is poor. Considering
these bounds, E(1) is given by [Boutremans and Le Boudec, 2003]:

0.001 1 for I <110
E(I) = ( 18.89tanh(0.02 (I — 185)) + 17.1 for 110 < I < 260
0.011 + 32 for I > 260

(14)

412 Reliability metric.  The loss late percentage F indicates the reliability
level. F is given by:
A-L

F=(—3)100 15
(=) (15)
Independently of the codec in use, E(F) is given by [Boutremans and Le Boudec,
2003]:
E(F) =34.3In(1 + 12.8F) (16)

According to equation 16, when the percentage of loss is less than 3%, the audio
quality is good but tolerates degraded audio quality for loss percentage between
3% and 15%. When loss percentage exceeds 15%, audio quality is poor.
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413 Stability metric. ~ The jitter S on the playout delay during the audio
session provides indication about the stability of the playout delay. S is given by:

L o
S= Zl-——zlllpl‘ 1)1’:—1' a7

In our work, E(S) is given as follows:
E(S)=2xS (18)

As S increases, E(S) increases and playout delay is less stable.

4.2 Reference traces

We selected six reference traces which characterize different ad hoc network
conditions (load traffic and mobility speed). These traces were obtained by simu-
lation using ns-2. Our network model consisted of 50 nodes in a 1000 x 1000 me-
ter flat, square area. The nodes moved according to the random way point mobility
model. All nodes communicated with 802.11 based wavelan wireless radios, which
have a bandwidth of 11Mbps and a propagation radius of 250m (See [Benaissa,
2004] for complete details on the simulation environment and methodology). We
use AODV protocol for routing and PCM codec (Pulse Codec Modulation- See
Recommendation G.711 in [ITU-T, 2001]) to generate audio traffic. For each trace,
we get sending and receiving time of all audio packets and all RREQ messages
transfered from the audio source to the audio destination. Principals characteristics
of these traces are:

s Reference trace 1, 2 and 3: They present normal node mobility (1m/s to
2m/s) and normal load traffic conditions. We consider that network condi-
tions on these three traces are favorable to VolP applications.

m  Reference trace 4: It presents high mobility (8m/s) and high load traffic. We
consider that network conditions on this trace are difficult for VoIP applica-
tions. Such a trace is useful to study the behavior of playout delay algorithm
in difficult situation.

s Reference trace 5: This trace presents light load traffic and high mobility
(6m/s). End-to-end delays are very small during normal phases and very high
after reconfiguration phases. When route reconfiguration occurs, packets
waiting for new route arrive with very high delays because network queues
are not loaded and thus these packets are not discarded. This trace is used to
show particularly the effect of mobility on end-to-end delays packets.

® Reference trace 6: This trace presents normal load traffic conditions with-
out any mobility. We consider that this trace is appropriate for mean delay
algorithm, spike algorithm and Moon algorithm.

4.3 Performance comparison

In this section, we evaluate and compare RREQ-AODV algorithm to mean delay
algorithm, spike algorithm and Moon algorithm on the six reference audio traces.
We give a table 1, summarizing the obtained results: 1, F, S, and Q(I, F, S).
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4.3.1 Reference trace 1, 2 and 3: Normal mobility with normal load con-
ditions.  Results given in table 1 show that RREQ-AODYV algorithm outperforms
other algorithms on the three traces. Mean delay algorithm obtains good stability
and fiability at the cost of degraded interactivity. Impairment relative to stability
is very important with spike algorithm. Moon algorithm gives degraded reliability.
Algorithm RREQ-AODV obtains the better tradeoff between interactivity, relia-
bility and stability. When observing results in details from the traces, we remark
that RREQ-AODV algorithm follows more suitably the delays tendency than the
others.

4.3.2 Reference trace 4: High mobility with high load traffic. The four
algorithms lead to poor audio quality. Mean delay algorithm outperforms others
when considering reliability (F = 4.4%) but it obtains poor interactivity (/ is 10
times higher than with RREQ-AODYV algorithm). Indeed, RREQ-AODYV algorithm
provides good interactivity but at the cost of poor reliability (F = 20.91%). Spike
algorithm and Moon algorithm give degraded stability (S > 10ms) and reliabil-
ity. When observing results in more details, we remark that most of lost packets
are those arriving with great delays, which are not useful to the VoIP application.
These packets are played out when using mean delay algorithm which leads to ex-
cessive playout delay. In difficult network conditions, playout delay adjustment
algorithms cannot give a good tradeoff between interactivity and reliability. In this
case, mechanisms for the quality of service must be deployed in the network.

Trace | Algorithm I F S Q(LES) | Quality

1 Mean delay 241.46 6.01 0.32 41.57 poor
Spike 194.29 6.72 363 45.08 poor
Moon 161.46 | 875 1.10 | 58.52 poor
RREQ-AODV | 131.04 5.33 032 7391 medium

2 Mean delay 14327 | 440 | 021 74.23 medium
Spike 72.66 6.74 1.45 69.89 low
Moon 92.45 8.25 0.93 68.46 low
RREQ-AODV | 86.31 345 0.24 81.09 good

3 Mean delay 181.35 530 | 021 60.29 low
Spike 117.08 8.73 1.88 64.16 low
Moon 115.41 10.79 | 0.86 63.16 low
RREQ-AODV | 124.66 6.43 0.34 71.65 medium

4 Mean delay 1467.28 | 4.40 243 2733 poor
Spike 361.42 13.50 | 11.21 | 174 poor
Moon 832.55 11.75 | 10.79 | 11.60 poor
RREQ-AODV | 14880 | 2091 | 1.83 40.48 poor

5 Mean delay 95815 | 535 | 2.74 | 29.24 poor
Spike 20863 | 9.53 | 9.01 | 23.41 poor
Moon 568.03 10.06 | 9.03 19.10 poor
RREQ-AODV | 84.91 6.74 0.28 7222 medium

6 Mean delay 44.32 38 0.04 | 80.48 good
Spike 37.55 6.70 | 0.66 71.60 medium
Moon 36.17 6.17 | 0.18 | 73.99 medium
RREQ-AODV | 61.91 1.3 0.19 88.53 good

Table 1. Result obtained on the six audio traces
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433 Reference trace 5: high mobility with light load traffic. RREQ-
AODV algorithm provides medium audio quality and then outperforms other algo-
rithms which lead to poor audio quality. Mean delay algorithm, spike algorithm
and Moon algorithm do not give good stability and interactivity. This is due to the
fact that these algorithms consider long delays caused by reconfiguration phases in
their estimation, while such delays do not give an appropriate indication about fu-
ture delays. However, RREQ-AODV algorithm leads to more stable playout delay
(S = 0.28) and excellent interactivity at the cost of degraded reliability. A more
careful analysis of the results reveals that most part of the lost packets are those
arriving with great delays. Such packets are considered lost by the audio applica-
tion. Thus, the algorithm RREQ-AODYV does not increase playout delay if there
is no additional advantage. These results confirm that algorithms which are based
on delay past history are not appropriate to adjust playout delay in the presence of
mobility even with light load traffic. In these conditions, algorithm RREQ-AODV
reacts correctly.

434 Reference trace 6: no mobility with normal load conditions.  Re-
sults show that all algorithms provide excellent interactivity and stability but lead to
different reliability levels. When observing results in more details, we remark that
mean delay algorithm and spike algorithm underestimate playout delay and thus
lose packets arriving with acceptable delays. As algorithm RREQ-AODV consid-
ers a minimum bound for the safety factor (3, x > 40), it looses less packets than
the others.

5. Conclusion

In this paper, we have proposed a new playout delay algorithm specially de-
signed for voice over ad hoc networks. Its first strength is in the way that it esti-
mates the end-to-end delay in the presence of mobility which leads to route recon-
figuration. The algorithm uses RREQ-AODV message delay as a delay indicator.
This is appropriate because the receiver is sure that the audio packet will go through
the same path. Its second strength is the adaptation strategy which gives the same
importance to interactivity, reliability and stability constraints. The performance
evaluation results show that our algorithm outperforms existing algorithms in all
cases when considering simultaneously: the interactivity, the reliability and the sta-
bility criteria, as well as when considering only interactivity and reliability criteria.
A drawback of our solution is that the methodology is tied to AODV. However, a
general methodology for reactive protocols can perhaps be derived from the pro-
posal. In conclusion, our algorithm will contribute to improve the quality of voice
application running on ad hoc networks. Of course, other mecanisms, such as FEC
and network differenciated services, should be also used for supply enough QoS
for user of voice applications.
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Abstract- Recent attention to resource allocation algorithms for multiservice CDMA
networks has focused on algorithms optimizing the aggregate throughputs (sum of all
individual throughputs) on the uplink and on the downlink. Unfortunately, for a given set of
real time (RT) and non real-time (NRT) communications services, such optimal algorithms
involve non-integer spreading factors that do not belong to a finite set of spreading length as
used in 3G systems. In this paper, we propose four algorithms for power and spreading
allocation to RT and NRT services implementable in a real CDMA network like UMTS in the
Frequency Division Duplexing (FDD) mode. On the downlink, two algorithms are presented;
the first one maximises the aggregate downlink NRT throughput whereas the second one
maximises the number of simultaneously transmitted NRT services. On the uplink, an
algorithm that maximises the aggregate uplink NRT throughput and a suboptimal one, more
easy to implement, are presented. Thanks to power control, both algorithms allow more
simultaneous transmitting terminals than the optimal one. In both directions, the resulting
aggregate NRT throughputs are very close to the ones obtained by the optimal algorithms.
The small difference is the price paid for obtaining truly assignable spreading factors.

1 INTRODUCTION AND SYSTEM MODEL

Wireless multimedia services in 3G networks are characterized by different
quality of service requirements. The radio resource management problem in
CDMA networks’ is closely connected to the necessity of power control to
maximize the number of terminals supported by such systems, hence for
increasing cellular capacity. Unlike TDMA systems, radio resources are not
countable but could be seen as different rates allocated to active services.
The maximum individual rate for each transmitter is theoretically bounded
by the use of one OVSF (Orthogonal Variable Spreading Factor) tree for
spreading data. More, the use of such spreading sequences makes data rates
belong to a finite set of values. In this context, two main QoS classes, related
to (RT) and (NRT) services are considered in a given cell. Resources
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allocation process aims at detemining a set of OVSF codes that ensures to

each communication a correct transmission. Therefore, the process has to be

compliant with some constraints:

1) the allocation process occurs very periodically, every 10 ms in the
UMTS FDD Terrestrial Radio Accesss Network (UTRAN FDD)''.

2) priority is given to RT communications'~,

3) uplink NRT services use the leftover capacity’ and downlink NRT
services use the remaining transmission power of the base station.

4) each signal has to maintain a minimum target signal to noise-plus-
interference ratio in order to be correctly demodulated. This threshold is
slightly higher than the minimum operating point in order to take into
consideration the random variations of the interference level®”.

The following notations are used:

Lnter Intercell interferences

A Thermal noise in a 3,84 MHz-large band (/,=-108 dBm)

I I= Lt Iy

| P Maximum transmission power of the base station

i.- Maximum transmission power of the RT and NRT terminals

M

Q

Number of NRT services uniformly distributed in the cell
Number of RT services uniformly distributed in the cell

D P Transmission power allocated

- for the transmission of the i NRT, RT service (downlink)

. to the terminal transmitting the /" NRT, RT service (uplink)

g g2’ Channel gain between the terminal transmitting the i™ NRT,
RT service and the base station, and vice-versa

N, Spreading factor for the i" NRT service

Ner Spreading factor for RT communications

o normalized cross-correlation between the spreading codes at

0<a<l the receiver level

| A Minimum signal to noise-plus-interferences ratio to be

reached for NRT services
Cygrr (i) |signal to noise-plus-interferences ratio for the i" NRT service

Crr(i) signal to noise-plus-interferences ratio for the i RT service

. Minimum signal to noise-plus-interferences ratio to be
reached for RT services

It must be noticed that I'y,, and I'p, are the same for all the concerned

terminals and that, for simplicity reasons, Ngr is the same for all RT
communications, as well as & for all cross-correlations.

NRT terminals are sorted in decreasing order ofg;: the transmission channel
quality is a decreasing function of i, 1<i<M.

The algorithms optimizing the aggregate throughputs on the downlink and
on the uplink® involve non-integer spreading factors that do not belong to a
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finite set of spreading length as used in 3G systems. They are described
respectively in section 2 and 3. In addition, in the context of an UMTS FDD
network, section 2 describes the proposed algorithms for the downlink and is
concluded by the comparison of the performances of those algorithms. In the
same context, section 3 presents two adaptations of the theoretical optimal
algorithm on the uplink: an optimal one and a suboptimal one, and compares
both performances. Finally, section 4 presents our conclusions.

2 DOWNLINK

2.1 Algorithms
On thedownlink, Iy, and Ty can be expressed as follows:
-l—l

M
Tyer(i)=N,pg| I+ p’k+zpk il 2T ¢))

= I
and
'I—]
M g
Trr(i)=Nerp'igi| 1+ ) p+2.P% 4 2Trr 2
k=1 k=1
ki _|

First, the amount of the transmission power dedicated to RT communications
must be determined. For this purpose, interferences generated for NRT
services must be estimated. In the worst case,

M
Pmax=zpk+§p'k 3)
k=1 k=1
Transmission power allocated for the transmission of the i® RT service is

therefore straightforward to reach Tgy (i)=Tgr:

-1
P =Trr (I +@ Pruaxgs)[(Npr + @ Trr )8 (4)
Then, the remaining transmission power of the base station can be allocated
to NRT services. Several allocation policies are conceivable. The aggregate

M
downlink rate is: Q)LVRT =Z7,68/ N, , in Mbits/s. Actually, a constant
i=l
chip rate (including the radio supervision) of 5120 chips per 10/15 ms is
performed.
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The optimal allocation, maximising QJ,:,RT consists in allocating all the

remaining transmission power for the NRT service benefiting from the

highest channel quality: pj = Pyay —i P'i =Puax — PrT
i=l
It leads to:

Ny =Twpr (I + @ 81 PRy W(Prax — Prr ) 1™ %)

and Qk,'}n =7,68/ N, .
Unfortunately, N, has no reason to be in the set of values SFy={4, 8, 16, 32,
64, 128, 256, 512} that have been normalized for UTRAN downlink'°.

Consequently, Q}LV’;QT is a theorical upper bound for QJ]{,RT.

In the following, we propose two algorithms. Under the constraint of
spreading factors belonging to SF, and always considering NRT services in
the decreasing order of their channel gain,

1) the first algorithm, named Downlink Discrete Spreading Factor Up
(‘DownlinkDSF-U’), maximises the aggregate downlink rate by
allocating to the considered NRT service the lowest spreading factors
that leads to a ‘feasible’ solution. Once a speading factor is allocated, it
is not modified any more even when considering a following NRT
service.

2) the second algorithm, named Downlink Discrete Spreading Factor Down
(‘DownlinkDSF-D’), maximises the number of simultaneous transmitted
NRT services by allocating the highest spreading factor of SFy (i.e 512)
to NRT services as long as it leads to a ‘feasible’ solution. Then, the
number of simultaneous transmitted NRT services being fixed, it rises,
while it is feasible, the individual rate of each service one step by one
step.

The ‘feasibility’ ofa solution is now defined: when N,, N,, ... N, are known,

the transmission power allocated for the transmission of the " NRT service,

1<i<Sm<M is determined as follows:

From (1) we obtain, to reach I'ygr:

Y =FNRT(I+agi PT)[g, (Ni +arNRT)]—1 (6)

m m
where P = i P+ Pk =Prr + Y. Pk S Pua
k=l k=l k=1
Therefore:

m m
Pr — Ppr =FNRT[IZ[gi(Ni +a Typr )™ +aPrY [N +a rNRT]—])

i=l1 i=1
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and
m
Ppr + FNRTIZ [g:(N; + & Tygr )™
P = =L (7)
l-a FNRTZ[Ni +a I“NRT]"]

i=l

m
If a’ NRTZ[NI' +a Tygr ]_] <1 and Pr=Pua, the solution is ‘feasible’
i=l

and p; is obtained with (6) and (7).

2.2 Performances

RT and NRT terminals are uniformly distributed in the cell for the distance
from the base station from 325 m to 1.2 km. In order to determine the
channel gains, we chose Okumura-Hata propagation model in an urban area
with /=2 GHz, Mgase station=40 M and Apmma=1.5m®. Let Pna=10 W and
Tiner=-63 dBm (equivalent to 6 base stations situated 2 km far away from the
considered base statio and transmitting at Ppmec). I'gr and Tagr are set to
74 dB. Q is set to 50 and M varies from 1 to 500. Finally, Ngr=256 and
a=0,5.

Figure 1 illustrates the variations of Qlﬁ}qr, Qi(RT obtained with

‘DownlinkDSF-U’ and QJ,;,RT obtained with ‘DownlinkDSF-D’. Figure 2

gives the number of simultaneously transmitted NRT services with
‘DownlinkDSF-U’ and ‘DownlinkDSF-D’ as a function of the total number of
active downlink NRT services in the cell (M). It is recalled that with the
theoretical optimal algorithm, only one NRT service is served.

It appears that when ‘DownlinkDSF-D’ is applied, the number of
simultaneous transmitted NRT service is exactly M when M is low (typically

lower than 25). All NRT services being transmitted, Q,lVRT first increases

and then fluctuates, depending on the random distribution of the terminals.
Then, as the base station uses all its power to reach more and more terminals
benefiting from worse and worse conditions of propagation, it can not
transmit information to all NRT services and the individual rates remain
minimum. Therefore, the aggregate throughput is nearly proportional to the
number of simultaneously served NRT services and never exceeds
550 kbits/s.

On the opposite, the ‘DownlinkDSF-U’ never simultaneously transmit
information to more than 4 NRT services, whose spreading factor is at least
32. More, the probability of having terminals benefiting from higher

conditions of propagation increases with M increasing. Hence, §2y,r and
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QJIGRT are increasing functions. Finally,

Vivier, Terré, and Fino
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Figure 1: Qi,’R, and L ypr obtained with ‘DownlinkDSF-U’ and ‘DownlinkDSF-D’
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Figure 2: Number of simultaneously transmitted NRT services with ‘DownlinkDSF-U’ and
‘DownlinkDSF-D’, function of the total number of active NRT services in the cell (M)

The following section focuses on the UTRAN uplink.

! .
Qpr varies from 340 to
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3 UPLINK

3.1 Algorithms

On the uplink, I'yp; and Iy can be expressed as follows:

']-l
0 M
Tavrr()=Nipigi| 1+ D Pug%+), P8k | 2Twer (8
k=1 k=1
k#i |
and
"I—l
M
Trr(@)=Nerp'ig'i| 1+ Y. pagi +§P’k g | 2Tpr 9
k=1 k=1
k=i d

As on the downlink, RT communications are still served first. Hence a
maximum acceptable total power received by the base station from all NRT

T max

services Plév R is determined. This threshold represents the maximum

value that ensures RT communications not to be blocked by NRT services.
Therefore:

M

NRT max
2.Pi8 SPy (10)
L

In the same way, P,fT is the total power received by the base station from
RT 2
all RT services: PR~ = Z rigi.
i=1
Consequently, in order to reach exactly I'py, we obtain from (9):
v NRT -1
Pi 8i =FRT(I+a' R max +PI§T”[NRT +aFRT]
and:
T NRT -
PRT =0 FRT(I+a (PR max +P,§T»[NRT +a Ter™t an

Therefore:
Q=[PI§T(NRT+“ FRT)[FRT(I'HZ (Pzgmm +P1§T))HJ (12)

and from (11) Q determines the real value of P,fT .Finally:
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NRT max R Nl
p'i=FRT(I+a(PR " +PRT))[(NRT+aFRT)g:]
Once transmission powers for RT communications are determined such that

NRT max

0<p "1 <Pmax, PR can be shared between NRT services.

Algorithms maximising the aggregate NRT uplink rate ij;ar consider as on
the downlink the NRT services in the decreasing order of their channel

m
gain®*. While Q}VRT(m)=Z3,84/ N; (in Mbits/s, excluding the radio
i=1
supervision) increases, they set p, t0 Pma, except for the last NRT
transmitting terminal of the cell because of (10). Once again, this process
leads to non-integer numbers for spreading factors: as in the previous
section, QI,}T is the theoretical upper bound for QI,RT. Actually, for the

UTRAN, uplink spreading factors values must belong to SF1={4, 8, 16, 32,
64, 128, 256} .

Therefore, in this paper, we propose an algorithm named Uplink Discrete
Spreading Factor ‘UplinkDSF’ that ensures compatibility with UTRAN’s
spreading factors requirements. A perfect power control is considered. For a
set of spreading factors Ny, Ni, ...Nn, 1Sm<M, the corresponding
transmission powers are determined as follows:

From (8) we obtain, to reach I'ygr:

i & =(FNRT(1+a P +a P,Q’RT))[N,- +a Cypr]™! (13)

m
where P;év kT =Z p; &; - Therefore,
i=1
RTY % -1
FNRT(I+a PR ) Z[N,"Fd FNRT]
1~a Typr Y. [N; +a& Typr]™

i=l

m
If aFNRTZ [N; + @ Tagr I <1 and PYT < pYRT™ b, is obtained with
i=1
(13) and (14).
Lastly, if p; € ppax, the solution is feasible. Otherwise, the spreading
factor of the lowest path gain of the terminals that do not check
0< p, < P, is increased by one step. In this way, a new set of spreading

factors is considered at the input of the algorithm. If the solution is feasible,
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a new NRT service is considered. Otherwise, the cell has reached its
capacity.

3.2 Performances

The same uniform distribution of RT and NRT terminals as for the downlink
is considered, as well as the determination of the channel gains. Let Jiner=-
92.3dBm be the received power when Q=50 RT terminals transmit at

Pmax=23 dBm’ with an attenuation of 132 dB. Finally, P}?/ RT max —1.76 pW

is equivalent to 3x/, I'gy and I'yry are set to 7,4 dB and @=0.5. M varies from
10 to 250. Figure 3 gives the number of simultaneously transmitting uplink
NRT services as a function of the number of active uplink services in the cell

(M). When M is low, this number is higher with the optimal algorithm
because the spreading factors values are not bounded by 256. P,iv RT max i
reached quite soon with the optimal algorithm because all transmitting

NRT max
Pp

terminals transmit at pme. Once is reached, the number of

simultaneously transmitting uplink NRT services decreases. Actually, some
terminals, well placed in the cell, can transmit at high rate and therefore
generate quite a lot of received interference whereas others can not transmit
without exceeding pmse With a spreading factor set to 256 (UplinkDSF) or

without decreasing Q,TV;W. Finally, Figure 4 illustrates the variations of

QlTv;e - and QI,RT : QI,RT varies from 69% to 95% of Q;Tv;ar-

This UplinkDSF is easy to implement and gives very satisfactory results.
However, it is not optimal. Consequently, the results of an optimal algorithm
are also displayed. Of course, this ‘Optimized UplinkDSF’ algorithm ensures
spreading factor values in SFt. For each expected threshold of interferences

lower than Plgv RT max ,d for all NRT service (still in the decreasing order

of their channel gains), it identifies individually all the spreading factors
generating a level of interferences at the receiver side equal or lower than the
expected threshold. Once the truly generated interferences are aggregated

and checked lower than the expected threshold, it identifies the generated

aggregated level of interferences equal or lower than Plév RT max ¢

maximises the aggregate throughput. This approach is optimal and its
complexity is closely connected to the number of analysed expected
thresholds. For 25% of our results, a throughput about 3.84/256 Mbits/s
higher than with the ‘UplinkDSF’ is obtained. It leads to a mean increase of 4
kbits/s and corresponds to an 1% gain of throughput.
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The number of simultaneously transmitting uplink NRT services is
approximately the same for both algorithms. Nevertheless, it can be noticed
that ‘UplinkDSF’ allocates power of transmission to new NRT services as
long as the resulting solution is feasible whereas ‘Optimized UplinkDSF’
stops at the maximum throughput. In conclusion, the ‘UplinkDSF’ algorithm
is quasi-optimal in terms of throughput (it reaches 99% of the optimal one)
and, when they are numerous in the cell, ensures more fairness among NRT

SErvices.
35 ~ -
’- ,f’ \. — - Optimal algorithm
C <eer UplinkDSF
or ! ' — Optimized UplinkDSF

B

g

=)
T

Maximum number of simultaneous
transmitting NRT services in the cell
&

0 50 100 150 200 250
MNumber of NRT senvices in the cell (M)

Figure 3: Number of simultaneously transmitting uplink NRT services, function of the
number of active uplink services in the cell (M)
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Figure 4: Variations of QNRT and QNRT
4 CONCLUDING REMARKS

The radio resources allocation that maximises the aggregate NRT throughput
of a CDMA network should gives on the downlink all the base station’s
power for the transmission of only one NRT service: the one benefiting from
the best propagation conditions in the cell. On the uplink of such a system,
while the aggregate throughput increases and the received interferences do
not exceed a maximum threshold, it should allow NRT terminals that benefit
from the best conditions of propagation to transmit at their peak power. But
both algorithms lead to the determination of non integer values for spreading
factors and therefore represent theoretical upper bounds.

In this paper, we proposed four algorithms for power and spreading
allocation to RT and NRT services implementable in a real CDMA network
like UMTS FDD. As for the determination of the theoretical upper bound of
the aggregate rate, NRT users benefiting from the best conditions of
propagation are the first served once RT communications are satisfied.

On the downlink, two algorithms were presented, allocating spreading
factors in the set {4, 8, 16, 32 64, 128, 256, 512}; ‘DownlinkDSF-U’
maximises the aggregate downlink NRT throughput whereas
‘DownlinkDSF-D’ maximises the number of simultaneously transmitted
NRT services.

On the uplink, the proposed algorithm ‘UplinkDSF’ allocates spreading
factors in the set {4, 8, 16, 32 64, 128, 256} and gives a very interesting
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aggregate uplink NRT throughput. The optimal algorithm: ‘Optimized
UplinkDSF’, whose complexity is more difficult to evaluate, leads to a
hardly higher gain of the aggregate throughput. Thanks to power control,
both algorithms allow more simultaneous uplink transmitting terminals than
the theoretical optimal one.

With ‘DownlinkDSF-U’, ‘UplinkDSF’ and ‘Optimized UplinkDSF’, the
resulting aggregate NRT throughputs are very close to the ones obtained by
the optimal algorithms. The small difference is the price paid for obtaining
truly assignable spreading factors.
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Abstract In WCDMA networks, the presence of a cell is announced through a common pi-
lot channel (CPICH). The power levels of the pilot channels have a great impact
on coverage and service quality. Using mathematical optimization techniques,
we address the problem of minimizing the amount of pilot power for providing
service coverage and smooth handover. We present numerical results for several
realistic planning scenarios of WCDMA networks, and analyze the pilot power
solutions found by optimization versus those obtained by ad hoc strategies.

Keywords: WCDMA, pilot power, coverage, handover, mathematical optimization.

1. Introduction

In a WCDMA network, a cell announces its presence through a common
pilot channel (CPICH). Pilot signals provide channel estimation to mobile ter-
minals, and thereby facilitate cell selection and handover. Mobile terminals
continuously monitor pilot signals of the network. Typically, a mobile termi-
nal is attached to the cell with the strongest pilot signal.

Pilot power levels strongly affect coverage and service [2]. The pilot power
of a cell effectively determines the cell size, and, consequently, the traffic load
in the cell. Thus, to optimize the network performance, the pilot power levels
should be carefully chosen [12]. Previous work of analyzing the effect of pilot
power on network performance can be found in, for example, [4, 6, 8-10, 13].

We study the problem of providing service in a WCDMA network using a
minimum amount of pilot power. There are a couple of reasons for minimizing
pilot power consumption. First, as the total power available to the network is
limited, less amount of pilot power means more power for user traffic. (Typ-
ically, the pilot power of a cell lies somewhere between 5% and 10% of the
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cell power, [5].) A second reason for minimizing pilot power is to reduce pilot
pollution and interference (e.g., [1, 6]).

We consider two types of service constraints. The first constraint is full
service coverage, that is, a mobile terminal must be able to receive at least one
pilot signal anywhere in the network. This constraint is defined by imposing a
carrier-to-interference ratio (CIR) target for the pilot signals. Second, the pilot
signals are planned to enable smooth handover. Here, by smooth handover, we
mean that, when a mobile terminal moves across cell boundaries and changes
its home cell, the handover operation can be performed with minimum risk of
dropping a call or disrupting a data session. To enable smooth handover, the
CIR target is enforced not only in the interior of a cell, but also at its boundaries
to other cells. Mathematically, these two types of constraints are of the same
characteristic; they are hence formulated using one set of constraints in our
mathematical formulations. In our numerical experiments, we study several
realistic planning scenarios of WCDMA networks, including two city networks
in Europe. We analyze the pilot power solutions found by our optimization
technique versus those obtained using two ad hoc approaches. Our numerical
study also provides some insights into the impact of the constraint of smooth
handover on pilot power consumption.

The remainder of the paper is organized as follows. In Section 2 we describe
our system model. The optimization problem is formalized in Section 3, and
two ad hoc solutions are presented in Section 4. Mathematical formulations
are discussed in Section 5, and a Lagrangean heuristic is described in Section
6. We present our numerical study in Section 7. Finally, in Section 8§ we draw
some conclusions and discuss forthcoming research.

2. System Model

2.1 Preliminaries

Consider a WCDMA network consisting of m cells. Let PiT"‘ denote the
total transmission power available in cell <. This amount of power is shared
among the pilot channel, other signaling channels, as well as user traffic. We
use I; to denote the pilot power of cell 1.

The service area is represented by a grid of bins, for which predictions (or
measurements) of signal propagation are performed. Let n denote the number
of bins, and g;; the power gain between the antenna of cell ¢ and bin j. Thus, in
bin j,the power of the received pilot signal of cell 7is zg;;. Theinterference
experienced by a mobile terminal in bin j, with respect to cell 7, reads £; =
(1—a;)Pigij + Zk# Prgy; + vj, where I and Py are the tranmission power
of cells 7 and k, respectively. Parameter a; € (0, 1) is the orthogonality factor
inbin j, and v; represents the effect of the thermal noise in bin j.
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We consider planning scenarios with high traffic load, and assume therefore
that all base stations operate at full power, i.e., B = PiT"t,i =1,...,m. This
corresponds to the worst-case interference scenario. We can then write £; as

Iy =(1- aj)P,»T"tg,-j + z PkTOtgkj + v;. 1
k#i

The strength of a pilot signal is defined by its CIR. For cell ¢ and bin j, the
CIR is

i = Tigij; Tigij )
17 - .
/ L (1 — a;)PTogi; + Ypsi BT %ks + vj

2.2 Service Constraints

Two service constraints are taken into account in our planning problem. The
first constraint is full coverage. A necessary condition for a mobile terminal
to access any network service is the detection of at least one pilot signal. We
assume that, to successfully detect a pilot signal, the CIR must meet a threshold
70. Thus, the service of cell ¢ is available inbin j only if the following is true.

Yi; = Yo 3)

Full service coverage means that for any bin, there are one or more cells, for
which (3) holds. Pilot power minimization subject to (3) has been previously
studied in [11].

The second service constraint involves smooth handover. Handover occurs
when a mobile terminal moves from the service area of one cell to that of an-
other. Full service coverage does not necessarily ensure smooth handover. For
example, consider two adjacent bins served by two different cells, for which
the CIR of each of the two pilot signals is good in its respective bin, but very
poor in the other. A mobile terminal that moves from one bin into the other,
crossing the boundary of'its home cell, may have difficulties in detecting the pi-
lot signal of the other cell in time. When this occurs, there is a risk of dropping
a call or interrupting a data session.

To facilitate smooth handover, a mobile terminal should be able to detect
the pilot signal of the cell to which handover will take place, before it leaves
its current home cell. For this purpose, the pilot power levels should be set
such that, for the above example, the pilot signal of a cell not only covers its
own bin, but also provides some coverage in the adjacent bin served by the
other cell. One way to provide this kind of coverage is to require that the CIR
of a pilot signal is above 4y in bins adjacent to the current cell. However,
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this may lead to an unreasonably (and unnecessarily) large amount of pilot
power, and a risk of pilot pollution. Instead, we handle smooth handover by
requiring that, if two adjacent bins belong to different cells, both pilot signals
have a CIR of at least 7 at the boundary of the two bins. (This requirement
increases the likelihood of being in soft or softer handover for mobile terminals
at cell boundaries.) Modeling this constraint would require prediction of signal
propagation at bin boundaries. Such predictions are not available in our system
model. (An implicit assumption in Section 2.1 is that, for every bin, the power
gain of a cell is identical in the entire bin.) However, it is reasonable to assume
that, for two adjacent bins, the power gain at their boundary is somewhere
between the gain values of the two bins. In this paper, we use the average value
of the two power gain values to represent the power gain at the boundary.
Consider cell ¢ and two adjacent bins 7 and ja. If x; meets the CIR target
in both bins, or in none of the two, the aforementioned constraint of smooth
handover does not apply. Assume that cell ¢ has a sufficiently high pilot CIR
in bin j; but notbin jo, and that g;;, > gi;, (because otherwise the CIR in j; is
at least as good as thatin j;). To enable smooth handover for mobile terminals
moving from j into j1, the strength of the received pilot signal is calculated
using the average value of gi;, and g;;,. The new CIR formula is as follows.

z; (gis; +9i55) - {9ij; +8is5)
2 — = -2 RO
Lij, (1 = 0y )P gijy + Zws P * 9ksn + Vi

Note that, the interference computation in (4) uses the power gain of bin 3
(i.e., same as in (1)), not the average power gain. The reason for this is simple:
The pilot power levels are planned for the scenario of worst-case interference
— using the average power gain in the denominator of (4) would lead to less
interference and thus jeopardize full coverage.

To formalize the constraint of smooth handover, we use A(j) to denote the
set of adjacent bins of bin j. For most bins, this set contains eight elements.
If cell 4 satisfies (3), then the new CIR formula applies for all bins in A(j).
For convenience, we introduce the notation g; to represent the new, adjusted
power gain for bin j, thatis, g; = min{g;;, minjc 4(5) g“—;"‘-’-}. We can then
write the constraint of smooth handover as follows.

- Tigij Z:Gij
Yij = = 2 Y- (5)
VUL (1 - 0PI+ Ysi BTGk + v

Examining the two service constraints, (3) and (5), we observe that the latter
is always as least as strong as the former. Therefore, if cell ¢ covers bin j, the
pilot power must be at least F;;, which is derived from (5):
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20((1 = ;) P45 + Tppi PE%gks + v5)

— (6)
Gij

x> P; =

Remark We impose (5) regardless of whether bin j lies on the boundary
of cell 7 or not. Suppose that bin j is in the interior of cell 4, and, consequently,
(3) is satisfied for bin j as well as for all bins in A(j). In this case, it can
be easily realized that constraint (5) is also satisfied and thus redundant. As a
result, the impact of (5) on the pilot power of a cell is determined by those bins
on the cell boundary.

3. Problem Definition

Our pilot power optimization problem, which we denote by PPOP, is defined
as follows.

s Objective: Minimize the total pilot power, i.e., min3 iz, x;.

s Constraint one: Every bin is covered by at least one pilot signal, that is,
for any bin j, there exists at least one cell ¢ for which z; > F;;.

s Constraint two: The pilot power of cell i is limited by PT'®¢, i.e., z; <
P‘T"t,i =1,...,m.

The following proposition states the computational complexity of PPOP.

Proposition 1 PPOP is N'P-hard.
Proof See the first appendix at the end of the paper.

4. Two Ad Hoc Solutions

One ad hoc solution to PPOP is the one in which all cells use the same level
of pilot power, which we refer to as the solution of uniform pilot power. We
use PY to denote the minimum (total) power of uniform-power solutions that
satisfy the constraints of PPOP. The value of PV can be derived quite easily.
Let PjU = mini=1,...m 13.J To provide service in bin j, the power of at least
one pilot signal must be greater than or equal to P]U . As this is true for any bin,
taking the maximum of PJU over the bins gives a lower bound on any feasible

uniform power. In addition, setting all pilot power levels to maxj=1,..n PjU
yields a feasible solution to PPOP. We have thus shown the following.
PU=m-.ma.x P}J:m- max Imin 13,-]-. €))]

j=l,..n i=1,..,ni=l,..m

A second ad hoc approach to PPOP is a greedy heuristic. We call the solu-
tion generated by this heuristic the power-based pilot power, because for every
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bin, the heuristic chooses the cell for which the required power is minimal
among all the cells. For bin j, we use ¢(j) to denote the cell that minimizes

P,;, that is, ¢(j) = argmin;—;__, Pij. The pilot power of cell 7 is thus
P = maxj=1 . nic(j)=i P,;. The total pilot power of this solution is therefore

m m
P =N"pG = j 8
; 1 ;Fl--%%(ﬁﬂ 7 (8)
5. Mathematical Formulations

5.1 A Cell-bin Formulation

Problem PPOP can be formulated mathematically using the pilot power vari-
ablesz;,¢ = 1,...,m, and the following set of binary decision variables.
~_ [ 1 ifcellicovers bin j,i.e., %i; > 0, or, equivalently, z; > P,
Yij = { 0 otherwise.

Because the pilot power of a cell has an upper limit, not all cells are able to
cover a bin. Therefore, we only need y-variables for feasible combinations of
cells and bins. For this reason, we define a set C(j), which consists of all cells
that can cover bin j using a feasible pilot power, i.e.,, C{(j) = {i =1,...,m:
P,j < PTet}, PPOP can then be stated as follows.

m
[PPOP-CB] P* = min ) _ x; 9)
i=1
st > w21, j=1,...,n, (10)
i€C(j)
Bjyi; <z, 1€C@G),j=1,...,n, (1)
yijG{O,l},iGC(j),jzl,...,n. (12)

Constraints (10) ensure that every bin is covered by at least one cell. By (11),
z; must be at least P;;, if cell ¢ covers bin j. The non-negativity restrictions on
the z-variables are implicitly handled by (11).

5.2 A Refined Formulation

From a computational standpoint, formulation PPOP-CB is not efficient. In
particular, its linear programming (LP) relaxation is very weak. Solving PPOP
using this formulation is out of reach of a standard problem solver'. To avoid
this weakness, we derive a second, refined formulation. The refinement is

'In our numerical study, CPLEX [3] did not manage to find optimal or near-optimal solutions within any
reasonable amount of time even for the smallest test network (60 cells and 1375 bins).
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based on the rather simple observation that, in an optimal solution to PPOP,
the pilot power of cell 4 attains a value belonging to the discrete set {P;j, 7 =
1,...,n:1 € C(j)}. In the refined formulation, we use the following set of
binary variables. _
1 if the pilot power of cell 1 equals P,
Zik = ~
0 otherwise.

In Section 5.1, we defined the sets C(j),j = 1,...,n, each of which con-
tains the set of cells that can cover a bin. In the refined formulation, it is more
convenient to use the notation B(z), which describes the possibility of coverage
from the perspective of cells. Specifically, we let B(i) = {j : Pj < PT}.
Also, we define a set of indication parameters for the refined formulation:

__ {1 ifbin j is covered by cell ¢, provided that z; = 1,
gk = { 0 otherwise.

Below we present the refined formulation.

m
[PPOP-RF] P* =min)_ > Pz (13)
i=1 keB(i)
5. t. Yo zp=1,i=1,...,m, (14)
keB(i)
E Z aijkzik Z 1» .7 = la , 1, (15)
i€C(j) keB(i)
zip € {0,1},i =1,...,m,k € B(i). (16)

In PPOP-RF, (14) states that exactly one of the possible pilot power levels
is selected for every cell. By (15), every bin is covered by at least one cell.

Although it may not be trivial, it can be shown that the LP relaxation of
PPOP-RF is always at least as strong as that of PPOP-CB.

Proposition 2 The LP relaxation of PPOP-RF is at least as strong as that
of PPOP-CB. In addition, there exist instances for which the former is strictly
better than the latter.

Proof See the second appendix at the end of the paper.

6. A Lagrangean Heuristic

For large-scale networks, it is time-consuming to solve PPOP-RF exactly
using a standard solver. We therefore developed a Lagrangean heuristic as an
approximate solution method. Due to space limitation, we will not present the
algorithm in its full detail. In brief, the Lagrangean heuristic comprises two
components. The first component is a Lagrangean relaxation, in which con-
straints (15) are relaxed using Lagrangean multipliers Aj,7 = 1,...,n. The
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relaxation decomposes into one easily-solved subproblem per cell. For cell i,
the subproblem is to minimize the function } ¢ B(i) (P — Z?:l Aj @ik ) Ziks
subject to the constraint 3" p(;y 2ik = 1. The Lagrangean dual is then solved
using subgradient optimization.

The second component is a primal heuristic, in which the solution of the
relaxation, if infeasible, is modified to a feasible solution. The heuristic con-
sists of two phases. The first phase involves covering bins that are not covered
by any cell in the solution of the relaxation. Among these bins, the heuristic
selects the bin for which the cardinality of the set |C'(j)| is minimal. To cover
this bin, the cell that needs a minimum amount of incremental power is cho-
sen. This is then repeated until all bins are covered. In the second phase, the
heuristic attempts to reduce the total pilot power by examining bins covered
by multiple cells. For each of such bins, the heuristic identifies whether any
cell can reduce its pilot power if the bin is removed from the coverage area
of the cell. The second phase terminates when no improvement of this type is
identified.

The Lagrangean heuristic solves the relaxation and applies the primal heuris-
tic for a predefined number of subgradient optimization iterations. At termi-
nation, the Lagrangean heuristic yields both an upper bound (the best feasible
solution found) and a lower bound (the best value of the Lagrangean relax-

ation) to the optimum.

7. Numerical Study

We used three WCDMA networks in our numerical study. The first network
was provided by Ericsson Research, Sweden. The other two networks, pro-
vided by the MOMENTUM project [7], originate from planning scenarios for
Berlin and Lisbon, respectively. Table 1 displays some network characteristics.

Table 1. Network characteristics.”

Network N1 Network N2 Network N3
Sites 22 50 52
Cells 60 148 140
Bins 1375 22500 62500
Bin size (m?) 40 x 40 50 x 50 20 x 20
Pt i=1,....m 20W 19.95 W 19.95 W
Yo —18.24 dB -20dB —20dB
vii=1,...,n —100 dbm —108.1 dbm —100 dbm
aj,j=1,...,n 04 {0.327,0.633,0.938} {0.327, 0.633,0.938}

@For networks N1 and N3, the orthogonality parameter o; depends on bin type (urban, rural, or mixed).
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For N1, we used a standard solver [3] to find the optimal solution using
PPOP-RF. For N2 and N3, we applied the Lagrangean heuristic described in
Section 6. We present our main results in Table 2, which displays the optimized
pilot power, and the pilot power of the two ad hoc solutions.

Table 2. Pilot power solutions.®

Nerwork Uniform pilot power Power-based pilot power Optimized pilot power

Total Average Total Average Total Average
N1 92.58 1.54 46.87 0.78 41.52 0.69
N2 464.40 3.13 192.51 1.30 160.00 1.08
N3 415.28 297 174.20 1.24 147.83 1.06

% For the optimized pilot power, its worst-case deviation from optimum, in a relative sense, are 9% and 12%
for N2 and N3, respectively.

We observe that the power-based solution offers a substantial improvement
over the solution of uniform pilot power. The former is, however, still quite far
away from optimum, when compared to optimized pilot power, which corre-
sponds to only a few percent of the total power available. Our results suggest,
therefore, that it is possible to use a small amount of pilot power for providing
service coverage and smooth handover in WCDMA networks.

The optimized pilot power levels of network N1 are further examined using
a histogram in Figure 1. We conclude that the power levels of most pilot signals
lie between 0.3 W and 1.0 W, and, in addition, most cells use a pilot power that
is less than the average (0.69W in this case).

G162 03 04 08 08 ar 08 08 1 11 1% 13 18 18
pawer X, e

Figure 1. A histogram of the pilot power Figure 2. Pilot signal coverage of net-
of network NI1. work N2 (city of Berlin).

Figure 2 illustrates the pilot signal coverage of network N2 (city of Berlin).
For each bin, its color (or darkness) represents the number of cells providing
coverage in the bin. The figure also shows the locations of the base stations as
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well as the antenna directions. We observe that most parts of the service area
are covered by one or two pilot signals. (A more detailed examination of the
coverage statistics shows that about 32% of the bins are covered by more than
one pilot signal.) In many parts of the figure, bins covered by multiple cells
form lines that indicate cell boundaries.

In the next part of our numerical study, we examine the impact of the con-
straint of smooth handover on pilot power. Ignoring smooth handover, the
pilot signals need to satisfy constraint (3) only, i.e., ifcell ¢ covers bin j, the
minimum pilot power is F;, which is derived from (3): B; = v - ((1 -
aj)P,-T"tgij + Zk¢i PEOtgkj + I/j)/g,‘j. We replace Hj by Pij in PPOP-RF,
which then minimizes the total pilot power without the constraint of smooth
handover. The results are presented in Table 3. Comparing the results in this
table to those in Table 2, we observe that between 30% and 50% additional
pilot power are necessary to support smooth handover.

Table 3.  Pilot power solutions without smooth handover.”

Network Uniform pilot power Power-based pilot power Optimized pilot power
Total Average Total Average Total Average
N1 64.24 1.09 31.61 0.53 27.87 0.46
N2 356.44 2.41 146.56 0.99 114.80 0.78
N3 276.79 1.98 133.64 0.95 110.14 0.79

“For the optimized pilot power, its worst-case deviation from optimum, in a relative sense, are 6% and 12%
for N2 and N3, respectively.

8. Conclusions

We have studied the problem of minimizing pilot power of WCDMA net-
works subject to service coverage and smooth handover. Several conclusions
can be drawn from our study. First, both full coverage and smooth handover
can be achieved using only a few percent of the total power in a network, even
for the scenario of worst-case interference. Second, ensuring smooth handover
in addition to full coverage results in a moderate increase in pilot power (less
than 50%). Moreover, our study shows that optimized pilot power consider-
ably outperforms ad hoc approaches, and, therefore, mathematical models can
be very helpful for optimizing power efficiency in WCDMA networks.

An extension of the current research is pilot power optimization for the pur-
pose of load balancing. Because pilot signals influence cell size, pilot power
can be adjusted to equalize the load over cells. This topic is to be addressed in
forthcoming research.
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Appendix: Proof of Proposition 1

We show that any instance of the minimum-cost set covering problem (which is A"P-hard)
can be polynomially transformed to an instance of PPOP. Consider an instance of the set cover-
ing problem, where {S1,S532,...,Sm} is a collection of sets, and B is a set of items. A set S;
is associated with a cost €, and contains some (possibly all) of the items in B. The objective of
the set covering problem is to select a subset of { Sy, Sa,. .., Sm} at minimum cost, such that
all the items in B are included. The corresponding instance of PPOP has m cells and m + | B|
bins. We choose the parameters P;; and P,-T"' as follows.

® Forbin j = 1,...,m, Pj; = ¢, where esatisfies 0 < € < mini=1,....m ci, and
Pi; > PT° i # j. (That is, cell j is the only cell that can cover bin 3.)
8 Forcelli =1,...,mandj = m+1,...,m + |B|, P;j = ¢ if S; contains the

(j — m)th item of set B, otherwise Pi; > PT°!.

The above transformation is clearly polynomial. Moreover, a feasible solution to the PPOP
instance is also feasible to the set covering instance, and vice versa. Finally, for any such pair
of solutions, the two objective functions have the same value. Hence the conclusion.

Appendix: Proof of Proposition 2

We prove the first part of the proposition by showing that, for any feasible solution to the
LP relaxation of PPOP-RF, there is a corresponding solution to the LP relaxation of PPOP-CB,
and, in addition, the total pilot power of the former is greater than or equal to the latter.

Consider a feasible solution, denoted by 2 = {%x,i = 1,...,m,k € B(3)}, to the
LP relaxation of PPOP-RF. Consider solution § = {#ij,i € C(j),j = 1,...,n}, where
Wi = Zke B(i) aijkZik, to the LP relaxation of PPOP-CB. It is easy to verify that § satisfies
(10). Next, we show that the total power of ¥ is at most as that of Z. For §, the optimal value of
z; in PPOP-CB is obviously & = max;j=1,...,n:icc(j) 13,-,'1].-,-. According to thf, definitions of
the sets B(2) and C(j), this equation can also be written as Ty = max;je g(s) Pij¥i;j. Assume
that the maximum occurs for bin j§*, ie., & = 15.5.37;,-.. For PPOP-RF, the pilot power of cell
1 reads Zkea(‘) PikZik. For cell i, let B(t) = {k € B(3) : aijex = 1}. The set B(i) contains
all bins in B(%) that, in order to be covered by cell 4, require a pilot power of at least Byj..
Then, 3 c gy PikZie 2 EkeB( o Pz 2 Fpep Puctik = P Ppepy Bk =
P._, Zkes(. QijrkZik = Pyjeqij+ = Zi. Because this holds for any cell, we have proved
the first part of the proposition.

To show the second part of the proposition, it is sufficient to give an example. Consider two
cells and four bins, where Py = 1.2, P = 0.8, P13 = 0.6, 3y = 0.6, Py = 0.8, and Py =
0.3. Assume also that P14 and Pa3 exceed their limits (and are thus irrelevant to the discussion).
In the integer optimum, y11 = Y12 = H13 = Y24 = 1, and the total pilot power equals 1.5. The
optimal LP solution of PPOP-CB is y11 = 0.5,y12 = 0.75, 513 = 1, y21 = 0.6, y22 = 0.25,
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y23 = 1, with a total power of 0.9. (The relative gap is therefore 40%.) The LP relaxation of
PPOP-RF, on the other hand, yields the integer optimum.
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Abstract: Once Wireless Local Networks (WLAN) and Bluetooth devices share the
same frequency band (ISM) there is a potential risk of interference if they are
supposed to operate close to each other. Additionally, the signal fading effects
on mobile Bluetooth networks may deeply affect the overall performance. That
is why the use of strategies that minimize transmission on channels with great
interference or severe fading is so important. This paper proposes and
investigates the use of parameter m of the Nakagami distribution, as the
channel estimation metric. We observed that parameter m may provide faster
estimates on the channel condition than the bit error rate metric. This metric is
applied in a new scheduling algorithm for Bluetooth piconets. Simulation
results showing the performance of the algorithm for different traffic
conditions are eventually presented.

Keywords:  Bluetooth; wireless networks; Nakagami-m fading; scheduling.

1. INTRODUCTION

Bluetooth is emerging as an important standard' for short range and low-
power wireless communications. It operates in the 2.4 GHz ISM (Industrial,
Scientific and Medical) band employing a frequency-hopping spread
spectrum technique. The transmission rate is up to 1 Mbps, using GFSK
(Gaussian Frequency Shift Keying) modulation. The Bluetooth MAC
protocol is designed to facilitate the construction of ad hoc networks. The
devices can communicate with each other forming a network with up to
eight nodes, called piconet. Within a piconet, one device is assigned as a
master node and the others devices act as slave nodes. Devices in different
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piconets can communicate using a structure called scatternet. The channel is
divided in time slots of 625 us. A time-division duplex (TDD) scheme is
used for full-duplex operation. For data transmission Bluetooth employs
seven asynchronous packet types. Each packet may occupy 1, 3 or 5 time
slots. The throughput of Bluetooth links using asynchronous packets was
investigated” for the additive white Gaussian noise (AWGN) channel and for
the Rayleigh fading channel. In other work’, we extended the results
presented by Valenti® looking into the performance of Bluetooth links in
Nakagami-m fading channels.

The sharing of the same frequency band between WLAN and Bluetooth
devices may cause interference, if they are operating close to each other.
Additionally, may occur mutual interference between different Bluetooth
piconets operating in the same area. In Bluetooth networks with node
mobility, like in sensor networks applications, the fading effects in the radio
signal may significantly decrease the link performance. The use of strategies
that minimize the transmission in channels with great interference or severe
fading, may substantially improve the piconet performance. Extensive
empirical measurements have confirmed the usefulness of the Nakagami-m
distribution for modeling radio links'>'*. The Nakagami-m distribution®
allows a better characterization of real channels because it spans, via the
parameter i, the widest range of multipath fading distributions. For m=1 we
get the Rayleigh distribution. Using m<1 or m>1 we obtain fading intensities
more and less severe than Rayleigh, respectively.

This work proposes the use of fading parameter m as an alternative
channel quality metric. This parameter can be estimated based on the
received symbols. In a mobile wireless network, when a node position
changes from line-of-sight to non-line-of-sight, for example, the impact in
the signal propagation characteristic may be interpreted as a change in the
parameter m. This model is interesting when Bluetooth devices are applied
to ad hoc sensor networks. Power class one Bluetooth devices can cover
ranges up to 100 meters, allowing the formation of large area piconets or
scatternets. We also propose a new scheduling algorithm for Bluetooth
piconets, which uses the channel quality information in the scheduling
policy.

This paper is structured as follows: in Section 2 some issues about
piconet scheduling and related works are presented. In Section 3 we present
and evaluate the performance of the main Nakagami fading parameter
estimators found in the literature. Section 4 proposes a new strategy based on
channel quality estimation and Section 5 shows the simulation results for
different scenarios. Finally, conclusions are drawn in Section 6.
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2. RELATED WORK ON PICONET SCHEDULING

In a Bluetooth piconet, the master controls the channel access. A slave
can send a packet only if it receives a polling packet from the master. The
master transmits packets to the slave in even slots while the slave transmits
packets to the master in odd slots. Thus, Bluetooth is a master driven TDD
standard and this poses several challenges in scheduling algorithms since
there could be a waste of slots if only the master or the slave has data to
send. Recently, many schemes have been proposed in the literature for
piconet and scattemet scheduling.

In the study of Capone’, several polling schemes are compared. In the
round robin scheme a fixed cyclic order is defined and a single chance to
transmit is given to each master-slave queue pair. The exhaustive round
robin (ERR) also uses a fixed order but the master does not switch to the
next slave until both the master and the slave queues are empty. The main
disadvantage of the ERR is that the channel can be captured by stations
generating traffic higher than the system capacity. A limited round robin
(LRR) scheme that limits the number ¢ of transmissions can solves this
problem. A new scheme called LWRR (limited and weighted round robin)
with weights dynamically changed according to the observed queue status is
also presented’. Other works about piconet scheduling consider QoS issues
in Bluetooth®’. The results™®’ do not consider any loss model for the
wireless channels.

In other paper®, a scheduling policy based on slave and master queues is
shown. The master-slave pairs are distinguished based on the size of the
Head-of-the-Line (HOL) packets at the master and slave queues. Then, the
pairs are classified in three classes according to slot waste. This information
is used in the HOL K-fairness policy (HOL-KFP)®. When the authors
introduced channel errors, the HOL-KFP had its performance reduced. An
extension for HOL-KFP called wireless adapted-KFP (WAKFP) was
proposed and the results indicate that a better performance is achieved in the
presence of channel errors®.

In’ an algorithm called Bluetooth Interference Aware Scheduling (BIAS)
is presented that uses a channel estimation procedure in order to detect the
presence of other wireless devices in the same band (such as other Bluetooth
or IEEE 802.11b devices). The scheduling algorithm will avoid packet
transmission in frequencies that have a high bit error rate (BER), called bad
frequencies. This fact reduces the packet loss due to interference of other
near devices. Few of the scheduling schemes presented here consider a loss
model for the wireless channel. The works™’ use a simple error model.
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This paper models de wireless channel fading through the Nakagami-m
distribution, apply an alternative metric for channel state estimation and
propose a new scheduling algorithm using that metric. It is important to
point out that the proposed metric has a faster estimation convergence than
the bit error rate used in *°. The fading parameter m gives us an indication of
the fading severity, which will directly impact on either the bit or the packet
error rates.

3. ESTIMATORS FOR THE NAKAGAMI FADING
PARAMETER

The Nakagami probability density function (pdf) is a two-parameter
(m,Q) distribution, where m is the fading parameter and Q=E r"z] is the
second moment of the received signal samples, r, The estimation of
parameter m has found recently many applications, as in systems with
optimized transmission diversity. In order to use the Nakagami distribution
to model a given set of empirical data, one must determine, or estimate, the
fading figure m from the data. Knowledge of the fading parameter is also
required by the receiver for optimal reception of signals in Nakagami fading.
Many estimators have been proposed in the literature. The fading parameter
m is defined as

QZ
m= -1 m=20.5-
£l - )

Given {n,r,,...,ry} as realizations of N i.i.d. Nakagami-m random
variates, the kth moment of the Nakagami distribution is given by

. 1 &,
=—>r .
luk N; i
The parameter m may be estimated from its definition, using the 2nd and
4th sample moments, 4, e 4,:
~2
m, = Aﬂ—z.z
Hy —H;
High order sample moments can deviate significantly from the true

moments if the sample size is not large enough because outliers. Cheng and
Beaulieu "' proposed two new estimators, one based in integer moments,

’;1 =_—*‘ﬁ‘ﬁ2 s
’ 2(/23 _ﬂlﬁZ)

and other based on real moments,
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where g, = E[r,.” 4 ] and s = E[r,.z’“' ] These estimators are efficient for

a moderated number of samples and are appropriated for low complexity
implementations. We apply these estimation techniques for a Bluetooth
piconet transmission using DM1 packets. For a DM1 packet we have a
sequence of N=240 channel samples available for channel estimation. These
samples represent the soft decision information about the received symbols.
We simulate the variability of fading intensity (parameter m) every new
transmission in the same master-slave link of a piconet, during 10 time slots.
The simulated and estimated values of parameter m are presented in Table 1.

Table 1. Simulated and estimated values of parameter m
1 2 3 4 5 6 7 8 9 10

Simulated

value of m 0.5 1 0.5 1.5 1 1.5 0.5 1 0.5 1.5
r;?s 060 093 080 1.74 127 217 056 099 050 222

Estimated

value of m 063 095 094 187 135 232 063 1.07 048 233

]

mw 056 095 062 160 125 208 050 096 052 2.08

Figure 1 shows the estimators convergence on every time slot of the
piconet polling, in a same master-slave link transmission. We may observe
that estimator r,,, presents a better convergence. At the end of each time

slot transmission we obtain the estimated value, m. This estimative is
applied in the scheduling algorithm proposed in the next section as the
channel state information. Notice that tracking the channel condition in one
time slot based on the bit error rate may be not feasible due to the low
number of available bits from DM1 packet.
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Figure 1. Performance of Nakagami fading parameter estimators in a Bluetooth piconet

4. PROPOSED SCHEDULING ALGORITHM

The channel condition can greatly affect the performance of the piconet
and the polling strategy. In mobile environments, the status of the wireless
channel changes very rapidly and this means that a better performance will
be achieved ifa node is polled at the moment it has a good channel condition
and not polled when the conditions are bad. Since Bluetooth is a technology
designed for WPANs (Wireless Personal Area Networks), channels errors
due to mobility and interference of other devices are very common. A good
scheduling algorithm must consider these issues.

We propose an algorithm — called Bluetooth Channel State Scheduling
(BCSS) algorithm — that uses the channel state information for piconet
scheduling. The values of the fading parameter m can be efficiently
estimated as discussed in Section 3. The master will carry out the estimations
using the data packets exchanged with the slaves. Every time a master
receives a packet, the value of m for that link will be updated. Since this task
does not require extra information to be exchanged between the master and
the slaves, no extra time is added to the scheduling policy. In the new
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scheduling policy, the master will poll only the slaves that are above a
certain threshold for m, indicating a good channel state. The slaves that are
below the threshold, indicating that they are at a bad channel state, will be
jumped for at most ¢ times. Notice that if the channel state is always good
the algorithm is reduced to a round robin policy.

S. SIMULATION RESULTS

We developed an event driven simulator in C++ to compare the BCSS
algorithm with round robin and ERR strategies. The effects of Nakagami
fading are simulated using the models described in a previous study’. A
Poisson traffic source was assumed for the traffic generation in each piconet
node. This model can simulate various applications of Bluetooth. In the first
simulation scenario we investigate the influence of the fading parameter m in
a round robin scheduling. It consists of a piconet with a master and 7 slaves
separated by a distance d. The parameter A is the mean arrival rate in
packets per time slot. Fig. 2 shows the average delay for this scenario for
three different values of m, using DM1 packets. In this scenario all nodes
have the same traffic conditions. We can observe that the state of the channel
has great influence in the average delay of the piconet, affecting the
performance of the network.

In the second simulation scenario a piconet with the master and 4 slaves
is considered. Fig. 3 and 4 compare the average delay for different traffic
conditions and DM1 packets using round robin, ERR and BCSS algorithm,
for distances of seven and ten meters. In the BCSS algorithm we choose =6
and a threshold m=1. This means that only the slaves with m greater than one
will be polled, and the others will be jumped for at most six times. The
traffic is the same in the master and the slave queues. In the simulation we
assume that the channel conditions are changing every two rounds of the
polling scheme. We also consider this scenario with d=10m for different
traffic conditions in the master and slave links, as defined in Table 2. The
results are shown in Fig. 5. The simulation results show that the BCSS
algorithm improves its performance when the traffic is high. For low traffic,
ERR has the best performance. Other works ™'* also concluded that the
exhaustive service (ERR) does not have good performance under high
traffic.
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Table 2. Traffic conditions for master-slave links

Traffic scenario A | (master- A A, Ay
slave 1) (master-slave 2)  (master-slave 3) (master-slave 4 )
1 0.01 0.01 0.02 0.02
2 0.01 0.01 0.04 0.04
3 0.03 0.05 0.03 0.05
4 0.03 0.03 0.06 0.06
6. CONCLUDING REMARKS

This paper proposed an alternative metric for channel state estimation
using Nakagami-m fading distribution. This metric is applied in the polling
strategy of a piconet scheduling algorithm denoted BCSS. The BCSS
algorithm is considerably efficient for high traffic loads if the channel
conditions change frequently. These variations in channel conditions are
present in many applications of the Bluetooth technology in environments
with interference and mobility. The BCSS algorithm can be combined with
other scheduling policies to improve their performance. This work can be
extended to evaluate the performance of the proposed algorithm with
different traffic sources, such as FTP, HTTP and voice. Our future works
include improvements to the intra-piconet scheduling policy and
implementation of an inter-piconet scheduling scheme for scatternets. The
parameter m can also be used for other important issues in Bluetooth, like
scatternet formation, routing and specific channel coding strategies using
AUX1 packets.
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Abstract: The infrastructure-less property of wireless ad hoc network makes the
traditional central server based security management schemes unsuitable and
requires the use of a distributed key management mechanism. In this paper, we
propose a distributed pairwise key establishment scheme based on the concept
of bivariate polynomials. In our method, any mobile node in an ad hoc network
can securely communicate with other nodes just by knowing their
corresponding IDs. The bivariate polynomials are shared in such a manner that
the shares depend on the coefficient matrix of the polynomial, the requesting
node’s ID and the ID of the nodes that respond to the request. We study the
behavior of our scheme through simulations and show that our scheme
compares well with other schemes and has a much better performance when
averaged over the lifetime of the network.

Key words: Security; Ad Hoc Networks; Symmetric Keys; Bivariate Polynomials;
Threshold Secret Sharing

1. INTRODUCTION

Security in ad hoc networks is riddled with a constant change in
paradigms. Murphy et al. [6] defined ad hoc networks as “A transitory
association of mobile nodes which do not depend on any fixed support
infrastructure.” Thus, an ad hoc network can be either a network of radios in
a battlefield or a network of laptops in an office environment etc. This
multitude of applications makes the deployment of a common security
infrastructure a complex problem. In addition to the diversity in the kinds of
applications, security in ad hoc networks is severely constrained due to the
dynamic nature of the networks. Participants may join and leave the
network at any time. The traditional central server based security
management mechanism may not be directly applicable since the incoming
participants need not have access to a central trusted server after the network
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has been deployed. Thus, a distributed key management mechanism is
necessary in securing wireless ad hoc networks. Several approaches towards
implementing a distributed key management scheme have been proposed in
literature. Zhou and Hass [9] use a partially distributed certificate authority
system, in which a group of special nodes is capable of generating partial
certificates using their shares of the certificate signing key. In [5], Kong et
al. proposed another threshold cryptography scheme by distributing the RSA
certificate signing key to all the nodes in the network.

Both the approaches are based on asymmetric cryptosystem, which
imposes a high processing overhead. In this paper, we consider a symmetric
key based approach and focus on distributed pair-wise key generation. In a
pairwise key scheme, each node pair shares a unique symmetric key. There
are a number of applications for these types of keys. SRP for DSR [7] uses
pair-wise keys for authentication. Also, any secure communication between
two nodes in the absence of a public key system would require pair-wise
symmetric keys between nodes.

Before discussing any further, we would like to state our assumptions and
the problem. We base our system on the following assumptions:
= A trusted server is present which initializes a set of nodes before

deployment. This server is not present after the nodes have been
deployed. Any un-initialized node would need to get its keying material
from the network.

— An incoming node has the computational power to generate a temporary
public key-private key pair.

— A node thatjoins the network and tries to obtain keying material from its
neighborhood has a mechanism to prove its authenticity to the nodes it
requests the shares from.

With the above assumptions in place, we state the problem as: Given an
operational ad hoc network with a set of nodes initialized (by a central
authority) with the keying material, a node that wishes to join the network
needs to securely obtain its own keying material without the help of the
central authority.

Several solutions to the problem have been proposed in literature. In [4],
the authors present a probabilistic key pre-distribution technique. This idea
has been extended in [2] where the authors propose a q-composite key pre-
distribution.

We propose a distributed mechanism to share keying material between n
nodes such that any ¢ nodes can get together and provide another incoming
node with its keying material. At the same time, an adversary listening to all
the ongoing conversation and having compromised less than ¢ members
would not be able to obtain any pairwise key.

Our scheme is based on the concept of bivariate polynomials, first
outlined in [1]. We extend this scheme to a distributed scenario by
modifying Shamir’s threshold scheme [8], so that incoming nodes can be
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initialized by the network into getting the keying material from the network.
To the best of our knowledge, no attempt has been made to share these
polynomials in a secure and distributed manner. The proposed scheme has a
number of attractive properties. First, in our scheme, any incoming node
would be able to get its key shares from the network and need not rely on a
central server. Second, the scheme is resilient to the compromise of ¢-/
nodes. Third, a node which joins the network needs to communicate only
with its immediate neighborhood in order to get all its keying material.
Fourth, physical capture of a node would give away only the captured node’s
keying material without compromising the network. Finally, our scheme is
simple and does not require complex protocols to be implemented.

The rest of the paper is organized as follows. In Section 2 we introduce
some background knowledge for our scheme. In Section 3 we present the
proposed distributed pair-wise key generation scheme in detail. We give
simulation results and discuss possible extensions to the work in Section 4.
Finally, Section 5 concludes.

2. BACKGROUND

In this section, we first take a brief look at the bivariate polynomial
scheme introduced in [1], and also at the concept of threshold secret sharing
introduced in [8].

2.1 Bivariate polynomial-based key pre-distribution

Consider a bivariate polynomials f{x,y) of degree ¢, defined as
-1
fx,)=) ax'y ()
i.j=0
where the coefficients a; are randomly chosen over a finite field GF(q). The

bivariate polynomial has a symmetric property such that

J(x,)=f(y,x) &)
An initial server first proceeds to initialize a set of nodes by giving each
node m the polynomial g, (y)= f(m,y), which is the polynomial obtained by

evaluating f{x,y) at x = m. That is, a deployed node would know
1-1
g, =) a,(m) 0<Lj<t=1) (3)
i=0

where m is identity of the node being deployed, and g, is coefficient of Y in

the polynomial f(m,y).
Thus, in order for a node with ID m to calculate the pairwise key with a
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node with ID n, node m simply finds out the value of f{m,y) at y=n.
Similarly, node n in turn evaluates the polynomial at y=m. Due to the
symmetric property of the bivariate polynomial f{x,y), they manage to
establish a pairwise secret key known only to them.

The above procedure can be represented using a matrix notation as

K,y = Kom =X AY = YT AX 4)
where,

x=[m0,ml’m2’m3’“.ml—] T

A = Coefficient Matrix for f{x,y)

Y=[n0 U R

K,» = K., = Shared Key between node m and n
The deployed node m obtains the information G= XTA=[go, g1, ---8-1)- Note
that the elements of matrix A are not known to anyone except the initial
Server.

2.2 Threshold secret sharing

Secret sharing allows a secret to be shared among a group of users (also
called shareholders) in such a way that no single user can deduce the secret
from his share alone. One classical (f, n) secret sharing algorithm was
proposed by Adi Shamir [8] in 1979, which is based on polynomial
interpolation. In the scheme, the secret is distributed to n shareholders, and
any ¢t out of the n shareholders can reconstruct the secret, but any collection
of less than ¢ partial shares can not get any information about the secret. We
use the scheme to share polynomials in such a manner that the coefficients
of the polynomial would always remain secret. Any combination of 7 nodes
would only derive the value ofthe polynomial at a certain point.

3. PROPOSED DISTRIBUTED KEY GENERATION
SCHEME

In our scheme, we distribute the shares of the matrix A among » initial
nodes such that:

— Any combination of ¢ nodes would be able to derive the keying material
for an incoming node. (Note that this does not amount to the nodes
getting to know the coefficients of the matrix A. Instead, the incoming
node would only be able to derive XTA, as indicated in (4).

— Any combination of less than ¢ nodes would not be able to derive any
portion of the keying material for an incoming node.

— The central server initializes only a set of n nodes. A node which has
not been initialized by the central server and which wishes to join the
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network can do so without having to contact the central server provided

at least 7 nodes send in keying material to this node.

To achieve the above, we modify Shamir’s t-threshold scheme as
outlined below. Let the newly arrived requesting node have an id of & and
the responding nodes have their ids as 8, B2 and so on.

We now present the scheme mathematically. In our discussion, we
would also use an example to illustrate the steps. In the considered example,
the node that wishes to join the network has an ID of 2, the responding nodes
have IDs 1, 3 and 5 and the threshold value is 3 (i.e., 1=3).

We first take a look at the shares of the key generation material that
would be given to each of the initial set of nodes before deployment. The
shares should have the property that no set of nodes less than or equal to ¢
should be able to generate either the coefficient matrix A, or the vector X'A
for any other node.

Each node that is deployed would be initialized with a matrix A; where
A; is of the following form:

Soo Soo o Sog-n 1
Sio S Sigay
Se-no e Sy |
Each element sjis given by:
[0
- m

Sy = aij +Zby‘m(ﬂ ) (5)

m=l

Here by are random numbers generated by the central server. These
numbers are not known to anyone except the central server (Note that this
central server is only present before deployment and would have no role to
play after the network is in operation). ¢ is the threshold for sharing the
matrix A. B is the ID ofthe node.

In our example, the above quantities for node 3 are given by:

Soo = Qgot 3.bggr + booz.32
Sor = aos+3.boys + boj2.3
Sa = ay+3.by+ by 3
$22=ap+ 3byy+ by ¥

Also, note that #; and ¢ are two separate quantities. While ¢; denotes the
threshold for sharing each element of the matrix A, ¢ denotes the number of
terms in the vector X"A. For our purposes, we take #;=t, because both ¢ and
t; essentially represent the maximum number of members that can be
compromised in a network. Although ¢ and ¢, represent two different
thresholds, we require them to be the same to have a consistent threshold
value for the network.
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As soon as a new node with ID & (node ‘2’ in our example) joins the
network, it sends out a temporary public key, P, to its immediate
neighborhood. The format of the message sent is

{REQ SHARE, o P, TTL }

Here the field TTL specifies the number of hops that the message would
be broadcasted to. We start with TTL = 1. If the required number of replies
is obtained within a time given by T, the process is stopped. Otherwise a
new request is sent out with TTL =2 and so on.

Any node (1, 3 and 5 in our example) in the immediate neighborhood
that receives a REQ_SHARE message responds in the following manner:
The node first computes

S, =5,(@) (0<i,j<t-1) (6)

The node now computes
-l
Hy= 'S, (0<j<t) (7
=0

and sends Epg (Hpo, Hp;, Hpz, ..., Hpepp, B) to the node e Here E,, implies

encryption using the public key P For example, the quantity Hj, sent by
node 3 to node 2 would be:

(Ggo+ 3boort 3booy) 2%+ (@ip+ 3-bjo1+35bigy) 2'+ (azo+3'b201+32'bzoz) 2
Let ¥; denote the quantity

11
v, = Zo a,o ®

The row vector V= [V, V), ....... , V1] thus denotes the quantity X'A
by substituting m= & in Eq. (4). This is all that the node & would require in
order to find out any pairwise key with any other node.

In our example, the values ¥; for node 2 is given by:
Vo= a0020 + a,02’ + 02022
V,= 00120+ 01121+ 02122
V,= 00220+ a/22'+ 02222
and the vector Vis [Vy, V3, ¥V, ].

We now show how the node & computes V after it has obtained the
shares from at least 7 nodes. Let Vg be the share of ; obtained from node 8
Thus, rewriting Eq. (7),

[ -1 -1
H, = Zoawjaw +Z; (Zl b8 9)
as can be derived from Egs. (5)-(7).

Equation (9) has two terms. The first term is thequantity ¥, The second
term constitutes a set of -/ terms . Thus, ¢ such equations would enable node
& to calculate the value of each term. Node & would keep only the first term
as the value of ¥; and discard all other values.
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Using the vector V = [V V), V1), node « can now find out its
pairwise key with any other node. (Note that solving for the vector V is only
as complicated as finding ¢ secrets in Shamir’s threshold scheme). In the
considered example, the above shares for V4, ¥; and ¥V, obtained by node 2
are shown in Table 1.

17 (boor+2 *bjor+ 2’ *brgy)

37(boos+2 *bior+ 2 b2y

Node 1 Node 3 Node 5
Shal‘es (aga'l' 2'5J9+22 am} + (ag,g+2 ’ﬂ;a+2! 'azg) + (ﬂm+2 'a‘ig+23 'a,_‘.lo} +
for Vy 'gbooﬁ-? bror+ 2 baor) + | 3(boor+2 bior+2° byor)+  |5(boort2 biort 2 bre)*

57(boor+2 "bror+ 2’ *bap2)

for V,

1(bo1r+2 byt 2’ bay) +
b+ 2 byt 2 *byy2)

3'(§ou+2 by+2 ‘?.m) +
3%(boss+2 byt 27 +byy2)

Shares (ﬂg;+2.a”+2z.ag‘:) + {ag;+2,a“+2",ag,:) =+ (Gw‘i'z '011*'22 -a;,;) e

for V; | 1-(bor+2 byt 2’ -bap)* | 3.(bosrt2 byt 2 byyy) + | 5:(boyst+2 byt 2 by +
Pbort 215+ 2.by) |3 (bgrs+2 byt 2 byp)) |57 (bgyat2 byyat 2’ -by)

Shares ag;+2.|‘.'1”+22.ﬂ‘2;}+ G’a;+2 'ﬂ'”+2" 'ﬂ‘_q)+ (ag,:+2.a”+2",a_,;)+

5‘(bau+2'bu,-+23'b,zn) *
5%(bo1s+2:b112+ 2 byy)
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Table 1. Example scenario with threshold t=3; the requesting node with ID 2 and the
responding nodes with IDs 1, 3 and 5. The values in the table indicate the shares for V,, V,
and V, as sent by nodes 1, 3 and 5 to node 2. Using these values node 2 would be able to
compute the values for V,, V,and V,,

In this manner, neither an eavesdropping node, nor the incoming node
would have any knowledge about the matrix A since the coefficients of A
are never revealed. Also, capture of a node simply compromises that node’s
pairwise keys and provides no information about the pairwise keys between
any other two nodes. We thus have a fully distributed key generation scheme
resilient to #-/ nodes getting compromised.

4. PERFORMANCE EVALUATION

In this section we compare the performance of our scheme with that of
other key distribution schemes which employ similar messaging systems.
Based on our observations, we also suggest a variation to the key exchange
mechanism to optimize on the message overhead and latency. We first look
at the number and length of messages that need to be sent to a node when it
joins the network.

Considering a finite field of length g, length of each share is log,(g).
Number of shares sent by a node is #. Thus, the length of the message sent by
a responding node is t*log,g. The number of such messages is at least z. We
thus have a total of at least #* log.g bits reaching the requesting node.

We simulated the working of our scheme to measure the performance
for various network densities and threshold values. The simulations were
carried out in ns-2 with the number of nodes kept at 40 over an area of
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1000x1000m. The communication range was 250m. The threshold values
were varied from 3 to 11.

We compared our scheme with the Threshold RSA (TRSA) scheme
suggested in [5] and the ID-based scheme suggested in [3] to compare the
performance in terms of the delay and message overhead. The basic idea
behind the TRSA scheme is to generate authorized certificates in a
distributed manner. A node joining the network requests for its share of the
certificates from its neighbors and builds a certificate for its public key. The
node now sends its public key along with the certificate to all the nodes in
the network. In the ID based scheme, the node uses its ID as its public key
and obtains shares for its private key from the network. For any
communication, a session key is now established between a pair of nodes.

Both the above schemes are similar to our scheme as far as the message
overheads are concerned. In all the three schemes, a node joining the
network requests for its keying material from its neighbors (immediate or
multihop). The behavior of our scheme is different from that of the ID-based
scheme or TRSA since in our scheme, the size ofthe packets depends on the
value of the threshold. In the other two schemes, the message size is
independent of the threshold values. Thus, for small values of z, our scheme
performs better and for large values, the performance of TRSA and ID-based
schemes are better.

Also, our scheme introduces minimal post-key-exchange overhead on
the network since no key announcements or session key establishment is
needed prior to communication. This means that the performance of our
system would be much better when averaged over the lifetime of the
network.

We would like to note that although both the TRSA and the ID-based
schemes deal with public key cryptosystems, we use them as metrics for
comparison as these schemes give a good measure of the message overhead
involved in obtaining keying material from the network. Also, for any
communication to take place, a session key has to be established.

Our simulation goals were as follows:

— To observe the effects of the threshold values on the latency in obtaining
the key shares

— To observe the effects of the threshold values on the network overhead.

— To see how our scheme performs under mobile conditions

Compare our scheme with TRSA and the ID-based scheme while
considering the above parameters. We first looked at the latencies involved
in getting all the required shares for the keys. The speed of the nodes is kept
fixed at 30 m/s and the value of Ty for our scheme was kept fixed at Is.
Figure 1 shows the obtained results. We call our scheme DBK for
Distributed Bivariate Keying.



Distributed Pairwise Key Generation Using Shared Polynomials for Wireless Ad Hoc Networks 223

13 s , ,
12 + /
= 11 _
'g 10 t / 1
[ () A ]
2 gl
»y
8 -
= B A TREA s
4t 1D Based — .
g : - : DBK e
2 4 6 8 10 12 14
T Threshold

Figure 1: Latencies involved in obtaining the entire
keying material from the network.

As can be seen, the latencies increase with an increase in the threshold
values. An interesting point to be noted here is that as the threshold
increases, the latency values for DBK approaches that of the TRSA scheme.
This can be attributed to the fact that in DBK, the number of bytes being
transmitted increases as the threshold values increase.

We next varied the threshold values and tried to obtain an estimate of
the message overhead involved in obtaining the keying material from the
network. Figure 2 plots the number of replies obtained by the requesting
node. Again here the performance of DBK is midway between the
performance of TRSA and the ID-based scheme. As the packet sizes
increase, the latencies involved in the network also go up. Thus, with
everything else remaining the same, with an increase in the packet size,
packets take longer to reach their destination. If this delay becomes more
than Trep, a retransmission of the request packet happens and as a result,
eventually more replies are obtained.

Figure 2 also shows the plots for DBK with Ty = 2 and with Ty, = 4.
The number of replies obtained for Ty, = 4 are much less than those
obtained for Ty, = 2. This is evident from the fact that a larger wait would
allow the node to get more replies before deciding to send out more requests
at a higher latency cost.

We then see the effects of mobility on the latency. As can be seen in
Figure 3, latency values drastically go down when the speeds are low. With
an increase in speed, the latencies tend to become constant and stabilize to a
value between 7 and 8. The reason for this is that with low mobility, nodes
are able to obtain results faster from the two hop neighbors and do not send
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out additional requests for key shares. However, since the mode of sending
requests is an n-hop broadcast (with n increasing from 1 onwards), the
requesting node manages to obtain the replies faster by physically moving to
new locations and new neighbors. As can be seen in Figure 3, the obtained
values for DBK are lesser than TRSA and more than the ID-based scheme.

Number of Replies

Latency (Seconds)
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7
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Figure 2: Total number of replies obtained by a node
after sending out the request.
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Figure 3: Variation in the latencies with the average
speed of the mobile nodes.



Distributed Pairwise Key Generation Using Shared Polynomials for Wireless Ad Hoc Networks 225

As shown by the simulations, lower the value of Tep, higher are the
number of replies obtained and thus higher is the message overhead.
However, increasing the value of T, introduces higher latencies into the
system. We also observe that with higher mobility, latencies go down
drastically.

- We end this section by noting the following:

~ The rate of increase of the TTL values should depend on the mobility of
the nodes. Higher the mobility, lower should be the rate of increase.

- The initialization of the TTL field should depend on the network density
and the threshold value. For sparse networks and/or high threshold, TTL
should be set to a high initial value to avoid sending multiple requests.
For dense networks and/or low threshold values, TTL can be initialized
to a low initial value as the replies can be obtained from the immediate
neighborhood.

- The Ty values should be fine tuned to meet specific network densities
according to the required latencies and message overhead.

- We have not investigated the above points in detail in this work and they
constitute our future work.

5. CONCLUSION

In this work we have demonstrated a distributed symmetric key
exchange mechanism by sharing polynomials at fixed points using Shamir’s
t-threshold scheme. Using this we have shown how a distributed scheme can
provide an incoming node with the keying material. Our scheme is secure to
less than 7+/ nodes getting compromised. @~ We have shown through
simulations that the message overhead and the latencies involved in the key
exchange process is well within bounds of other similar protocols. Also,
since no key announcements are needed and no session keys have to be
established, our scheme has a much better runtime performance.

Our idea can also be extended to provide a hierarchical key generation
mechanism based on the level of trust that a node wishes to provide to
another node. Although we have not developed this idea, it can provide
grounds for future work.
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In Mobile Ad Hoc Networks (MANETS), all participating hosts are
obligated to route and forward data for others to guarantee the
availability of network applications and services. Most of the
contemporary collaboration enforcement techniques employ
reputation mechanisms for nodes to avoid and penalize malicious
participants. Reputation information is updated based on
complicated trust relationships among hosts and other techniques
to thwart false accusation of benign nodes. The aforementioned
strategy suffers from low scalability and is likely to be exploited by
adversaries. In this paper, we propose a novel approach to
address the aforementioned problems. With the proposed
technique, no reputation information is propagated in the network
and malicious nodes cannot cause false penalty to benign hosts.
Misbehaving nodes are penalized and circumvented by benign
nodes within their localities based on first-hand experiences. This
approach significantly simplifies the collaboration enforcement
process, incurs very low overhead, and is robust against various
evasive behaviors. Simulations based on various system
configurations demonstrate that overall network performance is
greatly enhanced.

Mobile Ad Hoc Network, Collaboration enforcement, Reputation, First-hand
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1. INTRODUCTION

Mobile Ad hoc NETworks (MANETS) has attracted great research interest
in recent years. A Mobile Ad Hoc Network is a self-organizing multi-hop
wireless network where all hosts (often called nodes) participate in the
routing and data forwarding process. The dependence on nodes to relay data
packets for others makes mobile ad hoc networks extremely susceptible to
various malicious and selfish behaviors. This point is largely overlooked
during the early stage of MANET research. Many works simply assume
nodes are inherently cooperative and benign. However, experiences from
the wired world manifest that the reverse is usually true; and many works [3]
[10] [9] [8] [12] [19] have pointed out that the impact of malicious and
selfish users must be carefully investigated. The goal of this research is to
address the cooperation problem and related security issues in wireless ad
hoc networks. As a rule of thumb, it is more desirable to include security
mechanisms in the design phase rather than continually patching the system
for security breaches.

As pointed out in [2] [1], there can be both selfish and malicious nodes in
a mobile ad hoc network. Selfish nodes are most concerned about their
energy consumption and intentionally drop packets to save power. The
purpose of malicious nodes, on the other hand, is to attack the network using
various intrusive techniques. In general, nodes in an ad hoc network can
exhibit Byzantine behaviors. That is, they can drop, modify, or misroute
data packets. As a result, the availability and robustness of the network are
severely compromised. A common solution to combat such problems is for
each node to maintain a reputation list of other nodes, as proposed in [1]
[3][13][14]. In these techniques, misbehaving nodes are detected and a
rating algorithm is employed to avoid and penalize them. These schemes are
not scalable and suffer from high overhead since they require
synchronization of reputation information throughout the network, and
manipulation of complicated trust relationships among hosts to thwart false
accusation of benign nodes. In this paper, we propose a novel approach to
strengthening collaboration in MANETs. With this scheme, no reputation
information needs to be propagated in the network and malicious nodes
cannot cause false penalty to benign hosts. Misbehaving nodes are penalized
and circumvented by benign nodes within their localities based on first-hand
experiences.  This approach significantly simplifies the collaboration
enforcement process, incurs very low overhead, and is robust against various
evasive behaviors. Simulations based on various system configurations
demonstrate that overall network performance is greatly enhanced.

The remainder of this paper is organized as follows. We discuss related
works in Section 2. In Section 3, we introduce the selfish/malicious node
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detection mechanism, and also present the proactive rerouting techniques.
Experimental results are given in Section 4. Finally, we conclude the paper
in Section 5.

2. RELATED WORK

The current state of the art in enforcing collaboration in mobile ad hoc
networks can be categorized into two groups, namely incentive motivation
approaches and misbehavior penalty approaches.

The incentive motivation techniques are discussed in [5] [6] [7] [20].
These techniques either rely on tamper proof security modules or assume a
central control service. The practicability and performance remain unclear.

Our research, on the other hand, falls in the second category. The main
idea is to detect and penalize malicious and selfish behaviors. In [18], the
authors use intrusion detection techniques to locate misbehaving nodes. A
watchdog and a path rater approach is proposed in [13] to detect and
circumvent selfish nodes. The main drawback of this approach is that it does
not punish malicious nodes. This problem is addressed in [2] [3] [4]. The
approach, called CONFIDANT, introduces a reputation system whereby
each node keeps a list of the reputations of others. Malicious and selfish
nodes are detected and reputation information is propagated to “friend”
nodes, which update their reputation lists based on certain trust relationships.
During route discovery, nodes try to avoid routes that contain nodes with bad
reputations. Meanwhile, no data forwarding service is provided for low
reputation nodes as a punishment. Another reputation-based technique,
called CORE, is proposed in [14]. In [1], the authors attack the problem of
defending application data transmission against Byzantine errors. In their
approach, each node maintains a weight list of other nodes. Malicious nodes
are located by an on-demand detection process and their weights are
increased consequently. A routing protocol is designed to select the least-
weight path between two nodes. This approach is also based on per-node
reputation lists. In addition, the detection process requires that each
intermediate node transmit an acknowledgement packet to the source node.

In general, most of existing detection and reaction techniques are based
on global reputation mechanism and suffer from the following drawbacks.
First, global reputation schemes have low scalability. Significant overhead
is needed to propagate reputation information for all the benign nodes to
avoid and punish “bad” citizens. Likewise, considerable efforts need to be
made for malicious or falsely accused nodes to rejoin the network. Second,
global reputation schemes offer incentives to various attacks. Most
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prominently, malicious users can “poison” the reputation lists by
disseminating incorrect reputation information. Such packets can be spoofed
with other nodes’ addresses to hide the identity of the attacker or to pretend
to be a “friend” of the receiver. In [1], digital signatures and message
authentication codes [22] are employed to defeat packet spoofing. However,
if a host is possessed (or physically captured) by a malicious user,
cryptographic information of the particular node can be extracted and
reputation poison attacks can still be mounted.

We propose a technique to address all the aforementioned problems by
using only first-hand experience at each individual node instead of relying
on globally propagated reputation. This strategy is both effective and
efficient.

3. THE EXPERIENCE-BASED APPROACH

In this section, we introduce the proposed experience-based techniques.
Our approach is based on the following fundamental characteristics of
MANETs:
® Each packet transmitted by a node A to a destination node more than one

hop away must go through one of A’s neighboring nodes.

* A’s neighboring nodes can overhear its packet transmission.

Given a selfish node M, its un-collaborative behavior can be captured by
most, if not all, of its neighboring nodes. Each of these nodes will then
penalize M by rejecting all its packets. As a result, M will not be able to
send any data to nodes more than one hop away. For a benign node B, if B
is relaying packets for a source node S and is aware that the next hop node H
is a selfish node, B can redirect the packets to avoid H. Note that the
rerouting operation requires collaboration from B for S. We also present
techniques to enforce such collaboration.

31 Node Configurations

The proposed technique is based on nodes with the following
configuration. First, nodes are equipped with omni-directional antennas and
wireless interface cards that can be switched to promiscuous mode to “hear”
data transmission in their proximities. Second, we base our discussion on
the Dynamic Source Routing protocol [11], as it is one of the most
frequently used routing protocols in the literature. However, the technique
can be extended to accommodate other reactive routing protocols. Overview
of DSR is omitted in the interest of space. Third, 802.11 [21] is employed at
the MAC layer. Finally, nodes have knowledge of their one-hop
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neighboring nodes. This can be achieved by either employing a HELLO
protocol or by overhearing packets transmitted within the locality.

3.2 Selfish and Malicious Behaviors Considered

A selfish node can avoid the responsibility of forwarding data in two
ways. First, by not participating in route discovery, a node will never show
up in any routing control packets and will thus be completely released from

forwarding data packets. Second, a selfish host can cooperate in route
discovery, but subsequently discards data packets to save energy. We focus
on the second type of selfishness in this paper as it is pointed out in [16] that
such misbehavior has more negative impact on overall network throughput.

33 Detection and Punishment of Selfishness and Malice
in Data Forwarding

In the proposed technique, each node maintains a list of its neighboring
nodes and tracks their actions. Nodes make no assumption of other hosts
beyond their direct observable regions.

Figure 1. Detection example

We discuss the detection mechanism through an example depicted in
Figure 1. It shows a node S transmitting data to a node D using a route {S,
A, B, D}. Node A is a selfish node that does not forward the data packets to
save energy. Assume nodes H and G are neighboring to both S and A, and
Nodes K and J are neighboring nodes of both A and B. Each node allocates
some memory buffer to store packets transmitted by its neighboring nodes.
Let us consider node S first. After S transmits a data packet to A, it waits for
a certain time interval and validates whether A has properly forwarded the
packet by checking its memory buffer. Given the current validation time ¢, S
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maintains a set Q of all the packets it has transmitted over a time window
defined by [t =W pperst —Wioma)- If the cardinality of Q is greater than a

threshold Tsias S computes the packet drop ratio for node A on Q. If this
ratio is beyond a given threshold Tsgissa, then S tallies A as a selfish node;
otherwise, S deems A as benign. The proposed detection procedure
distinguishes link breakage and temporary network congestion from
deliberate packet discarding, and effectively reduces false classifications.
Essentially, selfish intention is sustained if and only if a node has been
observed to drop a significant number of packets over a long enough
timeframe. We now consider nodes G and H. They, as neighboring nodes
of S, overhear all data packets sent by S and can learn about the next hop (A
in this example) of each data packet p by extracting the source route option
field of p’s IP header. As G and H are both neighboring to A and since S is a
benign node, G and H will further detect whether A relays the packet using
the same technique used in S. In this example, both G and H will eventually
identify A as a selfish node based on their own observations. On the other
hand, although K and J are also neighbors of node A, they will not be able to
detect A’s misbehavior since they have no access to the packets sent by the
previous hop to A (S in this example). We refer to this scenario as
“asymmetric sensing.” In practice, A is likely to receive packets from all
directions and will eventually be captured by all its neighbors. We note that
users are motivated to monitor their locality as they will benefit from
identifying and circumventing selfish neighboring nodes. This detection
mechanism fits naturally into DSR as in DSR nodes constantly sense the
media and extract routes from overheard packets. No extra energy cost is
introduced by the proposed technique.

One major advantage of the proposed technique is that colluding is not an
issue. In money-incentive models, significant effort needs to be invested to
prevent participants from gaining monetary benefit through colluding. In
reputation-based schemes, colluding is attractive to both selfish and
malicious users. On one hand, colluding selfish users can successfully cover
each other and escape penalty. On the other hand, malicious participants can
collaboratively cause various undesirable effects to benign users. Since the
proposed technique is based on direct experience at individual nodes, not
through “rumor” or “propagated information,” colluding is not possible in
this new environment.

Punishment is enforced as follows. Consider a node H, which identifies
node A as a selfish or malicious node, it will reject data packets originated by
A for a period of time as a penalty. More specifically, H’s decision on
whether to forward a data packet p for A is based on the difference between
the time H receives p and the latest recorded time when A was identified as a
misbehaving node. If this difference falls within a threshold defined as
penalty interval 7, Hwill reject the packet. Consequently, the penalty will
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not end as long as A continues to misbehave, and the actual penalty time is
proportional to the length of A’s misbehavior.

34 Dynamic Redirection

In global reputation mechanism, two scenarios will cause a source node
to reroute data packets over a particular node. First, when a node detects a
selfish or malicious node, it informs other nodes (including the source node
of the session) through reputation packets so that they can choose a “clean”
route to circumvent the selfish node. Second, Route Error (RERR) packets
are transmitted to the source node when broken links are encountered'. In
both cases, source nodes are responsible for rerouting the data. In the
proposed technique, we allow neither of the above packets to be propagated.
An obvious question is: who should reroute the data packets to bypass both
irresponsible nodes and broken links?

Our solution is that each node shares the responsibility of rerouting
packets. Again, we use Figure 1 to illustrate the idea. We assume that node
S is sending data to node D through a path (S, A, B, D}. Suppose the link
between node A and node B is a malfunction link (i.e. either broken or node
B is selfish). Without loss of generality, we assume that node B is a selfish
node. After relaying a certain number of packets, node A will realize that B
is a selfish node. We refer to node A as a proxy of source node S? In our
approach, A first purges all paths containing node B as an intermediate node
from its route cache. Next, when A receives subsequent data packets from S,
it broadcasts a Route Redirect (RRDIR) packet, indicating node B as a
bypassing target and then reroutes the packets by obtaining an alternative
clean route to node D from its route cache. If such a route does not exist in
its cache, A will buffer the data packets and instantiate a route discovery
process to locate a path to D. In Figure 1, A will discover a new route {K, P,
D}, revise the embedded route of each data packet and relay them to the
destination. In this case, the actual route data packets traverse from Sto D is
{S, A, K, P, D}. Itis possible for several proxy nodes to adaptively reroute
data packets to avoid multiple selfish nodes along the chosen route. If A
cannot find a route to D after a certain number of retries, it informs S
through a RERR packet.

The proper functioning of the proposed selfish and malicious node
circumvention scheme relies on the collaboration of proxy nodes.
Unfortunately, proxy nodes can act maliciously to either avoid the reroute

! Selfish nodes can falsely claim broken links to be excluded from packet transmission
sessions.
% The proxy of a source node can be the source node itself when its next hop is selfish.
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task or mount denial of service attacks. Continue the above example. When

node A receives a data packet from S, it has the following choices.

¢ Node A can mount a denial of service attack to S by deliberately
forwarding packets to B even though it is aware that B is a selfish node.
Nodes K and J will detect such attack as follows. First, both nodes will
identify node B as a misbehaving node and they will assume that A has
reached the same conclusion. Next, as A makes no effort to bypass B,
both K and J will mark A as a malicious node and starts to penalize it.

e A does not reroute the packet and simply reports a RERR back to the
source. In this case, all its neighboring nodes (S, G, H, J, and K) hear the
RERR packets whereas none of them is aware of any route discovery
attempt made by A. Thus, all of them will deem A as a selfish node.

e A broadcasts a RRDIR packet and then starts a route discovery process.
Nevertheless, A reports a RERR to the source regardless of whether it
receives RREP packets from the destination. The countermeasure we
design involves utilizing some context information. After A sends a
RREQ packet to look for a route to D, all its neighboring nodes will wait
for the RREP packet to come back. Suppose node K relays the replying
RREP packet to A and assume node H also hears the packet. Both H and
K will expect to see node A transmit data to node D. However, as A
sends a RERR packet, both nodes will recognize A as misbehaving.
Furthermore, other neighboring nodes (S, G, and J) will deduct certain
number of points for node A (say, equivalent to one third of those
deducted for packet dropping). In other words, failure to reroute data
packets is deemed as low-weight misbehavior. The purpose of this
design is to discourage un-collaborative behavior. Benign nodes always
collaborate and will not suffer from such deduction.

® A broadcasts a RRDIR packet and reroutes data through a fabricated path.
This attack has very limited effect in that benign nodes along the faked
route will reroute the data packets and node A still has to relay data.
Another concern is that malicious nodes might exploit the reroute

mechanism to disrupt data transmission. For instance, in Figure 1, suppose A

is a malicious node. When it receives a data packet that it should forward to

a benign node B, it redirects the packet to a different (fabricated) route,

hoping that other nodes along the redirected route will drop the packet. With

our redirection mechanism, A has to broadcast a RRDIR packet. Otherwise
its neighboring nodes (S, H, and G) will identify it as a malicious node. In
the RRDIR packet, A has to declare the correct next hop (B in this case) that
it intends to bypass. Otherwise, it will be captured by S, H, and G. After
receiving A’s RRDIR packet, node B will realize A’s attempt to deviate
packets from a valid route and penalize A. Nodes K and J will also penalize
A as they both recognize B as a benign node through their own experiences.
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Moreover, nodes that reroute packets for an excessive number of sessions
within a certain time period will be considered as malicious and penalized by
their neighbors.

4. EXPERIMENTAL STUDY

We implemented four schemes, namely the reference scheme, the
defenseless scheme, the reputation-based scheme and the proposed
experience-based scheme, for performance evaluation. In the reference
scheme, all the nodes act collaboratively and relay data for each other. In
the defenseless scheme, a certain fraction of nodes are selfish as they
forward routing packets, but discard any data packet not destined at them.
No detection or prevention mechanism is implemented so that the network is
totally “defenseless”. Next, we implemented a reputation-based system. In
this scheme, each node maintains global reputation of other nodes. Nodes
update reputation of others as follows. First, nodes monitor and form their
opinion about the reputation of neighboring nodes. Nodes always trust their
first-hand experiences with other nodes and ignore any reputation
information against their own belief. Next, when a node detects a selfish
node, it informs the source node of the communication session through a
reputation packet. Finally, each node periodically broadcasts reputation of
other nodes in its locality. We implemented three types of nodes in this
scheme, namely benign node, selfish node, and cheating node. A benign
node always truthfully broadcasts the reputation information it has observed
first hand, and honestly forwards the reputation packets. A selfish node does
not participate in data packet forwarding but cooperates in disseminating
reputation information (i.e. it generates and relays reputation packets and
never lies about other nodes). A cheating node generates genuine reputation
packets and relays both data and reputation packets for others. During
reputation broadcast, however, it always lies about the reputation of its
neighboring nodes. For all other nodes it is aware of, the cheating node
simply reports them as selfish.

We performed all the experiments based on GlomoSim [17], a packet-
level simulation package for wireless ad hoc networks. Our experiments
were based on a mobile ad hoc network with 50 nodes within a 700x700-
square-meter 2-dimensional space. The simulation duration for each run was
10 minutes. The random waypoint model was used to model host mobility.
We experimented with 5 and 10 selfish nodes, accounting for 10% and 20%
of total number of nodes, respectively. Selfish nodes are randomly
generated for all the simulation schemes. We tested the reputation-based
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system with O and 5 randomly selected cheating nodes. Each configuration
was executed under 5 different random seeds and the average values of the
metric variables were calculated. Constant Bit Rate (CBR) applications
were used in this study. For each simulation run, we randomly generated a
total of 10 CBR client/server sessions. In particular, we generated three
selfish sessions (i.e. sessions originated by selfish nodes) and seven benign
sessions (i.e. sessions started by benign nodes).

In the experiments, we evaluated the proposed scheme based on the
goodput of benign sessions and selfish sessions. A good collaboration
enforcement technique should ensure a high benign session goodput as well
as suppressing selfish session goodput to discourage misbehaviors.
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Figure 2. Benign session goodput (m=10) Figure 3. Selfish session goodput (m=10)

Figure 2 and Figure 3 illustrate the goodput of the experimented
schemes when there are ten selfish nodes. In both figures, we refer to the
proposed scheme as “Experience,” and the reputation-based scheme as
“Reputation-cX”, where X indicates the number of cheating nodes. From
Figure 2 we observe that by employing the proposed scheme, significantly
more data are successfully delivered to the destination nodes since proxy
nodes proactively detect and reroute data around misbehaving nodes. The
proposed technique lifted the goodput from around 0.6 in a defenseless
network to higher than 0.85, an improvement of more than 40%. From
Figure 3, we observe that the goodput experienced by selfish users is lower
than what collaborative users enjoy. When the pause time is 300 second the
goodput of benign sessions is approximately 0.92 (Figure 2) as opposed to
0.81 in the case of selfish sessions (Figure 3). Finally, in all the
experiments, the reputation-based scheme suffered from significant
performance loss (more than 50%) when only a few cheating nodes were
present. We thus conclude that experience-based scheme is more suitable for
MANETs due to its resilience to performance degradation caused by
reputation poisoning behaviors.
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S. CONCLUDING REMARKS

In mobile ad hoc networks, there is no fixed infrastructure readily
available to relay packets. Instead, nodes are obligated to cooperate in
routing and forwarding packets. However, it might be advantageous for
some nodes not to collaborate for reasons such as saving power and
launching denial of service attacks. Therefore, enforcing collaboration is
essential in mobile ad hoc networks.

In most existing techniques, collaboration enforcement is achieved by a
detect-and-react mechanism. In which, each node maintains global
reputation of others in order to avoid and penalize misbehaving nodes.
Propagation of reputation information is accomplished through complicated
trust relationships. Such techniques incur scalability problems and are
vulnerable to various reputation poisoning attacks.

In this paper, we proposed a novel approach to enforcing collaboration
and security in mobile ad hoc networks. In our technique, nodes keep local
reputation of their neighboring nodes through direct observation. No
reputation advertisement is initiated or accepted. Nodes dynamically redirect
data packets to avoid recognized adversaries. The redirect operation is also
guarded against various evasive attempts. The advantages of this approach
are many. First, since it does not rely on propagated reputation information,
there is no need to maintain complex trust relationships. Second, since the
misbehavior detection mechanism is based on first-hand experience at
individual nodes, denial of service attacks are much more difficult to
achieve. Colluding among nodes to secretly carry out fraudulent acts is not
possible either.

We conducted various experiments to investigate the effectiveness and
efficiency of the proposed technique. Simulation results, based on
GlomoSim, indicate that this technique is very effective in improving
network performance. It also works well in disciplining defecting hosts.
More importantly, the success of the proposed technique does not rely on
reputation exchange and is thus both scalable and robust.
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Abstract In Mobile IPv6, each packet sent and received by a mobile node contains its
home address. As a result, it is very easy for an eavesdropper or for a corre-
spondent node to track the movement and usage of a mobile node. This paper
proposes a simple and practical solution to this problem. The main idea is to
replace the home address in the packets by a temporary mobile identifier (TMI),
that is cryptographically generated and therefore random. As a result, packets
cannot be linked to a mobile node anymore and traffic analysis is more diffi-
cult. With our solution, an eavesdropper can still identify the IP addresses of
two communicating nodes but is not able to identify their identities (i.e., their
home addresses). Furthermore since a mobile node uses a new identifier for
each communication, an eavesdropper cannot link the different communications
of a given mobile node together. We show that HMIPv6 can also benefit from
the proposed privacy extension.

Keywords: Mobile IPv6, CGA, Privacy.

1. Introduction

Mobile IPv6 specifies a protocol which allows nodes to remain reachable
while moving around in the Internet. Each mobile node is always identified by
its home address, regardless of its current point of attachment to the Internet.
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In Mobile IPv6, a mobile node has two IP addresses: (1) A home address that
is an address in the network the mobile node belongs to (i.e., the address in its
home network). (2) A care-of address that is a temporary address in the visited
network. The home address is constant but the care-of address changes as the
mobile node changes links.

One privacy problem of Mobile IPv6 is that the home address of a mobile
node is included in all the packets (data and signaling) that it sends and re-
ceives. As a result any eavesdropper in the network can identify packets that
belong to a particular mobile node (and use them to perform some kind of traf-
fic analysis) and track its movements (i.e., its successive care-of addresses) and
usage.

The main security threat against Mobile IPv6 is the remote redirection at-
tack, i.e., binding updates using a fake care-of address. Therefore it is critical
to verify that signaling messages are properly authenticated and authorized.

In this paper, we propose a solution to prevent such tracking while still en-
abling route optimization. In particular, with our proposal, a mobile node can
hide its identity, i.e., its home address, from any eavesdropper in the network
while still being able to move. Furthermore if a mobile node initiates a com-
munication, it can also hide its identity from its correspondent node. We only
look at privacy issues in Mobile IPv6 and assume that a mobile node’s iden-
tity is not revealed by other mechanisms such as network access control, [Psec
setup [Kaufman, 2004], or by the applications (i.e., applications must not use
any IP address in their payloads.)

Our solution is practical. It requires only few simple modifications of the
Mobile IPv6 specification, it is easily deployable and it does not compromise
security or affect performance.

The paper is structured as follows: Section 2 defines the problem we are
addressing in this paper. Section 3 presents and analyzes some existing so-
lutions. Section 4 details our proposal. Section 5 explains how our scheme
can be combined with HMIPv6 to further improve privacy. Finally, Section 6
concludes our paper.

2. Problem Statement

Mobile IPv6 [Johnson et al., 2004] allows nodes to move within the Inter-
net topology while maintaining reachability and on-going connections between
mobile and correspondent nodes. In Mobile IPv6, a mobile node has two IP ad-
dresses: (1) A home address that is an address in the network the mobile node
belongs to (i.e. the address in its home network). (2) A care-of address that is a
temporary address in the visited network. The home address is constant but the
care-of address changes as the mobile node moves. The Mobile IPv6 protocol
works as follows: When a mobile node moves into a new network it gets a new
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care-of address. It then registers the binding between its home address and its
current care-of address with its home agent. A home agent is a router in the
home network that is used as a redirection point. When a node wants to com-
municate with a mobile node, it sends the packets to the mobile node’s home
address. The home agent then intercepts the packets and forwards them to the
mobile node current care-of address. At this point, the mobile node may decide
to use the route optimization procedure. In this case, the mobile node sends
a signaling message (Binding Update) to its correspondent node that contains
its current care-of address. The correspondent node can then send the packets
directly to the mobile node.

In Mobile IPv6, the home address of a mobile node is included in cleartext
in packets it sends and receives. In fact, packets sent by a mobile node includes
a home address option that contains its home address. Packets sent by a corre-
spondent node to a given mobile node contains a routing header that includes
the mobile node’s home address. Furthermore when a mobile node moves to a
new subnet, it sends a binding update to its correspondent nodes that contains
its home address and its new Care-of Address.

As aresult, any eavesdropper within the network can easily identify packets
that belong to a particular home address. The eavesdropper can then identify
the network the mobile node belongs to and often infer its identity. The home
address can be used to perform traffic analysis and track the mobile node’s
movements and usage.

The goal of our work is propose a practical solution to this problem i.e. a
solution that does not require to significantly modify the Mobile IPv6 specifi-
cation, that is easily deployable and that does not affect performance.

Home Address Option

The home address destination option is used in a packet sent by a mobile
node while away from home, to inform the recipient of that packet of the mo-
bile node’s home address. For packets sent by a mobile node while away from
home, the mobile node generally uses one of its care-of addresses as the source
address in the packet’s IPv6 header. By including a home address option in
the packet, the correspondent node receiving the packet is able to substitute
the mobile node’s home address for this care-of address when processing the
packet, thus making the use of the care-of address transparent to the correspon-
dent node.

The home address option must be placed as follows:

- After the routing header, if that header is present

- Before the fragment header, if that header is present
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- Before the AH Header or ESP Header, if either one of those headers is
present

Routing header

Before sending any packet, the sending node should examine its binding
cache for an entry for the destination address to which the packet is being sent.
If the sending node has a binding cache entry for this address, the sending
node should use a routing header to route the packet to this mobile node (the
destination node) by way of the care-of address in the binding recorded in that
binding cache entry. The destination address in the packet’s IPv6 header is set
to the mobile node’s care-of address copied from the binding cache entry.

3. Some possible solutions

Several existing solutions are available, all with their limitations:

1 IPv6 Privacy Extension: a solution could be to use the privacy extension
described in [Narten and Draves, 2001] to configure the home address
and the care-of addresses. While this solution represents a marked im-
provement over the standard address configuration methods [Thomson
and Narten, 1998], and should be used for the home and care-of ad-
dresses, we contend that this is not sufficient.

[Narten and Draves, 2001] causes nodes to generate global-scope ad-
dresses from interface identifiers that change over time, even in cases
where the interface contains an embedded IEEE identifier. As a re-
sult when [Narten and Draves, 2001] is used to generate the home ad-
dress, this address will change periodically but the network prefix (the
64 highest bits) will remain unchanged. This network prefix can still
reveal much information about the mobile node’s identity to an eaves-
dropper. This mechanism described in [Narten and Draves, 2001] must
be used for the home address and care-of addresses in Mobile IPv6 but
one should not rely on it to get full privacy protection.

2 Home Address option encryption: another solution could be to encrypt
the home address option. This solution is not satisfactory because (1)
it would require to modify IPsec implementation (the care-of address
should then be used as traffic selector and therefore would need to be
updated at each movement of the mobile node) and (2) it would make
filtering difficult (currently some firewall implementations may exam-
ine the home address option for filtering purposes). Furthermore, this
solution does not solve the problem of incoming packets that contain a
routing header revealing the home address.
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3 IPsec bi-directional Tunnel (mobile VPN): a solution could be to open a
bi-directional IPsec tunnel between the mobile node and its home agent
[Montenegro, 2001, Arkko et al., 2004]. This solution has the follow-
ing disadvantages: (1) Addition of extra bandwidth (packets need to be
encapsulated) and processing overhead, (2) the routing is suboptimal: to
keep Mobile IPv6 efficiency the routing optimization must remain pos-
sible.

4. Our Proposal

In our scheme a mobile node uses the privacy extension described in [Narten
and Draves, 2001] to configure its home address and care-of addresses. A mo-
bile node must use an interface identifier for its home address that is different
from the one used for its care-of addresses. It should also use a new interface
identifier when configuring a new care-of address. As a result, it would be
more difficult for an eavesdropper to infer the mobile node’s identity and track
its movement.

We also assign to each mobile node a TMI (Temporary Mobile Identifier)
that is a 128-bit long random number. This TMI is used by the mobile node’s
home agent and correspondent nodes to securely identify the mobile node.

This TMI might be used by the correspondent node as the mobile address in
the traffic selectors of the IPsec security association and might also be used by
firewalls to perform filtering.

4.1 Temporary Mobile Identifier (TMI)

The TMI of a mobile node must be globally unique. The consequences of
two mobile nodes using the same TMI is similar than the consequences of two
mobile nodes using the same home address with standard mobile IPv6.

A dedicated prefix (we assume a 16 bit prefix, previously known as a Top-
Level Aggregation (TLA) identifier [Hinden et al., 1998]) would be allocated
for exclusive use as the TMI space. As a result, the first 16 bits are fixed, but
112 bits are enough to keep the TMI collision probability very close to zero.
Defining a specific TLA has several benefits. For example, (1) Any mobile
node can be automatically authorized to use any address in this TLA, and, (2)
the allocated TLA can be marked as unroutable (i.e., a wrong packet to a TMI
destination will be dropped by the first router, not the first default free router).
In general, misuses of TMIs become very easy to detect.

A TMI has a role similar to that of a home address in standard MIPv6. As
a result, it is also subject to the redirection attack of Mobile IPv6. In Mobile
IPv6, a node that communicates with a mobile node keeps a record that binds
the mobile node’s home address and its current care-of address. When the mo-
bile node moves to another subnet, it sends a binding update that specifies its
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new care-of address. Upon receiving this signaling message, the correspondent
node updates the mobile node’s record with the new care-of address. However
to avoid traffic redirection attacks, the mobile node has to prove ownership of
the home address contained in the binding update. Otherwise any malicious
host could redirect a target home address to one of its addresses and hijack the
communication.

To solve this problem, IPv6 Cryptographically Generated Addresses (CGA)
have been designed [Montenegro and Castelluccia, 2004, O’Shea and Roe,
2001, Aura, 2003]. CGA are IPv6 addresses where the interface identifier is
generated by hashing the address owner’s public key. The address owner can
then use the corresponding private key to assert authority over its address by
signing messages sent. This uses public key cryptography but does not require
any.additional security infrastructure.

For the same reason, we propose to use TMI that are Crypto-based Identi-
fiers (CBID) [Montenegro and Castelluccia, 2004]. CBIDs have a strong cryp-
tographic binding with their public components (of their private-public key
pairs). Because of this, once a correspondent node obtains information about
one of these identifiers, it has a strong cryptographic assurance about which
entity created it. Not only that, it knows that this identifier is owned and used
exclusively by one node: its peer in the current exchange. Hence it can safely
heed its redirects when it says that the mobile node is now available at some
different care-of address (and later at another). A mobile node generates its
CBID as follows:

- It generates a temporary RSA key pair (PK, SK), where PK is the
public key and SK the secret key.

- Itcomputes TMI = SHAly12(PK|imprint), where imprint is a
128-bit random value and SH Al is the SHA1 hash function whose
output is truncated to 112 bits.

A mobile node can use its CBID for the inline protection of binding updates
as follow: it includes in its binding update its public key, PK, the imprint
value and signs the whole message with SK. Upon reception of the binding
update, the correspondent node can verify that the binding update was issued
by the owner of the TMI (and not by an impersonator) by verifying that (1) the
TMI was generated from PK and imprint and (2) the signature is valid (i.e.,
the sender knows SK).

There are essentially two ways an adversary can impersonate a mobile node:
(1) He can try to find a RSA key pair and imprint that result to the same TMI
than the target node. Since the size of a TMI is 112 bits, the adversary has
to try, on average, 2111 parameters sets. If the attacker can perform 1 billion
hashes per second this would take him 8 % 102 years. Note that our scheme
is more secure than current Mobile IPv6 schemes that rely on CGA addresses



A Simple Privacy Extension for Mobile IPv6

generated from a 59-bit long hash function [Aura, 2003]. (2) He can try to
retrieve the private key SK associated with the mobile node’s public key PK.
A size of the modulus n of at least 1024 bits is commonly assumed to provide
a good security level.

The TMI of a mobile user must be changed periodically (every few min-
utes, hours or days) in order to avoid TMI leakage as explained in [Narten and
Draves, 2001]. This can easily be performed with the CBIDs by keeping the
same PK/SK pair but changing the random value imprint periodically.

4.2 Protocol description
Two scenarios have to be considered:

1 Mobile Client: the mobile node initiates the communication

When the mobile node initiates the communication and it is moving, we
argue that the mobile node does not need to reveal its home address at
all. In this case, neither the correspondent node nor any eavesdropper
should be able to identify the mobile node home address and thereof its
identity.

In our proposal, a mobile node that initiates a communication uses stan-
dard Mobile IPv6 with the TMI as Home address. Packets sent and re-
ceived by a mobile node will contain its TMI instead of its home address.
As a result, the mobile identity is hidden from correspondent nodes and
from potential eavesdroppers in the network.

Note that in this case correspondent nodes must never route directly
to the “home address” (because this “home address” is a non-routable
TMI), but should use the care-of address instead.

Since the TMI is a random value unrelated to the home address, neither
a correspondent node nor any eavesdropper can link a TMI to a mobile
node. Furthermore we suggest that the mobile node change its TMI pe-
riodically and use a different one per session or per connection to make
linkability more difficult.

Mobile IPv6 uses a procedure called Refurn Routability test to authorize
the establishment of the binding between a home address and a care-
of address. This procedure enables the correspondent node to verify
that the mobile node is really reachable at its claimed care-of address
as well as at its home address. This is done by testing whether packets
addressed to the two claimed addresses are routed to the mobile node.
The mobile node can pass the test only when it is able to supply proof
that it received certain data which the correspondent node sends to those
addresses. Note that this procedure requires that the correspondent node
know the mobile home address. Therefore our scheme is incompatible
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with the return routability procedure since a correspondent does not have
to know the mobile node’s home address.

2 Mobile server: the correspondent node initiates the communication

When the correspondent node initiates the communication, it knows by
definition the home address of the mobile node. In this case it is mean-
ingless to hide the home address from it.

However the mobile node might still want to hide its mobility, i.e., its
care-of address, to a particular correspondent node. In this case, it must
not send any binding update to this correspondent node and use bi-
directional tunneling. As a result, packets sent to the mobile node are
addressed to its home address and encapsulated by the home agent to its
current care-of address. The decision to send or not to send a binding
update to a correspondent node is a policy issue that is out of the scope
of this paper. Any eavesdropper between the home agent and the mo-
bile node is able to identify and track mobile movements by looking at
inner packets. Therefore we suggest to encrypt all packets that are sent
between the mobile node and its home agent [Arkko et al., 2004].

If the mobile node decides to use route optimization (and therefore reveal
its care-of address to its correspondent node), it must then send a binding
update to its correspondent node. This binding update contains the TMI
in the home address option and the actual home address is encoded in a
newly defined binding update sub-option. Of course to preserve privacy
the binding update must be encrypted (the security association should
be indexed with the TMI and not the home address). The correspondent
node uses the binding update to bind the TMI with the home address and
the care-of address.

Subsequent packets between the mobile node and the correspondent node
will contain the TMI in the home address option and in the routing
header extension instead of the actual home address. As a result an
eavesdropper won’t be able to identify the packets belonging to a par-
ticular node.

The mobility signaling (i.e., the binding update/binding acknowledgment
exchange) may be protected by IPsec. For instance in the first scenario, the
mobile client could establish an IPsec security association pair for mobility
messages using its TMI as its address in its traffic selector, its care-of address
for running IKE over, its RSA public key for signing and putting the imprint
value in the IDi payload of type ID_KEY_ID or in a new type of CERT payload.
The local policy on the correspondent node can recognize this special case and
apply a specific authorization, for example accepting only ESP protection of
mobility signaling messages. As in IKEv2 [Kaufman, 2004] the authentication
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and the negotiation of the first [Psec security association are done in the same
exchange, the support of this kind of policy could be easily provided.

5. Privacy with Hierarchical Mobile IPv6

Hierarchical Mobile IPv6 (HMIPv6) is an optimization of Mobile IPv6 that
is designed to reduce the amount of signaling required and to improve handoff
speed for mobile connections [Soliman et al., 2004]. With HMIPv6, a mobile
node gets two care-of addresses: a local one, the local care-of address (LCoA),
and a global one, the regional care-of address (RCoA). It then registers the
binding between its LCoA and its RCoA with a local server, the Mobility An-
chor Point (MAP) and the binding between its RCoA and Home Address with
its Home Agent and its correspondent nodes. As a result, the correspondent
nodes or the home agent only know the global address but don’t know where
the mobile really is within the domain. This is clearly an improvement over
Mobile IPv6 in term of privacy. Note that in HMIPv6, the Mobile Anchor
Point (MAP) does not know the home address (i.e., the identity) of the mobile
node. The MAP only knows the binding between the mobile’s node regional
and local care-of addresses. One may argue that a MAP could snoop the mo-
bile host’s packets to discover its home address. This is true but however this
is still an improvement over Mobile IPv6.

When combining the privacy extension presented in this paper with HMIPv6,
a mobile node uses the privacy extension to register with its home agent, its cor-
respondent nodes and the local MAP. We can achieve full privacy protection
because the mobile node’s identity is hidden from its correspondent nodes and
the local MAP. Its local care-of address is hidden from its home agent and cor-
respondent nodes. No node knows the mobile node’s identity (home address)
and its care-of address together. Furthermore the MAP cannot find out the mo-
bile node identity by snooping its packets (because the home address is not
included in packets anymore). We argue that the combination of HMIPv6 with
the privacy extension of this paper provides a level of privacy to a mobile node
that is superior to that which a VPN provides (bi-directional tunnel between
the mobile node and its home agent) but without the cost of a VPN.

Indeed when using HMIPv6 with the proposed privacy extension, we can:

- Hide the location (care-of address) of a mobile node from its Home
Agent (this is not provided by a VPN),

- Hide the location (care-of address) of a mobile node from its correspon-
dent nodes (provided by a VPN),

- Hide the identity of a mobile node from its correspondent nodes when
the mobile is the initiator (not provided by a VPN),
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- Prevent any eavesdropper in the network from identifying the packets
that belong to a particular mobile and to track its location.

6. Conclusions

In Mobile IPv6, each packet sent and received by a mobile node contains
its home address. As a result, it is very easy for an eavesdropper or for a
correspondent node to track the movement and usage of a mobile node. This
paper proposes a new, simple and practical solution to this problem. The main
idea is to replace the home address in the packets by temporary crypto-based
identifiers (CBIDs). As a result, packets cannot be linked to a mobile node
anymore and traffic analysis is more difficult. With our solution, an eavesdrop-
per can still identify the IP addresses of two communicating nodes but is not
able to identify their identities (i.e., their home addresses). Furthermore since
a mobile node uses a new identifier for each communication, an eavesdropper
cannot link the different communications of a given mobile node together. We
show that HMIPv6 can also benefit from the proposed privacy extension.
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Abstract Ad hoc networks are particularly vulnerable as compare to traditional networks
mainly due to their lack of infrastructure. A malicious node can easily disrupt
both the routing discovery phase and the data forwarding phase of a routing pro-
tocol if it is not secured enough. This paper proposes a new secure reactive
routing protocol named TRP (Trust-based Routing Protocol) that relies on a dis-
tributed trust model managing trust levels. The model provides an estimation of
trust level to each route to help a source node to chose the most secure one. Our
security mechanism is protected and does not affect significantly the network
performance.

Keywords: Ad hoc networks, trust model, secure routing, blackmail attack

1. Introduction

MANET (Mobile Ad hoc NETworks) are mobile wireless networks without
fixed infrastructure. In an ad hoc network, each node is at the same time a
router and a terminal, and is free to change its position with any speed and at
any time. Many applications are possible: battlefields, conferences, urgency
services...

Although the security requirements are different from one application to
another, they are not negligible in most cases. Unfortunately, ad hoc networks
are particularly vulnerable due mainly to their lack of infrastructure. Other
reasons could be: high mobility, wireless links, limited bandwidths, lack of
boundaries, short lifetime batteries and weak capacity of equipments.
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Current ad hoc network security research works can be classified into two
principal categories according to their main problematics: the distribution and
management of keys and the authentication scheme, and the security of various
routing protocols.

Traditional authentication and key management schemes are not applicable
to ad hoc networks because they usually depend on some central server to es-
tablish trust relationships among nodes. In the contrary, an ad hoc environment
requires a more distributed and robust solution. There are mainly three types of
solutions proposed: emulation of a distributed certificate authority [Zhou and
Haas, 1999] based on threshold cryptography; use of “trust chains” as done
in PGP [J.P.Hubaux et al., 2001]; generation of one or more symmetric keys
shared by the whole or a subset of the network [Asokan and Ginzboorg, 2000].

Most ad hoc routing protocols have been initially designed to deal with fre-
quently changing topology, none of them have considered security issues in
their design, suppose that it will be addressed later or by another layer’s se-
curity mechanisms (for example 802.11’s security mechanism or SSL/TLS).
However a security mechanism at another layer is not sufficient because a mis-
take in routing choice can already welcome attacks, and security considerations
must be integrated into routing protocols at the very first time.

A large part of newly proposed secure ad hoc routing protocols are applied
to two reactive protocols: DSR and AODV, especially DSR. The original DSR
is not secured at all, but since DSR controls every hop on a route and can work
in a multi-routes mode, it is often used as a base of a secure routing protocol,
just as what we have done in this work.

An ad hoc routing protocol has to be secured in both the routing discov-
ery (and maintenance) phase and the data forwarding phase. In the first one,
incorrect topology information should be forbidden and in the second, nodes
who do not correctly forward data, intentionally or not, should be identified
and excluded from the network.

This paper proposes a new secure reactive routing protocol named TRP
based on DSR and a distributed trust model.

The rest of the paper is organized as follows: the section 2 discusses related
work, the section 3 describes the proposition, the section 4 is dedicated to
performance evaluation, residual vulnerabilities are discussed in the section 5
and finally our conclusion and perspectives are presented in the section 6.

2. Related work

Recent works trying to mitigate problems in the routing discovery phase
usually integrate cryptographic mechanisms into routing protocols to guaran-
tee the authentication and the integrity of routing control messages. The SRP
(Secure Routing Protocol) protocol proposed in [Papadimitratos and J.Haas,
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2002] uses only light-weight cryptographic operations limited to MAC calcu-
lations and is able to avoid a large variety of attacks.

For the security in the data forwarding phase, the protocol SMT (Secure
Message Transmission) [P.Papadimitratos and Z.J.Haas, 2003] takes advantage
of the presence of multiple routes through the distribution of data on several
routes and the addition of a feedback mechanism to control further retransmis-
sions. SMT is designed as a complement of SRP and it can effectively shield
attacks even with up to 50% attackers. However, it induces overloads, and it is
not able to isolate attackers.

Otherwise, by introducing a distributed supervision system using promiscu-
ous mode to each node, it is possible to detect undesired behaviors made by
malicious or failing nodes. To achieve this, every node memorizes its own ob-
servations [Marti et al., 2000], or as well as negative recommendations in form
of alarm messages [Buchegger and Boudec, 2002, Lakshmi, 2001] or positive
confirmations made by traffics [Michiardi and Molva, 2002]. The choice of
routes is then carried out from trust values. However, the approach in [Marti
et al., 2000] do not accept second-hand reputations, therefore its training time
will be longer. And since [Buchegger and Boudec, 2002, Lakshmi, 2001]
accept negative reputations, they are vulnerable to blackmail attacks (attacks
where a malicious node send false accusations to tarnish reputations of honest
nodes). Furthermore, the problem of authentication in supervision systems, an
essential issue, is only partially addressed in [Buchegger and Boudec, 2002]
and [Lakshmi, 2001].

Most of current works encounter the same difficulty which is to propose
a robust but light-weight security mechanism. Our proposition TRP adopts a
mechanism close to SRP to provide security to the routing discovery phase,
and a light-weight supervision mechanism together with a trust model are in-
tegrated to secure the data forwarding phase. The exchanges of recommenda-
tions are protected by the same MAC used in SRP. In addition, a particular care
has been taken in the definition of the reputation model used: it is based on the
work presented in [Beth et al., 1994].

3. TRP protocol

The following assumptions are applicable to the rest of the paper: each
node has at least a sufficient storage capacity for the supervision of a restricted
part of the traffics forwarded by itself; each node has a minimum calculation
capacity to carry out simple arithmetic calculations; transmission ranges of
nodes are identical; each node has a unique identifier (ID), and it is possible to
authenticate nodes; and lastly, there is at most one attacker on a route, and in
the case there are more than one attacker on a route, they are not neighbors.
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Routing discovery phase

TRP is largely inspired by SRP with regard to the security in the routing
discovery phase. We suppose also that a sender node S trusts its destination
node D (a Security Association with mainly a shared secret key Kg,p exists
between S and D).

Like SRP, the proposed security mechanism adds an additional header into
routing control messages. The sender § initiates a routing discovery process
by adding two integers, a sequence number {yeq and a random number Qiq4,
to a normal DSR RREQ. A MAC using key Kg p is also added at the end.
During the broadcast of a RREQ, intermediate nodes add their identities into
the request, and continue to relay the request until it reaches its destination.
The receiver D verifies the MAC, and sends back a RREP including the found
route, Qseq, Qig and a new MAC calculated over the RREP. § verifies the
MAC and then the route included can be written into S’s cache.

This mechanism is able to resist to a great part of attacks (see [Papadimi-
tratos and J.Haas, 2002] for a detailed description), anyway, it remains vulner-
able:

® since RERRs are not authenticated, malicious nodes can invalidate cor-
rect routes by sending invented RERRs with spoofing; a fast moving
attacker could thus invalidate a lot of routes;

® by using the promiscuous mode, a malicious node can refuse to add its
own identity into a RREQ, so that the route will seem shorter; otherwise,
if an attacker is a neighbor of a destination node, wrong routes can be
created by spoofing IP addresses and finally, a loop can be inserted into
a RREQ;

®  wormhole attacks are not treated, selfish nodes and cooperating attackers
neither.

The first attack can be avoided by adding an authentication mechanism to
RERRs. The attacks in the second item could be detected by using the super-
vision mechanism presented later in the paper. The attacks in the last item are
more sophisticated and are not addressed in TRP.

TRP uses above mechanisms, together with an additional header added
to RREQs and RREPs to exchange trust informations between nodes, as de-
scribed below.

Data forwarding phase

A mini supervision mechanism is integrated into each node. According to
events that a node observed, trust values for each neighbors could be evaluated
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dynamically. The goal of the mechanism is to let the source node concludes a
trust degree for each route so that the most secure one will be chosen.
The trust values are calculated using the following reputation (trust) model:

Trust evaluation.  Our reputation model is a variant of the trust model ini-
tially introduced in [B.K.R.Yahalom and T.Beth, 1994] and developed in [Beth
et al., 1994] for its valuation part (it is modified to adapt it to the ad hoc con-
text). The original model gives us the possibility to take into account various
classes of trust relations: an entity is not absolutely trusted, but with regard
to one or more specified tasks (for example, key generation, nondisclosure of
secrets, or in our case, the routing function). Moreover, it allows valuation
of trust relationships: from the numbers of positive and negative experiences
an entity has assigned to another entity (with regard to a giving function), the
former computes a trust level associated to the latter. Furthurmore, it is also
a distributed trust model and it is possible to derive trust relationships from
recommendations using transitivity.
Thus, three types of trust relationships are considered in our model:

®  direct trust relationship between neighbors: that is valuated by positive
and negative direct observation experiences;

® indirect trust relationship between two nodes: that is derived from direct
trust relationships using transitivity;

® trust relationship between a node and a route: that is computed using
direct and indirect trust values.

All these trust values are taken in {—1} U [0, 1], and when the value —1 is
associated to a node, it means this node is considered as malicious (or failing).

An initiator of a RREQ will obtain in each returned RREP a series of direct
trust values given by the nodes on the route. With these direct values, the
sender of the RREQ is then able to evaluate the indirect trusts for the nodes
on the route for which it has no direct trust values. Finally, a trust value of the
route will be computed in order to avoid encountering malicious nodes during
the data forwarding phase.

Direct trusts.  All direct trust values are initialized to 0 by default. But since
the model is totally local, nodes are free to initiate some trust values to some
wanted values when there exists some pre-established trust relationships.

The evolution of the trust value of the node 4 on the node n; is given by
the following formula:

-1 if pp;n (t) <0
ch ()= v
miun; () { 1 —aPi® otherwise
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here a € (0, 1), (higher is e, slower a direct trust goes from 0 to 1 with
time, vice versa) and pn,,n, (t) depends on the number of positive experiences
p:‘,‘nj (t) (the number of good behaviors) and the number of negative experi-
ences Py, n, (t) (the number of bad behaviors) of n; observed by n; until time
t. The value of pp, 5, (t) is defined as:

pn,-,nj(t) = prt-,nj (t) - B p;,v,nj (t)

where 8 (8 > 1) is a parameter which allows the modulation of the impor-
tance of negative experiences (greater is 3, larger is the influence of negative
experiments). B is introduced so that a certain number of faults may be tol-
erated. Both a and B should be relatively high to keep the efficiency of the
model. According to the form of the formula, we can see that:

® if a node always behaves well, its trust value will rapidly increase to 1;
s ifanode is moderately malicious or failing, its trust value will be stable;

® if the node is malicious or quite failing, then it will immediately become
untrusted.

Indirect trust.  Since a source node has not inevitably a neighborhood re-
lationship with all nodes on a route, it is sometimes needed to derive indirect
trust values using recommendations, when a RREP is returned to a source. For
example, we consider a route made up of k + 1 nodes, where 7 is the ith node
and ng and mg are respectively the source node and the destination node, the
indirect trust values are defined as:

. D D _
I = -1 D if Coo,nk O Crigmi-y = —1
no,Nk—1 1-— (1 — CnDk,nk_l)C"D'“k otherwise
and for1 < i<k~ 2
B o D _
I _ 1 ! if Crgni 1 7Criiamy = —1
no,n4 1= (1-C2 )%renina otherwise

For our propose, we only need to consider the indirect trust relations starting
from ng but our definition could easily be extended.
The indirect trust values are defined so that:

m if one of the direct trust values used in the recommendation chain indi-
cates that one of the nodes on the route is a potential attacker (the cor-
responding direct trust value is —1), then the afterward derived indirect
trust values are no more relevant (will equal to —1);



A Trust-Based Routing Protocol for Ad Hoc Networks 257

m if C',ﬁ 41, 18 based on a experience level p, then C,Im’nl. is based on
the experience level p * C’,{O'm v because C,’m'm =1-(1-(-

1
ap))C'I'On“i+l =1— a”*Cnomist,

An optimization could be to check beforehand if there is a node 1y between
n; and ng with which ng has a direct trust value. If so, the C"IlO:ni (1<i<])
can be calculated starting from CnDo,m instead of Cg’,nk.

All indirect trust values are deleted after the derivation of the trust value of
the route so that influences of malicious recommendations are limited.

Route trust.  According to the principle that the security level of a whole
system corresponds to the security level of its weakest component, our trust
level of a route corresponds to the source’s lowest trust level on its intermediate
nodes. For example, the trust value of a route ng, ..., g equals:

R ik
Cno,...,nk - mzni:l(cno.ni)
where

_ Cr?o.n.- if Do n; + Prom, 2 1
no,ni — ;
Cron; Otherwise

The main difference between [Beth et al.,, 1994] and our model is that we
tolerate some faults (we added the —1 value to keep a rating for untrustful
nodes), and for our particular objective, we introduced trust values for routes.

TRP implementation details.

Supervision system.  In order not to overload nodes, we chose a restricted
supervision mode: a node does not supervise all traffics in its neighborhood,
but only supervises traffics passed by itself. We called this mode “supervision
on routes” comparing to the mode “supervision in the neighborhood” in all
other works.

Each node maintains a trust information table memorizing the number of
good behaviors p*, the number of bad behaviors p~ and the direct trust value
(“rating”) of each neighbor observed. In the data forwarding phase, for each
data packet sent or forwarded, the sender or the forwarder 7§ save a copy of the
packet in its buffer, and then supervises the action of the next node 734+ (when
ni4+1 is not the destination). Depending on whether or not 74 correctly for-
wards the data within a limited time period, 7 increments the value of p,t,_n'. 1
Of Pp, niy,- Lhe rating will also be updated if necessary.

We suppose of course that the authentication of neighbors is performed.
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Modifications to RREQs and RREPs. The header of SRP is extended
to include a new table memorizing the trust values reported by intermediate
nodes. Every intermediate node adds its direct trust value on the former node
into the request.

All trust values collected in a RREQ should be send back to the source node
within a RREP, and the MAC in the RREP covers equally their integrity. Fur-
thermore, when a RREP is received by an intermediate node 7y, C,ll)‘. Ty is ver-

ified by n; to ensure that Cg,n,--l has not been modified by one or more nodes
among 7;41,...,Nk. A packet with a modified trust value should be dropped, so
that a attacker has no possibility to modify any value not reported by itself.

As an option, every intermediate node n; checks also if Cr?nm +1 €quals to
—1, and if it is the case, it stops to forward the RREP. This option has been
implemented in an optimized version of TRP called TRP*.

When a RREP is received by its source, the latter checks the MAC. If the
MAC examination succeeds, the direct trust values included in the RREP will
be used to calculate the necessary indirect trust values and a route trust value
will be computed.

The only way for a malicious node n; to introduce a wrong trust value is to
give a wrong Cr?.',m—x to a RREQ. If Crg,m—l is too low, the route will not be
chosen so that the attacker will not be on an active route; if C«,i,)' M is too high,
because there is a great probability that trust levels C,%’ni and C,?i +1,m; are low
or negative and also because the trust value of the route only depends on the
minimum value of all the trust values, the probability that the trust level of the
route increases is low. Even in an extreme situation, where all intermediate
nodes are malicious, the destination which is trusted by the source can still
give a bad reputation to m_j, so that the route will not be chosen.

Route management. Since each route has a specific trust value, routes
accepted by a node should be stored separately into its route cache, and all
routes will expire after a timeout (which is important for refreshing trust levels
of routes). Routes with a trust value equal to —1 are not stored into caches.
Moreover, if all nodes on a given route are completely included in another
route resulting from a same RREQ, the second route will be discarded.

Route choice. Each data packet must obtain a route before its sending.
Two strategies are possible: always choose the route with the highest trust
value; or set a threshold as the lowest acceptable trust level, and chose the
shortest route among all routes having a trust level greater than the threshold.
The first strategy emphasizes the security requirement, while the second is a
compromise between the security and the network performance.
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Figure 1.  Average trust value on the attacker

4. Performance evaluation

Some simulations have been carried out under NS-2 using OpenSSL’s li-
brary for cryptographic functions. TRP is implemented on the DSR module.

The simulation network contains 24 normal nodes and a attacker. The at-
tacker modifies a packet when forwarding it, and it will never send back (initi-
ate or forward) a RERR whether there is a broken link or not.

Three mobility scenarios have been tested:

® Jow mobility - 100s as pause time and 2m/s as maximum speed;
&« medium mobility - 20s as pause time and 5m/s as maximum speed,;
#  high mobility - 5s as pause time and 20m/s as maximum speed.

We use FTP as application, with 22 random CBR sources and with a packet
rate of 2 packets/s. The simulation time is 10,000s and the simulation range is
700m*700m. « = 0.75, 8 = 10 and the promiscuous buffer size is 30.

The simulations are realized on TRP as well as on TRP*.

At first, the figure 1 shows that the average direct trust value on the attacker
decreases with time, whatever is the mobility scenario. TRP' is generally
better than TRP, because in TRP more nodes could have a forwarding rela-
tionship with the attacker.

The figures 2, 3 and 4 show us that the number of successful attacks could
be stabilized after a time with TRP, and this time will still be shorter with
TRP*. Furthermore, as we could foresee, stronger is the mobility, better are
the results: a frequently changed network topology can help nodes to detect
the attacker.

We also observed that the average route length increased not more than 3%
in all simulations.

In term of communication overhead, no new message is added but only
the size of RREQs and RREPs are slightly increased due to the addition of
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the new trust header. However, the routing overload increases considerably
comparing to DSR because of the deletion of many DSR optimizations and the
refreshments of caches: since routes expire after a lifetime, we have to more
often initiate RREQs to refresh routes.

5. Residual vulnerability

Firstly, we need a training phase before TRP can really be efficient; sec-
ondly, we have not considered selfish nodes: in our solution, a node can simply
give a “-1” as a trust value to save its energy; thirdly, cooperate attackers are
not treated; and lastly, spoofing of IP addresses should be stopped by using
some authentication schemes.

6. Conclusion and future work

We presented in this article a new solution relying on a trust model which
allows us to secure a reactive ad hoc routing protocol. The proposition can
counter most of attacks during both the routing discovery phase and the data
forwarding phase and it seems more suited to ad hoc networks with a long
lifetime and a frequently changing topology.

Contrary to other approaches adopting a similar reputation system [Marti
et al., 2000, Buchegger and Boudec, 2002, Michiardi and Molva, 2002], our
solution protects its reputation exchanges to be not vulnerable to blackmail at-
tacks. Compare with a solution which transfers data on multiple routes [P.Papadimitratos
and Z.J.Haas, 2003], our solution has disadvantages such as needing a training
phase before becoming operational and needing authentications of intermedi-
ate nodes, but it has the advantages of not requiring Ack messages and isolating
attackers.

As an immediate work, we plan to:

a optimize the trust calculation in particular by calibrating parameters o
and G,

® carry out more intensive simulations, especially by considering more
attackers, and by adopting less systematic attackers’ behaviors;

@ extend the supervision to the neighborhood in order to reduce the train-
ing phase.

In the future, we will study if our solution can be adapted to other reactive
protocols, or even to proactive protocols. And lastly, we hope to tackle the
complex problem of key management and authentication scheme.
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Abstract  Previously, we have analyzed the short-term fairness of the 802.11 DCF
(Distributed Coordination Function) access method in the case of a
network with two hosts. In this paper we extend the analysis to an
increased number of hosts. We use two fairness indices. The first one is
the number of inter-transmissions that other hosts may perform between
two transmissions of a given host. The second index is based on the
sliding window method that considers the patterns of transmissions and
computes the average Jain fairness index in a window of an increasing
size. Computed over traces gathered during measurement sessions the
indices show that the fairness of 802.11 is pretty good even on the short
term time scale. We also evaluate the impact of the short-term fairness
on performance by providing the measurements of the delay.

Keywords: Wireless LANs, Fairness of 802.11, CSMA/CA, Network measurements

1. Introduction

Fairness is related to the ability of a MAC (Medium Access Control)
layer to equitably share a common channel among N contending hosts.
A MAUC layer can be considered as long-term fair if the probability of
successful access to the channel observed on a long term converges to
1/N for N competing hosts. A stronger property is short-term fairness:
over short time periods, the access to the channel should also be fair. A
MAUC layer may be long-term fair, but short-term unfair: one host may
capture the channel over short time intervals. Short-term fairness is
extremely important for obtaining low latency: if a MAC layer presents
short-term fairness, each host can expect to access the channel during
short intervals, which in turn results in short delays.
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In another paper [4] we have analyzed the fairness of the 802.11 DCF
(Distributed Coordination Function) access method in the case of a
network with two hosts. We have shown that contrary to the com-
mon wisdom, 802.11 does not exhibit short-term unfairness. The belief
in the short-term unfairness of 802.11 comes from an analysis of the
Wavelan CSMA/CA (Carrier Sense Multiple Access/Collision Avoid-
ance) medium access protocol [6]. Its results have been extrapolated to
802.11 without realizing that the access method of 802.11 has changed
with respect to that of the Wavelan cards: in the 802.11 standard [1]
the exponential backoff is only applied after a collision and not when a
host finds the channel busy.

This paper extends the analysis of the fairness in 802.11 networks
to an increased number of hosts. Having more than two hosts in a
cell changes considerably the access conditions to the radio channel—
fairness may be degraded because of an increasing number of collisions.
In this case the exponential backoff applied after a collision may have a
negative impact on the fairness: a host doubles its maximum congestion
window after a collision and has a higher probability of choosing a large
interval. During this period other hosts may benefit from transmission
opportunity.

We report on the measurements of two fairness indices in a 802.11
cell. The first one, proposed and extensively studied previously [4], is
the number of inter-transmissions that other hosts may perform between
two transmissions of a given host. The second index is based on a largely
used method for evaluating fairness: the sliding window method that
considers the patterns of transmissions and computes the average Jain
fairness index in a window of an increasing size. Computed over traces
gathered during measurement sessions the indices show that the fairness
of 802.11 is pretty good even on the short term time scale.

The rest of the paper is organized as follows. We start with the
review of the existing work on fairness in wireless local area networks
(Section 2). Then, we define the notion of fairness (Section 3) and
present the results of measurements (Section 4). Finally, we present
some conclusions (Section 5).

2. Related work

The fairness of 802.11 when all hosts have equal opportunity of us-
ing a shared common channel has been largely analyzed in the litera-
ture. Koksal et al. analyzed the short-term unfairness of the Wavelan
CSMA/CA medium access protocol [6]. They proposed two approaches
for evaluating fairness: one based on the sliding window method with the
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Jain fairness index and the Kullback-Leibler distance, and the other one
that uses renewal reward theory based on Markov chain modeling. The
authors used Slotted ALOHA as an example of an access method with
better fairness, but with a higher collision probability. This paper clearly
identifies the short-term unfairness problem of an access method in which
hosts perform exponential backoff whenever the channel is sensed busy.

Since this paper, many authors have stated that 802.11 suffers from
short-term unfairness and cited it as the paper that proves the short-
term unfairness of 802.11 [3][9][7]. However, they have not realized that
the access method of 802.11 has changed with respect to that of the
Wavelan cards: in 802.11 standard [1] exponential backoff is only applied
after a collision. This misleading common wisdom has emerged from the
confusion of these two different access methods.

The confusion of the access methods in Wavelan and 802.11 dies hard:
recently, some authors have described the 802.11 access method as based
on the same principle as in the Wavelan cards, i.e. exponential backoff
applied when the channel is sensed busy [5].

The belief in the short-term unfairness of 802.11 also comes from
some properties of wired CSMA networks, for example several authors
have studied the Ethernet capture effect, in which a station transmits
consecutive packets exclusively for a prolonged period despite of other
stations contending for access [8]. However, the 802.11 DCF method
eliminates this problem by adopting a CSMA/CA strategy instead of
CSMA/CD.

3. Fairness

Our goal is to study the intrinsic fairness properties of the 802.11
DCF access method, so we concentrate on the homogeneous case in
which all hosts benefit from similar transmission conditions: no host is
disadvantaged by its signal quality, traffic pattern, or spatial position.
This means that we do not take into account the problem of hidden or
exposed terminals and we do not consider the RTS/CTS extension. In
particular, we do not deal with the problems of unfairness due to different
spatial host positions [5, 2]. Once we got insight into the intrinsic fairness
of the 802.11 MAC layer, we can investigate the influence of other factors
such as different spatial positions or traffic patterns.

In general, the fairness of a MAC layer can be defined in a similar way
to Fair Queueing: assume N hosts and let Wi(t1,1t2),1 € {0,1,2,...N}, be
the amount of bandwidth allocated to host 7 in time interval [¢;,¢2]. The
fair allocation requires that Wi(t1,t2) = Wj(t,t2),4,5 € {0,1,2,...N},
regardless of how small the interval [¢;,p] is.
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We consider the case of greedy hosts (they always have a frame to
send) that send frames of equal size. In this case, it is sufficient to only
take into account the number of transmissions: the fair allocation needs
to guarantee that over any time interval, each host transmits the same
number of frames.

To evaluate fairness we will use two methods. The first one uses the
number of inter-transmissions that other hosts may perform between two
transmissions of a given host and the second one computes the average
Jain fairness index in a window of an increasing size.

3.1 Number of inter-transmissions

Consider the case of N = 2: two hosts A and B share a common
channel. To characterize fairness we take the point of view of host B
and investigate K, the number of inter-transmissions that host A may
perform between two transmissions of host B:

m K = 0 means that after a successful transmission of B, the next
transmission will be done once again by B,

®m K = 1 means that A will transmit once and then the next trans-
mission will be done by host B,

8 K = 2 means that A will transmit twice and then the next trans-
mission will be done by host B, and so on.

Consider the following example pattern of transmissions: BBAAABABAAB—
random variable K takes the following values: O, 3, 1, 2.

In a deterministic channel sharing system such as TDMA, the distri-
bution of K will simply be P(K = k) =0for k=0and P(K =k) =1
for K = 1, meaning that both hosts perfectly alternate transmissions.
The mean number of inter-transmissions in TDMA is E(K)= 1.

An example of a randomized access protocol that presents good fair-
ness properties is Slotted ALOHA—it has been previously used for fair-
ness comparisons [6]. Time in Slotted ALOHA is divided into slots,
each access is independent from the previous one and when a collision
occurs, a transmitting host waits a random number of slots distributed
geometrically. If we ignore collisions, Slotted ALOHA with two hosts
can be modeled as a simple Markov chain with two states. In this case
the number of inter-transmissions is geometrically distributed with the
parameter 1/2 (this expression only holds for two hosts):

1
PIK =k) =7, ke {0,1,2,.) (1)
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Note that for Slotted ALOHA P(K = 0) = 1/2, so that each host has
the equal probability of accessing the channel and the mean number of
inter-transmissions is £( K )= 1, which is the same as for the TDMA.

We can generalize the number of inter-transmissions to a larger num-
ber of hosts: we choose one host and observe how many times other hosts
transmit frames before another transmission by the chosen host. Con-
sider for example the following sequence of transmissions by five hosts:
BAACEDCAB. The number of inter-transmissions observed from the point
of view of B is 7.

Observing each outcome of random variable K gives us information
on short-term fairness, whereas its distribution and moments convey
indication about both short-term and long-term fairness. We can notice
that large values of K mean lower fairness, because other hosts may
capture the channel for several successive transmissions. Similarly, too
small values of K also indicate lower fairness, as the chosen host captures
the channel in an unfair way.

More precisely, the distribution of inter-transmissions P(K = k) en-
ables us to quantify fairness by means of:

8  capture probability: P(K = 0) characterizes the chances of a host
to capture the channel. If P(K = 0) = 1/N, then all hosts have
equal probability of accessing the channel.

®  mean number of inter-transmissions: E(K) = 0 means that one
host monopolizes the channel and E(K) = N — 1 means that on
the average each host performs one transmission at a time, the
situation that can be considered as fair (N — 1 is the number of
inter-transmissions in TDMA). Values E(K) < N — 1 indicate a
shorter tail of the distribution and better fairness, whereas E(K) >
N — 1 indicates increased unfairness.

8 /00qth percentile: characterizes the tail of the distribution, it is the
smallest | forwhich $4_o P(K = k) < g, 0 < g < 1. For instance
the 95th percentile tells us that in 95% of cases the number of
inter-transmissions will be less than the 95th percentile. Putting
it another way, in only 5% of cases a host should wait more than
the 95th percentile transmissions before the next access to the
channel.

We can notice that the number of inter-transmissions is directly re-
lated to delays perceived by a host competing with other hosts for the
channel access: when a host experiences large values of X, it also suffers
from large delays, because it has to wait for the channel access while
other hosts transmit several frames.
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3.2 Sliding window method with the Jain
fairness index

The sliding window method considers the patterns of transmissions
and computes the average Jain fairness index in a window of an increas-
ing size [6]. It is defined as follows: let <; be the fraction of transmissions
performed by host 2 duringwindow wj; the fairness index is the following:

N 2
i=1"Yi
Fy(w) = i) (2)
N3Yio v
Perfect fairness is achieved for Fy{(w) = 1 and perfect unfairness for

Fj(w) =1/N.

The definition of window w also should take into account N, the
number of competing hosts. We propose to normalize the window size
with respect to the number of hosts and compute the Jain index for
the window sizes which are multiples of N, because only in this case
computing the Jain index makes sense. We call m such that w = m X
N,m = 0,1,2,..., a normalized window size. The Jain index will be
computed as Fj(m).

Both indices have the nice property of being able to capture the short-
term as well as the long-term fairness.

4. Experimental results

To evaluate the fairness in a 802.11 cell with several hosts, we have set
up an experimental platform to measure the fairness indices and delays.
We use notebooks running Linux RedHat 8.0 (kernel 2.4.20) with 802.11b
cards based on the same chipset (Lucent Orinoco and Compaq WL 110).
The results concerning fairness and delays also apply to 802.1la and
802.11g, because they use the same DCF access method as 802.11b with
some parameter values modified.

The wireless cards work in the infrastructure mode—an access point
is connected to the wired part of the network. Notebooks are greedy in
our experiments—they try to send fixed sized UDP packets to the access
point as quickly as possible and they always have a packet to send. We
gather traces on the destination host: the arrival instant and the source
host. Then we compute the fairness indices and delay statistics from the
traces.

There are two ways of organizing measurement sessions:

®  Synchronized hosts. All hosts start at the same instant so that
their congestion window counters are reset. To do this, we use a
wired 100 Mb/s Ethernet interface in addition to a 802.11b wireless
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card. Sending a multicast packet on the wired network allows us to
synchronize the hosts at the beginning of a measurement session.

8 Non synchronized hosts. Hosts start at different instants so when
a chosen host performs a successful transmission, other hosts may
have lower values of their congestion windows because they use
residual time intervals. These potentially shorter intervals mean
that they may perform more inter-transmissions than in the pre-
vious case. The resulting distribution is different and corresponds
to the worst case with respect to the fairness.

The case of synchronized hosts is easier to analyze theoretically, be-
cause all hosts begin to operate in a known initial state. However, it does
not correspond to realistic working conditions in which hosts operate in-
dependently in a non synchronized manner. For the case of a 802.11 cell
with two hosts we have done measurements with synchronized hosts to
validate the theoretical analysis of the number of inter-transmissions [4].
Such a set up is cumbersome for a larger number of hosts so for this
paper we have organized measurement sessions with non synchronized
hosts. The results may present worse fairness, but if they are satis-
factory, the measurements of synchronized hosts should result in even
better fairness.

4.1 Number of inter-transmissions

We briefly recall the results of the analysis for the case of N = 2 (the
analysis assumes the case of synchronized hosts).

Figure 1 shows the analytical, simulated, and measured distributions
of the number of inter-transmissions in 802.11b with two competing
hosts. We can see that all three distributions are close to each other,
the approximate analytical distribution slightly overestimating the other
values for K = 1 and underestimating for K > 2. The figure also com-
pares the distribution of the number of inter-transmissions in 802.11b
with Slotted ALOHA. Note that P(K = 0) = 1/2 which confirms that
the access probability is equal for both hosts.

Table 1 presents E(K), the mean number of inter-transmissions for
two hosts. It is lower than 1 showing that the fairness of 802.11 is
better than that of Slotted ALOHA because the tail of its distribution
is shorter.

Figure 2 shows the measured distribution of the number of inter-
transmissions for several competing hosts. In the measurement session
hosts are not synchronized, so that the measured distribution is slightly
different from Figure 1: P(K = 0) < 1/N, because the host we observe
has less chances to capture the channel than the other hosts—after a
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Figure 1. Distribution of the number of inter-transmissions in 802.11b and Slotted
ALOHA, N = 2, synchronized hosts

Table 1. Mean number of inter-transmissions, N = 2

Case E(K)
analytical Slotted ALOHA 1.0

analytical 802.11 0.718
simulated 802.11 0.768
measured 802.11 0.853

successful transmission by the chosen host, the other hosts benefit from
smaller congestion window values corresponding to residual time inter-
vals.

We can see from this figure that the distribution decays quickly in
function of K. As for an increasing number of hosts, the number of
collisions increases, one may expect that fairness degrades. However, we
observe that the collisions do not have strong negative impact on the
fairness: for N = 5 most of the values of K remain lower than 10.

The statistics presented in Table 2 confirm the good fairness proper-
ties of the access method: the average number of packets between two
transmissions of a given host is equal to the number of hosts with which
the host competes for the channel. Our measurements also show that
the 95th percentile is fairly low, which confirms the fairness of the access
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Figure 2. Measured distribution of the number of inter-transmissions in 802.11b,
non synchronized hosts.

Table 2. Statistics of the measured distribution

Number of hosts N mean standard deviation 95th percentile
2 1.00 0.97 3
3 2.001 2.3 6
4 3.05 4 10
5 4.001 4.5 11

method. More precisely, when 5 (resp. 2) hosts contend for the chan-
nel, a host that has just transmitted a frame has probability of 5% to
transmit a frame after the next 11 (resp. 3) successful transmissions.

4.2 Sliding window method with Jain fairness
index

We have also computed the Jain fairness index over sliding windows of
sizew =mxN,m =20,1,2,.... The index of 1 represents perfect fairness
and we use the threshold value of 0.95 to characterize how quickly it is
achieved.

Figure 3 shows the Jain fairness index measured in a 802.11 cell with
several hosts in function of the normalized window size. It can be seen



272 Berger-Sabbatel, Duda, Heusse, and Rousseau

» ‘.
] i
o
£ 06 -
(/]
8
£
o
L 04t -
c
g
2 hosts
3 hosts -------
02 3 hosts -------- ]
4 hosts <
5 hosts ---
095 -------
0 L 1 L 1 L L il

0 5 10 15 20 25 30 35 40 45 50
Normalized window size

Figure 3.  Jain fairness index of 802.11 for normalized window size

that the threshold value of 0.95 is quickly attained for small values of
the normalized window. Note that for an increasing number of hosts,
the Jain index begins at a lower value, e.g. for N = 5 it starts with the
value of 0.2.

Table 3. Window size to achieve 0.95 fairness index

Number of hosts N 2 3 4
Wavelan 475 83 112
802.11 4 9 13

Table 3 compares the window size required to achieve the threshold
of 0.95 for the Wavelan cards and 802.11. To obtain the normalized
window size, we have divided the results reported by Koksal et al. [6]
by the number of hosts (only the values of the Jain fairness index for
N = 2,3, and 4 hosts have been given in this paper).

4.3 Delay

To evaluate the impact of the short-term fairness on the delay we
have measured delays perceived by one host when competing with other
hosts. A delay is the interval between the ends of the last successful
transmissions by a given hosts. It is composed of the waiting time while
other hosts are transmitting and the actual transmission time of a frame.
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Figure 4. Measured distribution of the delays experienced by one host in millisec-
onds

Figure 4 presents the measured distribution of delays for an increasing
number of hosts N = 2,3,4. We can see that the delay remains fairly
low and the shape of the delay distribution is similar to that of the
number of inter-transmissions (cf. Figure 2). This confirms the strong
relationship between this fairness index and transmission latency.

5. Conclusion

In this paper we have analyzed the short-term fairness of the 802.11
DCF access method. The results of this paper complete our previous
analysis of the 802.11 network with two hosts. They show that contrary
to the common wisdom, 802.11 does not exhibit short-term unfairness.
This fact has an important influence on transmission latency. As 802.11
presents short-term fairness, each host can access the channel during
short intervals, which in turn results in short delays. The results also
show that an increased number of collisions in a cell with several hosts
does not have strong negative impact on the fairness.

Such a good behavior comes from the fact that hosts in 802.11 use
their residual congestion intervals—when a host chooses a long inter-
val, it will wait during one or several turns, but then it will eventually
succeed, because its congestion interval becomes smaller and smaller.

Although our measurements were only done for several hosts (N < 5),
the results are also meaningful for a cell with much more hosts that gen-
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erate real-life traffic: in our experiments the traffic sources were greedy
so the load corresponds to a network with many hosts generating traffic
from intermittent sources statistically multiplexed over the shared radio
channel.

We work on extending our analysis to take into account other factors
such as different spatial positions or traffic patterns. We also investigate
improvements to the 802.11 DCF access method able to increase short
term fairness and lower the delay.
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RAAR: A RELAY-BASED ADAPTIVE AUTO RATE
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Abstract Auto rate adaptation mechanisms have been proposed to improve the throughput
in wireless local area networks with IEEE 802.11a/b/g standards that can sup-
port multiple data rate at the physical layer. However, even with the capability
of transmitting multi-packets with multi-rate IEEE 802.11 PHY, a mobile host
(MH) near the fringe of the Access-Point’s (AP’s) transmission range still needs
to adopt a low-level modulation to cope with the lower signal-to-noise ratio (S-
NR), Thus, it can not obtain a data rate as high as that of a host near AP in most
cases. According to the characteristics of modulation schemes, the highest data
rate between a pair of mobile hosts will be inversely proportional with the trans-
mission distance. Considering these factors, we here demonstrate a Relay-Based
Adaptive Auto Rate (RAAR) protocol that can find a suitable relay node for data
transmission between transmitter and receiver, and can dynamically adjust its
modulation scheme to achieve the maximal throughput of a node according to
the transmission distance and the channel condition. The basic concept is that the
best modulation schemes are adaptively used by a wireless station to transmit an
uplink data frame, according to the path loss condition between the station itself
and a relay node, and that between the relay node and AP, thus delivering data
at a higher overall data rate. Evaluation results show that this scheme provides
significant throughput improvement for nodes located at the fringe of the AP’s
transmission range, thus remarkably improving overall system performance.

Keywords:  Relay-based MAC protocol, Multi-Rate and Multi-Range, Wireless LANs

1. Introduction

In both wired and wireless networks, adaptive transmission techniques are
often used to enhance the transmission performance. These techniques gener-
ally include varying the transmission power, packet length, coding rate/scheme,
and modulation technology over the time-varying channel. Related research in

*This work was supported by the National Science Council. Republic of China, under grant NSC92-2213-
E-126-004.
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cellular networks indicates that throughput would be improved by permitting a
mobile station near the center of a cell to use a high-level modulation scheme,
while those near the fringe of a cell should use a low-level modulation to cope
with the lower signal-to-noise ratio (SNR).

In wireless local area networks (WLANS), the same issue is also considered.
Providing that the new high-speed IEEE 802.11a MAC/PHY is adopted, MHs
can vary their modulation schemes to transmit packets with different data rates
ranging from 6 to 54 Mbps. Given such capabilities, all MHs should insist
on using the highest-level modulation scheme to obtain the maximal channel
utilization. However, as in cellular networks, such insistence is not reason-
able because the data rate is inversely proportional to the transmission distance
between a pair of MHs, and a high-level modulation scheme requires a high-
er SNR to obtain the same bit error rate (BER) when compared with that of
a lower-level modulation scheme. Thus, without increasing the transmission
power to decrease the lifetime of a node, the maximal data rate can be obtained
only when the transmitter and receiver are close enough, and a lower data rate
should be adopted if the distance is larger. For reference, the expected data
rates of IEEE 802.11a (802.11b, and 802.11g) at different ranges measured in
[1] are shown in Fig. 1.

Given that, we consider the infrastructure WLAN (IWLAN) defined in IEEE
802.11. In such networks, an AP can provide MHs the access to the Distribu-
tion System (DS) and relay packets for all MHs in its transmission range. At
the same time, a MH, if equipped with a multi-rate wireless interface such as
IEEE 802.11a, can deliver packets to an AP with a suitable data rate based on
its distance to AP. These constitute a so-called Multi-rate, Multi-range IWLAN
(MMI-WLAN).

In the MMI-WLAN, several auto rate adaptation mechanisms have been
proposed to exploit the capability of multi-rate IEEE 802.11 physical lay-
er. Among these, a so-called Opportunistic Auto Rate (OAR) rate adaptation
scheme [2] opportunistically grants channel access for multiple packet trans-
missions in proportion to the ratio of the achievable data rate over the base
rate. Similar to OAR, the authors of [3] provide an Adaptive Auto Rate (AAR)
protocol that can also transmit multiple packets when the channel conditions
are good. For this, AAR carries additional information in each ACK or CTS to
indicate the transmission rate of the next data packet, and thus can adapt very
quickly to the change of channel quality.

The capability of transmitting multiple packets in a basic slot-time let these
methods have the potential to solve the anomaly problem [4] if MHs are located
near AP. However, if MHs are located far from AP, these methods still require
a low-level modulation to cope with the lower signal-to-noise ratio (SNR), as
indicated in the very beginning. This can be an even more serious problem in
the MMI-WLAN because, in such networks, if two neighboring MHs desire to
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communicate to each other, their packets have to be relayed by an AP no mat-
ter how close they are. In this environment, it becomes a challenge that how
a MH can use a data rate as high as possible to obtain the maximal through-
put, without increasing transmitting power and the overall interference in the
network.

One possible solution is to deliver data packets through relay nodes. How-
ever, even recently, few studies have focused on the issue of directly using
IEEE 802.11 MAC to realize a relay mechanism so that the system through-
put can be improved [5]. This task is not trivial because unlike TDMA, IEEE
802.11 Distributed Coordination Function (DCF) MAC protocol has the 4-way
handshake of RTS/CTS/DATA/ACK, and requires that the roles of sender and
receiver should be interchanged several times between a pair of communica-
tion nodes.

To provide higher throughputs for MHs not close to AP in the MMI-WLAN,
in this work we propose a Relay-Based Adaptive Auto Rate protocol (RAAR)
as an enhanced protocol for the MMI-WLAN. RAAR slightly modifies the
IEEE 802.11 MAC protocol by introducing a new message exchange proce-
dure for a relay node between a pair of communication nodes. The core idea
of RAAR is that after the 4-way handshake of a pair of communication nodes,
the relay node should not compete for the channel again, wasting the valuable
bandwidth, because the channel is already reserved by the original communi-
cation nodes. Our analysis and simulation show that the throughputs of MHs
at the fringe of the AP’s transmission range can be significantly improved if a
suitable relay node can be obtained.

2. Relay-Based Adaptive Auto Rate Control protocol
(RAAR)

In this section, the proposed RAAR is introduced in terms of protocol prin-
ciples and major operations. Before this, the system model of MMI-WLAN
under consideration is summarized as follows. Given M different modulation
schemes, the MMI-WLAN can be logically segmented into M concentric cir-
cles surrounding AP as shown in Fig. 2. This network can be further divided
into M disjoint regions: the innermost circle (R;) and a number of M — 1
‘doughnut’ like regions which are numbered as R, R, ..., Rp from inner to
outer. The data rate that can be obtained in R is denoted as TR;. For sim-
plicity, we consider only upstream traffic in the MMI-WLAN, i.e., traffic from
MHs to AP. This is because, in contrast to MHs having a battery as the usual
power supply, AP is fully power-supported, and thus it can choose the data rate
more flexibly for transmitting data to MHs. However, this model can be also
applied to a general WLAN if the transmission condition over wireless channel
is symmetrical.
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Transmission of Multiple Back-to-Back Packets

The first aim in RAAR is to keep the channel for an extended number of
packets once the channel is measured to be of sufficient quality to allow trans-
mission at rates higher than the base rate. For this, RAAR allows the same
time to be granted to a sender as if the sender is transmitting at the base rate.
For example, if the IEEE 802.11a interface is adopted in the MMI-WLAN, the
base rate is 6 Mbps and a node, M H;, is located in the innermost region, Ry,
wherein 54 Mbps data rate is achievable with 64-QAM modulation scheme.
This node is granted a channel access time to send |54/6] or [54/6] (=9 in
both cases) packets to AP conservatively or aggressively. In the former case,
the unused time quantum can be released while the latter, the original time
quantum should be extended to complete the last packet. This method pro-
vides temporal fairness for all MHs in each region. That is, if ¢(¢1, ta) is
defined as the service time that a flow in F; receives during (1, t2), the mea-
sure of fairness of RAAR with equal weights for different regions, K and R;,
is considered as

|#i(t1,t2) — $3(t1, t2)| (N

This ensures that RAAR provides near base-rate time shares for all MHs in
different regions. As indicated in [2], the temporal fairness is more suitable for
multi-rate networks than the throughput fairness [6, 7] since normalizing flow
throughputs in the latter would cancel the throughput gains available from a
multi-rate physical layer.

Relay Node Selection

The second aim in RAAR is for nodes near the fringe of AP’s transmission
range to transmit packets at a higher rate. For this, RAAR introduces a suitable
relay node between the sender and AP to segment the long distance between the
communication ends into two shorter pieces. According to the characteristics
of modulation schemes, the highest data rate between a pair of mobile hosts
will be inversely proportional with the transmission distance. Consequently,
even with the same noise level, the reduced path length, and hence the reduced
path loss, lead to the sender being able to transmit its data packets through the
relay node to AP with a higher rate.

To this end, whenever a MH wants to communicate with an other node, AP
should find a suitable relay node, and guide the sender to deliver its data via
this node. This can be done because, in the MMI-WLAN, AP has the capa-
bility of collecting all MHs’ location information, as well as their modulation
schemes now adopted [8], AP can collect such information from periodical sta-
tus reports or routing information exchanges between MHs and the AP. When a
suitable relay node is found for a MH, such information can be delivered from
the AP to this node and the relay node just found with the same mechanism
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of periodical reports or routing exchanges. Consequently, if a mobile host, say
M Hj, can find a relay node suggested by AP, it will not deliver its data to AP
directly. Instead, M H; will try transmitting its data via the relay node, say
MH js O obtain a higher data rate. Otherwise, the transmission will be direct.

This is exemplified in Fig. 3, where the transmission ranges with corre-
sponding data rates are drawn based on the measure data given in Fig. 1. In
thisfigure, M H; at the fringe of MMI-WLAN is the sender while the destina-
tion may be AP, or some other node in the network (not shown). In Fig. 3(b),
M H;, uses M Hj as its relay node to AP, which provides a higher overall data
rate. Whereas, in Fig. 3(a), M H; directly transmits data to AP at only 6 Mbps
data rate without the aid of a relay node.

Control Message Flow

Fig. 4 illustrates the RAAR time-line for transmission of data packets. In
principle, this is the IEEE 802.11 fragmentation mechanism extended for the
incorporation of relay nodes. As the IEEE 802.11 standard, each frame in
RAAR contains information that defines the duration of the next transmission.
The duration information from the RTS/CTS frame is used to update the NAV
to indicate that the channel is busy until the end of ACKO. Both DATA/FRAGO
and ACKO also contain information to update the NAV to indicate a busy chan-
nel until the end of ACK1. This continues until the last fragment which carries
the duration ending at the last ACK. The ACK for the last fragment has the
duration field set to zero.

As shown above, the control flow indeed follows the same principle of the
IEEE 802.11 fragmentation mechanism, and eliminates unnecessary RTS/CTS
exchanges to improve the network throughput. That is, in contrast to the di-
rect implementation of IEEE 802.11 4-way handshake, we let the relay node,
M Hj;, forward DATA/FRAGs from the sender, M H;, to AP without the ex-
change of RTS/CTS in advance. This can improve the network throughput
because at the very beginning, M H; and AP have reserved the channel using
RTS/CTS transmitted at the base rate. Consequently, the relay node, M Hj,
has no need to reserve the channel for M H; and AP again, which obviously
would waste bandwidth for the same transmission.

Traffic and Channel Conditions.  There are some issues which arise while
using the RAAR protocol. These issues mainly revolve around the behavior of
the sender, M H;. In general, M H; should calculate the overall transmission
time based on its own data rate, T'R,, and the relay node’s data rate, TR, sug-
gested by AP, to determine whether or not this transmission should go through
the relay node. If so, M H; will estimate the distance between itself and the
relay node using information provided by AP, and select a modulation scheme
for error free transmission to the relay node.
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However, such estimation may be incorrect due to mobility or channel con-
dition change, and consequently, with the modulation scheme just chosen, the
data frame could be received incorrectly by AP. In this case, when expecting
a new arrival from the relay node after RTS/CTS exchange, AP estimates its
ACK time for this frame as well, and if the time expires without receipt of the
expected frame, AP can send a NACK to explicitly inform M H; of this failure.
As aresult, after obtaining the negative acknowledgement, M H; sends the fol-
lowing frames to AP directly, with datarate TRy, and the protocol reverts back
to a degraded version of this method, as discussed in the next section.

3. Throughputs of IEEE 802.11 MAC, RAAR and
D-RAAR

In the MMI-WLAN, multiple nodes located in multiple regions, using the
common wireless channel of IEEE 802.11 PHY are usual cases. In this envi-
ronment, we first examine the performance anomaly problem of IEEE 802.11
MAC indicated in [4]. Then, we show how this problem can be solved with a
degraded version of RAAR. Finally, we demonstrate the capability of RAAR
that can further increase the system throughput beyond the solution of D-
RAAR. These analytical results are further verified with the simulation results
of GloMoSim [9], which is a scalable simulation environment for wireless and
wired networks based on PARSEC [10].

IEEE 802.11 performance anomaly

Consider that in a M-region MMI-WLAN, IV; mobile hosts in each region
J are ready to transmit an uplink frame with /-bytes UDP data payload using
PHY mode m; with transmit power FP;z. In this environment, with the IEEE
802.11 MAC, the total time expended by a MH in transmitting a [-bytes data-
gram will be

TII,averall(laj) = Tt.‘l:(l’ mj) + Toy + Té)W ()

where Te::(l,mj) denotes the data transmission time for a node in R, using
modulation scheme m;, Ty, represents the constant overhead, Tprrs + 3 -
Tsirs+Trrs +Ters +Tack +4 ‘Tprcp, and Tow denotes the contention
window time, Zg(zl [(1 — Peoyt) - pi-l. Qﬂz(ll] +PK,. %’Q In this win-

coll ¢
dow time, CW (j) is (297! (aCWmin+1)—1)-aSlotTime whenl < j < 6
and becomes aCWmaz - aSlotTime when j > 6!, K denotes the maximum
number of retransmission, and P,y presents the collision probability in the
network, and is now obtained with simulations of GloMoSim.

'aCW nin is the minimum contention window size, aCWmaz is the maximum contention window size,
and aSlotime is the slot time.
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With these, we can analyze a node’s throughput by considering that the
channel utilization of a node in Rj is the ratio between the time to send one
packet and the time during which all other mobile hosts transmit once with
possible collisions. Because the channel access probability of CSMA/CA is
equal for all mobile hosts, the channel utilization factor of a node in Ig can be
calculated as

. iy (1,5
UJ(I) _ I,overc:ll : 3)
I Zcﬂil Ni : Tl,werall(l’t)

where Njdenotes the number of nodes in R;. Given thatand I-bytes UDP data
payload, the node throughput in R; can be obtained with

l
TRj : T;,overall(l’j)
L Tl,ouerall(l’j)
(Zgl Ni - T},mzerall(l’ ')) ) T;,overall(l’j)
l

= , 4)
Z:iA:!—‘l Ni ’ T;.overall(l’ 2)

vi) = Ui - TR;

It can be readily seen in the above that no particular terms with regard to
the Rj are involved in the final formula, which implies that a node located
in an inner region and using a higher rate to transmit I-bytes data obtains the
same throughput as a node located in an outer region and using a lower rate
for the same data. Contrary to all expectations of the multiple-rate PHY, this
result exhibits the fact that a higher data rate does not bring the throughput
higher than the others if it competes with a lower rate. This can be regarded
as a performance anomaly problem, and its reason is clearly shown in Eqgs.
(3) and (4): when only one packet can be transmitted with whatever rate, the
equal long term channel access probability leads to the same throughput for all
nodes.

Solving The Performance Anomaly Problem of IEEE 802.11
MAC with Degraded RAAR

The basic approach to solving the performance anomaly problem in IEEE
802.11 MAC is to use the same base data rate to send multiple back-to-back
data packets whenever the channel is held. This is the so called base-rate time
share given in Eq. (1) at the very beginning, and it is indeed the core concept of
OAR [2] and AAR [3]. However, the focus of these methods is on the oppor-
tunistic performance gain when the channel quality is good for transmission,
not on the solution of the anomaly problem.
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In our work, D-RAAR aims at both getting the opportunistic performance
gain and solving the anomaly problem together when RAAR’s relay scheme
can not work at that time. That is, when no relay nodes can be found or when
a given relay node is missed due to mobility or channel condition change, a
sender locating in R; will use the modulation m; to transmit multiple back-
to-back packets directly to AP, if the channel condition is allowed (referring to

Fig. 5). In this case, a MH can transmit the number of G‘(g)(l) back-to-back

packets, i.e., the number of I_FT‘—’I(LI)— Jor [7_17,&({'_1)_ packets to AP. In above,

Tiz(1, 1) denotes the transmission time of I-bytes UDP data payload using the
basic rate with the slowest modulation scheme, 1, and T (l mJ) denotes the
transmission time for the same payload in D-RAAR, which can be obtained as
Tt’z(l,mj) = T (1, mj) + Tack + 2 Tsyrs (referring to Fig. 5).

We now estimate the D-RRAR’s throughput by analysis. Consider that a
mobile host locating in R; is ready to use the modulation scheme m; to trans-
mit /-bytes UDP data payload to AP directly when no relay nodes can be found
at that time. Based on the base rate adopted in the MMI-WLAN, the overall
transmission time can be calculated as

Tp overaitlhs ) = G W) Tiz(lymy) + Tow + Tow )

Under the same consideration that the long term channel access probability is

equal for all nodes, in D-RAAR, the channel utilization factor of a node in R,
can be , )
TD overall (l’ -7)

Zl 1 N TD overall(l l)

Replacing U(l) in Eq. (4) with UJD(l) in above and considering the overall
transmission time of D-RAAR, the resulted equation leads to the fact that in
spite of the utilization factor, if multiple packets can be transmitted in a basic
slot-time, the node throughput of D-RAAR can increase by several times when
compared with IEEE 802.11 MAC. That is,

w1
TRj : T,D overall(l -7)
TD overall( ;.7) G(J)( -1
(Zgl N; - TD,overall(l’ 1’)) : TD,ouera!l(l’j)
GPw) -1
= bl _ %
2i=1 Ny T, overait(£17)

Note that 1f the value of the denominator is similar to that of IEEE 802.11
MAC, GY b (l) in the numerator in fact represents the gain factor that D-RAAR
can increase on the throughput.

Ui = (6)

vh) = Ub(l)- - TR;
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Throughput Analysis of RAAR

As shown above, if the performance-gain factor of D-RAAR, G‘g) (1), can be
larger than 1, the MMI-WLAN’s throughput can benefit from only D-RAAR.
However, with the degraded method, nodes in the outer regions may not enjoy
such performance gain much since the rates that can be obtained there are only
marginally larger than the base rate in usual cases. Accordingly, RAAR pro-
vides suitable intermediate nodes for relaying data to AP, and further increases
the throughput of these nodes, as analyzed below.

At first, the overall transmission time in the multiple node environment can
be obtained with

Ti,Z,overall (I, m, ml) = GS{)(I) + Ty (l,m, m’) + Ty + TCIJW (8)

where Gg) (1) represents the number of multiple back-to-back packets that can
be obtained with RAAR, given by |masitd o | or [mozlell 1 and Tyz (I, m, m’)

Tiz(L,m,m’ Te:(L,m,m’
denotes the data transmission time when the relay node is involved. Referring
to Fig. 4, this time can be obtained with Tiz({,m,m') = 3 - Tsrrs + 3 -
Tporp + Tiz(l,m) + Tiz(l,m') + Tack, where Tyz(l, m) and Ty, (1, m') de-
note the transmission time of this packet from the sender to the relay node and
that from the relay node to the AP, respectively.

Given this time, in RAAR, the channel utilization factor of a node in R, can
be obtained with

!

. T Lm,m
U}’g(l) = R,ouerall( m )

9
ZiM=1 N; - T:werall(l’ m, m’)

Accordingly, when considering G(,g) (1) packets delivered in the basic slot-time,
Tyz(1,1), the node throughput of RAAR in R; can be estimated by
G -1 ‘
!
TR;- TR.overa.ll(l’ m,m')
TIIZ.overall (l’ m, m,) : Gg)(l) -l
(zgl N; - Tlll,overall(l’ m, ml)) ' T;Z,overall (l’ m, ml)
2w
EiIZI Ni - T;z

vh() = UL TR,

(10

,overall (l’ m, m’)

Throughput Comparison of IEEE 802.11 MAC, D-RAAR,
and RAAR

In this subsection, the analysis indicated in the previous section is verified
and its results are further confirmed with simulations of GloMoSim. With
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both analysis and simulation, we exhibit the possible performance benefit of
D-RAAR and that of RAAR.

The environment under consideration is shown in Fig. 6, wherein five nodes
are located in each region, and in total eight regions are taken into account in
the MMI-WLAN according to the IEEE 802.11a measure data shown in Fig.
1. For simplicity, no nodes change their regions in the run time and a suitable
relay node can be found when a sender want to delivery its data to AP. With
this scenario, the methods under consideration are analyzed and simulated, and
their results are given in Fig. 7.

Fig. 7(a) shows the node throughputs in Hg with RAAR, and those in R; to
R7 with IEEE 802.11 MAGC, for different sizes of UDP data payload. It can be
seen from both analysis and simulation that IEEE 802.11 MAC results in the
same throughput in spite of a node’s location, which is the so-called 802.11
performance anomaly problem indicated previously, while RAAR significant-
ly improves the node throughput in the outermost region, as expected. Fig.
(7)b shows the node throughput obtained with D-RAAR for different sizes of
UDP data payload. Obviously, D-RAAR gives nodes in inner regions higher
throughput than nodes in outer regions, fully utilizing the capability of multi-
rate IEEE 802.11a PHY. Finally, Fig. (7)c shows the node throughput obtained
with RAAR in the outermost region, Rs. For comparison, the theoretical re-
sults of all regions and simulation results of By with D-RAAR are also given.
It is readily observable that the node throughput of R issignificantly im-
proved by RAAR. This confirms our argument that, even though D-RAAR can
transmit multiple back-to-back packets when nodes near AP, in the outermost
region, Rg, such a degraded method can provide at most one packet with the
lowest data rate, 6 Mbps. In such situation, RAAR shows its capability most
remarkably.

Given the results in Fig. (7)c, the question arises that, in addition to the out-
ermost region, how many other regions can benefit from RAAR. To answer this
question, we extend the experiment in Fig. (7)c to collect not only D-RAAR’s
results, but those of RAAR for each region and each UDP payload size. These
experimental results are now shown in Fig. 8. As shown in Fig. (8)a, the
performance-gain-factor ratio, G(}%) )] /G([],)(l), is larger than or equal to one
in Rg to R5 for most data payload sizes, which implies the possible