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PREFACE

The subject of this book is Command Control Communication and Information
(C*I) which is the management infrastructure for any large or complex dynamic
resource systems. Here command means the determination of what to do, and
control means the ongoing management of the execution of a command.

Decision making is the essence of C’I which is accomplished through a phased
implementation of a set of facilities, communications, personnel, equipment and
procedures for monitoring, forecasting, planning, directing, allocating resources,
and generating options to achieve specific and general objectives.

The C°I system that is in question here is for a strategic military command
including its subordinate commands. Although the design methodology that will be
expounded in the book is for a military system, it can, to a large extent, apply also
to tactical military as well as to civilian management information systems (MIS).

A C*I system is a decision making network that reflects a hierarchical organization
of C*I nodes. Each node is responsible for the management of some portion of the
available resources, where the higher level nodes are responsible for a
correspondingly greater portion of the resources. Within a C’I system both
command and control decision making occur at every level of the hierarchy.
Command decisions at one level determine how to satisfy the management
decisions at a higher level.

By taking similar national and international systems as a model, the book explains
how the so-called management infrastructure can be planned and designed using
available technologies, techniques and standards to achieve stated user operational
requirements including time and cost constraints which may be imposed on the
system.

The studies carried out in some national and international command headquarters
show that the following user requirements and priorities may be given as generic
requirements which can therefore be used as the basis for the general design work
described in the book:

o C’I system will generally consist of local and wide area nets, user terminals,
servers, operating systems, databases and various application programs. Users
through their terminals will access C’I resources complying with security rules
and other operational constrains.

o The system shall be used for usual CI functions as well as for training and
€XeICises.



e The system architecture shall follow the recommendations and principles of the
Open System Environment of ISO (International Standardization Organization).
The system shall be scalable and extendable.

¢ Information exchange between commands shall be effected by means of
message exchange, file exchange and data replication. Databases and
application programs shall be distributed and commonly usable.

e The C’I system shall function as a management information system in peace
time and be ready to serve the command control needs in tension, crisis and
war.

o The system shall be multi-level secure.

e The C’I system infrastructure that is outlined above shall be equipped with
software :

a) to provide various "Common Applications” such as message handling,
message processing, electronic mail, briefing support, etc.

b) to provide “Functional Area Specific Applications” (Special
Applications for intelligence, logistics, operations, etc.) these being
also independent of the command level.

While Common Applications have a wide usage in all the commercial systems for
which a large selection of COTS (Commercial Off-the Shelf) products is therefore
available, there is a need to develop new software for Special Applications which
are sometimes referred to as “computation-oriented applications” composed of
various decision aids and support systems.

The book discusses the requirements above and the technical and operational issues
raised and then deals with the main subject of designing C’I systems.

In dealing with command and control, there appears to be four essential problems
which must be overcome for a successful design:

1. There is no theory or generally accepted design methodology.

2. There is a wealth of data available in large-scale systems which are difficult to
validate, access and correlate.

3. Progress in agreeing international standards often lags behind the relevant
technologies which are developing very rapidly.

4. There are a number of systems implemented by different organizations with
little or no coordination resulting in lack of interoperability, software portability
and possibility of integration of facilities and resources.
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It is believed that the book successfully tackles the above problems by employing an
original design methodology based on the “mission-oriented analysis” of capturing
user requirements from which system design parameters and functional areas to be

automated are derived. A three-step approach is adopted to transform the
requirements to a fielded system:

1. Transformation of strategic goals, generic characteristics and system specific
characteristics into a Reference Model (RM).

2. Selection of standards and “standard” products for related functional elements
in the RM to produce an architecture.

3. Selection of remaining products in accordance with the standards, set forth in
the architecture, determining system performance and system integration
requirements to provide a fieldable configuration.

An implementation plan can then be produced using technology and standards that
are well understood and widely available. The system is developed through an
evolutionary acquisition process where capability can be added incrementally as
technology and standards progress and as applications software is created using
prototyping where necessary.

The book contains specific information on Techniques and Technologies, which
may be used for implementing a C’I System:

Mission oriented analysis methodology,

Data modeling techniques

Database technologies

Communications

MMI techniques

Security techniques

Software development and maintenance techniques
Decision support systems and techniques
Integration and interoperability techniques
Survivability Design

The applicability of these mostly emerging techniques and technologies to 1
systems is also evaluated in the book.

The subjects that are treated in the book are presented in the order which is usually
followed by a system designer.
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CHAPTER 1

INTRODUCTION

1.1 OBJECTIVE AND SCOPE

Several nations are planing and implementing military strategic and tactical
Command, Control, Communications and Information (C’I) systems. On the
civilian side government and corporations are implementing Management
Information Systems (MIS). The primary objective of this book is to give practical
support to military and civilian system engineers and academics involved with
planning, design and implementation of C’I systems for military and civilian
applications, so that they may be able to specify and implement fieldable Command
Control and Management Information Systems which are directly derived from
their operational requirements and which take into account the information systems
technologies and standards that are available.

It is to be appreciated that the scale and complexity of CI systems are such that a
comprehensive treatment of all the subjects and developments in C’I would not be
expected to be covered in one book. There are also some basic problems that make
the adoption of an analytic approach difficult for system design. Nevertheless, the
pragmatic approach taken in this book based on the experience of the authors over
many years in designing and implementing many C’I systems nationally and
internationally would, it is hoped, ensure that those using the book would be able to
plan and design large C’I systems with available technologies, techniques and
standards to meet user requirements ranging from data exchange, message
handling, information processing and databases to communications and computer
security, interoperability, survivability and decision support. Hence it will be seen
that the book expounds an original design methodology based on the “mission-
oriented analysis” of user requirements from which system design parameters and
classification of functional areas for software development are derived.

The design process begins with a goal architecture including requirements baseline
and main architectural principles in terms of generic, system-specific
characteristics and strategic goals and continues with a three step approach,
starting with the development of a reference model specifying functional elements
of the system followed by the architectural design involving selection of standards
for the functional elements and finally the specification of a fieldable configuration
involving selection of hardware and software products compatible with the
predetermined standards. An implementation plan, is then, produced by taking into
account the priorities of requirements and various constraints such as available
budget and time and finally a calculation of the cost of the system is presented.

A. N. Ince et al., Planning and Architectural Design of Modern Command Control Communications

and Information Systems © Kluwer Academic Publishers 1997
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1.1.1  Organizational Aspects

In this section, organizational structures of a military and civilian establishment are
presented. The examples depicted for the two structures appear to be similar and it
follows therefore that what is said and done for the military case would apply
generaly to the civilian one.

A typical example of the structure of a military organization for which a C?I system
is to be designed, is shown in Figure 1.1.

JOINT
COMMAND )
HQ Joint Command
1

I I |
LAND NAVAL AR

Forces Forces Forces Force Commands
HO HQ HO

I
[ | Subordinate
L1|[L2][L3] [N1|[N2 |A1||A2|[A3||A4|Commands

Figure 1.1 Military Organizational Structure

The military organization depicted in Figure 1.1, has a three level structure and at
each level, there exists at the staff level the Divisions of Personnel, Intelligence,
Operations, Logistics, Plans and Policies, Communications and Information
Systems. These divisions are responsible for the conduct of principle activities
related to:

Command and Control,
Communications and Information Systems (CIS),
Exercises,

Intelligence Activities,

Logistics Planning and Execution,
Crisis Management,
Environmental Concerns,
Electronic Warfare Operations,
Force Planning,

Budget & Finance,

Personnel.

The requirements for a military C’1 system, while not identical, are not
fundamentally different from that of a civilian commercial corporation. Rather than
having functional divisions dealing with Sales, Production and Marketing, a
military headquarters has divisions dealing with Operations, Intelligence, etc. In
both military and civil organizations, there are departments dealing with Logistics
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and Administration. In principle, therefore, the basic functions of an information
system and its technical infrastructure in a military environment are the same as
those in large civilian corporations, operating in the commercial environment.
Indeed, the total amount of data that has to be processed in the latter is at least as
large as in the former. MIS applications software needs are similar for both military
and civilian organizations, whereas the military applications software - accounting
for perhaps 10 % of the total Information System (IS) Software - naturally differs
from the operational applications software of commercial operations.

This leads us to the conclusion that the Open Systems Architecture approach
currently in general use and other general trends prevailing in such civilian
information systems is equally applicable to military C’I systems. Therefore, it
would be a good starting point to briefly discuss what a civilian corporate
organization demands and what technological trends are offered in response.

A similar corporate organization to that of the military organization with a three
level structure is given in Figure 1.2.

Corporate Main Headquarters
HQ
Central Southern Eastern . L
_ Regional Divisions
Region Region Region

L 1 1 | | ]

cr{{czi{ic3ifsi|s21s3]lE1|[E2][E3] Lecal Departments

Figure 1.2 Corporate Structure
The main functions of this generic corporation are mainly related to:

Executive,

Sales,

Marketing,
Engineering R&D,
Production,
Logistics,

Budget + Finance
Administration,
Personnel

Service & Support,
Projects,

Human Resources.
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The sole purpose of corporate information systems is to support the business
processes that are required to carry out the company’s mission. Corporate
information technology (IT) infrastructures provide the information required to
support and sustain these processes. This dictates a symbiotic relationship between
IT and the other functions of the corporation, since IT’s traditional administrative
role has expanded to the point that it is pervasive in all aspects of managing the
modern global enterprise.

One of the critical factors for a modern corporation’s success is its ability to make
and execute timely decisions, which, in turn, requires making widely available to
all decision-makers timely and accurate information - such as market and
competitive analysis, product and service development and delivery. In addition, as
global markets evolve and business react with new corporate strategies and
customer solutions, IT must be able to quickly change to provide the new
information required to support the reengineered processes. Thus, the survival of
the modern corporation depends on the ability of its IT architecture to respond to
the constantly evolving information needs of its business processes. Clearly,
business processes must not be driven by the capabilities of IT. Rather, IT must be
ever responsive to the needs of the enterprise. Finally, current corporate trends
include globalization, commodity product markets, shrinking market windows for
the introduction of new products, a decrease in inventory cycles, and an orientation
toward customer solutions with many heterogeneous products and services. More
and more, decisions need to be made closer to the customer and in real time. It also
is widely expected that management’s span of control will greatly increase and that
there will be a marked increase in the delegation of authority.

1.1.2  General System Description

By presenting a general description of the system to be designed, it is believed that
the book will explain the design process more clearly and in a more illustrative
manner by referring to and checking against this description where needed. The
term “description” is used to denote the possible outlook after the design and
implementation phases of the C’I system are completed.

The current technology, standards and constraints are considered to be the key
factors in the design for the realization of the description.

Needs of users, especially of decision makers including possible future demands are
reflected in the description. The user needs are determined by structured knowledge
elicitation techniques. Since user requirements are expected to change with time
and these changes can be implemented as technology permits, the description may
evolve incorporating new and enhanced features. This dynamically changing nature
of the system is ensured in the design by employing the, so-called, evolutionary
development and acquisition principle.

The following outline of a C’I system is considered very typical for most
applications of interest and will therefore be taken as the basis for design in this
book:
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The topology of the organization for which the C°I system is designed, is as
given in Figure 1.1(See also Figs. 3.1 and 3.2).

The system consists of a collection of processors, storage devices, terminals,
and communication networks interconnecting them together with executive
and application software.

The system can be used for training and exercise purposes as well in addition
to operational purposes.

The system complies with the Open System Architecture principles. Thus,
existing systems and systems procured in the future can be operated together
enabling the system to evolve on demand smoothly. If all the system
components conform to the standards, no technical interoperability problems
arise. Software components can easily be transported from one platform to
another. Problems of vendor dependence do not exist, because any vendor who
supplies products conforming to the standards can be chosen. Therefore, in
system purchase by evaluating more alternatives, procurement cost can be
reduced.

The system has a distributed structure and consists of a number of nodes
located on geographically dispersed areas. Terminals are connected to each
other with local and wide area networks. Each user location has local resources
like networks, servers, databases. Data exchange among different locations can
be performed by techniques like message exchange, and database replication.
Consequently, all the command centers can share all the system resources.

The system has redundancy for survivability to be used in peace, tension, crisis
and war periods in the same or alternative headquarters.

The system has the functionality of a Management Information System in
peace and acts as a Command and Control Information System in tension,
crisis and war.

The main purpose of the system is to support decision makers by automation of
their manual tasks. Here, supporting decision makers means aiding them by
providing situation awareness, generating options, verifying and explaining the
decisions in a timely and reliable manner and the system neither intends to
replace human decision makers nor is this foreseen to be possible.

The system contains measures to protect its users and their information against
internal and external security threats attempting to actively and passively upset
operations. Ideally the system should operate in accordance with Multi-Level
Security policies. Thus, it could be possibie to store, process, and transmit data
of the highest security level in the system. However, the joint use of the
resources are restricted for security reasons. Each user can access only the
categories of resources permitted by the “need-to-know” principle and the
clearance level of the user stating the classification level for the mission carried
out.
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1.2. DEFINITIONS

Definitions of the terminology used throughout the book are given below [1.1].

1.2.1. Command and Control (C2): The authority, responsibilities and activities
of military commanders in the direction and co-ordination of military forces and in
the implementation of orders related to the execution of operations.

1.2.2. Command and Control Communication System (C2CS): Communication
system which conveys information between military authorities for command and
control purposes.

1.2.3. Command and Control Information System (C2IS): Information system
which provides military authorities with support for command and control
purposes.

1.2.4. Command Control Communication and Information System (C’IS): The
term “Command Control Communication and Information System (C’IS)” means
an integrated system comprised of doctrine, procedures, organizational structure,
personnel, equipment, facilities and communications which provide authorities at
all levels with timely and adequate data to plan, direct ad control their activities.”

1.2.5. Commercial Off-The-Shelf (COTS): Pertaining to a commercially
marketed product which normally is used without modification.

1.2.6. Communication: Information transfer according to agreed conventions.

1.2.7. Communications Security: Protection of information while it is being
transmitted, particularly via telecommunications. A particular focus of
communications security is protection of information confidentiality.

1.2.8. Communication System: Assembly of equipmentl, methods and procedures
and, if necessary, personnel, organized to accomplish information transfer
functions.

1.2.9. Computer Network: A network of data processing nodes that are
interconnected for the purpose of data communication.

1.2.10. Computer Security: Protection of information while it is being processed
or stored.

1 L . L .
A communication system provides communications between its users and may embrace

transmission, switching subsystems and user /terminal area subsystem [1.2].
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1.2.11. Configuration Management: The identification, control, accounting for,
and auditing of all changes to system hardware, software, firmware, documentation,
test plans, and test results throughout the development and operation of the system.

1.2.12. Common Open System Environment (COSE): It is a set of requirements
that are used to derive a profile or selected list of specifications. These
specifications define the environment in which the system functions.

1.2.13. Encryption: The transformation of original text (called plain text) into
unintelligible text (called ciphertext). Sometimes called “enciphering.”

1.2.14. Evolutionary Acquisition: Procurement of a broadly defined overall system
capability in an adaptive and incremental way whereby the system is allowed to
evolve’ during planning, design and implementation within an approved
architectural framework.

1.2.15. Information: Intelligence or knowledge capable of being represented in
forms suitable for presentation, communication, storage or processing.

1.2.16. Information System: Assembly of equipment, methods and procedures and
if necessary personnel, organized to accomplish information processing functions.

1.2.17. Management Information System (MIS): An information processing
system that supports decision-making by the management of an organization.

1.2.18. Multi-Level Security (MLS ): Multi-level security allows users at different
sensitivity levels to access a system concurrently. The system permits each user to
access only the data that he or she is authorized to access. A multi-level device is
one on which a number of different levels of data can be processed.

1.2.19. Need-to-Know: A sccurity principle stating that a user should have access
only to the data he or she needs to perform a particular function.

1.2.20. Node: A system connected to a network.

1.2.21. Physical Architecture: The identification and arrangement of the physical
components of a system architecture into an orderly framework that describes the
physical structure, the technical functions, design features and technical attributes
that can be achieved by each component and by the system within specified
constraints.

2 An underlying factor in evolutionary acquisition is the need to field a well defined core
capability quickly in response to a validated requirement, including prototyping as
appropriate, while planning through an incremental upgrade programme to eventually
enhance the system to provide the overall system capability, including any required

replication of system capabilities.
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1.2.22. Prototype: A model or preliminary implementation suitable for evaluation
of system design, performance and production potential; or for better understanding
or determination of the requirements.

1.2.23. Rationalization: Method of satisfying the requirements of more parties by
using resources, funded by the parties individually or in group, to constitute
coherent, interoperable and cost-effective service capacities which are operated,
managed and maintained under mutually agreed arrangements.

1.2.24. Software Development: Creation of new software implemented
functionally to satisfy specified requirements.

1.2.25. Software Maintenance: Activity3 intended to retain software in, or restore
it to a state in which it can perform its required function.

1.2.26. System: Assembly of doctrines, methods, personnel, procedures, equipment
or facilities organized to accomplish specific functions.

1.2.27. System Architecture: The logical structure and operating principles* of a
system.

1.2.28. System Control: A function of system management for monitoring the
status of the system and directing corrective action.

1.2.29. System Management: Planning, employment and control of system
resources and their utilization to achieve and maintain optimal system operation.

1.2.30. Testbed: An environment containing the hardware, firmware, software,
instrumentation tools, simulators and other support necessary for a representative
testing and evaluation of a system or system element(s).

1.2.31. User: Any person or anything that uses the services of a communication
system or information system.

1.2.32. Tempest: Collection of measures that prevents the compromising electrical
and electromagnetic signals that emanate from computers and related equipment
from being intercepted and deciphered.

% Software maintenance comprises corrective, adaptive, and perfective software
maintenance.
* The operating principles include services, functions and interface standards against

performance required and constraints imposed.
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1.2.33. Vulnerability: A weakness in a computer system, or a point where the
system is susceptible to attack. The weakness could be exploited to violate system
security.

1.3. PROBLEM AREAS

The design of a C’I system encompasses many difficulties [1.3] the sources of
which may be classified as:

a) Uncertainty and changing nature of operational requirements to be
obtained through knowiedge elicitation techniques,

b) Lack of formal methods to express strategic goals to derive a goal
architecture,

c) Realization of the intrinsic properties of a C%I system stemming from the
large and complex structure requiring an interdisciplinary study.

The third item, itself, may be broken down further into other problem domains such
as;

¢ lack of a generally accepted foundation of c? theory,

¢ voluminous data to be processed rapidly and increasing complexity of
modern warfare,

o the developments taking place rapidly in the electronics market place,

o loose coordination or sometimes no coordination at all in acquiring
systems.

These problems, besides showing the difficulty of designing a C*I system, also
determine the main principle in design: Build a system which can easily and
efficiently be scaled and extended incrementally on demand when it becomes
feasible as permitted by the advances in technology and science.

To this end, some solutions to the aforementioned problems can be stated
respectively as, use of formal methods in expressing and analyzing user
requirements through computer aided software engineering tools; enumerating
technical means in achieving strategic goals and imposing these means as
standards throughout the design process; increasing the effort for validation and
verification; extending software engineering techniques where possible or dividing
the system to functional pieces of manageable sizes putting the emphasis on
interfaces to design complex and large systems; to follow criteria for scalable and
extendible systems, making use of efficient algorithms and fast computer
architectures and determining issues in risk and uncertainty management; taking
account of techniques for smooth interoperation of subsystems.
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1.4. SYSTEM ACQUISITION PHASES

The system acquisition process for a C’I system or indeed for any similar system, to
be designed is divided into four phases [1.2]:

(i) Establishment of the Concept: Taking into account requirements,
analysis, assumptions, state of technology and standards, objectives,
design rules leading to system characteristics.

(ii)) Development of the Architecture: Definition of the performance
requirements of the subsystems and their integration in a manner which
satisfies the level of performance required. This involves the study of
each aspect of the concept in sufficient detail to produce costed proposals
for budgetary cost estimates and to identify the major parameters and
subsystem characteristics. This will, then, allow the project to pass into
Phase (iii), which will include preparation of detailed cost estimates,
technical specifications and implementation planning.

(iii) Development of System Engineering Plans and Preparation of
Specifications and Implementation Plan: When approval is given from
the Authority to the designer’s proposals and recommendations
developed in phase (ii) above, it will be possible to enter phase (iii)
activities of specification writing and implementation planning (e.g. site
surveys and plans). In this phase, the design authority will be required to
produce a detailed cost estimate.

(iv) Procurement, Installation and Commissioning: The last phase of
system acquisition when the equipment, software and services as
specified in phase (ii) will be procured and installed according to the
time phased plan and consistent with the operational requirements and
funding constraints.

The design methodology adopted in this book covering steps (i) and (ii) of the
system acquisition phases is presented below.

1.5. DESIGN METHODOLOGY

For any design authority that is tasked to design a C’I type system for a specific
organization, like a military organization in our case, we believe that the design
methodology adapted would be similar to the approach reported in this book. The
results and conclusions may vary because of different user requirements, constraints
or available technologies, but the design approach described should be applicable in
most cases. Some general comments should be made at this stage about the system
we shall take as an example in this book and its characteristics. The system is
defined as a strategic Command, Control, Communication and Information [(o3)
system to be owned and operated by its main users. The design and dimensioning
for subordinate tactical CI systems is to be pursued in parallel.

The architecture for our system is influenced by several key operational user
requirements, principally by the need for enhanced security and survivability, by
the users to be served and the information to be exchanged. The detailed
operational requirements must be developed as an iterative process involving both
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the user/owner of the system as well as the design authority. This is to ensure that
the requirements can be stated in terms which would lead to a feasible, cost-
effective system capable of meeting the operational requirements. In order to
develop the architecture, methodologies have been devised which enable the cost-
effectiveness of the system in relation to the requirements to be assessed. The
principle of this methodology as well as sequencing of the tasks are shown, in
Figure 1.3.

Computer aided design tools are employed to dimension the system and to assess its
performance for different configurations, conditions and under different scenarios
of hostile actions from a potential opponent. The result of the studies is a set of
costed options for implementing the system over a time scale consistent with the
user requirements and within funding and other constraints.

A three-step approach is adopted for the design methodology covering phases (i)
and (ii) of system acquisition:

i) Transformation of user-stated strategic goals, generic characteristics
and system specific characteristics into a Reference Model (RM).

ii) Selection of standards and “standard” products for related functional
elements in the RM to produce a System Level Architecture.

iii) Selection of remaining products in accordance with the standards, set
forth in the architecture, determining system performance and system
integration requirements to provide a fieldable configuration meeting
the cost and other constraints given by the user.

These steps are expanded in the following sections.



A3010poyioy u3rsaq wWASAS [¢D) €T dmyy

|

NY'1d M
NOLLY.LNIWT TdWI
ﬂ saljuold jeuonesado -
L 1bpng -
WILSAS 318va13ld galsoo—— Burely -
+ $ * Jomodueyy -
100 - |efio] -
Aunosg - 1500 3pAD )17 sonpay - feonpay -
Ajqeledoso| - souspuadapul JOPUIA JOOL - feoiod -
Ajgeanng - Auigeress 1 Auliqepiod aaoidwy - aw| -
o}se Aouaiolye juawudojaaaq aAoidw| - |eloueuly -
SOAIR3IGO JO UORESYLIBA / UOKEDIEA Ayapnpoud Jesn w>§N__ - Suremsion
sleoo oibejeng I
A A
soseqeje(q - Aqesedossw) - A
ABajens
NYWNYAWNY - — unoag -
Sfeu). - uoRepawRIdL) z___nwzgm - <
SI9AIRG - SoljsLdPeIRYD SUWD
co_ﬁ_a_tooJ H
il opon sousioju o (HRUD) g | sty g
wirshg RPN S o ampalyoNy (209 [euojiessdo
» sJaubisaq
FEE Mool [sonsusieiey0 oypeds warshs |[—————'|  puesiesn




13
1.5.1 Concept

As can be seen from Figure 1.3, the main driver for the whole iterative process of
designing the system is the “Concept”.

Concept, sometimes called Goal Architecture, determines the infrastructure of the
system through system specific characteristics, generic characteristics and strategic
goals derived from the analysis of operational requirements [1.4].

Concept conveys information as to the user priorities, constraints to be imposed on
the design and it serves both as a baseline and as a set of measures to check against
validation and verification of the system design.

Strategic goals are the objectives of the system to be designed. They can be
exemplified for the CI system to be designed as:

e Improve user productivity (through consistent user interfaces, integrated
applications, data sharing, consistent security interface),

o Improve development efficiency (through common developments, COSE
(Common Open Sytem Environment), COTS products, software reuse,
resource sharing),

e Improve portability and scalability (portability, scalability),

Improve interoperability (common infrastructure, standardization),

e Promote vendor independence (interchangeable components, non-proprietary
specifications),

e Reduce life cycle cost (reduced duplication, reduced software maintenance
costs, reduced training cost).

Generic characteristics of the system (Those that every system must have up to a
degree) include features such as survivability, security and interoperability.
Additionally, modern IT architectures must be:

Responsive: real-time information must be provided to support distributed
decision-making.

Pervasive: all processes need to access and share the information necessary to
support corporate strategies and tactics.

Distributed: distributed and mobile organizations will demand computing systems
that are capable of being distributed and, thus, easily accessed locally.

Easily changed: future IT systems must be designed to evolve along with business
Pprocesses.

Host-centered systems supporting off-site processes and heterogeneous information
structures can not be quickly or easily modified to support emerging flexible
organizations. It has been persuasively argued that traditional host-centered IT
architectures are not optimal to support rapid change, distributed access, and data
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conversion-making them unsuitable for the emerging global corporations of the
21st century. Thus, modern IT architectures must be, in contrast, network-centered.

System specific characteristics, on the other hand, are a result of functional
requirements specific to functional areas.

In this phase of the design process, the system requirements are specified to derive
later user-level functions, hardware and software configuration satisfying the
constraints of performance, reliability, availability, serviceability and cost.

Goal Architecture containing also the topology of the system to be designed, is
determined both with respect to organizational hierarchy and the activities
performed in the organization.

As an example of topology formation, some properties for a CI system are given
below showing the design decisions dictated and how a suitable topology is
inferred:

Example
Property Design Decision
diversity of activities modular design
hierarchy in C2 centralized design
activity formation client-server design

As depicted in the above table, diversity of activities in a C’I system dictates a
modular approach to design. Command and control structure implies a cenralized
design approach. Formation of activities, on the other hand, may force the designer
to adopt a strategy inclined towards client-server architecture.

The recent flood of articles and seminars about client-server computing indicates
the growing popularity of this architecture for storing, manipulating, and viewing
data. Its strength lies in its ability to distribute tasks, which gives the approach a
booster shot of computing power. Neither the centralized computing of the 1970s
nor the local computing of the ‘80s can compare for efficiency with this approach.

When a centralized system is used for a task such as database management, a single
general-purpose mainframe or minicomputer handles every task except one- the
display of the machine’s output is left to attached terminals. In a local system used
for such tasks, ordinary PCs manipulate as well as display stored data; the data may
be stored on the local PC itself or a shared file server.

Client-server computing adds yet more intelligence, and specialized intelligence at
that. In the interval between being stored on a file server or large computer and
being finally processed and viewed on PCs, the data is preprocessed on an
application server (either a specialized computer or software) dedicated to accessing
and manipulating data. The application server is undoubtedly efficient. It sorts
through large masses of data and passes only relevant information to the local
computer. It is much faster than a large multi-user computer or a local PC at
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juggling data because it is optimized for a single task. Since it transmits only
relevant data, fewer bytes are moved over the network, thereby freeing up
bandwidth.

In the traditional corporate computing environment, mainframe hardware and
software systems were dominant. That is changing; today, corporations are shifting
to distributed computing environment. Mainframe computing, also called host-
centered computing, is based on proprietary and closed hardware and software,
whereas distributed computing, also called network-centered computing, is based
on open hardware and software.

New network-centered products and systems, unlike their host-centered
counterparts, enjoy the technological and financial benefits of an active, global
competitive market. In addition, the new distributed computing environments are
better able to support current business needs, such as globalization and
decentralized decision-making,

By design, distributed computing systems are more flexible and can be modified
with minimum, localized impact, making them more responsive than host-centered
systems to changing business processes and markets. On the other hand, the
successful implementation of distributed systems poses new engineering and
operational challenges because they are, by nature, a collection of independent
resources using finite bandwidth networks to exchange information to collectively
solve complex, data-intensive problems. Almost all of the improvements
mentioned for civilian corporations on IT are applicable to military systems.

1.5.2 Reference Model

Given the strategic goals, generic and system specific characteristics, architectural
clements, interfaces between functional elements and design characteristics are
determined in the reference model [1.4].

Since the system to be designed is a C’I system, the layers denoting the
architectural elements of the system resemble to that of a typical information
system such as hardware platform, operating system, and user interfaces.

The layers of the Reference Model (RM) should be complete in the sense that any
entity or function required by the CI system to be designed, can easily be specified
in terms of the elements of the layers unambiguously and easily.

The main components of the distributed computing architecture are;

User interface,

Applications,

Application programming interfaces (APISs),
Middleware (shared distributed computing services),
System interfaces, and

System and network infrastructure.
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The basic principle of the architecture is the provisioning of as many computing
shared services as possible in the form of shared servers, achieved through the
middleware (shared distributed computing services) layer. Examples of shared
services offered by this layer are directories, security, remote procedure calls,
distributed time services, distributed file services, and data management and access.
The architecture enables the logical integration of all system resources, makes
resource location, access, and program execution transparent to the user, and
supports mechanisms that enable efficient resource and system management.

The system and network infrastructure includes computing and storage resources
interconnected via a network structure that may consist of a mixture of multiple
access networks, switches, hubs, and internetworking devices.

Example

Reference Model
Application Layer
API Layer
Common Services
0S
Hardware

i Wit =—

Given the layers of the reference model as above, the communication subsystem
would be realized as shown below in the corresponding layers:

1. Audio/Video Information exchange
Video Conferencing, E-Mail/Message
Coordination, Secure-reliable image transfer, ...

3. Routing, File Transfer Protocols, Naming,
TCP/IP,

4. Communication priorities of OS, Device
Drivers, Threads, Message Passing, ...

5. Communication Hardware (Routers, bridges),
Interfaces, ...

1.5.3  Architecture

In this step, technical elements of the system are determined by populating the
layers of the reference model with corresponding standards. These standards may
be international, NATO or de-facto or some preferred standard products.
Depending upon the concept, the use of these standards will be prioritized. For
example, it may be the case that the strategic goal ‘improve vendor independence’
may dictate the use of international standards whereas, the generic characteristic
‘security’ may imply the use of some preferred standard product. This, in turn,
requires to strike a balance between different design decisions without violating the
overall concept.

1t should be noted that, in this step, an evaluation of standards with respect to their
maturity, functionality, quality and strength of service is required.
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1.5.4  Configuration

Final step is the configuration step where physical elements of the system are
determined and functional allocation is performed. The selection of remaining
standards and standard products which result from the software to be developed and
interfaces for interopeability, are realized in this step.

A combination of the dedicated-function and load-sharing is used for functional
allocation. In the dedicated-function approach, the basic system functions are
identified and assigned across multiple processors. This approach leads to simple
and low-cost system architectures, but it may also lead to an unbalanced system,
due either to an allocation imbalance or workload fluctuations.

In the load-sharing function approach, the workload is divided equally among a
number of processors which, in aggregate, are capable of supporting the entire
workload. The workload assignment process can be either static or dynamic. The
use of both approaches permits the advantages of one to be used to offset the
disadvantages of the other.

The major functions that need to be considered in the allocation process are:

Electronic mail,

File service,

Database service,

Computing service,

Print service,

Communication service,

Data management services,

Software distribution and management services,
Distributed system management services, and
Applications processing.

Hardware and software components making up the overall system are determined
and the interfaces are specified in this step in such a way that the costed ficldable
system implementation plan can readily be produced and validation and
verification of the C’I system designed, can be performed against the concept. This
phase analyses access requirements and workload characteristics and uses
analytical and simulation models to study system performance under various load
conditions and evaluate design alternatives. The result is a system architecture that
is then validated for its functional correctness and its ability to meet the design
requirements. This step is iterative and may require several modifications until the
design meets the objectives.



18
1.6 CONTENT OF THE BOOK

The subjects that are treated in the book are presented in the order which is usually
followed by a system designer.

Chapter 1 starts with a summary of some problem areas and issues concerning
C’I systems and then outlines the phases of system acquisition followed by a
description of system design methodology that is used in the book.

Chapter 2 deals with operational requirements; how they are captured and
analyzed to derive system design parameters. Requirements are expressed in terms
of command and conflict levels, key mission components, major C? activity
categories and C? activities and decisions / actions for a military organization to
establish a common dialogue between users and designers of the system.

User requirements are captured using three special forms for each command and
conflict level which are named as,

¢ Form for Capturing Information Relating to KMC,
C? Activities and Decisions / Actions,

e Form for Capturing Decisions / Actions Attributes,

e Data Set Form.

Techniques and procedures are then presented for requirements analysis, data and
functional analysis and methods for derivation of system design parameters using
Computer Aided System Engineering (CASE) tools.

In Chapter 3, the C’I system to be designed is outlined in terms of command
structure, network topology, information processing functions such as MMI, data
management, information exchange, application software, computer security,
system control and auditing, and communication subsystem and services
(LAN/WAN/ATM techniques, Message Handling, File Transfer, Remote Data
Access, Electronic Mail, Video) including communication security.

The C°I system outlined is multi-level secure and is composed of a set of
interconnected nodes each equipped with appropriate software and hardware
facilities to serve the needs of users connected to that node. The nodes serving
Main Headquarters are termed as primary nodes whereas nodes serving
Subordinate Headquarters are called secondary nodes.

C®I system supports Management Information System (MIS) activities as well as
Command and Control functions. The system architecture adopted is based on
client-server approach and conforms to agreed OSI protocols.

As mentioned previously system design follows a three-step approach, starting with
the development of a reference model in terms of generic and system specific
characteristics, and followed by the architectural design involving selection of
standards and standard products and finally the specifications of a fieldable
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configuration, involving selection of the remaining software and hardware products
compatible with the selected standards.

In short, this chapter defines a goal architecture including requirements baseline
and main architectural principles (generic characteristics, system specific
characteristics, cost minimizing factors and strategic goals) which serves as a
technical reference for the design and implementation of the C°I system all of
which are treated in the following chapters.

The objective of Chapter 4 is to define a Reference Model (RM) that satisfies the
goals and characteristics defined in previous chapter and which will facilitate the
establishment of a specific C’I architecture.

The Reference Model which organizes and interrelates all the technical components
expected to be present in C%I system is represented as a set of five interacting
layers named:
Layer 1: Hardware Platform
Layer 2: Operating System
Layer 3: Common Services
(Interoperability, Data Management, Graphics,...)
Layer 4: Application
(Common User Functions, Special User Functions)
Layer 5: User Interface
(Character Mode, Block Mode, Graphical Mode)

As will be appreciated the purpose of RM is equivalent to the purpose of the OSI
(Open System Interconnection) Reference Model. RM does not identify standards
or products which are parts of the Chapter 5 and 6.

The design of the system technical architecture is dealt with in Chapter 5 which
basically describes how the layers of RM are populated with standards meeting the
system characteristics and goals presented in the previous chapter.

The criteria used for selecting standards include considerations for security,
availability of standards and COTS products, functionality, portability, scalability,
interoperability and survivability.

All the available standards for different layers of the Reference Model are discussed
which would give the system the attributes mentioned above. It is shown that not all
the standards required are available as international ISO,IETF (Internet Exchange
Technical Forum), CCITT (International Telegraph and Telephone Consultative
Committee) or ETSI (European Telecommunication Standards Institute) standards
and it is recommended here that where the international standards needed do not
exist and the system implementation is urgent, use should be made of relevant
NATO standards and emerging and /or temporary standards allowing the use of
available COTS products that have been certified or authorized as providing
adequate security protection.
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In Chapter 6 the design of the C31 system to be implemented is completed by
specifying the hardware and software products which make up the system and
comply with the standards set out in the previous chapter.

The hardware configuration embraces user terminals, servers, displays,
LAN/MAN/WAN, bridges/routers, gateways, communication processors, and
various security devices.

The software configuration consists of the programs for common applications such
as message handling and the listing of functional area specific programs most of
which are still to be developed using prototyping techniques. Taking account of
operational requirements, these application programs are classified into three
classes; database applications, graphics-oriented applications and computation-
oriented applications.

The most onerous software development relate to computation-oriented software
mostly decision support aids that require the use of techniques such as data fusion,
Al (Artificial Intelligence), knowledge based expert systems, and black-boarding.

One of the most fundamental aspects of a military as well as of a civilian C’I
system is related to trust and security which covers three basic areas of
confidentiality, integrity and availability of information and these are treated in
Chapter 7.

These three topics are first discussed followed by a threat analysis including the
vulnerabilities of the computer system in terms of personnel, physical, operational,
communications, networks, computing and information. Possible security solutions
are then presented in terms of authentication, access control, auditing and intrusion
detection, trusted computing base (TCB) and network security leading to a multi-
level secure system.

The extent to which the above solutions are implemented in the fielded system
would determine the trustworthiness and security level of the system. The security
level and the security risk, obtained by the system, can be estimated by a
methodology outlined in this chapter. This methodology also establishes a
relationship between user clearances and the assurance level of the hardware and
software products used in the system.

The important subject of Surveillance and Control System (SURCONS) is treated
in Chapter 8, System Management, where system features such as monitoring,
control and maintenance, service and resource provisioning support to planning
activities and system implementation and development are discussed.

SURCONS is designed to incorporate the above features with a view to maintaining
maximum system performance as required by the user under changing operating
conditions, natural and man-made stresses, disturbances and equipment disruption.

The SURCONS architecture supports centralized and decentralized modes of
operation and reflects the distributed nature of the C*I system and provides three
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levels of monitoring and control  performed at Major and Subordinate
Headquarters.

Chapter 9, System Costing and Implementation, starts with the description of a
costing methodology which is used to cost the C3I system designed and which
considers both the capital (one-time) and recurring costs (operation, maintenance,
manpower and training) based on unit prices obtained from manufacturers and own
experience capitalized over a number of years. Capital and recurring costs are
tabulated in a typical format showing the expenditures on an annual basis for each
related cost item.

This chapter then moves to discussing describes the essential features and strategy
of implementation, taking account of the extent/coverage of the C°I system,
operational requirements and the uncertainties involved and financial and time
constraints as well as problems raised by changing and evolving requirements and
technologies.

Based on experience with military systems a step-by-step approach called
“evolutionary development and acquisition” is proposed in this chapter which
dictates an incremental acquisition process instead of implementing the overall C’I
system fully at once.

Adoption of a phased implementation strategy which affects implementation
schedule is necessitated by factors such as, user priorities, status of technological
advances and international standards, budget constraints, software development
time and the number and distribution of nodes and installation times.

Chapter 9 recommends a 3-phase implementation schedule. The pressing user
requirements related to Command Control information flow and some common
user functions, so-called Core Capability, are implemented in Phase 1. This Phase
provides also elements of the architecture (the infrastructure) which are essential to
the evolution of the system towards the final configuration. Capabilities called
Special Applications which are user specific are implemented in Phase 2. Some of
the previous capabilities are extended and decision support which require relatively
long time to prototype are implemented in the last phase.

The work involved in software development for C°I is pioneering and experience is
low, and yet it is important to produce realistic estimates of timescales, staffing
and budget accurate enough for planning level cost estimates.

A methodology for estimating software development time and cost is presented in
this chapter based on a mathematical model called “Quantitative Software
Management” which requires an estimate of the amount of software to be written
and an estimate of the productivity of the team that is to develop the software .
Since neither of these parameters can be known accurately at an early stage of a
novel project the resulting uncertainty is presented in terms -of risk to the schedule,
staffing and cost. The variability of the estimates produced in this way is reduced by
the use of some historical database.
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The book concludes with an Epiloque in which a synogsis is given of the important

issues involved in designing and implementing a C

I system incorporating new

techological products and accommodating changing user requirements.

1.7
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CHAPTER 2

METHODOLOGY FOR COLLECTING AND
ANALYZING USER REQUIREMENTS
Mission-Oriented Analysis

2.1. COVERAGE

The purpose of this chapter is to present and describe a methodology for the
elicitation and analysis of user requirements in designing an information system.
For the reasons given in Chapter 1, the requirements capture will be for a military
organization which we shall take as an example in this book.

It is a truism that the effectiveness and efficiency of an C’I/MIS system to be
designed for an organization will be as good as the quality of the user operational
requirements captured and that this can be best achieved if a well thought-out
methodology, easy to understand and use by the user and the designer, can be found
or developed.

The methodology described and recommended in this Chapter for capturing and
analysing user requirements is called “Mission Oriented Analysis (MOA)
technique” which has been successfully used by the authors for national and
international applications. This methodology has the merit of covering all the
important issues affecting the system design and is claimed to be user friendly and
in a format easily processable in a CASE (Computer Aided System Engineering)
environment.

The categories of issues addressed and paid attention to hierarchically in the
methodology for a military organization are given below:

The requirements capture is conducted in a hierarchical manner in that for each
command level and conflict level (peace, tension, crisis and war time), the major
C2 categories and activities are obtained for each categories of the key mission
components of that command. This is then detailed by specifying decisions/actions
and related data for each C2 activities.

Once the requirements are fully captured as above they are subjected to analysis
using CASE tools from which the system design parameters are derived.

A. N. Ince et al., Planning and Architectural Design of Modern Command Control Communications

and Information Systems © Kluwer Academic Publishers 1997
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2.1.1  C°I Applications for Military and Civilian Organizations

Command and Control (C2) is the process by which military commanders and
civilian managers exercise authority and direction over their human and material
resources to accomplish tactical and strategic objectives [2.1]. C2 is accomplished
via the orchestrated implementation of a set of facilities, communications,
personnel, equipment, and procedures for monitoring, forecasting, planning,
directing, allocating resources, and generating options to achieve general and
specific objectives. In civilian organizations, this process can best be called
operational business management.

Military and civilian C’I systems are similar in their requirements. Both military
and civilian C’I systems support the processes that are required to carry out the
organization’s mission. The success of both systems depends on their ability to
make and execute timely decisions which, in turn, requires making widely available
to all decision makers timely and accurate information. In industry, managers and
corporate leaders identify market objectives and then mobilize resources to achieve
them; in the military, commanders plan and execute complicated, phased
operations to fulfill their missions. Managers in industry mobilize factories,
aggressive managers, line workers, and their natural and synthesized resources to
produce superior products. Commanders in the military mobilize weapons, troops,
and sophisticated communications equipment to defend and acquire territory and
associated military and political objectives.

The collection of user requirements is key to the successful design of any
information system as well as C1 systems. The design methodology described in
this book heavily relies on this phase requiring a very careful, unambigious, correct
understanding of what the users of the C’I system are going to perform and what
are the processes involved and the data to be processed. In this respect, the
requirements capture is relatively easier in military than in civilian organizations
since the description and details of most of the military activities, are well
regulated and defined in directives in terms of command and conflict levels, key
missions and categories. This implies that the Mission Oriented Analysis (MOA)
methodology described in this chapter, when applied to a civilian organization, will
require greater effort from the user. However, once the requirements are captured in
the right and correct way following the MOA methodology, the analysis of the data
gathered can then follow strict and auditable procedures leading to better designed
systems.

The MOA methodology allows incorporation of criteria for security and
survivability demanded by military systems. Therefore, the designers of C%1 systems
for civilian corporations who have already started to pay more and more attention
to security and survivability characteristics, should find MOA a useful and effective
methodology for capturing requirements data.
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2.2. ELEMENTS OF MOA

2.2.1 Command Levels

As mentioned in Chapter 1, this book describes the design of a C’I system taking
the military organization as an exampe. A generic organizational structure for a
military organization is to be illustrated is given in Figure 1.1 of Chapter 1. This 3-
layered organizational structure depicts a hierarchy whose levels correspond to
Joint Command (JC), Force Commands (FC) and their Subordinate Commands
(SC) from top to bottom. Each command has both a peace and generally a separate
protected war headquarters for conducting peace and war time activities. The
information needed by the Joint Command is usually obtained from Force
Commands in peace, tension, crisis and war, but in war conditions, the required
information may also be attained directly from Subordinate Commands in addition
to FCs. The decisions produced in response are instantly delivered to subordinate
headquarters and the results of actions correcponding to these decisions are
monitored continuously through completed activity reports sent by subordinate
commands. In the light of the explanations given briefly, the headquarters that will
be served by a C’I system can be listed as follows:

e Joint Command Peace and War Headquarters (PHQ, WHQ),
¢ Force Commands Peace and War Headquarters,
e  Subordinate Commands Peace and War Headquarters.

In some cases, JC and FC war headquarters may be co-located in order to increase
the effectiveness in administration and tasking of the forces and for better
collaboration and coordination.

As it would be expected and as seen in Figure 1.2, the organizational structure of
large civilian corporations resembles very closely that of the military organization
in peace.

2.2.2 Conflict Levels

The main objective of the military activities taking place in a headquarters is to
enable the commander to take appropriate and timely actions in response to any
conflict situation including war that may develop. It would be expected that the
information needed by the commander would change as the situation changes from
peace to war time conditions. In order to be able to design the system to have the
characteristics which can accommodate the changes in question it is necessary to
elicit the commander’s (user’s) requirements for each discernable conflict level.
Three conflict levels as listed below are defined for command and control purposes:

s Peace,
¢ Tension/Crisis,
e War.
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The functional requirements and information needs for these functions are
determined separately for each conflict level.

2.2.3 Key Mission Components (KMC)

For each command level and consistent with its strategic objectives the user specify
what are his key missions; we call these the key mission components of the
Command. Typically a KMC may be as given below:

(i) Peace time missions,

(ii) Crisis management,

(iii) Prevention of initial attack,

(iv) Air superiority and sustenance,

(v) Prevention of enemy’s main attack,
(vi) Sea control,

(vii) General counter attack.

For each KMC, the user must specify the major categories of C2 activities to be
undertaken by his command in a given conflict situation. Corresponding to each C2
category the user must then specify the C2 activities involved. Finally for each C2
activity the user must specify what decisions are to be made and the actions to be
taken by his command.

C2 activities and decisions/actions in peace time in contrast to the activities in
other conflict levels which are formed individually, are determined as dictated or
required by the other conflict levels. Changes in threat may in parallel bring about
new key mission activities or may result in alteration of key mission activities. This,
in turn, necessitates the infrastructure of the C°I system to be so designed so as to
present facilities for realizing such possible additions and updates.

Key mission activities are dependent on the conflict levels. Not all the key mission
activities can be performed in every conflict level. Military activities in support of
crisis management, for example, are performed only in crisis. Whereas, key
missions related to activities such as prevention of initial attack, air superiority and
prevention of enemy’s main attack are only executed in war time but not performed
in peace. Sea control, on the other hand, is a key mission activity required in every
conflict level. The relationship between the key mission activities and the conflict
levels are shown in Table 2.1 below.
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Table 2.1 Key Mission Components and Conflict Levels

The information as outlined above can be collected using the form given in Table
2.2 where, for the information sought under the headings of C2 categories, C2
activities, decisions/actions, and data bases, typical examples are provided in
Section 2.2.4, 2.2.5 and 2.2.6 below.

2.2.4 Command And Control Categories

C2 activities for accomplishing key missions are divided into seven categories as
shown in Figure 2.1.

Figure 2.1 Typical Command -Control Activity Categories
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@
(ii)
(iii)
(iv)
\))]
(vi)

(vii)

Peace time activities,

Monitoring of enemy situation and assessment of warnings and indications,
Formation, maintenance and update of related databases,

Situation assessment,

Planning and allocation,

Tasking and action,

Feedback and termination.

2.2.5 Command and Control Activities

Typical Command and Control Activities performed during different conflict levels
in various C2 Categories arc enumerated in the following:

Collection and distribution of intelligence data,
Operation of sensors and warning systems,
Coordination of reconnaissance and surveillance,
Utilization of intelligence databases,
Utilization of operations databases,

Utilization of logistics databases,

Utilization of communications and information systems databases,
Utilization of personnel databases,

Utilization of targets databases,

Threat assessment,

Revision of reserve requirements,

Operations Planning,

Revision of constraints,

Notification of military vigilance,

Notification and employment of alert measures,
Psychological war activities,

Deployment of forces,

Application of civilian military cooperation,
Revision of security requirements,

Tasking and action,

Termination of vigilance,

Termination and reporting.

In determining the C2 Activities, the following assumptions are taken ' into
consideration:

Activities, decisions and actions carried out in the JC Headquarters are taken
as basis. The data that can support these decisions and actions, however, will
be acquired from subordinate commands (FC and SC) in addition to the JC
Headquarters. The decisions taken by the JC Headquarters will be delivered to
the subordinate commands and the results of the operations will be fed back to
the JC.
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e Some key missions will require consultation to political authorities and the
decisions of these authorities.

e Land, air and naval operations can be carried out independently or jointly.
o Key missions can be conducted jointly depending on the scenario.

2.2.6  Decisions/Actions And Data Bases

2.2.6.1 Decisions/Actions

Decisions/actions necessary for each C2 activity together with associated data sets
and functional areas and commands are listed in the last columns of Table 2.2.

The functional areas in a command typically can be Personnel (F1), Intelligence
(F2), Operations (F3), Logistics (F4), Plans and Policies (F5) and Communications
and Information Systems (F6).

Table 2.3 Form For Capturing Decision/Action Properties

DECISION/ACTION
EXECUTING AUTHORITY
COORDINATION AUTHORITY

RELATED DOCUMENTS

DATA PROCESSING REQUIREMENTS

voice/image message message word graphics | briefing |GIS | electronic
processing preparation | processing | processing tabulation
voice/image output | Digital Large Screen Display Image | Voice

presentation Processing

SECURITY LEVEL

Unclassified | Restricted Confidential | Secret Top Secret | Cosmic Atomal
SECURITY MODE

MLS CMW SH Dedicated

PRIORITY/SIGNIFICANCE | ]

PREREQISITE DECISIONS/ACTIONS

AFFECTED DECISIONS/ ACTIONS

PROBLEM AREAS
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A) For each decision/action the following information will be collected (Table 2.3).

i) Executing Authority
ii) Coordinating Authority

- If the executing and the coordinating authorities are in JC the names of related
branches, otherwise the names of related FC and SC are given.

iii) Data Processing Requirements

The data processing requirements for decisions/actions are given in terms of
specifications listed below:

Voice Recognition: Digitizing voice signal, analyzing, identifying,
converting into commands and text, and then storing, etc.

Image Processing: Analyzing an image data (e.g. air photographs),
identifying, and storing, etc.

Message Preparation: Converting data into formatted messages, and
augmenting data like destinations, prorities, security levels of the
messages and then transferring to message handling system, etc.

Message Processing: Updating the related databases using the data of
formatted messages received from message handling system.

Word Processing: Commercial software like Word, Word Star, Word
Perfect, etc.

Graphics: Software and hardware (graphics screen, plotter, etc)
required to create and to wiew graphics drawings.

Briefing Support: Tools for faster, trusted and confidential briefing
preparation and presentation.

Geographical Information System (GIS): The need for software
enabling for instance personnel and logistics data to be viewed on
maps; supporting interactions between GIS and DBMS in such a way
that updates in one are automatically reflected in the other etc.
Spreadsheet: Need for spreadsheets.

Number Crunching: Need for software and hardware for speeding up
compute-intensive tasks.

Large Screen: Electronic map display for briefing.
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iv) Security Level
The security level of decisions/actions is given by the following classification:

Unclassified
Restricted
Confidential
Secret

Top Secret
Cosmic
Atomal

v) Security Mode

The security mode applied by the executing and coordinating authorities can be one
of the following:

Multi Level Security (MLS)
Compartmented Mode Security (CMS)
System High (SH)

Dedicated

vi) Priority/Significance

The priority/significance of decisions/actions determines how the detection and
counter measures are effected in case of performance-degradation case.

vii) Prerequisite Decisions/Actions

Previous set of decisions/actions affecting the decisions/actions in question.
viii) Affected Decisions/Actions

The decisions/actions in question affecting other decisions/actions.

ix) Problem Areas

Organizational, bureaucratic problems encountered in executing actions/decisions
some of which may be solved by automation.

One of the major aims of the C’I system to be designed is to aid the decision
makers by producing decision alternatives, and to dynamically assess alternatives
on the basis of evaluation criteria. This, on the other hand, may not be possible to
do automatically with the current technology and knowledge or it may not even be
required for some cases. For this reason, it is necessary to determine the automation
level of each command and control activity. The data required for the actions and
decisions which are to be taken in response to different events will be accessed from
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the databases which always contain up-to-date information. Since data can reside in
different systems in different headquarters and may have different security levels,
interoperability and multilevel security issues should be taken into consideration.
The issue of distributed or centralized use of databases in geographically dispersed
headquarters should address both availability and survivability in providing for a
solution.

B) For each data item the follwing information will be provided (Table 2.4).

i) Name of data

ii) Source and destination of data
iii) Owner of data

iv) Branch Number

The branch in JC which is the source, owner or destination of data.
v) Validation

If data is validated, the method and the sources used for validation.
vi) Type

The type of information is given by the following:

Formatted Text (message)
Unformatted Text

Voice

Photo

Video

vii) Amount/Frequency

The amount of data to be given in number of pages. The frequency of data is given
by:

Hours

Days

Weeks

Months

Years

Once
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viii) Security Level

The security level of data is given by the following classifications marks:
o  Unclassified
e  Restricted

Confidential

Secret

Top Secret

Cosmic

Atomal

ix) Security Mode

The security mode to be used in processing and flow of data can be one of the
following:

Multi Level Security (MLS)
Compartmented Mode Security (CMS)
System High (SH)

Dedicated

x) Precedence/Priority
This can be one of the following categories:

Flash (P1),
Immediate (P2),
Priority (P3),
Routine (P4).

xi) Message Formats

e ADAT-P3,
e  National standards,
e ACP-127.

2.2.6.2 Databases

Conducting Command and Control activities timely, thoroughly and correctly will
only be possible if the information needed can be acquired, stored and processed
correctly and quickly. This, in turn, requires special attention to be paid to the
selection of a Data Base Management System (DBMS) to be used and the databases
to be created.

The databases that are used in carrying out command and control activities and the
information which can be accessed through these databases are created to
correspond to the functional areas which are common to all the commands. The
important data elements contained in each data base are given below.
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a) Personnel
This database contains information about personnel assesment such as:

Personnel posts/availability,
General personnel availability,
Critical personnel situation,
Personnel education/training status,
General readiness status.

b) Intelligence

o Intelligence outlines, reports and complementary reports from a variety of
sources,

Information regarding the enemy’s combat establishment and deployment,
Background studies for regions of operations,

Intelligence situation assessment,

Intelligence countermeasures areas,

Enemy order of battle (ORBAT):

Land,
Air,
Navy,
Logistics.

Enemy’s current status of deployment and re-arrangement activities,
Intelligence data for air operations,

Information on conventional, chemical and nuclear targets,

Counter intelligence data,

Information on targets and command control objectives,

NBC information,

Enemy’s electronic warfare order,

Enemy’s air support for naval operations.

()
'

Operations

Military restricted and security zone activities,

Intrusion of land borders, territorial waters and air space violations,

Control of air space and activities for utilization of military airfields,

Harbor visits by foreign military ships and the activities for utilization of

harbors,

Alert status,

e Activities related to war headquarters,

e Organizational activities and activities related to deployment and
establishment,

¢ Doctrines and plans,

e Government/Command Constraints/Criteria,
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Government directives and criteria,
Friendly forces order of battle,

Rules of engagement,

Transfer of authority,

Conventional, chemical and nuclear targets,
Sea surface data,

Lines of communication,

Sea transportation.

Logistics

Current logistics situation/order,

Combat vehicle and equipment war reserves,

Medical supplies and medical evacuation and treatment,

POL (Petroleum, QOil, Lubricant) storage and distribution capabilities,
Roads,

NBC equipment,

Arm stockpiles,

Maintenance and repair capabilities,

Supply material.

Plans and Policies

National strategies,

Alliance strategies,

Force planning,

Defence planning,

Financial plans and programs,
Agreements.

Communication /Information Systems

Communications requirements
Information system requirements,
Frequency plans and management,
Communications security,

Standards,

Software development and maintenance.
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2.3. REQUIREMENTS ANALYSIS AND COMPUTER AIDED SYSTEM
ENGINEERING

The analysis of operational requirements is the most important part in effectively
carrying out the design of a C’I system. This analysis can be divided into two
general categories as functional analysis and data analysis.

2.3.1 Functional Analysis and Data Flow Diagrams

Functional analysis aims at determining the activities performed in the
organization, to what extent these activities are performed and what other new
activities will be needed in the future. In other words, it determines the current and
future functional mechanisms and the mechanisms required to be planned. The
core of functional analysis is functional modelling. A functional model includes
functions/processes performed in the organization, the events triggering these
activities and distinguishing entities manipulated by these activities and the
attributes of such entities. Throughout this modelling, the objectives of the
organization are kept in mind. The principal goals of the functional analysis and
modelling can be stated as:

e To establish a base and a reliable model for systems which have
already been developed or are planned to be developed,

e To put forward a model that is independent of any mechanism or
method of operation so that objective decisions will be made while
choosing among alternative system designs.

As in all modelling studies, functional analysis is also based on powerful standards
and techniques. It may be desirable in some cases to use more than one technique
together to be able to cover different aspects of the organization. Each functional
modelling technique requires different conditions to be met. In the following
subsection, a functional modelling technique, called Data Flow Diagram (DFD)
[2.2], which is one of the most commonly used will be described.

DFD is a simple, yet powerful and easily understandable graphical tool. It is based
on the principle that functions can not be carried out unless some data is received
from another source such as another function, a data store or an external entity. It
considers information systems from the point of data movements and models the
real world tasks at various levels of detail. Data movements may be real or
imaginary. This technique which is very useful for functional analysis phase
determines the borders of the tasks to be automated. A well designed DFD describes
in detail the organizational structure and the functional requirements of the
organization. It is possible to view the whole system or the subsystem at any detail
through a corresponding level of the DFD. This property of DFDs establishes a
common terminology and a common point of view between the users and analysts
for the information system to be designed. The useful features of this modelling
technique are:
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It depicts the structure of the C*I system to be designed completely.

It allows top-down design without loosing the details.

It is easy to follow and present.

It is easy to define interfaces to the external world.

The outline of the system can be shown to the end user.

The boundaries of the system and the subsystems can easily be
determined.

On the other hand, in cases where the requirements change rapidly, updating of the
diagrams becomes laborious and for uncommon applications the designer may have
to introduce new constructs not normally used in the model.

The highest level DFD is called a context diagram. A context diagram shows the
general system outline, the boundary of the system and the relationships between
subsystems. Lower level diagrams are used for:

Cross-checking the functional hierarchy,

Depicting functional interdependence and mutual independences,
Detecting triggering events,

Providing for cross-checks to detect and control relationships between
functions and data.

The basic processes which can not be divided further correspond to the programs
and procedures in the software development phase. These processes take the state of
the organization from one consistent state to another or do not change the state.
Such processes either occur or do not occur at all. If a process visits some consistent
states while it is running then this process is not basic and should be further
divided. The information that these processes contain are:

Description of its function,

The entities, their corresponding attributes and the functions (read,
write, delete, etc.,) performed on them,

Authentications,

Related documents, rules, and mechanisms,

Frequency,

Triggering and triggered events.

A simple dataflow diagram is shown in Figure 2.2.
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2.3.2 Data Analysis and Modelling

Data has prime importance for a well organized and effective information system. It
is for this reason that, besides functional analysis based on processes, an analysis
based on data should also be performed. Data analysis may sometimes gain even
higher priority. Management Information System (MIS) divisions of organizations
have mostly adopted the system development methods based mostly on data
analysis techniques. In the context of the design of a C3I system, therefore, it is
clear that not only functional analysis but also data analysis should be conducted in
parallel.

Data analysis is based on the principle that the integrity of information systems can
only be assured through a common logical model dictated by centralized control.
This principle implies not that the information system will have a centralized
control or structure, but that the data models will be maintained centrally. Data
modelling and analysis asserts that how the information is used, shared and
managed can be determined by examining all the information manipulated in the
organization. It requires that the program structures should be established on top of
the data model. This data model is constructed in regard to the whole of the
organization so that it describes overall the underlying structure of data. In
summary, programs are designed after the data modelling and analysis phase and
the quality, i.e., efficiency and performance, of the information system are directly
related to the quality of the data model.

The collection of data of the organization is a lengthy and difficult task. Some
powerful techniques have been developed to facilitate this task and to ensure that
all data are defined correctly and consistently. Among such techniques are the
Entity-Relationship Diagram (ERD) developed for high quality data modelling and
analysis as a tool of information engineering [2.2]. Entity Relationship (ER) models
allow the definition and description of data and relationships between them to be
specified in a standardized way. It is this property that makes the ERD a universally
accepted tool as a modelling technique.

There are two kinds of analysis in the context of data analysis:

e Entity Analysis. It comprises the determination of entities and relationships
between entities which are significant in the operation of the organization.
Entity analysis is the most important part in the context of data modelling. This
process involves the derivation and determination of the initial, average and
maximum sizes and growth rates of these entities and frequency and type of
access to these entities. Meanwhile, the format, average and maximum lengths
of the attributes of the corresponding entities, and types of the attributes as to
being mandatory or optional are decided.

o Data Analysis. It is the inspection of entity analysis outputs using known and
registered data; hence they are adapted to the normalization rules and
documented in a formal language. For this purpose, the reports, files and
graphics can be examined. This process is also called bottom-up checking.
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24. DERIVATION OF SYSTEM DESIGN PARAMETERS AND
FEATURES

The design of a C’IMIS is considered complete only when the following
parameters and aspects of the system are specified based on the operational
requirements:

i)  Users of the system and how they are organized

ii) System configuration
(links, nodes and redundancy)

iii) Information Exchange Requirements
(source/destination, man-machine interface, type, volume/frequency,
databases, speed and security level)

iv) Information Processing Requirements
(Core capability, application software and implementation priorities)

v) System Capacity
(transmission, switching, storage and processing)

vi) Generic charactistics
(Security, survivability, reliability and interoperability)

vii) System Specific Characteristics
(Open System Architecture (OSA), distributed architecture, COTS, MLS,
functional integration, evolutionary development and procurement,
reliability/survivability and interoperability)

viii) Costing
(Capital and recurring costs)

ix) Cost and Time Reduction Measures (Strategic Goals)
(user productivity, software development productivity, portability/reusability,
vendor independence and generally life-cycle cost reduction measures)

x) Constraints
(Financial, time, technical, legal, man-power and political)

How the design parameters/features which may be generic or system specific are
derived from the user requirements are outlined below. In this connection it should
be pointed out that for best results, continous coordination and cooperation between
the user and designer/developer is necessary to ensure consistency, integrity and
completeness of the system design. It is also to be noted that the so-called system
specific requirements become generic i.e need not be specificly mentioned by the
user, as technology advances and the user needs evolve with time. For instance; the
requirement for OSA which provides for vendor independence and interoperability;
distributed architecture which increases availability and survivability and
evolutionaray development and procurement which ensures that the operational
system can adapt to changing user requirements and technology, are becoming
generic because they can be met economically and provide features which are
regarded by most, if not all, users as desirable.

The design parameter/features related to items (i), (ii), (iii), (iv) and (v) above are
directly derivable, as shown below, from the data supplied by the user as captured
in Table2.2, 2.3 and 2.4. The system configuration (item ii)consisting of nodes and
links is mainly determined by the locations of the major users/nodes (item i) and by
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the minimum-cost network requirements as well as by survivability considerations
(item vi). These issues are dealt with in full measure in Ref [2.3].

It will be appreciated that the design parameters/features affect one another as
shown in Fig. 1.3 and the cost of the system depends among other things on the
redundancy/hardening and mobility providled in the system for
survivability/availability which can be adjusted in an iterative manner consistent
with the constraints.

The efficient design of a very complex structure such as a C’I system requires
design tools and the tools that are in question here are the Data Flow Diagram
(DFD’s) and the Entity-Relationship Diagram (ERD).

The Data Flow Diagrams (DFDs) are obtained by using decisions/actions and the
data sets related to these decision/actions for each C2 activity category as depicted
in Table 2.2. The level of detail for DFDs may change from a basic process for a
decision/action to a complete activity comprising a set of decisions/actions. DFDs
help the designers to define the functions performed in the organization and
provides a way of checking incomplete and missing requirements. DFDs may be
used for prioritizing the application software to be developed (item iv)as explained
in Chapter 6.

The processes depicted in the DFDs requiring interaction between users when
grouped with respect to functionality give an estimate for the number of servers.
Additionally, the decision/action field shown in Table 2.2 when grouped with
respect to the type of processing gives us the necessary software packages required
for core capabilities such as message processing, video conferencing, database
management systems and briefing support. This allows the core COTS products to
be specified.

The Entity-Relationship Diagrams (ERDs) are obtained by using the data in
Table 2.3 and 2.4. ERDs, when completed, allow the design of database for the
various functional areas. The distribution of database files between organizational
units, file transfer, access and sharing requirements between nodes, security levels
of records in database tables and replication needs are readily obtainable from these
diagrams. Approximate initial sizes of the database tables can be estimated by
simply multiplying the number of records by the corresponding record lengths for
each table. Length of a record is known at this point since the data type and the
length of the fields have been determined. Calculation of the number of records for
a table, on the other hand, is made using the data available, either automatically or
manually, within each related branch of the organization. The number of currently
working personnel, for example, may be taken as the number of records in the
employee table.

The processing requirements are determined depending on the type of each task to
be automated within the organization. A task is computationally defined in terms of
the type of data to be processed and the type of processing (€.g. number-crunching,
accounting, image processing) which are both extracted from Table 2.3. As a result,
the computational complexity of the task and volume of data together with the
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response time constraints dictate the specifications such as internal and external
storage capacity derived from the volume of data to be processed, instructions
executed per second depending on the computational complexity, response time and
the type of data to be processed, arithmetic co-processor need to speed up the
compute-intensive operations and vector or raster graphics capabilities for graphics
applications.

The source, destination, volume and frequency fields of Table 2.4 allow us to
estimate both the internodal and intranodal communications traffic (see Annex 6-
A). With this information in hand, type and architecture of the LANs and WANs
can be determined which, in turn, enable the necessary protocols compatible with
the respective LAN and WAN architectures to be specified. Security of
communications links is also classified with respect to the highest security
classification of the information conveyed in each link which are readily obtained
from the data in Table 2.4.

After specifying the system as above, system maintenance and operation aspects
including manning, training and logistics requirements are determined as
explained in detail in Chapters 8 and 9.
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2.5 TESTBEDDING AND PROTOTYPING

A formal and complete requirements analysis methodology as described in this
chapter is essential to the proper clarification of design data to the subsequent
implementation of a major C’I sytem. As a supplement, however, it is carrently
strongly advocated to perform in paraliel significant efforts of user oriented
testbedding and prototyping. The main goals of this activity is two-fold.

Fristly it allows for rapid introduction of new technology. The speed by which
certain areas of information technology develop today, makes it critically important
to find ways to rapidly exploit new technology. This is achieved in combination
with evolutionary acquisition by developing simple prototype implementation of
relevant functionality and involving the future users through experimental testbeds
and field applications during exercises and training operations.

Secondly it allows the users through this exposure better to understand their own
needs and especially how these needs can be satisfied in various ways by modern
technology. The extremely useful dialogue that develops between system developers
and future system users and operators can rectify many misunderstandings that
otherwise could develop, with often extremely costly consequences.

To exploit technology in an efficient way competent scientists must be provided
with laboratory facilities equipped with modern technology so that through hands-
on work they are able to know and understand the capabilities of modern
technology. When the developers know and understand modern technology, they
must then understand how that technology can be applied in operational systems to
accomplish functions which are useful for military purposes. This can be done
effectively only through a process of user oriented testbedding and prototyping,
since such a process provides an environment in which the real userand the system
developer are able to interact in an operational setting when assessing the utility of
protential system capabilities.

When the user and system developer are convinced that they identified a useful set
operational capabilities, those capabilitics must be implemented quickly if
technology is to be efficiently exploited. This can only be achieved through
evolutionary development and acquisition. A number of examples of recent
experiences gained at the SHAPE Technical Centre in this area is provided in [2.4].

The most common approach to system implementation in the CI area is through
competitive acquisition of technology and capability available in the commercial
sector. Scientific experimentation and prototype development should play a key role
in executing such a strategy. Prototyping can be used to reduce overall acquisition
risk in instances when user requirements are not fully understood, where there are
unusually challenging or unproven system elements or when the required system is
large and complex. A prototype can be implemented by the system developer and
evaluated by the user to better define and understand needed capabilities, especially
in the case of information systems. This directly supports the development of
acquisition specifications. Prototyping can also be used to demonstrate the viability
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of certain key technologies or technical solutions. Prototypes can generally be of
two types: Short Term (Disposable) or Longer Term (Evolutionary).

Disposable prototypes fall again into two catagories: research and requirements
definition. Research prototypes answer specific scientific questions through
experimentation and the end result is typically a technical report. Requirement
definition prototypes, on the other hand are intended to aid in understanding
operational requirements, and must sustain limited fielding in order to be exposed
to its true environment. The use of this type is as stated above to facilitate the
dialogue between the user and the system developer “on the users home ground”
and the end result is typically a validated user requirement forming the basis for a
procurement specification. Disposable prototypes are allowed to be developed
“cutting corners” in order to speed up the development time and must be expected
to fulfil all the requirements normally required of the final system. However, in
today’s environment, urgent operational needs frequently cause these prototypes to
be fielded as interim operational capabilities, later to be replaced by the final
system.

Evolutionary prototypes are intended to refine user requirements or to illustrate not
yet fully identified needs. A good example is the frequent incremental use of
software application releases in so-called “beta stage”. These releases are used to
generate user feedback, forming the basis for the subsequent operational releases of
the applications. For obvious reasons, the major elements of the evolutionary
prototypes must be rigorously documented and must be developed in highly
controlled and high quality development and implementation environments.

2.6 REFERENCES

[2.1] Andriole, S. J., Halpin, S.M., “Introduction: Perspectives on Command,
Control and Information Technology”, Information Technology for
Command and Control, IEEE Press, pp. 1-7, 1991.

[2.2] Downs, E., “Structured System Analysis and Design Method Application
and Context”, Prentice Hall Int., 1992.

[2.3] Ince, A. Nejat et al, “Planning and Architectural Design of Integrated
Services Digital Networks”, Kluwer Academic Publishers, Boston, 1995.

[2.4] Diedrichsen, Loren D. “User-oriented prototyping: the basis for cost-
effective procurement of Military Communications and Information
Systems” Proceeding of the 1995 AFCEA Turkiye Seminar: “Digital
Revolution for the Military”.



CHAPTER 3

GENERAL SYSTEM OUTLINE
goal architecture

3.1. SYSTEM CONCEPT

In designing a complex information system, it is not always possible for the user to
be able to specify all his requirements prior to the design. It is, therefore, necessary
to follow a goal driven design process. Such a design necessitates to put forward a
generic goal architecture based on both the generic and some system specific
characteristics together with some strategic goals. These constitute the “system
concept”. Drawing a framework for the system concept and the use of a Reference
Model (RM) facilitate the design process and minimize the risk of missing user
requirements. Such a goal driven design process enables also a meaningful and
effective transition from the implementation strategy to fielded systems which
would otherwise be non-realizable for the whole system with the current state-of-
the-art technology.

The basic functional requirement of a C’I system is that each user should have
access to the necessary information and the adequate data processing support
necessary to perform his duties, regardless of the physical locations of the user and
these resources. A conceptual model could then be given as shown in Figure 3.1.

Figure 3.1 A Conceptual Model

A. N. Ince et al., Planning and Architectural Design of Modern Command Control Communications

and Information Systems © Kluwer Academic Publishers 1997
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Figure 3.2 System Level Model

For the organizational structure given in Figures 1.1 and 1.2, of Chapter 1 the
conceptual model can be rationalized as shown in Figure 3.2 where the lines
represent not physical but logical connections.

Figure 3.2 shows an architecture that consists of interconnected local systems
serving departments/units at various levels of the organization. Within each of
these local systems, there exists a network. In this network powerful resources, i.e.
central computers, can be freely combined with departmental computers and
various personal resources such as workstations and inexpensive PCs and
terminals. Each node at any level, central, regional or local, can access resources on
any hierarchy level as long as the access controls allow. The generic characteristics
making such a goal architecture possible are explained in the next section.

3.1.1 Generic Characteristics

Generic characteristics which are those that every system must have upto a degree,
and which are part of the system concept are determined with respect to a set of
criteria dictated both by user requirements and by the need for smooth operation of
the system. The generic characteristics of the C°I system to be designed, are
outlined below.

3.1.1.1 Survivability

Survivability is a feature demanded by both civilian and military systems.
Survivability is the ability to resist external influences and for certain predefined
parts of a system to operate autonomously when cut off from the rest of the system.
For a detailed study and design of survivability reference to [3.1] should be made.



49

Survivability can be achieved both physically and electronically. An important
physical aspect of survivability is autonomy. The degree of autonomy may change
from the actual isolation of a unit from the rest of the system to re-establishment of
connectivity.

Another, but a more expensive solution may be mirroring. Crucial systems and
services can be duplicated at the same or different units of the organization. In
normal cases these dual systems can share the load of service or one of them can be
reserved only as a mirror, while the other is serving its main tasks. However, one
should not disregard the fact that keeping integrity of replaceable systems may
result in unbearable overhead. Of course the system can be designed so as to
promote the combination of the two approaches to achieve the feasible and not
necessarily the most survivable system.

3.1.1.2  Security

Security requirement is a complicating factor. Complying with security
requirements on a network wide basis is highly dependent on operational and
technical concepts. Information exchange by means of formal messages is a typical
example of a concept that is relatively straightforward to handle and is very
attractive with respect to security as well. Remote log-in is an example of a concept
which is straightforward from a technical point of view, but raises a number of
questions with respect to security, related to access control.

3.1.1.3 Reliability

Reliability is yet another operational requirement having impact on the technical
configuration: High reliability usually implies reliable components and higher
complexity as well. There is a distinction between survivability and reliability.
Reliability is the ability to operate, under given conditions (temperature, humidity,
vibration, etc.) and is typically defined by such figures as MTBF (Mean Time
Between Failures) and MTTR (Mean Time To Repair).

3.1.1.4 Interoperability

The goal architecture which will serve as a basis for implementing operational as
well as administrative systems, must allow for local autonomy and for both
horizontal and vertical interoperability. The complexity of connecting local systems
into a completely integrated system is highly dependent on the level of ambition
with respect to integration. For example, for information exchange, one extreme
could be the exchange of flat files, the other extreme applying a distributed
database concept. Commonality of operational procedures, data elements, data
model messages, data dictionary and forms library are cornerstones in achieving
interoperability.
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3.1.2 System Specific Characteristics

The characteristics of the system derived from functional area specific user
requirements, are the ones shaping most applications and dictating most of the
design process. Any serious information system designer and implementor will
recognize the importance of listening to and cooperating with the end users. The
result will in many cases be solutions tailored to the single user, user group or
organization, i.e., not something widely applicable throughout the organization or
between organizations. This user recognition of own needs in terms of data
processing support will evolve continually as a function of the evolving
organization and the user’s perception of what he can and should expect from the
market as well. The architecture applied should accommodate the need for
continuous change. At this point the importance of user driven development
becomes obvious.

3.1.3 Strategic Goals

In designing a C°I system, the feasibility of implementation should always be taken
into consideration. Minimization of system cost, ease of operations and
maintenance, training facilities, scalability of the system are examples of strategic
goals.

3.1.4 Common Technical Solutions

To satisfy generic and system specific characteristics and strategic goals, common
technical solutions are required wherever possible. Common functional
specifications, common applications, common communication profiles and network
services which can be based on common development tools, common operating
system and basic executive software and common hardware are key factors in
achieving a successful design meeting CI system requirements.

Common solutions contribute to the reduced cost of development and acquisition,
operations and maintenance, and training. Incremental growth is another strong
cause for commonality: It is very hard to imagine how it is possible to make system
upgrades without paying attention to the existing configuration.

Turning to generic characteristics and their influence on commonality, a natural
consequence of a common information base and common operational procedures
are common functional specifications and consequently common applications.
Common communication profiles and network services are naturally derived from
autonomy and interoperability requirements.

Fulfilling the requirement of commonality is possible by adopting international
standards. An international standard with a high degree of acceptance in the
commercial market is definitely the ideal case. When international standards or
treaty-based regional Standards [3.5] are not available, voluntary de-facto widely
recognized commercial standards are preferable.
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With all these in mind, goal architecture and basic information processing
functions for the C°I system will be explained in the next section.

3.2. BASIC INFORMATION PROCESSING FUNCTIONS

The layered approach, that is outlined via the Reference Model will be followed in
the design of the overall system. In this section a general goal architecture will be
presented and the principle information processing functions of the C*I system will
be described. We can start with a generic configuration for the CI system which is
dictated by the user requirements (Figure 3.3).

Figure 3.3 Generic Configuration of C’I System

It is important to note that; the generic architecture, depicted in Figure 3.3, is a
rudimentary view of the overall system, rather than an imperative design schema.
The term FAS [3.2] (Functional Area Subsystem) refers to the autonomous units
performing specific tasks and functions and can be of any size (a unit, branch or a
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department). Correspondence between organizational structure and FASs mainly
stems from functionality and geographic dispersion.

FAS’s are set up on their private LAN’s with sufficient computing, storage power
and I/O facilities and they are interconnected via an organizational backbone.
Services common to all FAS’s, can be provided through public servers which are
connected to the backbone. The backbone can be designed in any topology and size
(although shown as ring in the figure) to meet the requirements. Gateways in
FAS’s serve as access points to the backbone and manage routing and access
control.
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Figure 3.4 General Architecture Meeting Security Requirements

When security requirements are taken into consideration; the generic architecture is
modified. For example servers providing information service (information service
will be explained in 3.3) and being publicly accessable may be undesirable. The
configuration shown in Figure 3.4 carries some of the common servers onto the
LAN’s which are planned to be set up in a secure area. In this case the gateways
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connecting FAS LAN’s to backbone are sophisticated gateways performing
security functions. As a consequence all the servers, operating systems and
applications are expected to meet the desired security requirements.

3.2.1 Man Machine Interface

Today the number of computer users are dramatically increasing and computer
based culture in the user communities is developing over a wide spectrum, while
emerging technologies both in hardware and software are getting more complex.
Designing software systems requiring minimum user intervention in performing
tasks without loss of fecling of conmtrol, is an important area of concern. Man
machine interface is an information channel that conveys information between the
user and the computer [3.3]. This channel defines the rules and protocols
constituting the structure of the interaction, interpretation of user actions by
computer and how variously formatted data are presented to the user.

Several criteria can be put forward to measure the quality of the user interface.
Effective systems generate positive feelings of success, competence, mastery and
clarity in its user community. The users are not restricted by the computer and can
predict what will happen in response to each of their actions, When an interactive
system is well designed, the interface directly disappears, enabling users to
concentrate on their own work, exploration and pleasure. Creating an environment
in which tasks are initiated almost effortlessly requires a great deal of hard work
from the designer [3.4].

Starting with main goals that user interfaces are expected to accomplish,
preliminary design criteria can be more easily determined. The U.S. Military
Standard for Human Engineering Design Criteria [3.4] states the purposes as :

e To achieve required performance by operator, control, and maintenance
personnel
To minimize skill and personnel requirements and training time
To achieve required reliability of personnel-equipment combinations
To foster design standardization within and among systems

More specific goals can be determined by analyzing the requirements of diverse
units and user types. Proper attention to factors related to diversities in user
education levels, work loads, computational skills and rigorous testing often leads
to reduced cost and rapid development. A careful tested design generates fewer
changes during implementation and avoids costly updates after release of new
systems.

In C’I systems the purpose of the user interface design is to provide the user, with a
consistent and integrated application environment which hides the overall
infrastructure of the system. These requirements are explained below.
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Consistency: Consistency dictates that, the appearance, expected user actions and
application behavior should be similar and predictable. Navigation in and among
applications should not cause awkward changes in the environment.

Integration of applications: The user or functional area specific applications
should be integrated with general purpose system and network services and
applications such as e-mail, file transfer services allowing identical “look and feel”
when moving from general to special applications.

Infrastructure hiding: The user and the organization should not suffer from the
underlying infrastructure of the overall system. There may exist hundreds of
computers giving lots of different services and serving applications in C’I systems.
Underlying procedures and protocols executing primitive tasks must be hidden and
a high level system view should be exposed to the user without lack of service
availability (Figure 3.5).
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Figure 3.5 Infrastructure Hiding
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3.2.2 Data Management

C®I systems demand determination of the most efficient and feasible policy of data
management. Similar to furnishing a house and keeping it tidy, the problem of data
management consists of processes of the following tasks for a C’I system:

e determining a strategy for partitioning and positioning of the data to the
sites in the most efficient manner,

¢ giving well defined responsibilities and correct access rights to the sites
e ensuring consistency and integrity between partitions

e minimizing the risk of database failures arising from different sources; that
is achieving suvivability of data

e Recovering errors and lost data due to system failures

Sophisticated models and methods for data organization and access have existed for
about thirty years as a result some standards such as database languages, distributed
and client-server protocols are quite mature. Consequently, some of the tasks listed
above does not require additional development. Several vendors provide database
management systems allowing distributed and client-server applications, however
because of the proprietary standards interoperability between these vendors is not
readily acquired in heterogeneous environments. Achieving interoperability
between such multi-vendor nodes requires overwhelming integration effort.
Bottom-up design approaches based upon integration of currently used databases,
are candidate cost-factors for increased system cost.

3.2.3 Applications and Services

The total set of interrelated tasks executed to meet organizational goals are
generally grouped into subsets based on the degree of interrelationship between
them. Closely related tasks are grouped into subsets and the responsibility of
executing each subset is assigned to a department or workgroup forming functional
areas. There will be several functional areas in an organization depending on the
size and variety of tasks that need to be executed. As a result the applications and
services used in the organization may be different at each functional area but these
applications may generally be divided into two major groups: common and special
applications [3.2].

3.2.3.1 Common Applications

Common applications (or services) are the type of services which are required by
several functional areas, generally by almost all functional areas. Message
Handling , file and database services, word processors are examples of common
applications. Common applications have three main aspects [3.2]:
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e Reduce application development effort by offering ready-to-use common
services. By providing readily a set of frequently required services, the
application development effort may be focused on functionality rather than
providing the underlying technical infrastructure. This will reduce the
development effort and hence the development time.

e Ensure application interoperability by offering standard solutions to
common requirements. By offering standard solutions to frequently required
services, multiple and incompatible solutions to the same problem may be
avoided.

e  Other standard interfaces between the computing platform and applications.
Application interoperability and integration of different applications most
notably require standard set of services. Solutions based on proprietary
systems and standards will cause interoperability problems.

Since it is commercially available, software in the class of common applications
constitute a wide spectrum of alternatives. As a result, a selection among the
possible candidates for a common application requires a compromise. Important
aspects of this choice are as follows:

e User preference may change and applications utilized throughout the
organization may vary from site to site or even from room to room. This is
undesirable from management and administrative point of view so it is very
important to keep common applications interoperable.

e Common applications must support standard network services.

o Common applications must allow central configuration but also user based
customization.

e Since expected to be integrated with other applications in the C’I system, it
is also important to choose applications that are compliant with the user
interface environment chosen.

e Applications must comply with security standards at the desired level.

3.2.3.2 Special Applications

Special applications stand for functional area or personnel specific tasks. The
applications of this type are seldomly available commercially and they generally
require in-house or a third party development. Since special applications are also be
used by a community of users the same criteria for common applications applies for
both procurement and development of them. Besides, modern software engineering
paradigm dictates the following specifications to be acquired, to ensure the software

quality.
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Scalability: The software or its modules may be scaled linearly to accommodate
new users and evolving requirements.

Reusability: The software or its modules can be used in applications with different
purposes.

Portability: The software must support different hardware and software platforms
without lack of service.

3.2.4 Information Exchange

A C’I system can be viewed as a network of pipelines in which information flows
bi-directionally among nodes. To determine the structure of information flow is
very important to keep the information up-to-date, increase the confidence and
minimize the filtering of information. Information exchange requirements can be
analyzed in three groups.

Automatic: The information exchange is handled by a distributed database
management system through replication facility and once the data is replicated, the
management of them is transparent to the user. Data updates are transferred to
pertinent sites automatically. Some special applications, such as message handling
systems, can be tasked to manage automatic database updates. This is the most
desirable method since the exchange is fully under the control of the designers and
system managers and security can be more easily achieved.

Semi-automatic: Users exchange information via network services such as file
transfer, remote logins and remote procedure calls and e-mail. Protocols and data
exchange formats (document, image, voice, video formats) must be predetermined
and must be kept uniform throughout the organization.

Manual: Refers to the exchange of archiving devices such as diskettes and
magnetic tapes.

One of the main functional requirements of any C’I system is its capability to
provide the right information, at the right time, to the right person or application,
in the right form to be assimilated and acted upon or to be processed, especially in
time critical situations. The user in the system must be able to trust and be
confident that the information is available and is indeed the right information. The
types of information exchanged within CI system will be text, data or image.

The C’I Communication Subsystem will provide computer networking and
communications services that include data communications, message handling
services, transparent file access, user workstation support, distributed computing,
and network security capabilities. All computer networking equipment and
communications systems, and services offered should be specified in accordance
with ISO OSI model and rélated CCITT/ISO standards and all applicable layers
referred to profiles, should be explicitly specified.
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Depending on the communicating entities five types of Information Exchange (IE)
can be distinguished within a C°I System. These are:

IE Between a User and Node Subsystem or a Node System
IE Within a Node Subsystem or Node System

IE Between a Node Subsystem and a Node System

IE Between a Node System and a External Site

IE Between Node Systems.

While the man-machine interface provides IE between the user and the system, the
other types are supported by the C’I system’s Local Arca and Wide Area
(LAN/WAN) network services. The following network services must be supported:

e  Messaging (e-mail, X.400)
¢ File Transfer (FTP or FTAM)
e Remote Terminal (e.g. Telnet)

The security functions provided to secure these exchanges of information must
contain the appropriate combination of labelling, need-to-know seperation, access
control to meet the requirements for protection against defined threats.

3.2.5 Interoperability Services

The C?I System of interest to us is a distributed, open system covering all the sites
or units of an organisation. Each unit is responsible for a set of well-defined, clearly
related and interlinked C2 tasks. These closely related tasks define a functional
area, and chained tasks define a succession of command or management. Both set
of tasks require exchange of information and transfer of commands and
management orders. Members of a functional area and command or management
chain will:

e communicate frequently with each other and, to lesser extent, with
members of other functional areas or command or management,

o share specific data for the functional area within command or management
chain, and

e sometimes, need specific data from other functional areas or command or
management chains.

Types of exchanged information can be formatted and unformatted messages, bulk
data, document, graphics, geographical data.

A number of standard data transfer services will be used for information exchange
within a C’I node and between nodes. This will necessitate the design and
development of the C’I system as a network of interoperable nodal systems.

A CI system should be a system of interoperable node systems, designed and
implemented from a common architecture including a common set of standards to
provide the same interoperability services for the exchange of information.
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The interoperability between various system elements within a system over that
system’s lifetime is especially important in the presence of evolving information
technology, where considerable advances in the hardware occur every 3 to 4 years,
and in software every decade or so. The evolutionary procurement becomes then
even more important for interoperability of the system.

The essence of interoperable system design is to identify fundamental features of a
system, or its underlying processes, and then rigidly determine the parameters,
whilst retaining the spectrum of capabilities needed to encompass the many
implementation strategies and to cater for changes in functional requirements and
developments in technology.

Within the framework of communications, interoperability is the capability of
systems or system elements to communicate with one another and to exchange and
use information including content, format, and semantics.

3.2.6 Standardization

The level of international development efforts and investment in commercial
standardisation, and the development of related products, software and subsystems
are on a scale not experienced in military procurements. This scale has important
military benefits of design integrity and development vialability (through large
scale user feedback) and lower costs (through large scale production). NATO, for
example, has adopted a policy of using commercial standards for military
communications through a Reference Model for Open Systems Interconnection
and an Open System Interconnection Profile (OSIP) [3.6].

An OSIP framework is based primarily on ISO standards and European
Telecommunications Standards Institute (ETSI) Recommendations and perceived
profiles. Standards and profiles may need to be enhanced with military features to
fulfil requirements such as precedence and pre-emption, security, multi-homing,
multi-end point connections.

Above mentioned NATO strategy shall be followed in design, development and
implementation of the C’I system described in this book. However, there may be
some instances of deviations from NATO standards for reasons like unavailability
of proven software and hardware products. In these cases, other international or de-
facto standards will be recommended.

3.2.7 Computer Security (COMPUSEC)

Computer security is the protection of the information stored in a computer system.
It focuses on operating system and database management system features that
control who can access a system and the data stored in it. Passwords, auditing,
backups, security policies, discretionary access control (DAC), mandatory access
control (MAC) policies are examples for methods of computer security control

For a computer system there are four methods to provide security protection:
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e System Access Control:
e Data Access Control

e  Security Administration

e System Design

System Access Control: The method of controlling access to a system is a two-step
process which is called identification and authentication. Identification is the way
you tell the system who you are. Authentication is the way you prove to the system
that you are who you say you are.

Data Access Control: Another important way of computer security is the control of
data access. In a shared system there may be a number of users having separate
files. Owners of files want to protect their data against either accidental or
malicious threats. There are two kinds of controls for data access:

1. Discretionary Access Control

2. Mandatory Access Control

In discretionary access control (DAC) owners decide how to protect their data,
whereas in mandatory access control (MAC) the system has the responsibility. In
MAC systems everything, that is, users and files have labels.

Discretionary Access Control;

Discretionary Access Control (DAC) restricts access to files (and other
system objects such as directories, and devices) based on the identity of
users and/or the groups to which they belong. DAC is applied at the
owners’ discretion, the owner of system objects can choose how to share
them. As you tell the system who can access your data, you can also specify
the type of access permitted, such as reading, writing, or executing.

Mandatory Access Control
Mandatory Access Control (MAC) is more appropriate for C’I Systems

having sensitive data (government, military or sensitive corporate data).
MAC assigns labels to each subject (user, program) and to each object
(files, directories, devices, etc.) in the system. A user’s label indicates the
level of trust associated with that user, it is usually called clearance. A
file’s label indicates the level of trust needed to access that file. MAC uses
the labels of subjects and objects to decide what subject can access what
information in the system.

Security Administration: Performing the off-line procedures that make or
break a secure system by clearly delincating system administrator
responsibilities, by training users appropriately and by monitoring users to
make sure that security policies are observed. This category involves more
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global security management, for example, figuring out what security
threats face your system and what it will cost to protect against them.

System Design: Taking advantage of basic hardware and software security
characteristics; for example, using a system architecture that is able to
segment memory, thus isolating privileged processes from non-privileged
processes.

3.3. COMMUNICATION SUBYSTEM
3.3.1 Description

A fast, secure, and a reliable communication subsystem elaborated with network
services and applications is essential for C’I systems. The design of the
communication subsystem is directly related to the organizational structure; since
required services and network capacity may differ from site to site depending on the
proximity of sites, applications used and network traffic generated. The
communication subsystem design includes the determination of:

o Topology of network: The first step in the establishment of the communication
subsystem consists of the determination of a relevant network topology. Several
factors such as geographic dispersion, cost efficiency, speed and survivability
requirements affect the design of the network topology.

e Capacity of connections: Careful analysis must be carried out for traffic
estimation to determine the required capacity of connections.

¢ Standards: Although numerous proprietary standards exist in communication
technology there is a trend towards using international standards. It is very
crucial to follow international standards in order to evolve the communication
subsystem and adopt evolving technologies.

e Specification of network devices: The network devices (routers, bridges,
repeaters, etc.) must fully comply with the standards and security requirements.

¢ Routing methodology: For a given topology, an efficient routing system must
be established including alternative routes to achieve reliability and
survivability.

e Network management: The configuration must allow network management
facilities including remote control of devices, network auditing, and traffic
monitoring.

e Network growth forecasts and implementation plans: The inescapable increase
in requirements and evolving technologies result in network growth. The
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investments must be planned to answer requirements in the future so that it
must handle new connections and unexpected traffic increases.

3.3.2 Communication Services and Applications:

The most important application functions requiring communication services are
listed below:

File Services: The ability of using a physically distant server’s storage unit
(or a part of it) as if it is local. This service allows the distribution of file
service load on a local area network (Example: Network File Services).

Naming Services: Central naming management of a network is very
cumbersome and may cause errors. Naming responsibilities are distributed to
local administrators on a hierarchical basis. Name databases are maintained
locally and queried by other parts of the network whenever needed (Example:
Domain Name Services).

Information Services: Information services try to centralize the local area
network configuration database. The need for reflecting even minor changes
in the network configuration (e.g. adding a new disk or defining a new user
account) on each of the nodes of the network is obviously undesirable.
Information services supports a central control and announcing system for
such purposes (Example: Network Information Services).

Auditing Services: Monitoring the significant events (e.g. user logins, dial-up
calls) on the network is essential. This service is used by network
administrators for security and logging purposes.

Network Management: Monitoring .the network activity and traffic and
remote control of network device and components can be performed by
network management services.

Remote Service Calls: This service is used for several purposes i.e. :

e To call services which are not supported locally from other nodes
¢ Distribute computing power and inter-process communication
e To execute remote applications

Directory Services: Handles the queries about user profiles on a network
(Example OSI X.500)

Remote Login: Supports logging in to remote nodes on the network (Example
Telnet, Rlogin)

File Transfer: Used in sending/receiving to/from remote nodes. (Example:
FTAM, FTP)
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E-mail: Provides informal message exchange between the users on the
network.

WEB Browsers: Hypertext browsers for navigation through the network
nodes giving information services.

Network API’s: Including libraries in several languages to access network
with primitive service calls. These libraries are used for specific network
application development.

3.3.3 Communication Security (COMSEC)

Communications security protects information while it is being transmitted over the
network.

Secrecy or Confidentiality. Secure communication keeps information from
being transmitted to anyone not authorized to receive it.

Accuracy or Integrity. Secure communication keeps information from being
lost, changed, or repeated during transmission.

Authenticity. Availability is a particularly important concept for networks,
where even a minor slowdown in service can have a reverberating effect on an
entire network.

The communications network further provides support to the security of the system
by containing functions that protect the user against denial of service attacks.
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CHAPTER 4

REFERENCE MODEL

4.1. PURPOSE AND OBJECTIVES

The development and fielding of any new high-tech system requires a very close
dialogue and inter-play between the user community and industry.

The reference model (RM) is a functional model and identifies the desired system
characteristics so that the concepts of the C’I system may be conveyed in a
standard, non-ambiguous way to the parties, including industry, involved in the
system development.

The RM does not identify specific standards or products which are dealt with in the
second (Architecture) and the third step (Configuration) in the three-step design
process as explained in Section 1.5.

4.2. FUNCTIONAL ELEMENTS

Functional elements of a common reference model are shown in Figure 4.1 and are
expanded in the sections below [4.1].

4.2.1 Hardware Platform

The choice of HW platforms is mainly affected by standardization of the Operating
System (OS) layer, by the requirements for security and electronic protection (e.g.
Tempest).

To fulfill the scalability goal, the architecture must allow HW choices ranging from
single user platforms to platforms that can support entire user sites or organization.
Furthermore, HW platforms should be scaleable proportionally to changing
processing requirements within the individual Head quarters (HQs).

A. N. Ince et al., Planning and Architectural Design of Modern Command Control Communications

and Information Systems © Kluwer Academic Publishers 1997
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Figure 4.1 A Layered RM with Five Distinct Layers

4.2.2 Operating Systems

Layer 2 defines the Operating System (OS) services required. The OS services
provide an interface between the hardware platform and the layers above.
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Selecting the operating system is one of the most fundamental choices made in
defining standards for the entire architecture. The chosen operating system(s) have
direct impact on which standards to select for user interface, hardware,
interoperability services and is also one of the fundamentals for obtaining
portability/re-usability. Most notably, the choice of OS have an impact on the level
of security that may be provided.

Standardizing on one OS within the individual HQs is seen as highly favorable and
should be pursued to the maximum extent. A practical standardization could be to
establish a backbone infrastructure based on one OS throughout the headquarters or
organization which will ensure interoperabilty and resource sharing (e.g., data,
terminals, peripheral equipment, etc.). Such a standardization does not negate the
goal of vendor independence, and will not exclude the ability to connect special
purpose systems based on other OS definitions to the backbone system.

4.2.3 Common Services

Layer 3 defines a set of common services, “common” in the sense that they are
required by one or more applications at the above layer. The common services layer
has three main purposes:

e Reduce application development effort by offering ready-to-use
commonly required services,

e Ensure application interoperability by offering standard solutions to
commonly required services between applications,

e Offer standard interface between the computing platform and the
applications.

By establishing a set of frequently required services, the application development
effort may be focused on providing functionality rather than providing the
underlying technical infrastructure. This will reduce the development effort, and
hence the development time.

By offering standard solutions to frequently required services, multiple (and often
incompatible) solutions to the same problem may be avoided. Interoperability is too
often hampered by inherent differences in how the applications interface to
Common Services (e.g., different database access method).

Application software interoperability and integration of different applications most
notably require a standard set of services. Solutions based on uni- or bi-lateral
agreements lead to proprietary systems that may cause interoperability problems.

For portability/re-use of an application software it is essential that applications are
interconnected in a standard fashion, allowing them to be removed from one system
context and inserted into another without having to also port major parts of their
supporting environment (i.c. Common Services). It is thus a prerequisite that the
Common Services have well defined and standardized interfaces to the Application
Layer eliminating “specialties”. For every Common Service there must exist a
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standard Application Program Interface (API) that offers the service in a standard
manner to the Application Layer.

The Common Services Layer, together with the OS Layer and the User Interface
Layer, constitute the ADP infrastructure used to achieve the objectives stated
earlier.

Common Services are Information Exchange Services, Data Management Services
and Graphics Services.

To fully specify an information exchange service in accordance with the OSI
model, services from all applicable layers must be specified. Such specifications are
referred to as profiles.

Typical applications profiles that are expected to be available as information
exchange services are file transfer, message transfer, remote login, remote
application execution, VDU conversation, distributed file system, security.

Data management services are data access and data security. The main purpose of
the Data Access service is to define standard access methods towards the various
types of data stores, and that these access methods be shared by all applications.

For access to data stored in a relational database the access protocol shall allow all
Data Definition Language (DDL) statements and all Data Manipulation Language
(DML) statements to be passed to the Relational Data Base Management System
(RDBMS), and data returned from the RDBMS to the application. For access to
data stored in the file system there must exist one access protocol. In case of
systems including different types of file systems, the access protocol shall mask out
the differences. Remote databases may be accessed via remote database access
protocols.

Database Replication uses a distributed database system to duplicate parts of a local
database to a remote site. The size and contents of the segments being replicated
depend on operational requirements (functionality, reliability, survivability,
performance, etc.). Database Federation on the other hand, uses a distributed
database system to join (or federate) physically separated database segments into a
virtually seamless global database spanning all units.

Data security shall be provided by a standard set of security mechanisms allowing
differentiated access to data based on user privileges.

The Graphics Services provide functions for creating and manipulating graphic
objects independent of output devices and to manage the database structures
containing the graphics data.
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4.2.4 Applications

The Application Layer provide the actual user functionality as specified by
functional requirements. This functionality aims at providing automated support for
one or more Functional Areas. The applications required to realize the desired
functionality is not addressed by the RM. RM is only defining how applications
shall interface to the other layers of the model.

From an architectural point of view the main purpose of the applications layer is to:
e provide an integrated application environment

o isolate the applications from the other layers of the RM in order to
facilitate portability, component interchange and reuse.

o allow insertion of new applications (i.e. functionality) in existing systems
without disrupting existing operations.

Applications shall exclusively utilize the APIs offered by the Common Services
Layer and the User Interface Layer. To a certain extent applications may also
utilize services offered by the OS, but in general these shall be provided by the
Common Services Layer.

Application integration shall not be performed on individual basis directly between
applications at the Application Layer, but through the appropriate standard services
offered by the Common Services Layer.

Data exchange between applications shall also be handled by the common services.
Prohibiting applications to “agree” on non-standard integration methods, ensure
that applications maintain autonomy and may be portable/reusable on an individual
basis rather than requiring entire systems to be ported/reused. Further, this will
enhance the possibility to insert new applications into an existing system and still
maintain current operations and the integrated applications environment.

The fundamental concept of the layered RM is to leave the monolithic approach
where applications embed both functionality and common services. This monolithic
development leads to application that are not easily portabie or well suited for reuse
in other systems.

Security at the Applications Layer is achieved by using the security mechanisms
offered by the Common Services Layer, the OS Layer or the Ul Layer. This is
ensured by isolating the applications from these layers by standard APIs prohibiting
security mechanisms to be bypassed. This also allows insertion of non-trusted
applications into a trusted environment if they conform to the model. Development
of trusted applications is usually limited to applications that shall “violate” the
security mechanisms in a controlled manner (e.g. downgrading).
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4.2.5 User Interface

The purpose of the User Interface (UI) Layer is to:
o provide a consistent user interface (“look and feel”).

e combine all applications into what the users perceive as a functionally
integrated system

o allow resource sharing by allowing access to the data processing resources
from one desktop terminal.

National Institute of Standards and Technology (NIST) has developed a User
Interface System Reference Model (UISRM) which is a representation of a window
system defined in terms of interacting layers as shown in Table 4.1. The UISRM
supports client-server operations between clients requesting a Ul service and
servers carrying out the requests.

Layers 3, 4, and 5 provide the “look and feel” for the UI and at the same time
defines the API between application and UI.

The bottom three layers provide the ability to combine applications into an
integrated environment. The three bottom layers may also be regarded to belong in
the Common Services Layer, but are kept together in the UI Layer to avoid a
fragmentation.

To ensure resource sharing and integrated applications, standardization of layers 0
through 2 is imperative. It is of major importance to be able to integrate various
systems into what the user perceives as an integrated environment.

Standardization of the upper layers is necessary to achieve a “common user
interface” and to allow application portability between different environments and
at the same time adopt the “look and feel” of the new environment.

Standardization at the User Interface Layer is to a large extent a direct consequence
of the selected operating system standard (e.g. UNIX based OS leads to X windows,
DOS leads to MS-Windows, etc.).

It should be noted that the UISRM addresses window based graphical user
interfaces (GUI) and does not represent character mode or block mode types of user
interface. It is however obvious that GUIs will be the prevailing types of user
interfaces in the future.
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Table 4.1 User Interface System Reference Model

Layer Name

Purpose

6 Application

Provides the functions of an application (e.g. the content
of the Application Layer).

5 Dialogue

Specifies the dialogue between the user and the
application by associating user actions (e.g. mouse clicks,
etc.) with application actions.

4 Presentation

Specifies the appearance of the Ul e.g. the “look” of the
objects.

3 Toolkit

Specifies a set of Ul objects (e.g. menus, push buttons,
scroll bars, etc.) to be used in building an application’s
UL

2 Subroutine
Foundation

Specifies the primitive required to build UI objects (e.g.
windows, buttons, e.g.) such as creation and destruction of
objects.

1 Data Stream
Interface

Specifies a call interface (function library) converting data
from the application into the defined data stream
encoding. This layer may also perform error handling and
synchronization.

0 Data Stream
Encoding

Specifies a network protocol defining the format for the
data exchanged between clients and servers. The
specification of the layer is independent of operating
system, programming language and network.

4.3 REFERENCES
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CHAPTER §

SYSTEM ARCHITECTURAL DESIGN

S.1. INTRODUCTION

Having defined the Reference Model (RM)* which, as stated previously, is the
primary tool for expressing functional and cost related goals in technical terms we
now come to the second step of the design methodology , which is the architectural
design and this comprises the process of selecting available technologies for each of
the functional elements in the RM ranging from specific products to international
or de-facto standards.

For this to be done we must, first of all, define technically the system architecture
in terms of its functional elements. From a system level point of view a C’I system
can be described as a distributed information system composed of node (associated
with user locations) information systems (shortly node) dispersed throughout the
organization, interconnected through Wide Area Networks and “coupled” by means
of the following data exchange services (a part of Common Services in RM) [5.1]:

e  Message Handling,
e File Transfer and Access and

e Remote Database Access and Replication.

The topological model of the system will be as shown in Figure 3.2. The technical
description of the system level architecture which will be dealt with in this chapter
will start with the “node level architecture” followed by first, the wide area network
interconnecting the nodes and second, the “common services” which will be used
for message and data exchange between the users. Finally we shall deal with the
standards applicable to nodal and network elements including the criteria for the
selection of these standards. The system architecture that emerges at the end of this
design step will be transformed into actual hardware and software in the third
design step which we call “System Configuration”. This step will be dealt with in
Chapter 6 which will cover, among other things, the selection of products in
accordance with the architecture and development of the functional area dependent
(system specific) applications required to realize the user needs.

Definitions of the abbreviations used in this Chapter are found in Annex 5-B.

A. N. Ince et al., Planning and Architectural Design of Modern Command Control Communications

and Information Systems © Kluwer Academic Publishers 1997
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5.2. NODE LEVEL ARCHITECTURE

This section describes the CI system at the node level. The nodal architecture is
first described logically, i.e. in terms of the organisational entities and the
information flow among them. Then the node system is described in physical terms,
addressing the system components, the data management and exchange and the
applications.

5.2.1. Node System Logical Structure

The logical structure of the node system comprises the main organisational entities
typical of a military or a corporate headquarters and the information flow among
them. The model (depicted in Figure 5.1) distinguishes the following User Groups:

¢ Functional Area User Groups, e.g. Operations, Logistics, Intelligence etc.
e Command Group Users
¢ The Communications and Message Centre Group

e The System and Security Management Group

Functional Area Group Users are responsible for the parts of the
command/corporate databases that are specific for the Functional Area. The
responsibility includes control of access, update and, in general, maintenance. They
may also require access to other Functional Areas databases. They need also
exchange data with other Functional Areas and possibly with external systems
through special interfaces. All users of Functional Area Groups require Common
Application support (such as word processing or briefing support) as well as Special
Applications (such as “logistics management, situation assessment”) which provide
functional area and task specific support.

Command Group Users require information from the Functional Area Groups.
This information is typically tailored for the Command Group in the form of
briefing material or other prepared forms. Tasks and decisions issued by the
Command Group need to be submitted to the Functional area user groups for
execution. Means for monitoring task execution are also required. Command Group
users require Common Application as well as Special Application support (mainly
decision support tools).

Communications and Message Centre staff are responsible for supporting the
headquarters with various communication and information services such as:

e maintaining the connectivity to the outside

e managing the formal message (reporting) and informal message (e-mail)
flow



75

¢ providing the central registry, distribution and directory services.

System and Security Management Group staff carry out all the tasks necessary to
keep the node system operational including:

¢ system administration services

e operating services such as back-up/recovery, restart, error handling,
system monitoring, resource administration

o help desk functions

e security administration services

¢ data and database administration

e WAN and LAN networking administration

Interfaces to External Systems can be common, i.e. relevant for several user groups,
or they can be special, i.e. dedicated to one specific functional area user group.

Users operate from central, regional or local headquarters facilities depending on
the situation and on the arrangements. These facilities can be located in different
sites or co-located.

5.2.2. Node System Physical Structure

The CI node-system architecture follows the principles of distributed and open
systems. It is based on the “client/server” model. These principles are commonly
accepted in commercial information systems and in modern military C*I system
developments as explained in Chapter 1..

The Node system can be defined as a distributed information system composed of
hardware and software components, located within a user (Headquarters) site,
interconnected through one or more Local Area Networks, and “tightly coupled
together”.

This approach is intended to provide the flexibility needed to evolve with the
evolution of technology, to allow growth or increased performance through the
addition of resources, to improve reliability by adding redundant processing
elements, and to minimise costs by allowing competition among a large number of
hardware and software vendors.
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Figure 5.1 Logical Structure of a Node System
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Figure 5.2 Physical Structure of a Node System

Figure 5.2 depicts the physical structure of the Node System. The “client/server”
model (at this level of detail) comprises intelligent workstations (clients) and multi-
user processors (servers) communicating over the Local Area Network (LAN)
through open system protocols. This approach favours the transparent distribution
of logical resources among various physical components thereby enabling a high
degree of flexibility and expandability of the whole node system. It also permits the
use of heterogeneous equipment.

In the node system architecture two levels are distinguished:

¢ the Backbone System, comprising the components that provide central node
system (headquarters-wide) services,

¢ the Sub-systems, providing support for user-groups. A user group can be
formed by the C°I system users within a functional area, or within other
organisational or physical elements of headquarters.
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A subsystem is implemented around a sub-system LAN connected to the backbone
LAN, the type of connection depending on the LAN technology and the degree of
security control required to protect functional area subsystems.

Sub-system configurations can range from a number of workstations linked to the
central services of an own client-server network consisting of workstations, servers,
and possibly other special devices (e.g. a large screen display for command-
briefings). Functional Area servers may comprise a Functional Area database
server, file server or gateways to provide special interfaces to external systems. The
exact configuration is based upon user requirements and finalised during the
implementation process.

The concept of sub-systems provides the flexibility to develop or procure sub-
systems for different functional areas or user groups independent from each other.
Each subsystem can be supplied by a different vendor and may at some point in
time be of a different technology generation. The overall system integration will be
ensured by sharing the central services, and by conforming to the standards set by
the central services.

The node level architecture specifies a range of components and services that can
be tailored to the actual headquarters configuration depending on the local
conditions and requirements. Configurations can range from systems for a large
static headquarters complex to a small mobile C*I system.

Security aspects are addressed in detail in Chapter 7.

Remote User Groups (i.e. users associated with a command or corporate
headquarters but located remotely from the main node-system) can be supported
with a simpler configuration by providing them with means to access remotely the
main node backbone services. Figure 5.3 illustrates a typical configuration.

5.2.3 System Components

The components providing the Node System physical structure are summarized
below.

5.2.3.1 Servers

The Message Server will be implemented using X.400 related standards (civil
MHS, MMHS) The WAN connections will be transparent to the users. The main
functions of the message server are central message handling functions such as
message control, checking, registration, repository, distribution, directory. The
message server provides standard interfaces (ISO and industry standards) to
workstations and subsystems.

The Database Server is the component that supports the storage, control,
distribution and allocation of structured data (text and numerical information). This
definition corresponds to the functionalities supported by most commercial DBMS.
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Figure 5.3 Remote User Group Configuration

The Document Server is the component providing support for the storage, control,
distribution and information retrieval of complex and possibly large data objects
(documents including text and graphics, voice, maps, charts and, in general,
multimedia objects).

The File Server component supports the management of shared data outside the
control of the database or document server. Access to the data on one or multiple
file server will be transparent for users and applications within the node.

5.2.3.2 Workstations

The Workstations are the main resources to run applications (both Common and
Special). The workstations execute most of the highly interactive services (most
demanding in terms of response times) downloading some computational workload
to the server (following the client/server model). Depending on the user needs,
workstations of varying capacity will be used, ranging from high-end workstations
with multi-media capabilities and large storage to low-end personal computers
implementing only a sub-set of the complete functionality. Workstations software
will include the User Interface and Graphics services, the interfaces to the server
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and the LAN and the Common and Special applications that are needed at the
specific work position.

5.2.3.3 Local Area Networks(LANs)

The Local Area Networks (LANs) connect all components and sub-systems in a
node. A general networking structure of a node system comprises a backbone LAN
which inter-connects the central components and the sub-systems, and several
LANs dedicated to sub-systems. The sub-system LANs connect workstations and
servers within the sub-system. In order to select a physical networking
configuration, specific requirements (¢.g. number of connected workstations,
anticipated load, security) and expansion expectations are to be considered.

Just over fifteen years ago, Local Area Networks (LANSs) were not considered a
serious computing environment; mainframes and hierarchical Wide Area Networks
(WANs) dominated the networking scheme. In the early developments, the main
problem addressed by LANs was the connection of synchronous terminals to
mainframe and minicomputer hosts. LANs represented an alternative cabling
scheme. Both the impacts of LAN standards and PC’s rapid migration into the
workplace were coming into the scene. Later the IEEE 802 series LAN standards
efforts became a family of standards and PC LANs, using PC as a file server
became a common practice [5.2].

LANs have then emerged as essential links for internetworking computers. The
emphasis has shifted to interoperability of multivendor systems encompassing
multiple LANs and WANs. In comparison to a WAN, LAN spans a limited
distance, often within a single building or group of buildings. The LAN may use
ordinary twisted pair wire from each device that may then connect to a backbone
coaxial cable between the floors, and possibly a fibre link between buildings to
interconnect terminals, computers and peripheral devices. Users share access to
common resources, information and peer-level communications. For wide area
networking, connections among LANs may be established using interconnect
devices such as bridges and routers in conjunction with leased lines or digital
services.

Connections to the LAN are achieved by interfaces or adapters that plug into each
device on the network, enabling them to communicate with other devices on the
LAN. These interfaces may be pooled at a protocol converter (i.e. LAN server or
gateway) to access other LANs or computing environments that use different
protocols. Special-purpose LAN servers are available to facilitate resource sharing
and protocol conversions between different computers and LANs.

Although the LAN concept has been well-defined since the mid 1970s, early
developers had no universally accepted standards to use. Without such
documentation, each vendor developed its LAN a little differently. Several
approaches have been experienced on topology of the system, access methods used
to transmit data on the network and transmission medium used for the LANs.
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All these aspects of LAN are treated in Annex 5-A from which a LAN with
appropriate characteristics may be selected to suit the particular needs of the user.
There are several publications treating LAN’s of different capacity with features
such as topology, access methods and transmission medium [5.2, 5.3, 5.4, 5.5].

5.2.3.4 LAN Interworking Devices

Most business corporations use Local Area Networks (LANSs) to support office
functions and business-specific applications. As corporate structures slim down into
flat, peer-to-peer relationships, sharing files and communicating all kinds of
information across diverse networks becomes necessary. This need to connect
LANS to other LANSs or LANs to WANSs may arise from normal business expansion
or as the result of a corporate merger or acquisition. Whatever the justification is
for linking dissimilar networks, it is becoming more popular and so is the devices
such as Repeaters, Bridges, Routers and Gateways that are designed to do the job
[5.2,5.6,58,5.9,5.10].

Interconnecting LANs often depends upon existing computer and communication
networks that are often installed with little thought to this possibility. However, the
best machine is often chosen to fit the application. The corporation computer
resources grow without a single computer supplier providing any maintenance
support despite the problem of incompatibility among different computer vendor’s
equipment. This situation has accelerated in recent years as the mainframe-
dominated communications architectures of the 1960s and 1970s gave way to the
LANs and WANSs of the 1980s and 1990s. Moreover, the major computer vendors
themselves each became identified with a particular LAN topology-DEC with
ETHERNET, IBM with token ring, AT&T with StarLAN, among others.

Today’s corporation comprises specialized work groups, and a variety of networks
may be in place to meet their differing needs. The interoperability of these work
groups often is limited by proprietary computer communication architectures that
favor different types of LANSs. The research and development division of a large
company, for example, may have chosen an ETHERNET LAN to support its DEC
net applications; the business group, IBM’s token ring, and the technical
documentation group, Apple Talk as the means for linking Macintosh
microcomputers used for publishing applications.

Internetworking begins when the groups eliminate duplication of effort by drawing
upon the resources of the others, improving efficiency and productivity. The
connection of neighboring LANs spans to widely disperse work groups and, finally,
the overall enterprise. The enterprise network may stretch around the globe,
connecting a corporation’s internal operations, customers, and suppliers. The
devices that feed traffic on these networks fall in the categories of repeaters,
bridges, routers, and gateways.

These devices all interconnect networks, and to various degrees their functions
overlap. So the choice of interconnect device may not always be clear. Their proper
use requires delving into the layer functions of the OSI reference model. In this
communications model, every layer has its own set of protocols that provides a set
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of services to the adjacent layers. The reference model consists of a suite of
communications protocols at each layer that perform the myriad tasks required by
the communications environment {5.18]. A layer on one device communicates with
its peer on another device after the message has passed through the various layers.

Layer 1- The lowest layer is the physical layer, which is concerned with the
transmission and reception of raw bits to and from the physical media used for
communication.

Layer 2- The data link layer provides for the errorless transmission and reception of
frames of information. This layer defines a fixed communications path across a
network based upon device addresses.

Layer 3- The network layer or internetworking layer specifies the network topology
based on user-defined network addresses.

Layer 4- The transport layer provides end-to-end error protection and, with the
lower layers, forms a logically seamless data pipe for the upper layers.

Layer 5- The session layer establishes computer communications for a specific task;
for example, mail, file transfer, and database query.

Layer 6- The presentation layer accommodates the way that data are represented;
for example, ASCII or EBCDIC character sets.

Layer 7- The application layer completes the communications for the application as
defined by its user.

a) Repeaters

A repeater represents the simplest type of hardware component in terms of design,
operation, and functionality. This device operates at the physical layer of the ISO
Open Systems Interconnection Reference Model (OSI/RM) regenerating signals
received on one cable segment and then retransmitting them into another cable
segment. Figure 5.4 illustrates the operation of a repeater with respect to the ISO
OSI/RM {5.8]

There are two basic types of repeater. An electrical repeater that simply receives an
electrical signal and then regenerates the signal. During the signal regeneration
process a new signal is formed which matches the original characteristics of the
received signal. This process is illustrated in the lower portion of Figure 5.4. By
transmitting a new signal, the repeater removes any previous distortion and
attenuation, enabling an extension in the permissible transmission distance.

The second type of repeater that is commonly used is an electrical optical device.
This type of repeater converts an electrical signal into an optical signal for
transmission and performs a reverse function when receiving a light signal. Similar
to an electrical repeater, the electrical / optical repeater extends the distance that a
signal can be carried on a local area network.
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Figure 5.4 Repeater Operation

Repeaters provide entry points for the network manager. Repeaters are also taking
on the added functions of linking different types of network media., fiber to coaxial
cable, for example. Often LANSs are interconnected in a campus environment by
repeaters that divide the LANs into connected network segments. The segments
may employ different transmission media; thick or thin coaxial cable, copper
twisted-pair, or fibre.

As the traffic load on a LAN increases, an extended LAN may get overloaded under
normal use. This occurs because a larger number of users must contend for the
same amount of bandwidth. The slow response can be quite frustrating to the user
who merely wants to send a message or print a document. When enough users are
adversely affected by poor LAN performance, the situation can be devastating to the
organization that relies on the productivity of its members for survival. A more
intelligent device is required to extend the LAN while keeping the segments
isolated. The device used for this purpose is a bridge.

b) Bridges

Bridges are OSI layer-2 components used to interconnect a sub-system LAN to the
backbone LAN. A bridge allows isolation of the traffic within the sub-system LAN
from the rest of the system.

The bridge provides network extension or interconnection for LANSs, reading the
individual LAN frames on one segment and only routing the frames between
segments that are addressed to other segments. A bridge connects LANs at a
relatively low level, the Media Access Control (MAC) sublayer of the data link
layer. It routes by means of the Logical Link Control (LLC), the upper sublayer of
the data link layer. Most often, it connects LANs of the same type, but some bridges
are available to interconnect ETHERNET and token ring LANs. The distinctive
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feature of a bridge over any other intelligent connection device is the connection
speed, which could exceed 30,000 packets per second (pps).

Interconnected LANs look like a single LAN to attached devices. The bridge
accomplishes this by performing three tasks:

o It keeps local traffic on the LAN, while allowing interLAN traffic to be
routed between LANs. By forwarding only frames addressed to devices on
other segments, bridges increase the throughput of the LAN. All
electrically isolated segments connected by bridges form a single logical
network. These networks may be very large, consisting of thousands of
devices.

e It learns the device addresses on the LAN. Device MAC-layer addresses
are assigned by the IEEE. Each manufacturer of LAN-attached devices
must embed a unique address within the device. The MAC-layer
addresses are permanently assigned to attached stations in a flat
addressing scheme. The bridge-routing table stores the full 48 bit address
of every station. When a learning bridge is attached to a LAN, it spends
several seconds reading the frame addresses and storing them in the
routing table. These addresses uniquely define each device attached to the
LAN.

e It learns the routes between LANs. Bridges do more than link local LANSs.
Because bridges know local LAN device addresses, bridges can link LANs
at remote locations using standard routing algorithms. Since bridges
operate at the data link layer of the OSI model, they are transparent to the
higher layer protocols. Thus, bridges can send traffic involving
incompatible protocols across networks.

Some of this functionality goes beyond what was originally envisioned for the data
link layer and, in fact, was developed by the IEEE independent of ISO standards.
Eventually agreement was reached by the various standards groups, but not before
the data link layer was split into two sublayers (Figure 5.5).

Application Application
Presentation Presentation
Session Session
Transport Transport
Network Network
Data Link Data Link Data Link Data Link
Physical Physical Physical Physical

]

Figure 5.5 Bridge Operation

The MAC sublayer specifies how a device transmits and controls the signal over
transmission media ranging from coaxial cable, twisted-pair wiring, fiber, and
radio frequency. A series of medium-dependent access control methods is
standardized by the IEEE, including CSMA/CD, token-ring, and FDDI. The upper
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sublayer, the LLC, adds the routing capability to the data link layer. It establishes
connections, transfers data, and terminates connections. Three types of flow and
error control services are provided.

Type 1) Unacknowledged connectionless service is the service usually
associated with intralLAN transport. There is no logical connection
between the source and destination prior to data transmission. The
frames are delivered on a best-effort basis, employing datagram service.
So there is no guarantee of delivery, and it is the responsibility of the
receiving device to request retransmission of lost frames.

Type 2) Connection mode service uses a logical connection between source and
destination that is established prior to data transmission. This service is
often used for interconnecting LANs because it relieves higher level
protocols of connection management, while providing an efficient
method for lengthy data exchanges.

Type 3) Acknowledged connectionless service further removes the burden of
connection management by acknowledging frame receipt, a task usually
associated with the transport layer of OSI. By providing this function at
the data link layer, a large number of limited intelligence devices may
communicate with a central processor. This type of service is useful in
point-of-sale (POS) or factory assembly floor applications.

<) Routers

Routers are OSI layer-3 components to implement gateways between LANs or
between LANs and WANS up to layer 3 [5.6]. The first case may happen to connect
a LAN to an existing system. Routers can be used to implement the WAN Gateway
component described below.

A router joins networks at the network layer (Fig. 5.6). It is a protocol dependent
device that distinguishes among different communication protocols and applies the
appropriate routing technique to each. With the requirement to interconnect a
growing number of stations, servers, and hosts over multiple network, routers play
an important part in holding these networks together, enabling them to operate and
be managed as an enterprise-wide utility. Routers may be used to build huge,
complex internetworks that rely on the network layer for efficient packet
transmission. In fact, the router architecture is that of a packet switch, connecting
multiple LANs and WANS. At the packet level, a router is readily compatible with
WAN packet switching like X.25. In the process, routers offer the highest degree of
redundancy and fault tolerance.

There is little physically to distinguish a bridge from a router. Routers and bridges
are part hardware and part software. A bridge and router could be based on the
same hardware platform, but routers join networks at the network layer, making
them more processing intensive. For a router to perform the same function as a
bridge at the same speed, innovative hardware designs with parallel processors or
RISC architectures are required. This makes routers more complex and costly than
bridges.
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In return, routers have the ability to create many different subnetworks within an
internetwork. These networks can be potentially independent administrative
domains that provide a more manageable network. The router may keep a map of
the entire network. It uses the map to examine the status of the different paths to
the destination so it can determine how best to get the packet to the addressee.

The network layer protocol has its own source and destination information with
which the router determines how to transmit packets to their destinations. The
Internet has systems of networks and routers called autonomous systems (AS).
Within an AS, the routers communicate routes that relate-to network connectivity.
Within a particular network, the routers keep track of host addressed, only routing
on the host address if the source and destination are on the same network.

When a packet arrives at the router, it is held in queue until the router finishes
handling the previous packet. Then the router scans for the destination address and
looks it up in its routing table. The routing table lists the various nodes on the
network as well as the paths between the nodes and their associated cost. If there is
more than one path to a particular node, the router will select the most economical
path. If the packet is too large for the destination network to accept, the router
segments it into several smaller packets, a process referred to as fragmentation in
TCP/IP terminology but also known as translation. The capability is especially
important in adjusting to WANs. With smaller packets, there is less chance that
noise or other line impairments will corrupt the data. Even if that occurs, the error
can be detected and a retransmission requested. For store-and-forward type packet
networks, smaller packets actually results in higher throughput when frequent
retransmissions occur. Consequently, public packet-switching networks have
standardized on 128 byte packets rather than on 1,500 byte frames used on
ETHERNET LANSs or the 576 byte packet standard used by internet.

A major difference between bridges and routers is the way frames are handled. A
bridge forwards all MAC-layer frames. Routers, in contrast must be programmed
with software that is specific to each network protocol to be forwarded. Also routers
can use multiple paths between any two points, but bridges can support only one
logical route between any two points.

Routers are very good at bypassing link failures and congested nodes, which is
critical for applications that can not tolerate unnecessary delays, prolonged outages.
Bypass is facilitated by the ability of routers to share information with one another.
Bridges can not do this, because they do not have access to the OSI network layer
protocol. Thus, when one bridge gets overloaded, the others will never know about
it. Packets may simply be lost unless the end devices have the intelligence to
request the retransmission of missing packets.

Despite the differences, the task of the router is similar to that of the bridge; to
identify the devices in the internetwork, set up the paths among LANs, and
determine the criteria for data transport.
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Fig. 5.6 Router Operation

d) Gateways

The WAN Gateway component provides the interfaces to the Transport Area
network, including existing X.25 networks, and to standard PTT communications
[5.6). The interface to the existing network is provided by the Message Server.
Normally the WAN Gateway provides an OSI layer 3 networking service. Although
not part of the gateway, the crypto equipment is required for operation of a system
high classified network and is included with the gateway.

Because organizations are comprised of specialized work groups, a variety of
networks may be in place to meet the different requirements of users. For example,
the research and development division of a large company may have chosen an
ETHERNET LAN to support its DEC net applications, while the technical
documentation group may have chosen Apple Talk as the means of linking
Macintosh microcomputers to support its technical publishing operation. The two
groups discover that they can eliminate duplication of effort by drawing on the
resources of the other. A server equipped with both ETHERNET and Apple Talk
circuit boards perform the necessary protocol conversions that allow users on both
networks perform the necessary protocol conversions that allow users on both
networks to exchange files. A device that performs protocol conversions that allow
information to be exchanged between two different types of networks is called a
gateway.

A gateway encompasses the functionality associated with all seven levels of the OSI
Reference model (Figure 5.7). Gateways interconnect networks or media of
different architectures by processing protocols to enable a device on one type of
LAN to communicate with a device on another type of LAN. The gateway acts as
both a conduit over which computers “speak” and as a translator between the
various protocol layers.

As corporate divisions become more interrelated, the neced to share files and
communicate all types of information across diverse networks becomes necessary to
improve efficiency and productivity. The need to connect dissimilar networks may
also come about as the result of corporate merger or acquisition activities. Whatever
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the justification for linking dissimilar

networks, gateways are designed to do the

job.
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Figure 5.7 Gateway Operation

Gateways are more capable than bridges or routers because they not only connect
disparate networks, but they also ensure that the transported data from one network
is compatible with that of the other. Not only does this higher level of functionality
translate into a higher price for equipment, but the translation function imposes a
substantial overhead burden on the gateway, which results in a relatively slow
throughput rate (hundreds of packets per second versus tens of thousands of
packets/s for intraLAN or remote bridges). Consequently, the gateway may
constitute a potential bottleneck when utilized frequently, unless the network is
optimized to mitigate that possibility.

Access to the gateway may be controlled by assigning specific ports to certain
microcomputers. When a microcomputer requests access to the gateway, it is given
the port reserved for it. Because no other microcomputer can access to particular
privileges. One port may provide access to all mainframe applications, for example,
while another port may be limited to only one application. The problem with
dedicated access is that idle ports can not be used by anyone else, which means that
efficiency is sacrificed for the sake of security.

When security is not an issue, gateway access may be provided on a contention
basis. This arrangement provides more opportunities for users to create links with
the mainframe or other network resources because port contention does not limit
users to specific gateway ports. Some gateways permit both shared and dedicated
access, allowing some ports to be reserved for specific microcomputers and the rest
pooled for general use.

When a separate server is used as a gateway, saving result in cabling costs and
installation time, and moves and changes are easier to accommodate. In fact, users
can change the physical location of their equipment, but retain their logical address
on the network. With communication functions off-loaded from the host in this
way, valuable processing resources are freed for more important tasks.

Another advantage of the gateway is simplified network management. Instead of
having to monitor the traffic from 100 microcomputers on the network, for
example, only the traffic from a single gateway would have to be monitored, which
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appears to the host as a single peripheral device. In this case, a separate cluster
controller is unnecessary because the gateway replaces it.

Gateways can extract detailed information about the data traffic passing though it,
as well as the status of the data links with which it interfaces. The gateway can
ensure that the links are handling data reliably, without exceeding user-defined
error-rate thresholds. The gateway can also check on the various protocols being
used, making sure enough protocol conversion processing power is available for
any given application. The gateway’s management system can generate a variety of
reports, which can be extracted automatically by time of day, or as demand
warrants via keyboard command. Network statistics may be archived for trend
analysis, which can assist in long-range planning.

In WAN environments, the gateway balances load levels, bypasses failed links, and
finds the most economical route. With some gateways, all of these functions are
performed automatically as the result of a single connect request from a user,
regardless of equipment location or protocols involved. In this environment, the
ability to detect, isolate, and diagnose problems becomes very important. The
network management tools that are available with today’s sophisticated gateways
allow the remote configuration of channels, links, and other network
interconnection devices such as bridges and routers. Through the network
management system, gateway ports may be brought on or off line as required.

Because gateways perform protocol conversion, performance bottlenecks may
become a problem. Every new connection, hop and protocol that is added to the
network not only intensifies the problem, but invites new problem, such as higher
system costs, limited growth and expansion, and non-transparent connections - all
of which complicate network management. With so much networking overhead
devoted to protocol translation, some gateways have become dedicated to specific
applications such as E-mail and batch file transfer.

Some vendors are developing so-called “intelligent gateways”. These devices are
called gateways but operate more like routers. They talk to each other about the best
way to route information, taking into consideration such things as congestion,
priority, performance (throughput, delay, error rate), security, and even cost.
Building such capabilities into intelligent gateways relieves users of having to make
these decisions.

An inherent weakness of such schemes is congestion. Congestion may affect the
performance of the entire network, or only one gateway of the network. Congestion
may be caused by an inefficient routing scheme, causing traffic to stay on the
primary data links longer than necessary and thus slowing down the entire network.
Alternatively, congestion may actually be in the gateway, a situation that could
occur when a gateway is presented with too many packets to filter. To minimize the
chance for such bottlenecks, the gateway protocols must be able to perform flow
control and respond to congestion indicators. End-to-end protocols such as TCP
can cope with congestion. Finding out the cause of the congestion can make a
difference in determining whether trying to reroute through other gateways
attached to the network is worthwhile.
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When congestion is detected, the intelligent gateway can prioritize the information
that is to be routed; for example, the gateways can determine whether local or
internetwork traffic should be given preferential treatment. Prioritizing information
is also important in the management of the network. Intelligent gateways will have
the ability to allow diagnostic information to pass through or around congested
areas, providing real-time status reports on each link.

If the entire network is congested, then all of the alternative gateways located on
the other site of the network can be bypassed entirely in favor of a hop through an
entirely different network. In hopping through to another network to avoid
congestion, security becomes a concern. This concern is addressed by the ability of
some intelligent gateways to distinguish between routine and sensitive information
during the routing decision.

5.2.3.5 Security Devices

Security Devices include encryption, access control, and data integrity equipment as
well as associated management devices. Security will be addressed in Chapter 7.

5.2.4. Data Management and Data Exchange

This section describes the concepts for data management and data exchange used
within a node system.

5.2.4.1 Database Distribution Concept

The term “database” is used as a general term to refer to a collection of related
data, regardless of whether it is kept in files, relational tables or in other ways.

Data management also provides facilities to support the distinction among the
following partitions of the operational database:
e live data: data used in support of live operations only.

e exercise data: data used in support of exercises only.

o fraining data: data used in support of individual or group training
activities only.

Regarding the data distribution in a node system, the recommendation is for a
compromise between a central database (with advantages on the side of integrity
and consistency and administration) and a fully distributed database (with
advantages on the side of availability, performance and security). Three levels of
database (with structured and unstructured data) are distinguished within a node
system:

e Command databases
e Functional Area databases
e User databases
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The first type corresponds to the headquarters-wide support concept (“backbone
system”), the second to the User Group support concept (“sub-system”) and the
third to the individual user support (“workstation”).

An integrated Command Database contains data of interest to the whole
headquarters or to two or more User Groups (common data). It can be
physically allocated across multiple backbone servers (database, file or
document) for performance or availability reasons but it is managed as a
(logically) centralised one. Data integrity, consistency and security control
are enforced. This database should contain at any time the most current
common data in a consistent state.

Within each subsystem, Functional Area Databases may exist. They
contain data specific to the Functional Area, i.e. for which the Functional
Area User Group is responsible for the update. It is the headquarters
interested in or to which it requires frequent access.

On each workstation, User Databases might exist. Their management is
completely under the control of the user or of the specific applications
(both common and special) that support its tasks. User database
management is not further considered here.

Groups of data (also called “partitions”) in the Functional Area databases may
correspond, totally or in part, to the data partitions in the Command Database. The
distribution of the data at the sub-system level improves the performance, security,
reliability and availability for the User Group but may cause some problem. The
main problem is the possible consistency among the various copies of the data in
the node system (in the Command Database or other subsystem databases). In order
to reduce this problem, and improve the consistency of the data, the following
design concepts should be implemented:

Clear ownership of a User Group for each database or partition of it (e.g.
file or table). Only the “owner” User Group is authorized to change this
data and to establish the access right to it. A data partition can also be
owned by an external entity., which means that no user group in the
headquarters is authorized to update it.

If a data partition is present in a Functional Area (FA) database for which
the FA has no ownership, such a partition is a replica of the
corresponding  partition in the Command Database. A “refresh”
mechanism is implemented to update the sub-system data with the most
current node-wide version available in the Common Database. Various
mechanisms can be chosen from an “immediate refresh” (i.e. done any
time the data is changed), to a “refresh on demand” (i.e. done when it is
read) or a “periodic refresh”. Different mechanism can be chosen for
different Functional Areas and database partitions. The choice of which is
the most appropriate is left to the node system design considering the
specific requirement.
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e If the data partition can be updated within the sub-system (i.e. the
Functional Area is owner), it is responsibility of the FA to update the
corresponding replica in the Command Database. Similar mechanism to
those previously described could in principle be implemented. However, it
is only the Functional Area responsible staff who know when the partition
is in a consistent state and can be shared at the node-level. An explicit
“push” of the data (when believed correct and consistent) to the Command
Database seems the most appropriate mechanism.

e The principles specified above can be implemented rather easily for
structured data stored in relational DBMS utilizing features available in
commercial off- the shelf DBMSs. The implementation for file-based data
or document data is more complex and procedural, user-driven measures
will be necessary.

e Various technical COTS solutions are available to improve the availability
of databases and data such as: disk, file, database or server “mirroring”,
recovery logs, on-line back-ups etc.

5.2.4.2 Data Administration

The Data Administration function aims at maintaining and enforcing:

e common and consistent definition of all the data that is subject to
exchange

e compatibility and consistency with definitions of databases in node
systems.

e standard method for data(base) design and maintenance.

In order to fulfill these requirements, the concept of Information Resource
Dictionary System (IRDS) is introduced:

¢ astandard method for structured data definition and database design. The
definition language should be semantically rich. The Entity Relationship
notation is recommended.

e a global (system-wide) logical and integrated definition for the common
data (Conceptual Schema) following the currently applicable data
definition standards.

¢ a Data Dictionary representing this definition, supported by an automated
graphical tool to facilitate the definition, maintenance and validation
tasks.

e an C’I System Data Administration (DA) function to manage it.
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Figure 5.8 illustrates the concept of an IRDS.

Figure 5.8 IRDS Concept
The IRDS is split into two parts :

¢ the common part, including all data definitions that are applicable across
functional areas. This part can initially be populated with the existing (and
still applicable) definitions.

¢ the functional area specific part, comprising data specific to one each
functional area. Each functional area should define its specific part of the
IRDS (guaranteeing the interoperability and consistency within the area as
well as apply central co-ordination to ensure the minimum commonality
needed for interoperability across functional area boundaries.

To implement the concept effectively, the following principles should be followed:
e The definition and maintenance of the IRDS will be a dynamic process as

application prototyping and development efforts will lead to inputs and
revisions of the IRDS. To manage this process, Data Administrator posts
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and capabilities have to be installed both on the system level and on the
Regional/Headquarters levels.

e The IRDS will serve system and application software implementors as
standard reference for the definition and implementation of operational
databases in each C’I system node. Local (i.e. command specific) data
definitions should be derived from and in consistence with the IRDS to the
extent possible. The local database scheme should distinguish the
command unique subset (with no interoperability requirements) from the
standard definitions compliant with the IRDS.

e The IRDS definitions should be utilized by all C’I system nodes when
transferring structured data (in any form). The IRDS should be the basic
tool for the definition and revision of any data interchange procedure, i.e.
new messages as well as other types of structured data exchange such as
files, database transaction formats.

5.2.4.3 Handling of Message Data

The OSE recommended standard for exchange of messages between node-systems
is CCITT X.400 (ISO MOTIS). For node internal message handling the choice is
between an implementation based on X.400 compliant products or an
implementation based on industry standard E-mail solutions. Although X.400
based products are available for implementation of node-internal message handling,
they can currently not compete in functionality, user friendliness, and integration
with office automation environments, with commercial E-mail products, even
though this situation is changing fast.

For the near term the following is therefore recommended:
e Use of industry standard COTS E-mail solutions for sub-systems.

e Use of X.400 as the common denominator at the backbone level in case
sub-systems implement differing E-mail solutions or

e Use of a node-wide E-mail industry standard product with X.400 gateway

o Select a message handling/E-mail product which has integrated directory
services based on X.500 or which at least provides an X.500 interface.

The implementation of message handling services within a node is based on one or
several message servers and end user message handling applications in client
workstations. The message server(s) provides (together with the WAN gateway) the
gateway services for message exchange with the outside as well as all services for
internal message exchange, handling and storage. End-user applications for
message handling interact with the server providing end-users access to the central
services. The backbone message server can directly serve workstations or it can
serve sub-systems implementing their own subsystem message server. Figure 5.9.
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illustrates a node system with X.400 based message server on the backbone serving
two sub-systems which implement industry standard E-mail systems and users of
the third sub-system directly.

Although a heterogeneous solution for message handling combining X.400 and
industry standard E-mail is feasible, the effort for maintaining and managing a
heterogeneous message handling system within a node is significantly higher than
a homogeneous solution,

Figure 5.9 Node Message Handling
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5.2.4.4 Handling of Document Data

Documents are considered to be objects such as memoranda, letters, forms and
reports which may include text as well as graphics. Common document services
include:

e import of paper and electronic documents either off-line or on-line from
news-wire services or submitted from other organisations
o registration of documents

e distribution and retrieval of documents in accordance with user defined
criteria like themes or topics.

Document services will be implemented by the document server on the backbone. In
addition user-group specific services can be implemented by document servers
within sub-systems. E-mail can be used to maintain the flow of documents from the
central document server to possible sub-system servers, and finally to the end-users
workstations. For on-line document retrieval functions special applications
implemented on end-user workstations interact with the document servers via
product specific protocols.

All such functions and capabilities can be implemented with COTS products. The
main issue for implementing a headquarters-wide document service is the decision
on standard document formats and interchange formats.

The relevant standard is ISO 8613. It is a multi-part standard including ODA,
ODIF and ODL. Office Document Architecture (ODA) is an architecture that
enables users to interchange the logical structure, content, presentation style and
layout structure of documents from one application to another, or from an
application to various output devices. Office Document Interchange Format (ODIF)
is an encoding standard for document interchange. Office Document Language
(ODL) is a Standard Generalised Mark-up Language (SGML) encoding for ODA
documents to enter a SGML database or publishing environment. ODA document
represented by SGML are interchanged using the SGML Document Interchange
Format (SDIF, ISO 9069, 1988).

For CI system, ODA and the related standards should be seen as the mid and long
term targets. As ODA conformant products are not widely available, near-term
implementations will have to be based on proprietary products.

5.2.4.5 Handling of Files

The recommendation for FTAM for file transfer and access among nodes could be
inefficient within a node system, where a more reliable and fast data transmission
support is normally available. Also, FTAM has not yet been widely accepted and
implemented in commercial products. The effort to integrate FTAM with COTS
applications is considerable. For near-term implementations it is recommended to:
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e implement the exchange of data files on the basis of E-mail services,

o use the distributed file handling capabilities either integrated in or supported
by operating system products.

Combinations with industry standards for file management are feasible. Figure 5.10

illustrates a node system with two file management domains and the capability to
share files between them.

Figure 5.10 Node File Handling
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5.2.4.6 Handling of Structured Data

The recommendation is for SQL and Remote Data Access (RDA, ISO DIS 9579-1,
DIS 9579-2 (RDA-SQL specialisation)).

For near-term implementations RDA compliant products are not yet available.
However, products offering RDA like capabilities do exist. An industry standard
based on RDA is emerging (SGL-Access) and endorsed by X/Open. First SQL
Access implementations are available and wide support by COTS products is
expected.

Distributed database management in terms of application accessing multiple
databases, and data replication among distributed database servers and data bases,
is supported by some DBMS products. Implementation of such functions in a
heterogeneous DBMS environment is not recommended for the near-term. It should
also be considered that the effort of maintaining and managing a heterogeneous
distributed DBMS within a node is significantly higher than for a homogeneous
solution.

As illustrated in Figure 5.11 the use of different DBMSs at the backbone and sub-
system levels implies the development and use of specific gateways if interaction
between the databases is required.
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Figure 5.11 Node Database Management

5.2.5. Applications

The applications are parts of the C*I system that are most visible to the end user.
From their perspective (i.. the “operational requircments”) the function of “all the
rest” of the C°I system (more precisely called the “Application Platform” in the
OSE Reference Model) is only to enable applications to be executed.

Two classes of applications are distinguished in the OSE Reference Model:
Common and Special Applications. The next two sections deal with each of them.
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5.2.5.1 Common Applications

The required Common Applications are described below:
a) Electronic Mail

Electronic Mail should be provided through COTS products supporting the
exchange of informal messages within a node. A COTS package compatible with
X.400 is preferred to facilitate E-mail and Message Handling integration.
Integration between E-mail, word processing and business graphics packages will
also be required.

b) Message Handling

An automatic desk-to-desk message handling system will be required, which
includes the preparation and distribution of outgoing messages as well as routing
and logging of incoming messages. Distribution of incoming messages should be
based on user profiles that can be dynamically modified by users. Generation, co-
ordination, revision, and controlled release of outgoing messages will be required.

Message Handling is described in Section 5.4 (See also [5.3]) with appropriate
standards recommended. Message Handling can be provided through off-the-shelf
packages running on UNIX platforms which are POSIX compliant. However, at the
present time, such packages may include commercial X.400 implementations rather
than STANAG 4406 which is expected to become commercially available later. It
will be necessary to integrate message handling software with other packages so
that documents or diagrams can be directly imported into message preparation.
Message handling requires a significant effort to set up and administer with the
necessary addressing and routing information, and packages to support directory
services may be considered a good investment as the X.500 series of standards
matures and COTS products become available.

€) Message Processing
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