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Foreword

It is with great pleasure that [ am writing this foreword to Transportation Engineering: Multi-Modal
Transportation Networks, Theory, Practice and Modeling by Dusan Teodorovi¢ and Milan Janié.
I have known the two authors for a long time—close to 40 years by now. Both have enjoyed highly
productive and distinguished careers at major universities, not only in their native lands of Serbia
and Slovenia, but also in the United States, the United Kingdom, and the Netherlands. Their experience
as educators and expertise as researchers are reflected in this valuable book. They have witnessed first-
hand and have contributed themselves to the development and evolution of the transportation field dur-
ing their professional lifetimes.

Since 2001, I have been co-teaching with various colleagues at MIT a course called “Transportation
Systems Analysis: Supply and Performance,” which introduces fundamental quantitative models and
their application to first-year graduate students in our Transportation Program. The course attempts to
provide an overview that spans all modes of transport and cuts across the disciplines of traffic engi-
neering, transportation science, transportation economics, and operations research. While developing
the course and in the years that have followed, I have been struck by the absence of a textbook that
covers this material in an integrated fashion and at an adequate and consistent mathematical level.
The available books tend to be focused primarily on a single mode and, usually, on only specific aspects
of the mode, such as urban traffic, highway traffic, public transit, or air traffic management. Moreover,
their mathematical level is all too often either elementary—so that the reader cannot appreciate the
power of the existing analytical tools—or uneven, alternating between very basic and too advanced.
As a result, my colleagues and I have relied on our own course notes, supplemented by selected read-
ings of landmark papers or book chapters.

This new book therefore constitutes a most welcome addition to the transportation literature, as it
addresses the central issue I identified in the previous paragraph—Ilack of integration across transpor-
tation modes, disciplines, and methodological approaches. Taking advantage of their complementary
areas of expertise, the authors have managed to write a textbook that truly spans all modes. Having
devoted a large part of my own research to air transportation, I am particularly pleased to see that air-
ports and air traffic have been given their “fair share” of attention. Air transport has become the dom-
inant mode of long-haul passenger transportation on a global scale and it is essential that transportation
professionals and students become familiar with some of the most important models that describe air
traffic movement and processes. An added benefit, in this respect, is that air traffic models typically
treat vehicles (the airplanes) as discrete objects. Thus, these models expose the reader to a set of meth-
odologies, such as integer programming, that focus on individual, “atomistic” entities. Air traffic
models therefore offer a perspective different from the continuous flow models that are generally used
to study road and highway traffic.

Another welcome feature of the book is that it does not draw a priori any dividing lines between
modes of transport, but is structured around a set of major common themes, such as “traffic flow the-
ory,” “capacity and level of service,” “traffic control,” and “transportation planning” and “environmen-
tal impacts.” This makes it possible to integrate the material better and facilitates the highlighting of the
similarities and differences among the methodologies and modeling approaches used for each mode.

99 ¢
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XX Foreword

The major common themes are themselves arranged in a logical sequence, so that the reader can
progress from an understanding of the “physics” of the individual elements of transportation
networks—e.g., flows in a road segment, traffic light settings at an isolated intersection, capacity of
a runway—to studying the performance of the networks as a whole. In this respect, the authors take
great pains to emphasize the importance of considering how the pieces fit together into systems.
The book is definitely “network-centric” and discusses the design of transportation networks, including
multi-modal ones, their optimization at the planning level and the operations level, their control in the
long run (“demand management”) and in real time, and the economics and environmental impacts of
the different modes.

The centerpiece of the book lies, I believe, in the presentation of fundamental models, i.e., math-
ematical abstractions and constructs that are used to represent essential features of actual transportation
systems. In the transportation field, we are fortunate at this point to have an abundance of such models.
As the authors make clear, the appropriate model to use depends on the questions that one wishes to
answer. Any given transportation system can be modeled in several different ways, according to the
question at hand. One can have models that are: deterministic or probabilistic/stochastic, depending on
the extent to which one wishes to account for uncertainty; static or dynamic over time; macroscopic or
microscopic depending on the level of detail one wishes to capture; and analytically based or
simulation-based depending on the methodology used—with numerous additional subcategories when
it comes to analytical models. The reader will find all these types of models in different parts of
this book.

During the second half of the 20th century, studies in transportation engineering and transportation
science made huge strides toward developing a knowledge base of methodologies and models for
studying, quantifying, and predicting the behavior of transportation systems. As a result, we now have
a much better understanding of how to plan, design, manage, and operate transportation networks. The
first two decades of the 21st century have added to this arsenal of tools the ability to collect and process,
often in real time, enormous amounts of data about the state of transportation networks. However, to
take full advantage of this newfound capability, one must be familiar with this knowledge base of meth-
odologies and models. This book, I believe, makes an important contribution toward providing this
crucial background for students and professionals alike, including a much-needed historical perspec-
tive. I am quite certain that the readers will agree with this assessment.

Amedeo R. Odoni

T. Wilson Chair Professor Emeritus of Aeronautics and Astronautics
Professor Emeritus of Civil and Environmental Engineering
Massachusetts Institute of Technology

March 2016



When once you have tasted flight, you will forever walk the earth with your eyes turned skyward, for

there you have been, and there you will always long to return.
Leonardo da Vinci

Preface

Joint writing a book is not a simple task. It is similar to playing the piano with four hands. We met,
for the first time, in 1974, at the University of Belgrade, Serbia, when the first author was a teaching
assistant, and another undergraduate student. We had a different professional careers in the countries in
which we lived. During occasional meetings, we have been strengthened in our belief that we have
similar views on important transportation engineering issues. During our professional careers, we were
professors, and visiting scholars at the universities in Europe, the United States, and Asia.

For many years, we have been studying fascinating traffic phenomena. We thought, at one point,
that it was time to write our book about transportation engineering fundamentals. We strongly believe
that each new book in a certain area opens up new views to the reader. We have tried in this book to
touch on urban and road transportation, air transportation, railways, inland water transportation, and
logistics. This book begins with the story about the earliest discovered paths, made by animals, and
adapted by humans, found near Jericho, and arrives at the issues related to the autonomous car
(self-driving car, driverless car, robotic car) that are now around us. The following is a brief description
of the book chapters.

Chapter 2 introduces the reader to the field of transportation engineering. The chapter covers the
history of transportation, offers basic definitions and classification of the transportation systems, and
describes the most important transportation systems issues: planning, control, congestion, safety, and
environment protection.

Chapter 3 deals with traffic and transportation analysis techniques. This chapter covers object mo-
tion and time-space diagrams, transportation networks basics, mathematical programming applications
in traffic and transportation, the relationship between the probability theory and traffic phenomena,
queueing theory, simulation techniques, and computational intelligence techniques.

Chapter 4 covers traffic flow theory basics. The chapter describes measurements of the basic flow
variables, speed-density relationship, flow-density relationship, speed-flow relationship, fundamental
diagram of traffic flow, micro-simulation traffic models, car following models, and network flow
diagram.

Chapter 5 involves capacity and level of service of different transportation modes (highways, urban
transit systems, urban freight transport systems, rail interurban transport systems, inland waterway
freight/cargo transport systems, maritime freight/cargo transport systems, air transport systems, and
air traffic control systems).

Chapter 6 describes traffic control techniques related to the road, rail, and air traffic control systems.
The chapter covers a variety of traffic control measures, methods, and strategies that should be imple-
mented in order to use the existing transportation infrastructure optimally.

XXi
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Chapter 7 deals with public transportation systems. The chapter describes public transportation
basics, public transit network types, public transit network design, vehicle scheduling in public
transit, public transit planning process, demand-responsive transportation systems, and air transporta-
tion basics.

Chapter 8 covers transportation planning methods and techniques. The chapter describes transpor-
tation demand modeling, the four step planning procedure (trip generation, trip distribution, modal
split, and route choice), Wardrop’s principles and traffic networks equilibrium conditions, the Braess
paradox and transportation capacity expansions, dynamic traffic assignment problems, transportation
demand analysis based on discrete choice models, and activity-based travel demand models.

Chapter 9 describes relationship between logistic systems and transportation. The chapter elabo-
rates principles and techniques of city logistics (distribution of goods from warehouses to shops
and supermarkets, emergency services, waste collection, street cleaning and sweeping in one city). This
chapter covers basics of location theory, and vehicle routing and scheduling techniques.

Chapter 10 involves basic transportation economics concepts (fixed and variable costs in transpor-
tation, economies of scale, relationship between demand and supply, infrastructure costs, etc.). Trans-
portation economics concepts and methods are described for every transportation mode.

Chapter 11 deals with the impacts of transportation systems on society and the environment. There
is continuous construction, expansion, and maintenance of the transportation systems in the world. Dif-
ferent transportation systems have enormous impacts on energy use, air, water and soil quality, noise
level, land use, and nature conservation. Chapter 11 analyzes the direct impacts of transportation sys-
tems on the society and environment, and their costs/externalities. The major impacts on the society
taken into account include congestion, noise, and traffic incidents/accidents (ie, safety). The main im-
pacts on the environment considered involve the energy/fuel consumption and related emissions of
GHG (Green House Gases), land use, and waste. Considering the importance that transportation has
on human society and environment, Chapter 11 contains material that exceeds the boundaries of uni-
versity textbooks. The material given in Chapter 11 is related to the ideas of changing regulation and
standards in the transportation sector, behavioral change of the participants in transportation (more
pedestrian and bicycle transportation), as well as appearance of the new vehicle types and new fuel
technologies.

The book is planned for use by students at the senior undergraduate level, and at the graduate level,
interested in transportation engineering, civil engineering, city and regional planning, urban geogra-
phy, economics, public administration, and management science. We believe that the book could also
be useful for self-study, as well as for professionals working in the area of transportation.

The journey of writing this book was more than exciting. We tried, all the time, to find a balance
between the explanation of the traffic phenomena, mathematical rigor, and real-world examples. We
believe that the new generations of traffic engineers and planners will be more capable of reducing
energy consumption and emissions from the transportation systems. We strongly believe that the future
of transportation is the “green transportation.” It is, in a way, the basic message of our book. The main
motivation for writing this book is the desire to send this message to many young people in the world
who are beginning to deal with complex transportation engineering problems.

Dusan Teodorovié¢
Milan Janié
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At the time of Julius Caesar, in the first century BC, in order to solve traffic congestion problems, a
law was passed prohibiting the use of private vehicles in Rome during the first ten hours of daylight.

CHAPTER

INTRODUCTION

The development of human civilization has been characterized by constant migration of population.
Various ethnic groups, in search of a better life, traveled, explored, and inhabited new lands. Through-
out history, humans continually migrated to new regions, establishing new settlements and creating
states. The Hawaiian islands, Easter Island, Tuvalu, Samoa, Tahiti, Cook Islands, and numerous other
islands in the Pacific Ocean were inhabited 2000-3000 years ago. The Vikings also developed an
ocean-going tradition. They established colonies in Iceland and Greenland, and explored the coast
of North America and interior of Russia more than 1000 years ago. Migration has led to changes in
racial, ethnical, linguistic, economic, and cultural characteristics of the population. Europe in the past
was characterized by significant migration of Germans and Slavs. The Americas, Australia, and New
Zealand were inhabited predominantly by European migrants from the late 16th century through to the
20th century. The greatest intercontinental migration in human history happened between the
American Civil War and the World War I, when millions of people from Europe crossed the Atlantic
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2 CHAPTER 1 INTRODUCTION

Ocean and came to the United States of America. Advances in transportation technologies partially
enabled such a huge migration (Matthews, 1960; Fitzpatrick and Callaghan, 2008; Nichols Busch,
2008; Harvey, 2010; Clark, 2015).

The necessity for transportation evolves from a variety of man’s activities. People travel for busi-
ness, professional, cultural, or private reasons. Thousands of vehicles and passengers that travel from
one place to another create flows of cars on highways, bicycles on streets, peoples in bus and metro
stations, pedestrians on crossings, and aircraft on airport taxiways and runways. Passenger and freight
flows are the consequences of spatial interaction among various regions (Vickrey, 1969; Gazis, 2002;
Jani¢, 2014).

In ancient times as well as modern, people developed different transportation systems (whether
based on animal-drawn wheeled vehicles or on Boeing-747 aircraft). The analysis and design of trans-
portation systems are the essence of transportation engineering. Traffic engineers and planners are con-
stantly faced with the question of how to plan, design, and maintain high-quality transportation system
and livable human communities. Transportation engineering deals with planning, design, operations,
control, management, maintenance, and rehabilitation of transportation systems, services, and compo-
nents. The subareas that are parts of transportation engineering are transportation planning, traveler
behavior, design and analysis of transportation networks, traffic flows analysis, analysis and control
of traffic operations, queueing analysis, vehicle routing and scheduling, logistics and supply chain
management, etc. Within transportation engineering, technology, mathematics, physics, computer
science, social sciences, and cultural heritage converge. Transportation engineering methods and
techniques have a high impact on transportation system performances (level of service, capacity,
safety, reliability, resource consumption, environment, economics, etc.).

The basic elements of transportation modes are vehicles (aircraft, balloon, bicycle, boat, bus, cable
car, car, electric vehicle, helicopter, locomotive, motorcycle, sailboat, ship, submarine, tractor,
train, tram, tricycle, trolleybus, truck, unmanned aerial vehicle, van, wagon, etc.), guideways (street,
highway, airway, railroad track, canal, etc.), transportation terminals (bus terminal, container terminal,
marine terminal, airport terminal, railway terminal, freight terminal, etc.), and control policies (visual
flight rules, instrument flight rules, railway signaling, fixed-time control, actuated signal control,
adaptive control, etc.).

A range of control systems in transportation were originally created, mainly to improve traffic
safety. Later on, engineers started with the development of control systems, intending to reduce traffic
congestion. This congestion is an outcome of many decisions that different users make. Traffic and
transportation systems are composed of decentralized individuals (pedestrians, drivers, passengers, dis-
patchers, operators, air traffic controllers, vehicles, vessels, aircraft, etc.) and each individual acts to-
gether with other individuals in accordance with localized knowledge. Occasionally, individuals
collaborate, and at other times they are in conflict. They interact, simultaneously, with transportation
infrastructure and the environment. Through the aggregation of the individual interactions, the global
picture of the transportation system emerges.

Transportation and traffic systems are, in essence, different from other technical systems. Their
performances depend a great deal on the users’ behavior. A good understanding of the human
decision-making mechanism is one of the key factors in the transportation planning process, as well
as in developing appropriate real-time traffic control. There are continuous construction and expansion
of traffic networks. Before the construction of a new bridge, road expansion, or development of a toll
road, it is necessary to study how the potential users of the facility will react. For example, the following
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research questions should be properly answered in the case of route choice between a toll and nontoll
road: how do the characteristics of competitive routes influence route choice when there is a toll and a
nontoll road? How do travelers’ characteristics influence route choice? Research to date has provided
some answers to these questions. A proper understanding of the human decision-making mechanism is
of high importance, since it has been shown that building additional roads, in some cases, does not
automatically produce a reduction in total travel time in the transportation network.

Some existing transportation systems are characterized by outstanding performances. For example,
the annual average delay of Shinkansen trains in Japan is only 0.9 min per operational train (including
delays due to unmanageable causes, such as natural disasters). At the same time, no accidents resulting
in fatalities or injuries to passengers on board have happened since operations commenced in 1964. The
maximum speed of Shinkansen trains is about 300 km/h. On average, there are 342 daily departures,
offering more than 1300 seats per train.

On the other hand, various transportation systems in many countries in the world are inefficient, and
not reliable enough. They are also great consumers of energy and great polluters. Day after day, a num-
ber of the scheduled flights are canceled, traffic incidents happen on highways, some links in a city
traffic network are fully congested, etc. Traffic engineers and operators must be also capable to obtain
practical, “good” solutions for the complex transportation problems caused by random events.

Some transportation networks are exceptionally big. They are characterized by complex
relationships between specific nodes and links, and they are repeatedly congested. Consequently, it
is not simple to observe and study them, and to find suitable solutions for traffic problems. Most
frequently, it is not possible to control the entire network in a centralized way.

Transportation science and transportation engineering offer various techniques related to transpor-
tation modeling, transportation planning, and traffic control. These techniques should be used for
predicting travel and freight demand, planning new transportation networks, and developing traffic
control strategies. The range of engineering concepts and methods should be used to make future trans-
portation systems safer, more cost-effective, and “greener.”
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Where were located the earliest stone surfaced roads, and what are the Amber Routes? Who were
Vigiles in ancient Rome? What are transportation systems? When the London Underground, the world’ s
first underground railway, was opened? Who were Wilbur and Orville Wright? What is the length of the
major part of the U.S. road network? What is the number of handled containers at Singapore? When the
first autonomous cars appeared? What are radial, diametrical, tangential, circumferential transit
networks? What are hub-and-spoke networks in air transportation?

CHAPTER

TRANSPORTATION SYSTEMS

BACKGROUND

Passengers and goods travel over the land, under the land, over the oceans, and over the sky. Thanks to
the development of technology and transportation systems, the world has become a “global village,”
and mankind has achieved economic and cultural development. Developed transportation systems have
facilitated the development of political, economic, cultural, touristic, and sporting relations among peo-
ple in the modern world. Sustainable and efficient transportation is one of the most important factors for
the survival and progress of modern civilization.

Large-scale rail and sea transportation were created in the 19th century. Road and air transportation
were established in the 20th century. Guideway and vehicle construction were the most important prob-
lems faced by the engineers who dealt with traffic and transportation problems at that time (ship build-
ing, road building, etc.).

Over time, there was a need to accommodate traffic efficiently and safely. Traffic control systems
grew up step by step. At the very beginning, red and green traffic lights at the intersections were used
with the aim of making the intersections safer. Very quickly, these lights became a powerful traffic
control tool. At the present time, in all branches of transportation there are local, government, and
international organizations that establish and maintain safety standards and various operating proce-
dures and rules. These organizations also take care of licensing of pilots, drivers, dispatchers, etc.

Modern, large-scale transportation networks, their complexity, high level of congestion, and high
transportation costs call for comprehensive approach to transportation planning and traffic control

Transportation Engineering. http://dx.doi.org/10.1016/B978-0-12-803818-5.00002-0 5
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6 CHAPTER 2 TRANSPORTATION SYSTEMS

problems. Transportation engineering methods and techniques are quantitative. By these methods and
techniques traffic engineers try to optimize traffic operations. They are quantitative, since the majority
of traffic and transportation engineering problems are very complex. At the same time, wrong decisions
in the transportation arena are environmentally damaging and highly costly.

Henry Ford started the age of automobile transportation. Traffic problems were present in engineer-
ing and economics even before his time. Because of their importance, traffic network equilibrium prob-
lems have been studied in the 19th and 20th centuries, dating back to Kohl (1841), Pigou (1920), and
Knight (1924). With more and more cars on the streets and roads, by the middle of the 20th century,
traffic problems demanded much more consideration. The roots of transportation science (Gazis, 2002;
Boyce et al., 2005) could be traced back to seminal works of Wardrop (1952), Beckmann et al. (1956),
and Prigogine and Herman (1971). In his influential paper, Braess (1968) proved that adding extra ca-
pacity to a traffic network can, in some cases, reduce the network’s overall performance.

During the last six decades, a great number of models, methods, and techniques that deal with different
transportation planning and traffic control issues have been developed. Methods and techniques developed
within the framework of one transportation mode can easily be applied, with certain modifications, for
solving similar problems in another branch of transportation. We try in this book to cover all branches
of traffic and transportation. The following is the fundamental problem that we study in this book:
How to plan, design, and maintain high-quality transportation systems and livable human communities?

HISTORY OF TRANSPORTATION

The word “way” has its roots in the Middle English wey, the Latin veho (“I carry”), and the Sanskrit vah
(“carry,” “go,” or “move”). According to Encyclopedia Britannica, the earliest discovered paths, made
by animals, and adapted by humans, are found near Jericho. These paths date from about 6000 BC.
Domesticated animals were early transportation modes. Over the last few thousand years, horses have
been used as riding animals in Central Asia.

Archeological sites indicate that the cities of the Indus civilization in Sindh, Balochistan, and the
Punjab paved their major streets with burned bricks (3250-2750 BC), cemented with bitumen.

The invention of the wheel has led to the development of wheeled vehicles. The earliest stone
surfaced road, built around 2000 BC, was 50-km long road from Gortyna on the south coast to Knossos
on the north coast of the island Crete.

The Persian Royal Road connected Susa, the ancient capital of Persia, with the Aegean Sea. The
Royal Road was rebuilt by the Persian king Darius the Great in the 5th century BC. The road, which
was about 2400-km long, passed through Anatolia. Persian Royal messengers were able to traverse the
whole road in 9 days, thanks to a system of relays.

The Grand Canal (Beijing-Hangzhou Canal) represents a series of waterways in eastern and northern
China. The length of the Grand Canal is 1800 km. The Beijing—Hangzhou Canal is the world’s longest
man-made waterway. The oldest parts of the Canal were built in the 4th century BCE. The development of
China’s imperial road system started in about 220 BC. By AD 700, the road system has length of about
40,000 km. The desire to expand the silk trade to areas in the Central Asia populated mainly nomads, has
led to the creation of the “Silk Road.” The development of the Silk Road started about 300 BC (Lei Luo
etal.,2014). Silk Road, in fact represented a network of roads that linked China with Central Asia, north-
ern India, and the Roman Empire. Chinese silk, jade, and spices for centuries were transported to the
Roman Empire. Caravans had a rest stop at a distance of 30—40 km which allowed 10-h travel during
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the day. The Silk Road alignment mostly followed the existing terrain, always trying to find a path that
creates the least resistance to the journey. According to Encyclopedia Britannica, the Silk Road was
connected with roads in Roman Empire and was the longest road system on Earth in AD 200.

Many paths and ways in eastern and central Europe created, by 1500 BC, trading network known as
the Amber Routes. Etruscan and Greek traders used these routes, and transported amber and tin from
northern Europe to the Mediterranean and Adriatic seas.

The ancient Romans were remarkable builders. They planned, designed, built, and maintained the
road system with a total length 85,000 km. The most famous Roman road was the Via Appia
(Berechman, 2003). The construction of this road started in 312 BC. Gradually, Rome expanded from
a city-state to an empire. In order to occupy and control the new territories Romans built all-weather
roads. The Romans had also road classification. The most important roads were public roads (viae pub-
licae). The Romans had, 29 public roads radiating from Rome. About 300 BC Romans started to use a
range of forms of cement-like materials. This invention significantly helped the Roman roads construc-
tion. The Romans adopted pavement structure methods and surveying techniques from the Greeks,
Carthaginians, Phoenicians, and Egyptians.

The streets were very narrow in ancient Rome. Each chariot driver would send a runner to the other
end of the street (Matthews, 1960). The task of a runner was to keep the traffic from approaching from
the opposite direction. With the help of runners, streets were becoming one-way, but the allowed di-
rection of movement was constantly changing. Traffic officers were called Vigiles, and frequently were
resolving disputes between chariot drivers in relation to the right-of-way. Romans calculated that every
day has 12 h of daylight. During Julius Caesar, in order to solve traffic congestion problems, a law was
passed prohibiting the use of private vehicles during the first 10 h of daylight. Business deliveries were
made during the night. The traffic in some residential streets was forbidden both by day and night.

The Inca built the road system that was more than 40,000-km long. The road system was spread
from the Quito, Ecuador to the Mendoza, Argentina. The Inca used runners for relaying messages
throughout the Inca’s empire. The goods were transported by llamas.

The pavage tolls existed in medieval England (Harvey, 2010). The tolls were charged by town au-
thorities on freights passing into and out of towns for sale. The collected money was used for paving
and repairing town’s streets. In the 14th century, all English towns had the men with the title Scavenger,
who had been elected to clean and repair the streets. The archeological confirmations from many En-
glish towns show that town’s streets were paved primarily with flat stones. In order to earn the right to
assess this toll, towns were obliged to apply to the Crown for a pavage grant. The earliest pavage grant
recorded in the Patent Rolls was presented to the town of Beverley (Yorkshire) in Feb. 1249, in the rule
of Henry III. Approximately one hundred towns received pavage grants. Through the pavage grants,
and pavage tools activities, both English towns and the King, tried to maintain and improve the trans-
port system, to reinforce and increase trade inside and between English towns, and to contribute to the
prosperity and economic success of the towns.

The magnetic compass was invented in both China and Europe in about AD 1200. Over the years,
numerous technical improvements have been made in the magnetic compass. Its discovery has, to a
large extent, improved navigation on the seas and oceans, and greatly contributed to the discovery
of new territories.

Christopher Columbus (in Italian Cristoforo Colombo, in Spanish Cristobal Colon), Italian, born in
Genoa, sailed in the late 15th century, in the service of the Spanish crown, four times over the Atlantic
Ocean (1492-93, 1493-96, 1498—-1500, and 1502-04) and discovered the Americas. Columbus was
maritime explorer. The Columbus’s fleet departed from Palos de la Frontera on Aug. 3, 1492. They
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spent almost a month in the Canaries, and left San Sebastian de la Gomera on Sep. 6, 1492. The fleet
was composed of the Santa Maria, Pinta, and Nina. After a 5-week voyage across the ocean, on Oct. 12,
1492, San Salvador, an island in the Bahamas, was sighted (Fig. 2.1).

¥ "oy
Nfarioundfand ~
2,
i ATLANTIC {?;’“
NORTH = OCEAN

AMERICA Azord® Islands

g

1] \ ~] =y

4 \J/ Thg Bahamas
( 9 'y
A\

Jamaica

PACIFIC 2 ‘ - \
J N irst voyage T— ~
OCEAN - \ Sec dy.g. . g
K N ccond voyage
k> J Sopm /8 Third voyage — ———
-1 I AMERICA

Galapagos Islands \,,,Eg,g\rth voyage
‘!I N

FIG. 2.1
Columbus’s voyages.
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BY-SA 3.0 via Wikimedia Commons—http://commons.wikimedia.org/wiki/File:Viajes_de_colon_en.svg#mediaviewer/File:Viajes_de_

colon_en.svg.

Christopher Columbus, the master navigator, sailor, admiral, and maritime explorer, discovered
Bahamas, Cuba, Caribbean coast of Venezuela and Central America. Columbus’s voyages made pos-
sible further expeditions and colonization of the Americas. At the same time, Columbus voyages gave a
great motivation to other maritime explorers to investigate the unknown seas, oceans, and territories.

Vasco da Gama was the first European explorer who arrived in India by sea. Da Gama sailed from
Lisbon on Jul. 8, 1497. His fleet had four vessels (Sao Gabriel, Sao Rafael, Berrio, and a 200-ton store-
ship). Vasco da Gama’s fleet arrived in Calicut on May 20, 1498.

Amerigo Vespucci was a merchant and explorer-navigator. Vespucci made voyages over the Atlan-
tic Ocean (1499-1500, 1501-02). The name for the Americas is developed from his given name.

Leonardo da Vinci (1452—-1519) was a painter, sculptor, architect, musician, mathematician, engi-
neer, inventor, anatomist, geologist, botanist, writer, and philosopher. He also had ideas about town


http://www.eurail.com/plan-your-trip/railway-map
http://www.eurail.com/plan-your-trip/railway-map

2.2 HISTORY OF TRANSPORTATION 9

planning and organization of traffic in the ideal city. Leonardo believed that the spread of the epidemic,
to a significant extent, is caused by population density in cities. Codex Atlanticus, that represents a
collection of Leonardo’s drawing, writings, inventions, and philosophical meditations, contains also
the study of the Ideal City, which spanned across a river. Leonardo proposed to divert the river in
several branches upstream of the city. All these branches were parallel to the mainstream and they
are once again flowed into the river downstream. Ideal City had a three-level of networks. The lowest
level was a network of canals. This network was designed for the freight transportations, as well as for
the transportation of the city’s waste. The network of roads for passengers and common people was
designed at the intermediate level of the city. The upper level are, according to Leonardo’s proposal,
contained palaces, gardens, and walkways for the gentry.

The Portuguese explorer Ferdinand Magellan (in Portuguese, Fernao de Magalhaes) was the leader
of the first expedition to circumnavigate the globe (Fig. 2.2).

MAGELLAN'S VOYAGE AROUND THE WORLD

Spain

ATLANTIC OCEAN Magellan died here April 27, 1521
o

Philippine Islan

PACIFIC OCEAN

Strait of Magellan

FIG. 2.2

Magellan’s voyage around the world.

On Sep. 20, 1519, Magellan departed from Spain, and led the expedition with five ships and 237
crew members (Fitzpatrick and Callaghan, 2008). They sailed across the Atlantic Ocean, along the
coast of South America, and found a passage (Strait of Magellan) that connects the Atlantic and the
Pacific Ocean. They sailed across Pacific Ocean to the island of Guam and finally arrived to the Phil-
ippines, where, in fighting with the natives, Magellan was killed. The Magellan’s expedition was ter-
minated by the Juan Sebastidn del Cano. The expedition continued westward to Spain, and made the
first circumnavigation of the Earth. The Victoria, the only remaining ship from the expedition, returned
to Spain on Sep. 8, 1522 with only 18 crew members surviving.

James Cook was a British explorer, navigator, cartographer, and captain in the Royal Navy. He
explored the seaways and coasts of Canada (1759, 1763-67). In 1775, he made first chart of Newfound-
land. Cook made three voyages to the Pacific Ocean. He was first European who arrived to Hawaii, and
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Australia. He was also first explorer who circumnavigate New Zealand. James Cook was killed in
Hawaii, during his third voyage in the Pacific in 1779. James Cook transformed the map of the world
more than any other sailor and explorer in history.

Safe travel over the seas and oceans, as well as the improvement of marine exploration and marine
trade required a precise measurement of latitude and longitude. Among others, the difficult and com-
plex longitude problem was studied by Galileo Galilei and Isaac Newton. The British Government
passed the Longitude Act in 1714. The Act provided for a reward of £20,000 for anyone who could
find a method to determine accurate longitude that could be “tried and found practicable and useful
at sea.” Sir Isaac Newton became one of the Commissioners of Longitude. The “longitude problem”
was solved by John Harrison, a self-educated carpenter (Clark, 2015). He developed an accurate marine
chronometer, and was granted the Copley Medal by the Royal Society in 1749.

Steam vehicles were vehicles powered by a steam engine for use on land, rails, or for agricultural
work. The base for the use of steam power is related to the experimental work of the French physicist
Denis Papin. The first steam road vehicle appeared in 1769, the first successful steamboat demo hap-
pened in 1786, while the first successful railroad steam locomotive demo occurred in 1804. The
development of internal combustion engine (ICE) technology, in the beginning of the 20th century,
caused the termination of the steam engine.

It is now more than 200 years since the inauguration of the first commercial steamboat service in
Europe (Williams and Armstrong, 2014). The Comet first ran on the Clyde, between Glasgow and
Helensburgh in 1812. Over the next 10 years, the total of 142 steamboats were constructed. Between
1812 and 1822, many routes served by steamboats appeared (Glasgow-Helensburgh, Bristol-Bath,
London-Rotterdam, Liverpool-Dublin, Glasgow-Belfast, Dover-Calais, London-Calais, etc). Steam-
boats were capable to operate to a schedule. In this way, they offered to passengers reliable services.
Early steamboats provided local ferry, river, coastal, and short sea international services. Steamboat
services highly influenced daily activities of the people. Scheduled steamboat services with exact de-
parture and arrival times created a regularity to people’s activities, and highly increased the mobility of
the population. Goods were dispatched and received more quickly and news and information rapidly
distributed. The impact of steamboats on the economy and society was so high that the journal The
Kaleidoscope observed in 1822 that steamboats were “one of the noblest inventions of the age.”

The father of the modern roads was Scottish engineer John Loudon McAdam (1756—-1836).
McAdam started to build roads with a smooth hard surface (Blondé, 2010). The Lancaster Turnpike
in the United States connected Philadelphia and Lancaster in Pennsylvania. The Lancaster Turnpike
had the length of 62 miles. This road was the first planned road in the United States and was built be-
tween 1793 and 1795.

The corvée was the road maintenance system, which Russia’s rulers copied from the French in the
17th century. This maintenance concept required farmers to take care of the roads near their homes
(Nichols Busch, 2008). Peter the Great applied this practice by charging landowners for negligent
farmers. The first paved roads in Russia were road from St. Petersburg to Tsarskoe Selo and road run-
ning from Moscow to Tver. These paved roads involved a well-planned foundation topped with
smooth stone.

The construction and good maintenance of paved roads considerably decreased the total transpor-
tation costs, as well as travel times. There are examples that the trip from Brussels to Terhulpen in
Belgium, in a carriage drawn by four horses, lasted whole day. After the construction of the paved
roads, the travel time on the same route in a carriage drawn by three horses was ~3 h. Road
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improvements that happened in many countries in the 18th century significantly also improved carriage
schedule reliability, since the influence of weather on carriage travel times was much lower.

The Locomotion No. I, was built by George and Robert Stephenson in 1825. The Locomotion No. 1,
was the first steam locomotive to transport passengers on a public rail line (between the Stockton and
Darlington, United Kingdom). The First Transcontinental Railroad (Pacific Railroad) was opened for
traffic on May 10, 1869. This railroad line connected Pacific coast (San Francisco bay area) with the
eastern US rail network. The opening of Pacific Railroad led to a very rapid settlement and rapid
economic development of the American West. This line connected two oceans and enabled consider-
ably faster, more efficient and more economical transport of goods and passengers.

The Erie Canal that connects Great Lakes with New York City was opened on Oct. 26, 1825.
The Canal, which contains 36 locks, ran from Albany, on the Hudson River to Buffalo at Lake
Erie. The Erie Canal, 584 km long, connected Great Lakes with the Atlantic Ocean. The construc-
tion of the Erie Canal took 8 years. Boats, capable to carry 30 tons, were pulled by mules and
horses. Transportation costs were significantly decreased by opening Erie Canal, while the New
York City became a major commercial center. In 1918, the New York State Barge Canal took the
place of the Erie Canal.

Clipper ships were fast sailing ships in 1850s. These vessels appeared as a result of high demand for
tea from China. They sailed all over the world. The clipper ships were narrow, and had three masts and a
square rig.

The Suez Canal was opened in Nov. 17, 1869. Ferdinand de Lesseps received in 1854 an Act of
Concession to construct the Canal, and construction began in 1859. There were 486 ship transits
through the Canal in 1870. The Suez Canal, that separates Africa from Asia, connects the Mediterra-
nean and the Red seas. The Suez Canal is the shortest maritime route between Europe and the Indian
Ocean. The length of the Suez Canal is equal to 163 km (between Port Said and Suez). Crude petro-
leum, petroleum products, wood, metals, fabricated metals, and cement are the main cargoes
transported.

The Metropolitan Railway, which is part of the London Underground, was the world’s first under-
ground railway, opened in Jan. 1863. The line was connecting Paddington and Farringdon. In total,
38,000 passengers were transported on the opening day. The first nickname Tube is today used by gen-
eral public for the whole Underground system in London. Today, the London Underground has 270
stations, and 402 km of track.

The Panama Canal was opened in Aug. 15, 1914. The canal connects Atlantic Ocean and Pacific
Ocean. The length of the Panama Canal from shoreline to shoreline is around 65 km. The total length
from the deep water in the Atlantic Ocean to deep water in the Pacific Ocean is about 82 km. There
were only 807 ship transits in the year of canal opening. Through the years canal traffic increased all the
time. The total number of recorded ship transits in 1970 was 15,523. More than 200 million of metric
tons of cargo were transported through the Panama Canal in 2013. From the very beginning of its open-
ing, Panama Canal brought enormous benefits to the world’s trade, economy, and transportation. For
example, ships that sail from the east to the west coasts of the United States shorten their trip by about
15,000 km by sailing through the Panama Canal. Voyages between Europe and East Asia, and
Australia, the east coast of the United States and East Asia, and Europe and the west coast of North
America are also significantly shortened. Petroleum products, grains, coal, and motors vehicles are
the main commodities that are transported through the Panama Canal (Fig. 2.3).
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FIG. 2.3
Panama canal expansion (http://micanaldepanama.com/expansion/photos/#prettyPhoto/37).

The Panama Canal Expansion project began on Sep. 2007, at a total cost of US$5.2 billion. This
project is the biggest project at the Panama Canal from the time when the Canal was open. The project
is nearly finished. The main achievement of the project is the new lane of traffic along the Canal. The
new set of locks is also constructed. In this way, the waterway’s capacity is doubled. The current set of
locks allows the passage of vessels that can carry up to 5000 TEUs. Subsequent to the extension the
vessels will be able to travel, all the way through the Canal, with up to 13,000/14,000 TEUs.

Karl Friedrich Benz (1844—1929) was a German engine designer and car engineer. He is usually
recognized as the inventor of the modern car. He was granted the patent for its creation in 1886.
Henry Ford (1863—1947), an American industrialist revolutionized transportation in the United States
by mass production of automobiles. The Federal Aid Road Act of 1916 was the first federal highway
funding law. It significantly helped in expanding and improving the US road system. The Federal-Aid
Highway Act of 1956 enabled the construction of 66,000 km of the Interstate Highway System in the
United States.

Wilbur and Orville Wright, bicycle builders, made the first airplane flight in the morning on Dec.
17, 1903. It happened at Kill Devil Hills, Kitty Hawk, North Carolina. The Wright brothers made, for
the first time in history, a heavier-than-air machine, capable of flying. In his first flight, Orville Wright
flew about 36 m and stayed in the air for about 12 s. On the fourth flight on that day, Wilbur Wright
flew about 260 m during 59 s (Fig. 2.4).

The first commercial air service started on Jan. 1, 1914 from St. Petersburg, Florida to Tampa,
Florida. American Charles Lindbergh made the first nonstop flight over the Atlantic Ocean. He departed
on May 20, 1927 from the Roosevelt Field New York’s Long Island and arrived after 33 h and 30 min to
Le Bourget Field in Paris, France. The total flown distance was 5800 km. Charles Lindbergh was flying
inthe single-seat, single-engine aircraft. American Amelia Earhart, was the first woman to fly solo across
the Atlantic Ocean (May 20-21, 1932). The first jumbo jet (360 seats Boeing 747) arrived from
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FIG. 2.4
Beginning of the Orville Wright's first flight.

New York to London’s Heathrow airport in 1970. The jumbo jets significantly increased passenger ca-
pacity and lowered operating costs, enabling more people to use long-distance air transportation services.

Soviet cosmonaut Yuri Gagarin became the first human in space on Apr. 12, 1961. Gagarin’s space-
craft Vostok accomplished an orbit of the Earth on Apr. 12, 1961. The spaceflight that landed the first
humans on the Moon was Apollo 11. It happened on Jul. 20, 1969. The crew members of Apollo 11 were
Neil A. Armstrong, Commander, Michael Collins, Command Module Pilot, and Buzz Aldrin, Lunar
Module Pilot. NASA started in 1981 space shuttle program. Space shuttle (Columbia, Challenger, Dis-
covery, Atlantis and Endeavour) became the first reusable space vehicles. The International Space Sta-
tion operated by the Canadian Space Agency (CSA), European Space Agency (ESA), Japan Aerospace
Exploration Agency (JAXA), National Aeronautics and Space Administration (NASA), and the Rus-
sian Federal Space Agency (Roscosmos), has been constantly in use since Nov. 2000. From that time
more than two hundreds researchers from 15 countries visited and worked in this station. The success-
ful research results have been achieved in biology and biotechnology, earth and space sciences, human
research, physical sciences, and technology.

Japan was the first country in the world that constructed railway lines reserved exclusively for high
speed travel. This has been an amazing achievement, since in the second part of the 19th century
wheeled transport vehicles in Japan were accessible just for the Imperial family and the highest aris-
tocrats. (These vehicles called goshoguruma were ox drawn carts. The drivers of these vehicles usually
walked along the oxen.) The railway high-speed line, between Tokyo and Osaka, was opened on Oct. 1,
1964. A decade later this high-speed line reached one billion yearly transported passengers. The first
Shinkansen trains ran at speeds of ~200 km/h. Nowadays, Shinkansen trains run at speeds of up to
300 km/h. These trains have been known for punctuality, comfort and, especially safety, since they
have not had any fatal accidents in its history. Together with the French TGV, Spanish AVE, and
German ICE trains, the Shinkansen trains are among the fastest trains in the world (Fig. 2.5).
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FIG. 2.5

Toyota Prius modified with Google’s experimental driverless technology.

Autonomous car (driverless car, self-driving car, robotic car) are capable of sensing its surroundings
and navigating, and traveling with no human input. The first autonomous cars appeared in the 1980s
(Carnegie Mellon University, Mercedes-Benz and Bundeswehr University Munich). A Toyota Prius
modified with Google’s experimental driverless technology was licensed by the Nevada Department
of Motor Vehicles (DMV) in May 2012. This was the first license issue in the United States for a self-
driven car.

Throughout the history of human civilization, there have been very strong relationships between
economic growth, life style, and transport development. Roads improvements and the development
of new transportation technologies have undoubtedly contributed that many countries were trans-
formed from a conglomeration of separated villages and towns toward united countries. In this
way, due to its political and economic importance, transportation became less of a local and more
of a national priority.

Until the end of the 19th century, most of the residents of cities have walked or used horse-drawn
vehicles. Horse drawn vehicles had low speed and capacity. On the other hand, traffic congestion in the
modern meaning of the word, did not exist, as well as air pollution, high level of noise, and a high level
of traffic accidents.

During the first half of the 20th century, public transit in cities started to be based on electric tram-
ways, buses, and trolleybuses. New transport technology has enabled a large number of citizens to
increase the distance between the residence and place of work. Cities have been expanding, simulta-
neously changing its urban structure. High increase of car ownership is one of the basic characteristics
of developed countries over the last 80 years. This has led to the creation of cities (primarily in the
United States and Canada) characterized by existing freeway network in urban areas. Although dense
freeway networks were built with the idea to reduce traffic congestion, many cities in the world suffer
from high levels of traffic congestion (Newman and Kenworthy, 1989). A large part of the population
nowadays uses private cars to go to work, traveling long distances. In this way, traffic congestion level
is constantly increasing. Congestion on existing freeways could not be eliminated by building more
freeways. Building more roads is the main supply-side strategy. The expanding transportation
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capacities are not always the most excellent solution for traffic congestion problems. The transportation
strategies that try to decrease the demand for existing transportation systems represent an alternative to
strategies that promote building and expanding transportation infrastructure.

One of the articles included in the Lex Julia Municipalis is related to the legislation about the driv-
ing of carts, animals and people in and out of Rome (45 BC). Since ancient times, people were
constantly trying to shorten the travel times, to reduce travel costs, to make traffic safer, and to reduce
level of traffic congestion. The development of transportation technology, traffic control, and transpor-
tation planning techniques should primarily contribute to a better quality of life of people in the future.

TRANSPORTATION SECTOR AND TRANSPORTATION MODES

Transportation sector performs transport services in order to satisfy demand for mobility of people and
transport of freight shipments. A range of socioeconomic activities in a society, as well as land uses
induce transportation demand. The demand is represented by the number of passengers and/or volumes
of cargo to be transported between given origins and destinations during a given (specified) period of
time. The supply component in the transportation sector consists of transport services provided by
different transport modes and their particular systems. Airports, highways, streets, and ports should
be able to meet transportation demand and offer acceptable level-of-service to the users. The transport
supply component contributes to the economy of a region, country, and continent it serves. The demand
and supply component are in permanent interaction.

The transportation modes constituting the supply component are generally classified according to
the way of performing their operations of transporting people and freight shipments. In general, the
basic land-based transport modes include road, rail, and pipeline. The water-based mode includes
inland waterways and sea shipping. The air transport is the air-based mode. The specific mode is
intermodal transport consisting of combinations of particular basic modes and their systems. In addi-
tion, the mode not carrying out physical entities but just information is telecommunications. Fig. 2.6
shows a simplified scheme of the structure of transport sector, its modes and their systems.

| Transport Sector |

| Water | | Air | | Telecommunications
st I A —
— :| Rail | | Inland waterways ||Airtransport system ||
Pipelines | |L— i
:| Road | | Sea shipping | i
[ Passengers | [ Freight/cargo/goods |

FIG. 2.6
Structure of transportation sector.
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All transportation modes, except pipelines and telecommunications, are considered in this book.

Regarding the spatial scale, the road and rail transport mode can operate in urban, suburban, and
interurban scale. In this way, they serve the urban areas, regions, and a country. The inland waterways
mode operates at the regional, country, and continental scale. The sea shipping (maritime) transport
mode usually operates at the country, continent, and intercontinental scale. The air transport mode
operates at the country, continent, and intercontinental scale. The intermodal transport, depending
on the modal combination, operates at the country, continental, and intercontinental scale. At any
spatial scale, transportation modes serve passenger and air freight demand during the specified period
of time.

The transportation modes are generally characterized by: components, technologies, and perfor-
mances.

COMPONENTS OF TRANSPORTATION MODES

Each transport mode and its particular systems consist of transport infrastructure, vehicles, supporting
facilities, equipment, and staff. These elements are used for setting up transport networks for serving
passenger and freight demand, according to the specified rules and procedures. The latest are intended
to provide efficiency and effectiveness of carried out transport services on the one hand, and safe
operations of the system on the other.

The infrastructure of road transport mode generally includes roads, bridges, tunnels, and passenger
and freight/cargo terminals/stations. The infrastructure of rail transport mode mainly consists of the rail
lines, shunting yards, passenger stations, and freight/cargo terminals. The inland waterways infrastruc-
ture includes rivers and channels as lines, and corresponding ports with passenger and freight/cargo/
goods terminals. The infrastructure of sea shipping (maritime) transport mode is land-based road and
rail, and water-based access channels and sea-ports with passenger and freight/cargo/goods terminals.
The air transport infrastructure consists of airports and their land-based ground access system operating
mainly at the suburban/regional spatial scale. The intermodal transport mode integrates parts of infra-
structure of different modes. Typical are intermodal or multimodal passenger and freight terminals fa-
cilitating vehicles of different modes.

The vehicles operated by the road transport mode generally include, on the one hand, diesel/petrol
powered passenger cars and buses, and trucks, all of different size and other technical-technological
characteristics. On the other hand, there are the electricity-powered trolleybuses and BEV (battery
electric vehicles) (cars). The rail transport mode operates passenger and freight trains. Specifically,
in urban and suburban areas, usually the electric powered “passenger trains” are streetcars (tramways),
LRT (light rail transit), and subway (metro) systems. In interurban areas these are conventional and HS
(high speed) passenger and freight/cargo/goods electricity and/or diesel-powered trains. They both
consist of a certain number of corresponding cars/wagons pulled by electric- or diesel-powered
locomotive(s). The inland waterways operate vessels/barges of different size/capacity, which can be
diesel-powered self-propelled and/or pushed by diesel-powered towboats. The sea shipping transport
mode operates exclusively diesel-powered passenger and cargo sea vessels of different size/capacity.
The former (ie, passenger ones) are usually cruisers. The latter can be dedicated for type of freight and
the level of its consolidation such as bulk, oil and gas tanker, and container vessels. The air transport
mode operates as vehicles jet-fuel/kerosene powered passenger and cargo aircraft of different
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size/capacity. The intermodal transport mode operates vehicles of different modes synchronized at both
passenger and freight/cargo intermodal or multimodal terminals.

The main supporting facilities and equipment of all these modes and their systems are traffic
signaling, control, management systems, power-supply systems, and facilities/equipment for facilitat-
ing with the customers including administration.

The infrastructure, vehicles, and facilities and equipment of the transportation modes and their
systems are operated and maintained by the qualified and dedicated workers.

STRUCTURE OF TRANSPORTATION MODES

Transport modes generally consist of two types of systems: the first is intended for serving passenger
and the other for serving freight/cargo/goods demand. Each of these consists of subsystems, which will
be called systems.

The classification of systems within each mode is carried out at three levels: (i) type of the system
(passengers, freight), spatial scale of operation (urban/suburban/regional, interurban), and carrier type
(individual, group) (Vuchic, 2007). The simplified schemes of classification of particular modes are
shown in Fig. 2.7A-D. Only the systems enabling just transportation of passengers and freight ship-
ments are shown. The schemes do not show the infrastructure and supporting facilities and equipment.

Fig. 2.7A shows classification of systems of the road transport mode. It should be mentioned that
individual walking and cycling in urban and sub/urban areas in the scope of passenger systems are not
particularly considered.

Fig. 2.7B shows the systems within the rail transport mode serving both passengers and freight/
cargo/goods shipments in urban/suburban and interurban areas.

Fig. 2.7C shows the systems at inland waterways and sea shipping transport mode for serving
passengers and freight/cargo/goods shipments. It should be mentioned that shipping lines for passen-
gers (general and cruise) are not considered.

Fig. 2.7D shows that the air transport mode consists of two airline systems: that carrying out pas-
sengers (conventional and LCC (low cost carriers)) and that carrying out freight cargo shipments.

TECHNOLOGIES OF TRANSPORT MODES

Technologies of particular transport modes mainly relate to the mechanical characteristics of their
vehicles and ways such as: support, guidance, propulsion, and control (Vuchic, 2007).

2.3.3.1 Support

Support is the vertical contact between a vehicle and its riding surface. At the road transport mode these
are tires and the surface of road usually made of asphalt and/or concrete. In the case of the rail transport
mode and all its systems support are the steel wheels on the steel tracks. For inland waterways and sea
shipping mode and systems, these are the vehicles’ bodies floating on the water. At air transport mode,
the support is again the aircraft tires and the asphalt or concrete runway surface while maneuvering at
airports, and just the vehicle/aircraft body and surrounding air while flying between these airports. The
specific support has been magnets creating magnetic fields enabling both levitation and propulsion for
vehicles of the MAGLEV (MAGnetic LEVitation) system moving along the dedicated guideway
(Janié, 2014).
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Schemes of the structure of particular transport modes. (A) Road transport mode, (B) rail transport mode, (C) inland waterways and sea
(maritime) shipping transport mode, and (D) air transport mode.
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2.3.3.2 Guidance

Guidance implies the lateral guidance of vehicles operated by particular transport modes and their
systems (Vuchic, 2007). For examples, the vehicles of road transport mode such as cars, buses, trol-
leybuses, and trucks are steered (by the driver(s)) while their lateral stability is enabled by adhesion
between the wheels and the road (asphalt/concrete) surface. The forthcoming driverless cars are
supposed to be steered automatically while being continuously monitored by drivers. The vehicles
of rail transport mode are guided by the conical form of wheels and their adhesion with the steel tracks.
The inland waterways and sea vessels/ships are primarily guided by the course keeping auto-pilot.
More recently, the additional more sophisticated systems have been gradually implemented such as
track-keeping, ie, guiding them along a prespecified path, station-keeping, ie, keeping the vessel’s/
ship’s position relative to another ship constant while this other vessel/ship is moving, and evasion,
ie, minimizing potential collision between more ships. In addition, many vessels are equipped with
the active stability systems, that consist of the stabilizer fins on the side of vessel or tanks in which
fluid is pumped around to counteract the motion of the vessel/ship (Zuidweg, 1970). It should also
be pointed out that adhesion between vessel’s hull and water is very low. At the air transport mode
the aircraft are steered (by pilots) while maneuvering at airports thanks to adhesion between their
tires and the runway asphalt surface, and by a range of stabilizers while flying in the air. These stabi-
lizers are in the form of an aerodynamic surface including one or more movable control surfaces, which
provide horizontal-longitudinal (pitch) and/or vertical-directional (yaw) stability and control of aircraft
(https://en.wikipedia.org/wiki/Stabilizer_%?28aeronautics%?29).

2.3.3.3 Propulsion
Propulsion refers to the vehicles’ propulsion units and the method of transferring acceleration/decel-
eration forces.

Propulsion units

The common propulsion units at the vehicles operated by road transport mode and its systems such as
cars, buses, and trucks are ICEs. They are usually powered by gasoline, diesel, and/or LNG (liquid
natural gas) fuel. The forthcoming BEVs are supposed to be propelled by electromotors using the
electric energy stored in batteries on-board the vehicle. The batteries are recharged from the power
grid (at home or at street/shop charging stations). In addition, HVs (hydrogen vehicles) and HFCVs
(hydrogen fuel cell vehicles) are supposed to be powered by hydrogen fuel (Janic, 2014). The vehicles
(locomotives/train sets) operated by rail transport mode and its systems are mainly propelled by diesel
ICE (diesel locomotives) and electromotors (electric locomotives). The former are powered by diesel
fuel and the latter by electricity from the power grid above the tracks. The steam-engines are worth to
mention despite they are becoming an increase rarity rather for museums than for the commercial use
by the rail transport mode. The inland waterways and sea vessels/ships are mainly propelled by diesel
engines consuming diesel fuel. The forthcoming are ICEs powered by biofuels, LNG, and LH, (liquid
hydrogen). The commercial aircraft operated by air transport mode are propelled by piston ICEs
powered by aviation gasoline and turbojet and turbofan (jet) engines powered by jet fuel-kerosene.
Both fuels are derivative of crude oil.
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Methods of transferring tractive force

The predominant methods of transferring force are friction/adhesion at the vehicles operated by road
and rail transport mode, and generally propeller at the vehicles operated by inland waterways, sea, and
air transport mode. Specifically, at MAGLEYV system, it is magnetic force.

RELATIONSHIPS BETWEEN TRANSPORT MODES

The relationships between particular transportation modes and their systems operating in the same trans-
port markets can generally be competition and cooperation. Competition implies an intention to attract as
much as possible volumes of passengers and/or freight/cargo/goods shipments during the specified
period of time, ie, to gain as high as possible market share under given conditions. Cooperation
implies providing integrated transport services between users’—passengers and freight/cargo goods
shipments’—ultimate and/or final origins and destinations by the systems operated by different
transport modes.

A typical example of modal competition is between the road and rail transit systems operating in
urban areas such as buses and/or trolleybuses, streetcars (tramways), and subways (metros). They can
compete between themselves and/or each of them individually or all together can compete with indi-
vidual cars. The main competitive tools of these systems are the quality and cost (price) of services. In
addition, road and rail public transit systems, operating in urban areas, can cooperate with each other by
providing the integrated door-to-door transport services for passengers. This could be achieved by
coordinating schedules at the intermodal transfer locations/points, as well as by common service charg-
ing. Some examples of the intermodal transfer locations/points are common bus/streetcar (tramway)
stops or bus/trolleybus/streetcar (tramway) stops quite close to the subway (metro) stations. In addition,
examples of the regional cooperation are integrated bus/LRT services and all possible combinations of
integrated services provided by the urban and suburban/regional transit systems operated by different
transport modes. In all these cases, the integrated services need again to be of the sufficient quality and
reasonable cost (price) in order to be competitive to the individual car use.

Typical example of competition and cooperation of transport modes serving passengers is that
between HSR (high speed rail) and air passenger transport (Fig. 2.8). The evidence so far has indicated
that HSR has managed through competition to take over from air transport the certain volumes of pas-
senger demand on the short- to medium-haul routes (350/400-800/900 km and travel time up to 4 h).

The location of HSR stations are in city centers. This enables more convenient/easier boarding/
deboarding procedures, which all made the generalized “door-to-door” travel time and related costs
quite comparable, if not superior, to that of air transportation. Nevertheless, this superiority of the
generalized travel time/costs has decreased with an increasing length of route, ie, travel time, causing
generally decreasing of the HSR market share as shown in Fig. 2.9.

The relative market share of HSR (that of air passenger transport is complement to 100%) has
decreased linearly (Europe, Japan) and more than linearly (China) with increasing of the line/route
travel time within the given range.

Cooperation between HSR and air passenger transportation has been taking different forms: by
offering integrated air-rail services such as those by Lufthansa at Frankfurt (Germany) and Air
France-KLM at Paris Charles de Gaulle airport; by replacing air transport flights by HSR services, such
as Frankfurt-Stuttgart and Frankfurt-Cologne (Germany), and Paris (France)-Brussels (Belgium)
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Relationship between the market shares of HSR and APT, and the line/route travel time (Jani¢, 2016).

where rail tickets have been offered by Emirates, American Airlines, and United Airlines, and by
deploying HSR services as one leg of the hub-and-spoke operations.

The typical competition between transportation modes serving freight/cargo/goods shipments have
traditionally taken place between inland transport modes—rail and road. The evidence so far has
indicated that the road has traditionally had higher market share.

Cooperation between different transport modes serving freight demand has also been taking place
in terms of offering integrated door-to-door transport services to particular shippers and receivers. The
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most common has been that between inland rail and road freight transport modes creating the rail/road
intermodal transport mode. A combination of more modes, for example, road/rail/inland waterways or
sea shipping, has created multimodal freight transport mode(s). For example, the global express freight
delivery companies such as DHL and UPS offer the integrated door-to-door delivery services by
combining road, rail, and air transport mode.

CHARACTERISTICS OF TRANSPORT MODES AND THEIR SYSTEMS
INTRODUCTION

This section elaborates some characteristics of transport modes and their systems. The mass charac-
teristics mainly include the topology of infrastructure and transport service networks, vehicles,
and the numbers of passengers and freight shipments carried out during the specified period of time
under given conditions. The other performances of transport modes and their systems are elaborated
latter throughout the book.

URBAN AND SUB/URBAN ROAD AND RAIL-BASED TRANSIT SYSTEMS
FOR PASSENGERS

2.4.2.1 Background

The road and rail mode include the road individual (car) and the road- and rail-based group (mass)
transit systems for serving passengers in urban and suburban areas. The infrastructure networks of these
systems operated by road and rail transport mode spreading over the urban and/or suburban areas
are designed to enable frequent, fast, and relatively cheap transport services to their user—passengers.
The layout of these networks is principally influenced by the factors such as spacing between lines and
routes, their length, alignment, and interconnection (Vuchic, 2005). The spacing mainly depends on the
trade-off between the walking distance to the lines and the transport service frequency there. The length
of lines mainly depends on the size of urban and/or suburban areas and type of lines. The line alignment
should enable rather substantive collection/distribution of passengers and their transport between
origins and destinations. In the most cases, the lines of these networks include two lanes (road) and
two tracks (rail) enabling vehicles’ operations simultaneously in both directions, without mutual
interference.

In general, transit networks can be classified into following basic types: radial, diametrical, tangen-
tial, circumferential, trunk with branches, trunk with feeder, and loops. These configurations can be
recognized at almost all road and rail systems serving large urban and suburban agglomerations—buses
including BRTs (bus rapid transit(s)) and trolleybuses, streetcars (tramways), LRTs, and subway
(metro) systems. The latest two are also called rapid transit systems. Fig. 2.10 shows the simplified
spatial layouts of some of these (generic) network configurations (Vuchic, 2005).

2.4.2.2 Bus system

The specific layout of urban bus networks is mainly influenced by the urban form and location of suf-
ficient passenger demand. The bus lines follow the urban/city streets along the lanes used for mixed
(road) traffic, lanes used exclusively for public transport (bus, streetcar, taxi), or completely dedicated
lanes in the form of corridors such as those of the BRT systems. Fig. 2.11 shows a simplified scheme.
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Simplified layouts of networks of urban transit systems for passengers. (A) Radial, (B) diametrical, diametrical
with branches, tangential, circle or ring,

Continued

Table 2.1 gives some characteristics of BRT systems round in the urban areas/cities round
the world.

As can be seen, the BRT TransMilenio (Bogota, Columbia) has been the largest in terms of the daily
number of passengers carried out. The BRT Mexico City Metrobus has the highest density of stations/
stops, while the network of the BRT TransJakarta has been the longest.
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(C) trunk line with feeder lines, and (D) trunk line with branch lines.

2.4.2.3 Streetcar (tramway) system
Similarly as at the urban bus network(s), the layout of infrastructure (track) networks of the streetcar
(tramway) systems mainly is influenced by the size and composition of urban form.

The lines of these networks can share the same streets used by other traffic mixing with it. Such
mixing of different categories of vehicles—streetcars (tramways) and cars—can often compromise
punctuality and sometimes reliability of services provided by the former. This substantively
improves if the system operates along the other traffic isolated-lanes similarly to corridors of the
BRT system(s). In general the networks of streetcar (tramway) system(s) consist of several lines
covering fully or partially given urban area. In some cases the network can consist only of a single
line as shown in Fig. 2.12 for the city of Edinburgh (United Kingdom) (http://edinburghtrams.com/
plan-a-journey/route-map).

As can be seen, this 14-km long line starts at the city center and ends at Edinburgh airport with
14 stations in between. In addition, there are 10 other stops along the line.


http://edinburghtrams.com/plan-a-journey/route-map
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Simplified scheme of the BRT corridor with few lines passing through it (Cervero, 2013; Weinstock et al., 2011).

Table 2.1 Characteristics of Some Largest BRT Systems (Cervero, 2013; https://en.wikipedia.
org/wiki/List_of_bus_rapid_transit_systems)
Length No. of Station Density Passengers Per Day

Urban Area System (km) Stations (km™Y) (10° day™ 1)
Ahmedabad Janmarg 89 126 1.416 1.320
Bogota TransMilenio 106 114 1.075 2.155
Guangzhou Guangzhou Bus 22 26 1.181 1.000

Rapid Transit
Curitiba, Rede Integrada de 81 21 0.259 0.508
Brazil Transporte
Mexico City, Mexico City 115 172 1.496 0.850
Mexico Metrobus
Istanbul Metrobus (Istanbul) 52 45 0.865 0.800
Lahore Metrobus (Lahore) 28 27 0.964 0.180
Tehran Tehran Bus Rapid 150 134 0.893 2.000

Transit
Jakarta TransJakarta 208 223 1.072 0.350

2.4.2.4 LRT system
The LRT system has also been complementing or in some cases a predominant if not an exclusive mass
urban and/or suburban transport system for passengers. In the former case, it has often operated as a
complement to the urban metro systems and the regional rail systems as well. In the latter case, it has
been as a backbone of the public transit system as shown in Fig. 2.13 (Kishimoto et al., 2007; Vuchic,
2007; https://www.google.nl/search?q=images+of+LRT+networks).

In general, the spatial layout of the LRT infrastructure networks have been mainly influenced on the
area, size, and density of population, and the presence of the other urban transit modes serving the same
urban and/or sub/urban areas. However, in many cases, it has not been easy to make a clear distinction
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FIG. 2.12

Single line of the streetcar (tramway) system-case of Edinburgh (United Kingdom) (http://edinburghtrams.com/
plan-a-journey/route-map).
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FIG. 2.13
Simplified layout of Toronto LRT system (Canada) (https://www.google.nl/search?q=images+of+LRT-+networks).

between a streetcar (tramway) and LRT system. The main distinctive characteristic has related to the
systems’ infrastructure lines and networks. In the case of streetcars (tramways) share their rights-of-
way with cars fully or partially, while LRT trains mainly operate along their right-of-ways. This
enables providing higher quality of transit services in terms of travel speed, punctuality, and reliability.
However, both systems have the similar vehicles with slightly distinctive capacities operating along the
lines with different interstation distances in particular parts of a given urban/suburban area—the street-
car (tramway) with generally shorter, and the LRT system with generally longer—ones. Fig. 2.14
shows a simplified scheme of these characteristics.
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Scheme of the lines and stations of streetcar (tramway) and LRT system.

As can be seen, in these cases, the streetcar (tramway) system tends to have more distant, ie, less
frequent, stations along parts of its lines spreading out of the city center. The stations are closer to each
other, ie, more frequent, along the same lines within the city center. The LRT usually has more distant,
ie, less frequent, stations along the entire length of its lines.

The scale of operation of the LRT systems has often been considered together with that of the street-
car (tramway) systems, just because of the above-mentioned complexity of making a clear distinction
between the two, at least in that statistical context. Therefore, the self-explanatory Table 2.2 gives
characteristics—length of network, size of fleet, and the annual volume of served passengers by some
largest LRT and streetcar (tramway) systems in Europe (UITP, 2015).

Table 2.2 Some Characteristics of the European largest LRT and Streetcar (Tramway) Systems
(UITP, 2015; http://www.railway-technology.com/projects/category/light-rail-systems/)

Urban Area/City Network Length (km) Fleet (No. of Vehicles) Served Demand (10° Pass/Year)
Prague 143 920 317

Moscow 181 919 252

St. Petersburg 240 833 312

Budapest 156 612 396

Warsaw 124 526 264

Vienna 178 520 363

Milan 172 481 n.a.”

Bucharest 145 483 322

Cologne/Bonn 195 382 210

Zurich 73 258 250

“Not available.

As can be seen, the longest network has been in St. Petersburg (Russia), the largest LRT/streetcar
(tramway) fleet has been operated in Prague (Czech Republic), and the largest annual volume of sat-
isfied passenger demand has been in Budapest (Hungary). It should always bear in mind that these
figures relate to the integrated figures of both LRT and streetcar (tramway) systems (UITP, 2015).
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2.4.2.5 Subway (metro) systems
The subway (metro) system represents the backbone of urban transportation system in many large
urban areas around the world. The layout and length of its (mostly underground) infrastructure network
can be different, mainly depending on the size of a given urban area, its population and intensity and
type of particular activities, including the presence and scale of operations of other urban mass trans-
port systems. In many cases, these other systems, as mentioned earlier, have complemented to the
subway (metro) system. The spatial layout of the system’s infrastructure networks can be one of those
shown in Fig. 2.7B. The lines constituting the networks are the exclusive right-of-way enabling
frequent, punctual, reliable, and fast transport services compared to other urban mass transport systems.
Some of the characteristics of these infrastructure networks are shown in Fig. 2.17. This is an ex-
ample of the relationship between the length of network and the number of stations of 29 subway
(metro) systems operating worldwide (UITP, 2014; http://www.railway-technology.com/features/
featurethe-worlds-longest-metro-and-subway-systems-4144725/) (Fig. 2.15).
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Relationship between the number of stations and the length of network of selected subway (metro) systems
(UITP, 2014; http://www.railway-technology.com/features/featurethe-worlds-longest-metro-and-subway-
systems-4144725).

As can be seen, the number of stations increases with increasing of the network length at decreasing
rate. One of the rather strong influencing factors is that the larger networks also cover the parts of larger
urban areas with lower spatial density of population as the prospective demand, thus requiring less
dense stations along the corresponding lines.

Some statistics indicate that the subway (metro) systems currently operate in 148 urban areas
(cities) around the world with about 540 lines. The total daily passenger demand served by these sys-
tems has been about 150 x 10° passengers per day (UITP, 2014). Specifically in Europe, the total length
of network of 2800 km in 45 cities and the fleet of 21,500 vehicles (cars) serves more than 30 million
passengers per day.
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URBAN AND SUB/URBAN TRANSPORT SYSTEMS FOR FREIGHT SHIPMENTS

The freight shipments as the semi- or final products for consumption and/or some other use are finally
distributed to stores and final recipients located in urban and suburban areas. Usually, it is carried out
by trucks of different size/payload capacity. In some other cases it is carried out by rail, and if
convenient by inland waterways vessels/barges. The topology of these distribution networks mainly
depends of type of freight, location of corresponding local depots, and the number and location of
stores and final recipients. In particular, the level of inventories at stores, intensity of their consump-
tion, and size/payload capacity of trucks deployed mainly influence the frequency and size of deliv-
eries (Ehmke, 2012). In any case, the vehicles move along the urban street networks whose
configuration determines the final topology of these distribution networks. A delivery from shippers
to receivers can generally be direct and indirect. The latter is usually carried out through freight/
goods distribution centers. Fig. 2.16 shows the simplified schemes of spatial network topology of
delivering the freight/cargo/goods shipments to a given urban area with and without using the urban
freight goods distribution center (EC, 2005).

| 7

——> Delivery through UDC

—> Direct delivery
(] Stores

UDC (Urban Distribution Center)

FIG. 2.16
A simplified spatial network topology of the freight/cargo/goods shipments entering a given urban area (EC, 2005).

As can be seen, the freight shipments can be delivered directly from the manufacturers as shippers
to the stores as receivers, usually by the medium and/or heavy trucks. The latter are typically 5-axle
trucks with the maximum gross weight of 36.32-39.95 ton in the United States and 40—44 ton in
Europe. Alternatively, they can be first delivered from the manufacturers as shippers to the distribution
center in urban area as an ultimate receiver by the above-mentioned medium or heavy trucks, and then
further distributed locally to particular stores or the other final receivers, this time usually by medium
and lighter single-unit 2- or 3-axles trucks and/or their combinations.
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In order to get an idea about some characteristics of urban freight distribution activities, an infor-
mation including the average population density, shop density (all commercial activities), size of load-
ing/unloading area, and the intensity of deliveries for the selected large densely populated urban areas
is given in Table 2.3 (Merchan et al., 2015; http://lastmile.mit.edu/km?2; https://en.wikipedia.org/wiki/
List_of_urban_areas_by_population).

Table 2.3 Some Characteristics of Urban Freight/Cargo/Goods Distribution in the Selected
Urban Areas (Merchan et al., 2015; http://lastmile.mit.edu/km2; https://en.wikipedia.org/wiki/
List_of_urban_areas_by_population)
Urban Population Density Shop Density Loading/Unloading Intensity of
Area/City (Inh./km?) (km™?) Area (10° m?) Deliveries (h™ 1)
Beijing 5500 836 12.230 49
Bogota 18,300 733 5.800 24
Kuala 3600 585 1.870p 60
Lumpur 47.700d
Madrid 4700 1420 10.740p 51

1.170d
Mexico City 9700 2580 0.584 35
Montevideo 6276 617 12.340p 47

84.350d

Quito 7200 1540 0 49
Rio de 5800 2620 1.860p 92
Janeiro 0.260d
Santiago 6300 1800 0.415p 22

0.360d
p, public space; d, dedicated space.

INTERURBAN ROAD TRANSPORT SYSTEMS

The infrastructure network of the road interurban passenger and freight transport systems spreads
between and connects urban and suburban areas in the given region, country, and more countries
(USDT, 2005; Van de Velde, 2009). One of the examples of the global road networks is the TEN-
T (Trans-European Transport Network), which includes, in addition to the infrastructure network of
other transport modes, the so-called comprehensive road network 136,706 km long and the
so-called core network 56,690 km long. The former network provides all European regions (including
peripheral and outermost regions) with an accessibility that supports their further economic, social, and
territorial development as well as the mobility of their citizens. The latter network is of the strategic
importance for the major European passenger and freight/cargo/goods transport (http://ec.europa.eu/
transport/themes/infrastructure/ten-t-guidelines/maps_en.htm). In the United States, the road network
consists of different categories of roads such as paved and unpaved. The paved roads include major
road system consisting of roads with less than four lands, roads with four or more lanes (highways),
and local roads. The major part of the US road network in the interstate highway network about


http://lastmile.mit.edu/km2
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75,000 km long. The similar major networks have been developed in the countries at other continents.
Fig. 2.17 shows an example of development of the highway networks in the EU-27/28 Member States,
United States, and China over time (EU-European Union) (EU, 2015; FHWA, 2013).
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FIG. 2.17

Development of the highway/motorway network in the EU-27/28 Member States, United States, and China over
time (1990-2012) (EU, 2015; FHWA, 2013).

As can be seen, in the EU-27/28 Member States the highway network has been continuously
extended over the past two decades, just supporting growth of the road traffic and transport demand.
The US interstate urban and rural highway network has been gradually extended (Fravel et al., 2011).
However, in China, the highway network has been developing very fast over the past two decades and
reached the length of EU-27/28 and United States. Fig. 2.18 shows the scheme of the US interstate road
network connecting the capitals of particular provinces and states (http://www.mapsofworld.com/usa/
usa-road-map.html).

2.4.4.1 Freight shipments
The freight (cargo, goods) road systems operate on the same road infrastructure network as the systems
for passengers. The specificity is that their road trucks, in addition to highways for the long distance
transport, also use local roads (and streets in urban and suburban areas) for approaching the shippers on
one side, and receivers of freight shipments, on the other side of their delivery routes. This also includes
local roads for operating around and at road freight consolidation terminals if necessary.

In general, freight/cargo can be delivered from shippers to receivers through different steps whose
generic topology is shown in Fig. 2.19.

As can be seen, the initial step implies delivering raw materials from the suppliers to the
manufacturing plant(s) where the semi- or the final products are made. In the former case, these
are, after completion phase, transported, usually by heavy trucks, to the other manufacturing plants
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Scheme of the US interstate highway network (http://www.mapsofworld.com/usa/usa-road-map.html).
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Simplified scheme of topology of the road freight network.


http://www.mapsofworld.com/usa/usa-road-map.html

2.4 CHARACTERISTICS OF TRANSPORT MODES AND THEIR SYSTEMS 33

for finalization. In the latter case, the final products are transported to the freight distribution centers
usually located at the border, or just outside urban areas, usually by heavy or sometimes medium trucks.
These distribution centers are also called road freight terminals, enabling consolidation, deconsolida-
tion, and transshipment particular shipments between trucks of the same or different size/payload
capacity. From the centers, the urban freight distribution takes place implying delivering the final prod-
ucts to the end receivers in a given urban area. Again, this is carried out by trucks of different size/
payload capacity—light, medium, and sometimes heavy.

The road freight transport systems have dominated in terms of their market share in the total
volumes of inland freight transport. The actual volumes of freight shipments in particular countries
and wider regions transported by road have mainly depended on the overall economic development
and supported by the adequate transport capacity. Fig. 2.20 shows the example of the relationship
between the number of annual volumes of freight road haulage (t km) and the number of registered
freight vehicles/trucks in the EU-27/28 Member States during the period 1995-2013 (t km—ton-
kilometer) (EU, 2015).
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FIG. 2.20

Relationship between the annual volumes of freight/cargo/goods haulage by road and the number of vehicles/
trucks in the EU-27/28 Member States and United States (1995-2013) (EU, 2015; USDT, 2013a,b,c).

As can be seen, the annual volumes of road haulage and the number of vehicles/trucks were for
about 1.5-2.0 and 24 times, respectively, greater in the United States than in the EU-27/28 Member
States. In both cases, the volumes of road haulage increased with increasing of the vehicle/truck stock at
decreasing rate. In EU-27/28 Member States, the annual volumes also significantly stagnated despite
further increasing of the vehicle/truck stock, which indicates its overall lower utilization. A similar but
slighter situation happened in the United States during the observed period.
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INTERURBAN RAIL TRANSPORT SYSTEMS

2.4.5.1 Introduction

Similarly as its road counterpart, the infrastructure network of the rail interurban passenger and
freight transport systems spreads between and connects urban and suburban areas in the given
regions and countries. An example of such rather global rail networks is the TEN-T (Trans-European
Transport Network), which includes, in addition to the infrastructure network of other transport
modes, the so-called comprehensive network of rail lines of 138,072 km and the so-called core
network of these lines 68,915 km long. As in the case of the road infrastructure network, the former
rail network provides all European regions (including peripheral and outermost regions) with an
accessibility that supports their further economic, social, and territorial development as well as
the mobility of their citizens. The latter rail network is of the strategic importance for the major
European passenger and freight transport (http://ec.europa.eu/transport/themes/infrastructure/ten-
t-guidelines/maps_en.htm).

Due to the historical reasons and latter specific local circumstances the rail infrastructure networks
in different countries have usually been of different lengths. These infrastructure networks enable
carrying out the passenger and freight/cargo/goods service networks. The nodes of the former are
the corresponding stations usually located in the centers of urban areas where the transport services
start and end. The nodes of the latter are the rail and rail/road intermodal terminals, rail shunting yards,
and/or the doors of particular usually larger shippers and receivers of cargo shipments, if these being
connected to the rail infrastructure network by the so-called industrial tracks. Table 2.4 gives the length
of the 10 longest railway networks and their density in the corresponding countries (https://en.
wikipedia.org/wiki/List_of_countries_and_dependencies_by_area; http://www.railway-technology.
com/features/featurethe-worlds-longest-railway-networks-4180878/).

Table 2.4 Characteristics of the 10 Longest Rail Infrastructure Networks (https://en.wikipedia.
org/wiki/List_of_countries_and_dependencies_by_area; http:/www.railway-technology.com/
features/featurethe-worlds-longest-railway-networks-4180878/)

Country Area (10° km?) Length of Railway Network (10 km) Network Density (km/km?)
United States 9.162 250.0 0.0273

China 9.326 100.0 0.0107

Russia 16.378 85.5 0.0052

India 2.864 65.0 0.0227

Canada 9.094 48.0 0.0053

Germany 0.349 41.0 0.1174

Australia 7.634 40.0 0.0052

Argentina 2.764 36.0 0.0130

France 0.640 29.0 0.0453

Brazil 8.460 28.0 0.0033

As can be seen, the longest railway network is in the United States and the shortest in Brazil. How-
ever, the highest dense network is in Germany, followed by France and United States.
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The lowest dense network is in Brazil. In these and other countries, the topology of railway net-
works has been influenced by location and distances between particular regions, urban areas/cities
and towns to be connected. In general, these networks are used for both passenger and freight transport
services with some exceptions, such as in the United States, where about 35,000 km of the railway lines
are strictly dedicated to passenger transport and the rest to freight transportation.

Fig. 2.21 shows the simplified topology of the European railway “core network” for passengers with
an indication of typical travel times between particular main urban areas/cities (http://www.eurail.com/
plan-your-trip/railway-map).

FIG. 2.21

European railway “core network” for passengers with typical travel times (http://www.eurail.com/plan-your-trip/
railway-map).
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The above-mentioned rail infrastructure has been used for the conventional passenger and freight
trains.

2.4.5.2 Passengers

In addition to the above-mentioned conventional, the HSR transport networks developed in many
countries worldwide has been fully dedicated for passenger services. These networks consist of lines
with the rail tracks connecting the stations/stops along them and the end stations/terminuses. Topology
of these networks has been mainly the country specific, but in general, three types can be distinguished
as shown in Fig. 2.22 (Crozet 2013; http://www.johomaps.com/eu/europehighspeed.html).

@ Begin/end node/station
® Intermediate node/station
— Line/link

7

Line 2

Line 1

Star network | Polygon network |
FIG. 2.22

Generic spatial topology of the HSR networks (Crozet, 2013; http://www.johomaps.com/eu/europehighspeed.
html).

Line N—1 Line k

As can be seen, the spatial topology of the HSR networks has generally been as follows: line (for
example, Italy), star (for example, France, Spain), and polygon (for example, Germany, China). In
addition, most networks have the spatial topology combining these basic three. Fig. 2.23 shows the
example of the star topology of Spain’s HSR network (https://en.wikipedia.org/wiki/AVE).

Development of the HSR network infrastructure has been progressing in particular regions as given
in Table 2.5.

As can be seen, the longest HSR network currently operating and being under construction is in
Asia, mainly thanks to the fast developments in China (Ollivier et al., 2014), followed by that in
Europe. The last are those in both Americas and Africa. Specifically, Table 2.6 gives some character-
istic of the main grid (eight national backbone lines) of the HSR infrastructure network in China
(Fu et al., 2015; Takagi, 2011; https://en.wikipedia.org/wiki/High-speed_rail_in_China/).

As can be seen, the main specificity of this (Chinese) compared to the other HSR rail networks, par-
ticularly those in Europe, is the length of lines, which varies between 1000 and 2400 km. In Europe, these
lengths are much shorter and vary, for example, from 280 km between Berlin and Hamburg (Germany) to
770 km between Paris and Marseille (France) (UIC, 2014). However, the experience has shown that the
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FIG. 2.23
Topology of the high-speed rail network in Spain (Europe) (https://en.wikipedia.org/wiki/AVE).

Table 2.5 Development of the HSR Networks at Particular Continents (CSP, 2014; Janic, 2016;
UIC, 2014)

Continent
Status Europe Asia Others World
In operation (km) 7351 15,241 362 22,954
Under construction (km) 2929 9625 200 12,754
Total (km) 10,280 24,866 562 35,708

“Latin America, United States, Africa.

average travel distances on some of these long Chinese lines have been about 560—620 km, which appears
comparable to some of their (long) European counterparts (Fu et al., 2015).

The TRM (TransRapid MAGLEV—MAGnetic LEVitation) as an alternative HS (high speed)
system is based on the Herman Kemper’s idea of magnetic levitation dated from the 1930s. The mag-
netic levitations enables suspension, guidance, and propelling MAGLEYV vehicles by magnets rather
than by the mechanical wheels, axles, and bearings as at the HS (high speed) wheel/rail vehicles. Two
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Table 2.6 Some Characteristics of the Main Grid of CRH (Chinese Rail High) Speed Network
(Fu et al., 2015; Takagi, 2011; https://en.wikipedia.org/wiki/High-speed_rail_in_China/)
Relation Orientation” Length of Line (km) Design Speed (km/h)
Beijing-Harbin N-S 1800 350

Beijing-Shanghai N-S 1318 350

Beijing-Hong Kong N-S 2383 350
Hangzhou-Shenzhen N-S 1499 250/350

Sublength: 7000

Qingdao-Taiyuan E-W 940 200/250
Xuzhou-Lanzhou E-W 1434 250/350
Chengdu-Shanghai E-W 2066 200/250
Kunming-Shanghai E-W 2056 350

Sublength: 6496

Total length: 13,469

“N-S (north-south); E-W (east-west).

forces—Ilift and thrust or propulsion—both created by magnets are needed for operating the TRM
vehicle. Although TRM system has been matured to the level of commercialization, its infrastructure
has only been fragmentary built, mainly connecting the airport(s) with the city centers, which is still far
from development of the network similarly as that of the HSR (Geerlings, 1998; Powell and Dunby,
2007). Table 2.7 gives the time milestones of developing the system (Jani¢, 2014).

Table 2.7 The Time Milestones of Developing TRM (TransRapid MAGLEYV) System
(Jani¢, 2014)

1970s The Research on the Maglev Transportation Intensified (Japan, Germany)

1977 The first TRM (TransRapid Maglev) test line 7 km long built (the test speed achieved: 517 km/h)
(Japan)

1993 The TRM test of 1674 km carried out (the achieved speed was 450 km/h) (Germany)

1990/1997 The Yamanashi TRM test line, which was 42.8 km long, had been constructed in the year 1990 and the
first test carried out in the year 1997 (EDS (electro dynamic suspension)) (Japan)

2004 The first TRM line between Shanghai and its airport (China) was commercialized

In general, the TRM (TransRapid MAGLEYV) system is characterized by: (i) infrastructure;
(i1) rolling stock and operating speed; and (iii) commercial use.

Infrastructure

The main TRM infrastructure is a guideway consisting of the concrete (prefabricated) supporting piers
and beams. The concrete piers depending on type of the guideway are located at different distances:
31 m—type I, 12 m—type II, and 6.19 m—type III. The beam laying on the solids can have different
lengths: 62.92 m—type I, 24.78 m—type II, and 6.19 m—type III. The height of a beam can be
2 m—type I, 1 m—type II, and 0.4 m—type III. The total height of the guideway can be:
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2.2-20.0 m—type I and II, and 1.35-3.5 m—type III. The beam carries the vehicle and provides the
power to the entire system. Each type of beam constructed from steel, concrete, or hybrid (steel/con-
crete mixture) has the trapezoidal-like profile with the body and the track at the top. The above-
mentioned three types of guideways can be single or double (or triple) track constructions. The scheme
of double-track profile of the guideway is shown in Fig. 2.24 (Jani¢, 2014).

TRM vehicle

e =/ | <

M |

37 m-—>|

[22-200m |
7
, — I

FIG. 2.24
A simplified scheme of the TRM system cross-section profile (Jani¢, 2014).

Rolling stock and operating speed

The TRM trains differ from the wheel/rail HS (high speed) trains in their operating. They levitate above
the tracks supported by magnets and run on the principle of electromagnetism. As mentioned earlier,
the magnets create two forces—Ilift and thrust or propulsion for operating the TRM vehicle. The lift
force keeps the vehicle above the guideway at the distance of 10—15 mm during the trip. The propulsion
force enables acceleration and deceleration as well as overcoming the air resistance during the cruising
phase of the trip. Thanks to levitation, there is no friction between the tracks and the vehicle’s wheels,
thus enabling TRM trains to operate at the much higher speed. The electric energy is consumed for
generating both lift and thrust force, but in much greater proportion for the latter than for the former
force. In addition, a part of the energy spend during deceleration is returned to the network, thus also
indicating possibilities for saving energy similarly as at the HSR.

Levitation and propulsion

Two technologies for TRM have been developed for full commercial implementation: EMS (electro-
magnetic Suspension) and EDS (electro dynamic suspension). They enable performing three basic
functions of the TRM vehicles: (i) levitation above the track; (ii) propulsion enabling moving forward



40 CHAPTER 2 TRANSPORTATION SYSTEMS

in terms of acceleration, cruise, and deceleration; and (iii) guidance implying maintaining stability
along the guideway. Fig. 2.25 shows the main components enabling the above-mentioned movement
(Jani¢, 2014).

Braking vehicle
Gliding skid

Slide rail

[ Guidance and braking |

Guidance and
braking rail

Long-stator and iron-
core armature windings

Levitation and
propulsion magnet

FIG. 2.25
Scheme of the main components of the TRM system (He et al, 1992; Janic¢, 2014).

Control systems

Contrary to the conventional rail and HSR, the TRM system independently on the technology does not
have the outside signaling system. It is characterized by the fully automated and communication sys-
tems controlled by the computer system. This consists of the main computer in the system’s command
center and that on board the vehicle(s). These computers continuously communicate between each
other thus providing the necessary monitoring and control/management of the driverless vehicles along
the line(s).

In addition, the TRM trains change the tracks by using the bending switches, which consist of bend-
ing beams with the drive units installed on the every second solid of the bending switch. There are low-
speed and high-speed switches. The former are used near and at the stations enabling passing between
the tracks at the speed of about 100 km/h. The former are used along the main portion of the guideway
enabling switching between the tracks at speed(s) of about 200 km/h.

Weight and energy consumption

The typical empty weight of the TRM train is about 50 ton, which with the weight of payload (passen-
gers) of about 20 ton gives the total gross weight of 70 ton. A portion of the empty weight of a vehicle
represents the weight of magnets on board. If the magnet force to maintain levitation of the vehicle is
about 1-2 kW, then the total energy consumed for this part could be 70-140 kW. Table 2.8 gives the
main technical/technological and operational characteristics of the TRM 07 train(s) (Janic, 2014).
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Table 2.8 Technical/Technological and Operational Characteristics of TRM (TransRapid
MAGLEYV) 07 Train(s) (Janic, 2014)

Characteristic Value
Carriages/sections per train 5/(2-10 possible)
Length (m) 128.3

Width (m) 3.70

Height (m) 4.16

Net weight of a train (ton) 247

Seating capacity (average) (seats) 446

Weight/seat ratio (average) 1.80

Axle load (tons/m) 1.93

Technical curve radius (m) 2825-3580
Maximum engine power (MW) 25

Lateral tilting angle (degree) 12-16

Operating speed (km/h) 400-500
Maximum acceleration/deceleration (m/s>) 0.8-1.5

The TRM trains can operate at the speeds from about 10 to 15 km/h to about 400-500 km/h due to
the lack of physical contact with the dedicated guide-way. This offers a couple of benefits compared to
the other HS systems such as, for example, HSR. The first is the energy consumption as shown in
Fig. 2.26 (Jani¢, 2014; Lukaszevicz and Anderson, 2009; TIG, 2012).

As can be seen, at both HSR and TRM trains, the specific energy consumption (SFC) increases with
increasing of the operating speed more than proportionally, but remains lower at the latter (TRM) train
at any speed. The other type of benefits is ability of the TRM to cover the travel distances between 500
and 800 km, also typical for the HSR and the short-haul air transport operations, in 1-2 h, respectively,
which qualifies it as both competitive and complementary alternative to the other two HS systems.
Consequently, the TRM will be able to connect centers and edges of the major cities with airports
on the one hand, and provide an intermodal connection with the existing air passenger transport,
HSR, and urban-mass transit systems, on the other. However, similarly as in the case of HSR, both
national and/or international dedicated infrastructure networks for TRM may take decades to develop
up to the level to have a significant impact on the existing and prospective transport market(s) (Powell
and Dunby, 2007).

Commercial use

Up to date, the individual TRM lines have been constructed for different purposes. In particular, in
addition to five testing tracks and four tracks (lines) under construction, only three lines have been
commercialized for public use as follows (http://en.wikipedia.org/wiki/Maglev):

» The Shanghai Maglev Train as the German’s TRM design, which has started operations in the
year 2004 in Shanghai (China) by covering the distance of 30 km between the city of Shanghai
and its airport in 7 min; this implies an average commercial speed of about 268 km/h.
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Relationship between SFC (specific energy consumption) and cruising speed of TRMO7 and HS train(s) (Janic,
2014; Lukaszevicz and Anderson, 2009; TIG, 2012).

e The “Urban MAGLEV,” also known as the Tobu-Kyuryo Line, ie, the Linimo system, started
operating in 2005 in Aichi (Japan); the length of line is 9 km with nine stations, a minimum
curve radius of 75 m, and a maximum gradient of 6%; the trains almost free of noise and quite
resistant to disruptions by bad weather operate at the maximum speed of 100 km/h, thus offering
highly regular and reliable services (nearly 100%); consequently, almost 10 million passengers
used this system during first 3 months of its operation.

* The urban MAGLEYV system UTM-02 in Daejeon (South Korea) has started operations in the
year 2008; the length of line is 1 km connecting Expo Park and National Science Museum.

2.4.5.3 Freight shipments

In many countries, the rail freight transportation services share the parts of infrastructure networks—
rail lines—with their passenger counterparts, which connect the above-mentioned network nodes (the
rail and rail/road intermodal terminals, rail shunting yards, and/or the doors of particular freight/cargo/
goods shippers and receivers). Consequently, these service networks can have different topologies
some of which area “point-to-point,” “trunk line with collecting/distribution forks,” “hub-and-spokes,”
and “line” (“ring”) bundling networks. Some simplified schemes of these networks are shown in
Fig. 2.27A-D.

Fig. 2.27A shows a topology of the “point-to-point” network, which serves regular and rather sub-
stantive volumes of cargo shipments between two terminals. These can be rail/rail consolidation/
deconsolidation or rail/road intermodal terminals. In general, the network with rail/rail terminals oper-
ates as follows: the cargo shipments are delivered from their “local” origins—doors of their shippers to
the origin terminal (A) by rail haulage. Then, they are loaded onto direct trains and transported to des-
tination rail/rail terminal (B). From there, they are distributed (again by rail haulage) to their “final”
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FIG. 2.27
Some topologies of the rail freight transport service networks (Janic¢ et al., 1999). (A) Point-to-point, (B) trunk line
with collecting/distribution forks, (C) hub and spokes, and (D) line or ring.

destinations—doors of their receivers. In the case of using the rail/road intermodal terminals, the local

collection from the shippers and the local distribution to the receiver is carried out by road trucks.
Fig. 2.27B shows a topology of the “trunk line with collecting/distribution forks” network. It

generally covers a wider area around the main origin and destination terminal(s) (A) and (B), respectively,
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of the “point-to-point” network. The network includes the “local” terminals (4;, i=1, 2, ..., N; B,
j=1,2,..., M) allocated to the main ones (A) and (B), respectively. On the one side, the “local” terminals
are connected to the doors of shippers and receivers by rail, if being rail, and by road, if being the intermodal
rail/road. In the former case, the main terminals (A) and (B) can also be rail shunting yards. On the other, thee
“local” terminals are connected by rail to the main, this time rail terminals, which can also be large shunting
yards. Handling of freight shipments in this network is carried out as follows: the shipments are transported
between the “local” origin terminals and the main terminal (A) by direct or shuttle “feeder” trains. At the
terminal (A) they are consolidated enabling scheduling the longer direct or shuttle trains along the (trunk)
route (/4p) to the destination main terminal (B). There these longer trains are deconsolidated and the shorter
direct or shuttle trains dispatched toward the “local” destination terminals.

Fig. 2.27C shows that the “hub-and-spokes” network usually consists of a single hub central node—
hub (H), and several peripheral nodes—spokes (S;) (i=1, 2, ..., N). The hub is mainly the rail terminal.
The spokes can be the “local” rail or the rail/road intermodal terminals. They are connected to the hub
by direct or shuttle trains carrying the cargo shipments. At arriving from the shippers at the origin spoke
terminals by the shorter trains or road trucks, the freight shipments are transshipped to the direct or
shuttle trains, which are dispatched to the hub terminal (H). The shipments can pass through the
hub (H) either by staying on the same carriage units (wagons) all the time (direct train) or by changing
them. Then, the direct or shuttle trains are dispatched from the hub (H) to the destination spoke ter-
minals, where freight shipments are again transshipped from these to the shorter trains or road trucks
and then forwarded to their receivers.

Fig. 2.27D shows that the “line” or “ring” network has a line or ring configuration where the rail or
rail/road intermodal terminals are located in line or ring in relation to the direction of flows of freight/
cargo/goods shipments. The direct and/or shuttle train services usually connect these terminals. The
exchange of freight shipments between two transport modes and their systems takes place at these
terminals, which also can be locations of their entry and leave of the network (Janic et al., 1999).

INLAND WATERWAYS AND SEA SHIPPING SYSTEMS FOR CARGO SHIPMENTS
2.4.6.1 Introduction

The infrastructure networks of inland waterways and sea shipping systems for cargo shipments are, as
expected, quite different. That of inland waterways systems consists of the natural navigable rivers and
the artificial-built channels as links and the corresponding ports as nodes. As such they spread over a
part or entire country and a continent. For example, in Europe, the inland waterways infrastructure
network, which is 23,506 km long, represents a component of the above-mentioned TEN-T network
(http://ec.europa.eu/transport/themes/infrastructure/ten-t-guidelines/maps_en.htm). These networks
enable setting up the transport service systems by the vessel/barge operators and logistics companies
involved.

The infrastructure network of sea shipping systems consists of two components. The first global
includes the so-called sea lanes, sea roads, or shipping lanes, which are regularly used by the sea ships
on oceans and seas as links, and the sea ports as nodes. This part of the network spreads globally
between continents. The other part consists of the sea lanes closer to the coasts of the countries facing
the sea and/or ocean and connecting the ports of a single or of the neighboring countries. In both cases,
these sea lanes are commonly used for setting up the corresponding transport service systems. Fig. 2.28
shows the simplified scheme of the global sea lanes used for transporting containers.


http://ec.europa.eu/transport/themes/infrastructure/ten-t-guidelines/maps_en.htm
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FIG. 2.28
Simplified scheme of the global sea lane network used for trade (WSC, 2013).

As can be seen, these lanes connect the main ports at the same and different continents, thus repre-
senting a global part of the infrastructure network of sea shipping systems.

2.4.6.2 Inland waterways

The topology of infrastructure network of the inland waterways is determined by the layout of navi-
gable rivers and channels. The ports as nodes of these networks are usually located at in or close to the
urban areas and towns where the pass through. In addition, these ports can be located within the area of
sea large ports. The length of inland waterways networks varies across particular regions and countries.
For example, the length of inland waterways in Europe consisting of navigable rivers, canals, and lakes
regularly used for transport has been increasing over time and reached almost 42,000 km as shown in
Fig. 2.29 (EU, 2015).

The extension of the above-mentioned inland waterways infrastructure network has been carried
out by building new channels and regulating parts of the rivers such as Rhine and Danube. In general,
the inland waterways in Europe are classified according the horizontal dimensions of the motor vessels
and barges and pushed convoys, and especially by their width (ECMT, 1992). Table 2.9 gives an
example of six categories of the motor vessels and barges as the basis for classification of these links.

As can be seen, the inland waterways are classified into seven classes respecting seven character-
istics of the motor vessels and barges as such as: beam, length, draught, and tonnage. In some other
countries the main inland waterways are rivers determining the infrastructure network topology. An
illustrative example is the Mississippi river in the United States whose simplified layout with its
tributaries is shown in Fig. 2.30 (Clark et al., 2005).
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FIG. 2.29
Development of the European network of inland waterways (1995-2012) (EU, 2015).

Table 2.9 Categorization of the Inland Waterways Motor Vessels and Barges in Europe (ECMT,
1992)

Class of Navigable Waterways Max. Length (m) Max. Beam (m) Draught (m) Tonnage (ton)
1 38.50 5.05 1.80-2.20 250400

I 50-55 6.60 2.5 400-650

I 67-80 8.20 2.50 650-1000

v 80-85 9.50 2.50 1000-1500

Va 95-110 11.40 2.50-2.80 1500-3000
Via 95-110° 11.40 2.504.50 3200-6000

“Pushed convoys.

As can be seen, topology of the given network is completely determined by the river’s layout and
the layout of parts of its navigable tributaries. The navigable length of the Mississippi river consists of
three parts: the Upper Mississippi, which is about 1069 km long, including the series of man-made
lakes located between Minneapolis and St. Louis (Missouri); the Middle Mississippi, which is
310 km long, spreading from St. Louis (Missouri) to its confluence with the Ohio River at Cairo
(Ilinois); and the Lower Mississippi, which is 1600 km long, between Cairo (Illinois) and its delta
at the Gulf of Mexico. These make its total length as an inland waterway of 2979 km (the total length
of the Mississippi river is 3734 km). In addition, the total length of the US inland waterways infrastruc-
ture network is about 41,000 km of which 18,000 is of depth <2.75 m (ECMT Class I), in China it is
110,000 km of which just 25,000 km with depth >2.5 m (ECMT Classes higher than I), and in Russia it
is 145,000 km of which 90,000 km with depth <2.5 m (ECMT Class I) (The ECMT classification in
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FIG. 2.30
Inland waterways network—the Mississippi river and its tributaries (United States) (Clark et al., 2005).

Table 2.9 is mentioned as a comparison (https://people.hofstra.edu/geotrans/eng/ch3en/conc3en/
lengthwaterways.html)).

The topology of transport service networks operated by inland waterways systems is similar to the
schemes shown for the freight railways. The differences are that the nodes are the inland waterway
ports and the transport services between these ports are carried out by inland waterways vessels/
barges of different size/capacity. The cargo shipments arrive from their inland origins to particular
ports and depart to their inland destinations from these ports by road trucks or rail freight trains.
Under such conditions, these ports operate as the multimodal transport nodes (Jani¢ et al., 1999;
An et al., 2015).

The inland waterways freight transport systems have been carried out rather substantive quantities
of freight/goods shipments. Fig. 2.31 shows an example of the transported quantities of cargo
shipments in the United States during the observed period (USACE, 2013).


https://people.hofstra.edu/geotrans/eng/ch3en/conc3en/lengthwaterways.html
https://people.hofstra.edu/geotrans/eng/ch3en/conc3en/lengthwaterways.html
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FIG. 2.31

Development of the US inland waterways freight transportation (excluding Great Lakes) (2006-2011)
(USACE, 2013).

As can be seen, the transported quantities had varied over time with a substantive fall in the year
2009, after which the recovery started but over the next 4 years not reached the prefall levels.

2.4.6.3 Sea shipping
The topology of transport service networks of shipping lines depend on the shipping lines decisions.
Each shipping line has been developing its own network. The choice of ports as the nodes of network of
a given shipping line been mainly influenced by the volumes of expected demand between particular
ports and the specific characteristics of these ports such as: geographical location, infrastructure and
handling facilities and equipment, hinterland accessibility, efficiency, operational and economic per-
formances of ground access systems, and overall efficiency of administration. An additional important
factor has been imbalance between freight flows on the routes between particular ports. Under condi-
tions of balancing between shippers’ demands and supply of transport services, generally four different
topologies of shipping line transport service networks have emerged as follows: (i) Line networks
where transport services are carried out by the same ship(s) between any two ports as their and cargo
shipments origins and destinations; (ii) Pick-up-and-delivery networks when transport services are
carried out by the same ship(s) visiting the ports along the long sea lane/route(s) between the origin
and destination port(s) and picking-up and delivering freight/cargo/goods shipments there; (iii) Hub-
and-spoke networks where the hubs are the large sea ports at both ends of the long sea lane/route and
the spokes are the sea ports close to these (hub) ports; the smaller ships provide feeder services between
the spoke and hub ports, and vice versa, and the larger ships carry out the transport services between
the hubs; (iv) Different combinations of the previous networks (Song and Panayides, 2015).

The sea ports as the nodes of sea shipping lines’ networks generally operate as multimodal transport
nodes facilitating the inland access systems such as road, rail, and inland waterways on the land and the
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shipping lines systems on the sea side. Actually, they enable transfer of freight shipments between their
two sides and corresponding transport service systems. Over time, many sea ports, in addition to others,
have also increasingly been developing container terminals in order to handle increased volumes of
containerized cargo shipments. Fig. 2.32 shows an example of development of the number of handled
containers at the six largest container ports during the specified period of time (2004—13) (http://www.
iaphworldports.org/Statistics.aspx).
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FIG. 2.32

Development of the container transport at selected ports (2004-2013) (http://www.iaphworldports.org/Statistics.
aspx) (TEU, twenty foot equivalent unit).

As can be seen, the annual number of handled containers (TEUs) at three ports in the Far East have
been about 2.5-3.0 time greater than that at two Western European and one US port during the observed
period of time. At all ports, the number of handled containers was increasing, but with an observable
fall in the year 2009, mainly due to the impact of global economic crisis. In addition, the first two Far
East ports are the largest in the world, while the two European and one United States are the largest in
the continent and the country, respectively.

The shipping lines have spread their service networks, which in most cases have global character.
This implies that transport services are carried out between the ports located at different continents and
their particular regions. In particular, as mentioned earlier, the container transport has been developing
globally. Table 2.10 gives an example about such global traded container transport volumes between
particular world’s regions and transport service frequencies (WSC, 2013).

As can be seen, the most voluminous container trade was between Asia and North America and
North Europe. However the transport service frequency was higher in the former than in the later cases,
which could be an indication that the container ships of the smaller size/lower payload capacity were
used. It should also be pointed out that about 500 shipping line service frequencies per week were


http://www.iaphworldports.org/Statistics.aspx
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Table 2.10 The Volumes of Traded Containers Between Origin and Destination World’s Regions
(TEUs) (2013) (WSC, 2013)

Traded Containers (Both Directions) Transport Services
Route (10° Year™") (Week ™)
Asia-North America 23.125 73
Asia-North Europe 13.706 28
Asia-Mediterranean 6.739 31
Asia-Middle East 5.014 72
North Europe-North America 4.710 23
Australia-Far East 2.923 34
Asia-East Coast South America 2.131 26
North Europe/Mediterranean/East Coast 1.680 -
South America
North America-East Coast South America 1.306 -

regularly scheduled on the routes between above-mentioned regions including also those to/from West
Coast of South America, and South and West of Africa (UNCTAD, 2014; WSC, 2013).

The above-mentioned developments of ports and shipping lines for handling increasingly contain-
erized volumes of cargo shipments have been possible also thanks to increasing the size of container
ship fleets in terms of both number of ships and their payload capacity. In addition fewer and fewer
ships have been equipped with their own “gear,” which has required many ports to provide ships-
to-shore cranes for loading and unloading them (“‘gear” handling crane on board the ship).
Table 2.11 gives an example of the world’s five largest shipping lines at the beginning of 2014
(UNCTAD, 2014).

Table 2.11 Some Characteristics of the Largest Container Shipping Lines (2014)
(UNCTAD, 2014)

Number of Total Capacity Average Ship Size
Shipping Line/Operator Ships (10° TEU) (TEU/Ship)
Mediterranean Shipping 461 2.609 5660
Company S.A.
Maersk Line 456 2.506 5495
CMA CGM S.A. 348 1.508 4333
Evergreen Line 229 1.102 4813
COSCO Container Lines Limited 163 0.880 5397

As can be seen the largest shipping line, Mediterranean Shipping Company S.A., operates the larg-
est number of ships of the largest average capacity. In addition, Table 2.9 implicitly contains informa-
tion that the most shipping lines usually operate fleets of ships of different size/payload capacity but on
average: 1/3 of ships of 10,000 TEU or larger, 1/3 of ships of 5000-9999 TEU, and 1/3 of ships of under
4999 TEU. In general, transatlantic, transpacific, and Europe-Asia transport services are carried out by
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the ships of payload capacity between 5000 and 13,000 TEU and larger. The smaller ships with capac-
ity lees than 5000 TEU are mainly used for the regional/continental transport services. Additionally,
the average container ship size/payload capacity deployed per particular country has been increasing
over time as shown in Fig. 2.33 (UNCTAD, 2014).
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FIG. 2.33
Average ship size deployed per country (2004-2014) (UNCTAD, 2014).

As can be seen, the average ship size deployed by shipping lines in particular countries increased
during the observed period. At the same time, the average fleet size was relatively constant:
130-135 ships/country. Also, it should be mentioned that the container ship fleet shared about
12.8% in the total dwt of the world’s ship fleet in the year 2014, with increasing trend during the period
1980-2014. The share of dry bilk ship fleet increased from 27.2% in the year 1980 to 42.9% in the year
2014. The shares of the general cargo and oil tanker fleets decreased from 17.0% and 49.7%, respec-
tively, in the year 1980 to 4.6% and 25.5%, respectively, in the year 2014 (dwt—deadweight ton, ie, a
measure of the ship’s payload capacity) (UNCTAD, 2014).

AIR TRANSPORT SYSTEM
2.4.7.1 Introduction

The air transport system generally includes airports, ATC (air traffic control) system, and airlines. The
airports represent the ground part of the system’s infrastructure handling the aircraft operated by
different airlines transporting passengers and freight/cargo shipments. The organized and controlled
airspace between airports represents the air part of the system’s infrastructure. The ATC system pro-
vides guidance to aircraft while flying through the controlled airspace between airports and during their
ground movements at the airports themselves. These aircraft are operated by airlines generally cate-
gorized into two classes: those, which primary transport passengers and to the limited extent cargo
shipments; and those, which exclusively transport cargo shipments.



52 CHAPTER 2 TRANSPORTATION SYSTEMS

2.4.7.2 Airports

Airports located in a particular area, such as a country, group of neighboring countries, and/or continents
with the controlled airspace and air routes through it, create the air transport system infrastructure
network(s). The topology of this network in the horizontal plane depends on the micro location of airports
within the above-mentioned area(s). Usually, they are located close to the urban areas and towns generating
and attracting sufficient passenger and freight/cargo demand thus making themselves viable to be con-
nected by airlines providing air transport services. Some larger urban areas can have, ie, are served by
few airports in their vicinity. Consequently, it is not possible to extract and define generic topology of
the airport network considered in the given context. As far as the particular airports are concerned, the lay-
out of each of them is primarily dependent of the number and configuration of runways. The number of
runways can be, for example, one at the airports up to six at the very large airports. In general, the size
of the airports is expressed by the number of passengers and aircraft movements (atm) handled during
the specified period of time, in this case during a year (1 atm is one aircraft landing or take-off).
Table 2.12 gives the volumes of traffic in terms of the annual number of passengers and atms at the 15
world’s largest airports (http://www.aci.aero/Data-Centre/Annual-Traffic-Data/Passengers/2013-final).

Table 2.12 The Traffic Volumes at the 15 Largest Airports in the World (2013) (http://www.aci.
aero/Data-Centre/Annual-Traffic-Data/Passengers/2013-final)
Atm Passengers
Rank Airport Location (103) (106)
1 Hartsfield-Jackson Atlanta, Georgia, United States 911.074 94.43
Atlanta International
O’Hare International Chicago, Illinois, United States 883.28 66.88
3 Dallas/Fort Worth Coppell, Euless, Grapevine, and Irving, 678.06 60.44
International Texas, United States
4 Los Angeles Los Angeles, California, United States 614.92 66.70
International
5 Denver International Denver, Colorado, United States 582.65 52.56
6 Beijing Capital Chaoyang-Shunyi, Beijing, China 567.76 83.71
International
7 Charlotte/Douglas Charlotte, North Carolina, United States 557.95 43.46
International
8 McCarran International Las Vegas, Nevada, United States 520.99 41.86
George Bush Houston, Texas, United States 496.91 39.87
Intercontinental
10 Paris-Charles de Gaulle Seine-et:Marne, Seine-Saint-Denis, Val- 478.31 62.05
d’Oise, Ile-de-France, France
11 Frankfurt Frankfurt, Hesse, Germany 472.69 58.04
12 London Heathrow London, United Kingdom 471.94 72.39
13 Phoenix Sky Harbor Phoenix, Arizona, United States 459.43 40.32
International
14 Amsterdam Schiphol Haarlemmermeer, Netherlands 44.01 52.57
15 Philadelphia Philadelphia, Pennsylvania, United States 43.884 30.23
International
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As can be seen, at the first five places were the US airports, followed by the Chinese one. The largest
European airports—Paris Charles de Gaulle, Frankfurt, London Heathrow, and Amsterdam Schiphol—
were in 10th, 11th, 12th, and 14th place, respectively. It is also evident that at some airports the number
of atms and the number of passengers are not in the same order at given airports: some are ranked higher
in terms of the number of atms and lower in terms of the number of passengers, and vice versa. In the
former case, this implies that more atms (flights) are carried out by smaller aircraft. In the latter case,
this implies opposite.

2.4.7.3 Transport service networks

The air transport service networks for both passengers and freight/cargo shipments are provided by
airlines. At present, the passenger airlines operate according to two business models: conventional
and LC (low cost). The conventional airlines usually use heterogeneous fleets consisting of different
numbers of aircraft of different size, ie, capacity in terms of the number of seats and overall payload.
The LC airlines also called LCC usually operate a single aircraft type of a given size/capacity. In
addition, in order to guard market position and even strengthen it, many larger passenger airlines have
created the airline alliances including themselves and several smaller airlines. Such development has
influenced the topology of networks of these and other airlines, which can generally be “point-to-
point,” “hub-and-spokes,” and a global “multi hub-and-spokes” as shown in Fig. 2.34.

Point-to-point network: 1970s; [ Hub-and-spoke network: 1980s |
LCCs at present

[Alliances’ global network: 1980s |

O Spoke airport
‘ Hub airport

FIG. 2.34
Scheme of the topology of airline networks.
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As can be seen, the particular networks can have different number of nodes-airports and links—routes
connecting them. In general, for the given number of airports-nodes, the fully connected “hub-and-spoke”
networks have the smaller number of links-routes than their “point-to-point” counterparts. This enables the
airlines switching operations from the former to the later configuration of the network to schedule more
flights on the smaller number of routes by the same number of aircraft in their fleets, ie, to concentrate its
transport services. In the “point-to-point” networks, the airlines schedule direct flights between particular
airports as origins and destinations of passengers. In the “hub-and-spoke” networks, the airlines schedule
direct flights between the spoke airports and the hub. These direct incoming and outgoing flights are co-
ordinated at the hub airport in order to enable transfer of those passengers whose origins and destinations
are the spoke airports. In addition, some passengers also have the hub airport as origin and/or destination.
The similar happens at the “multi hub-and-spokes” networks, which enable multi transfer of passengers at
particular hubs while on routes between their origin and destination spoke airports.

The experience so far has shown that, generally, greater numbers of passengers have traveled on the
shorter than on the longer routes. Fig. 2.35 shows an example of the relationship between the annual
number of passengers and length of ten world’s busiest air routes during the period 2011-2012 (https://
www.iata.org/publications/pages/wats-passenger-carried.aspx; https://en.wikipedia.org/wiki/World%
27s_busiest_passenger_air_routes).
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FIG. 2.35
Relationship between the annual number of passengers and the length of 10 busiest routes on the world

(2011-2012) (https://en.wikipedia.org/wiki/World %27s_busiest_passenger_air_routes; https://www.iata.org/
publications/pages/wats-passenger-carried.aspx).

As can be seen, the number of passengers was decreased more than proportionally when increasing
the length of the route. In addition, Table 2.13 gives an example of the number of passengers and the
volumes of p km (passenger kilometers) carried out by 10 world’s largest passenger airlines in the year
2014 airlines (https://www.iata.org/publications/pages/wats-passenger-carried.aspx).
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Table 2.13 The Number of Passengers and the Volumes of p km Carried Out by 10 World’s
Largest Airlines (International + Domestic) (2014) (https://www.iata.org/publications/pages/
wats-passenger-carried.aspx)

Rank Airline Passengers 103 p km* 10°)

1 Delta Air Lines 129,433 290.862

2 Southwest Airlines 129,087 162.445

3 China Southern Airlines 100,683 112.247

4 United Airlines 90,439 287.547

5 American Airlines 87,830 208.046

6 Ryanair 86,370 96.324

7 China Eastern Airlines 66,174 120.461

8 easylet 62,309 67.573

9 Lufthansa 59,850 143.403

10 Air China 54,577 112.247
“Passenger-kilometer.

Ascanbe seen Delta Airlines was the largest in terms of both the annual number of passengers and the
volume of p-km carried out followed by the LCC Southwest airline, but only in terms of the number of
passengers. The European LCC Ryanair and easyJet were also among the first ten in terms of the number
of passengers but not in terms of the volumes of p km. This indicates that they carried out the large
number of passengers on the shorter (European) routes. In addition, Table 2.14 gives an example of
the scheduled (offered) freight t km (ton-kilometers) offered by the world’s 10 largest airlines in the year
2014 (https://www.iata.org/publications/Pages/wats-freight-km.aspx).

Table 2.14 Scheduled (Offered) Freight Ton-Kilometers by the World’s 10 Largest Airlines
(International and Domestic) (2014) (https://www.iata.org/publications/Pages/wats-freight-km.
aspx)

Rank Airline t km“ (10°)

1 FedEx 16.020

2 Emirates 11.240

3 UPS Airlines 10.936

4 Cathay Pacific Airways 9.464

5 Korean Air Lines 8.079

6 Lufthansa 7.054

7 Singapore Airlines 6.019

8 Qatar Airways 5.997

9 Cargolux 5.753

10 China Airlines 5.266

“Ton-kilometer.
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As can be seen, in addition to the specialized freight/cargo airlines such as FedEx, UPS Airlines,
and Cargolux, the large passenger airlines were also offered the substantive volumes of freight/cargo
capacity, which was quite comparable to that of their exclusively freight/cargo counterparts.

The above-mentioned airlines and many others operate fleets consisting of different number and
size of aircraft. In general, the large conventional airlines have the total fleets of few tents and/or
hundreds of aircraft usually of different size/capacity for the short, medium, and long-haul flights.
For example, in the year 2014, the EU-27/28 Member States airlines operated the fleet of 3944 aircraft,
of which 351 were with 50 or less seats, 1259 with 51 to 150 seats, 1816 with 151-250 seats, and 518
with 251 seats and more. The fleet of freight/cargo aircraft had 371 aircraft, of which 196 were with
MTOW (maximum take-off weight) <45.3 ton, and 202 with MTOW >45.3 ton (EU, 2015). The
LCCs have usually operated a single B737s/A320s aircraft type in their fleets containing up to several
hundred units. As well, Fig. 2.36 shows an example of the total number of aircraft operated by the US
civil aviation sector during the observed period (BTS, 2013).
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FIG. 2.36
The number of aircraft operated by the US civil aviation sector (2000-2013) (BTS, 2013).

As can be seen, the number of aircraft was continuously decreasing over time. At the end of the given
period it was still for about two times greater than that above-mentioned in the EU-27/28 Member States.

TRANSPORTATION SYSTEMS TOPICS: PLANNING, CONTROL,
CONGESTION, SAFETY, AND ENVIRONMENT PROTECTION

Every day, approximately, one third of the world trade by value travel by air. The total number of daily
flights in the world is already >100,000, while the yearly number of air passengers is more than 3.5
billion.
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The total length of the US National Highway System is more than 164,000 miles. The American
I-80 freeway goes from the Atlantic to Pacific Ocean. According to US Department of Transportation,
yearly travel on all roads and streets in the United States exceeds 2500 billion of vehicle miles of travel.
Billions of tons of freight are transported every year within US National Highway System.

China has already about 20,000 km of High-speed rail (railway with train service at the speed of
more than or equal to 200 km/h) track in service. The Beijing-Guangzhou High-Speed Railway line has
length of ~2300 km. The Chinese trains are capable to reach operational speeds of up to 380 km/h.

Pedestrians, drivers, pilots, air traffic controllers, train drivers, captains of sailing and dispatchers
are participants in traffic. Some of them travel, and others execute, or plan traffic operations. Safe and
efficient transportation systems demand comprehensive transportation planning and sophisticated traf-
fic control. Transportation planning and traffic control measures and actions should take care about
level of congestion in the transportation system, safety, as well as environment protection.

The annual number of passengers between the city pairs, the number of passengers between the city
zones, the annual number of requests for aircraft landing, etc., represents the basic input data necessary
for transportation planning procedures. How to predict the total number of trips generated in specific
urban zones? How to predict the traffic load at specific links in urban transportation network? Should
we build another runway at the airport? Transportation planning methods and techniques help us to find
the answers to these and similar questions. Comprehensive transportation planning must precede any
significant decision regarding the transportation infrastructure development (construction of a new
road, building the new runway, expanding the freight terminal at the port, etc.). Unfortunately, impor-
tant decisions, concerning the development of transportation infrastructure, are still, in many countries
of the world, taken without use of the sophisticated transportation planning techniques.

One of the main tasks of traffic engineers is to optimally use the existing transportation infrastructure,
as well as to create efficient transportation systems. These objectives could be accomplished, above all,
by developing and implementing various traffic control measures, methods and strategies. Word
“efficiency” implies the vehicles’ movement at the minimum, acceptable, or planned costs. Effective-
ness assumes the vehicles’ movement according to the planned/scheduled time. How to do green time
allocation at the isolated intersection? How to control traffic along arterial streets? What are the best
freeway traffic control measures? How to regulate movement of commercial airline aircraft between
their origin and destination airports, and at these airports themselves? Traffic control techniques help
us to obtain the answers to these and related questions.

The number of trips by private cars has considerably enlarged in recent decades in a lot of cities, and
on many highways. Simultaneously, road network capacities have not kept up with this increase in
travel demand. It has been widely documented that urban road networks in many countries are severely
congested, resulting in increased travel times, increased number of stops, unexpected delays, greater
travel costs, inconvenience to drivers and passengers, increased air pollution and noise level, and
increased number of traffic accidents (Vuchic, 2008). The inhabitants of many big cities in the world
already spend between 40 and 60 min of time when commuting to work. Traffic congestion has also
been a problem at many airports all over the world. The air transportation operations at one specific
airport are linked with the operations at many other airports. Consequently, delays at one airport have
undesirable effects on aircraft delays at other airports. Great number of flights arrives at the busiest
world’s airport with a delay that is more than 15 min. At some airports, the average delay is equal
to 50—60 min. The “Hours of delay per traveler” is a usual measure that is used to represent the con-
gestion level in cities. Expanding traffic network capacities by building more roads, or more runways is
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very costly, as well as environmentally damaging. More efficient usage of the existing supply is crucial
in order to maintain the rising travel demand. Planners, and transportation engineers have developed a
variety of Travel Demand Management (TDM) techniques (Vickrey, 1969; Yang and Huang, 1999;
Phang and Toh, 2004; Teodorovic and Edara, 2005), ie, different strategies that enlarge travel choices
to travelers. TDM strategies consist of alternative mode encouragement strategies such as “Park-and-
Ride facilities,” “High Occupancy Vehicle (HOV) facilities,” “Ride-sharing programs,”
“Telecommuting,” “Alternative work hours,” “Congestion Pricing,” “Preferential parking to rideshare
vehicles,” among others.

Road traffic injuries are the primary cause of death for young people (World Health Organization,
2013). They are also the eighth most important cause of death worldwide. The 1.24 million people were
killed on the world’s roads in 2010. There are estimates that 20—50 million people sustain nonfatal
injuries as a consequence of road traffic accidents. The average world road traffic fatality rate is
18 per 100,000 population. The main risk factors of traffic accidents are high speed, drink-driving,
nonwearing of helmets, nonusage of seat-belts and low enforcement of child restraint laws.

Several countries have effectively decreased the number of deaths on their roads. The reduction in
the total number of traffic accidents, and the total numbers of killed and injured people could be
achieved through the development and implementation of the national road safety strategies, as
well as building safer roads and safer vehicles. The specific actions that could reduce total number
of traffic accidents include introducing and implementing drink-driving laws to meet the best practice
(blood alcohol concentration of 0.05 g/dL or less), increasing seat-belt use, and increasing motorcycle
helmet use. Since, half of all road traffic deaths are among pedestrians, cyclists and motorcyclists,
the increasing motorcycle helmet use should be one of the ultimate goals. The significant contribution
to the decrease of the total number of traffic accidents could be also achieved by reducing urban speeds,
stronger enforcement of speed limits, implementation of the child restraint law, as well as law on
mobile phones while driving.

Transportation systems are main consumers of energy, and the main polluters in modern world. The
construction of new transportation infrastructure constantly leads to land take (green spaces, farming
land), as well as to the extraction of transportation infrastructure construction materials (gravel, sand,
iron, wood,...). Transportation systems are also the main consumers of crude oil (gasoline and other
petroleum products).

Transportation has a large harmful impact on the natural environment. Transportation on a daily
basis causes atmospheric and noise pollution. The most negative consequence of transportation activ-
ities is a climate change caused by emissions of CO, and other gases that cause global warming. There
are numerous implications of climate change on biodiversity and human health. Transportation is also
causing emissions of CO, lead, oxides of nitrogen (NOx), etc. The quality of life of the people that live
in close proximity of highways, airports, railway stations and bus stations is also highly influenced by a
noise level. Transportation is large generator of waste. Waste disposal (old vehicles, mechanical parts,
vehicle tires, antifreeze, brake fluid, oil) in many countries in the world is not adequately controlled.

Transportation has various negative impacts on humans, flora and fauna. Technology development
can partially decrease negative impacts of transportation on environment. There is no doubt, that the
most important technological task is continuous reduction of the transportation dependency on
fossil fuels.

When 30 solo-drivers of passenger cars park their cars and start to use the public bus, the pollution
will be generated by only one car instead of 30. Various measures of transportation policies can lead to
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increased walking and cycling and increased public transport usage. When we walk, or ride a bike, we
do not pollute the natural environment. We do not need fossil oils, we do not take green spaces and we
do not destroy farming land. Many medical reports (Purcher et al., 2010) concluded that physical in-
activity contributes to enlarged risk of a number of chronic diseases and health conditions (diabetes,
hypertension, cardiovascular disease, gallstones, fatty liver, and some cancers). In addition, the med-
ical research indicated that even 30 min per day of reasonable-intensity physical activity, if performed
systematically, gives considerable health benefits.

PROBLEMS

1. Explain the milestones in developing transport sector from the middle century to the present day—
infrastructure, services, and technologies.
Define and explain the structure of transport sector, transport modes, and transport systems.
What are the main components of particular transport modes and their systems?
What are the possible relationships between particular transport modes and their systems
operating in the same area?
. Itemize the main urban passenger transit systems, their components, and characteristics.
. What are the main characteristics of urban freight transport systems?
. Itemize the main interurban transport systems operated within particular transport modes, and
explain their main characteristics.
8. Explain the main differences between the conventional rail, HSR, and MAGLEV system for
passengers.

9. Define the water-based systems—inland waterways and sea shipping.
10. What are the types of freight shipments transported by the water-based transport systems?
11. Explain the main characteristics of container ships.
12. Itemize the main components of air transport systems.
13. What are the main topologies of airline networks?
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Why do we use space-time diagrams? How could we find the shortest paths from one node to all other
nodes in the traffic network? What are the main components of the mathematical description of the
transportation problems? What is Linear Programming? Are number of cars on a link, and number of
passengers on specific flight random variables whose values are unknown in advance? What are
queueing systems? How do we imitate the behavior of the real transportation system? What are fuzzy
sets? What is Fuzzy Logic?

CHAPTER

TRAFFIC AND TRANSPORTATION
ANALYSIS TECHNIQUES

OBJECT MOTION AND TIME-SPACE DIAGRAMS

Motion is the common characteristic for the pedestrian who walks, the bird that flies, the car that passes
through an intersection, or the train that approaches a metro station. Movement through space and time
is caused by people undertaking various economic, business, cultural, touristic, sport, and recreational
activities. In every time point, when we drive a car, when we walk, or run, we occupy different position
in the space. The trajectory of an aircraft that traveled from Paris to Washington, DC could be precisely
described by time points and corresponding aircraft positions in the space. In the same way, our trip by
car from home to university could be also described by time points and car positions. We denote by y
the moving object’s position. This position is a function of time, ie, y =f(¢). The notation y(¢) has ex-
actly the same meaning. The functional relationship is called equation of motion. In some cases, it is
very easy to determine this relationship. In some other cases, when the motion is very complex, de-
termination of equation of motion could be also very complex, or even impossible. We use space-time
diagrams, when we want to represent object (car, vessel, aircraft, crews, or passengers) movements
through space and time. In these diagrams, space is represented in one dimension, and time is repre-
sented in the other dimension. Every node has two attributes—the first related to space, and the second
related to time. Each node represents an event taking place in a specific intersection, city, airport, bus
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stop, or harbor at a specific time. Depending on the problem considered, time attribute could be related
to the beginning of green light at the intersection, aircraft readiness for departure, train departure time,
bus arrival time, etc. For example, if an object travels two distance units in every time unit, we write:

where y is the object’s position and ¢ is time.
The object’s position y is measured taking into account a previously defined starting point. Fig. 3.1
contains a space-time diagram that shows the motion of an object as a function of time.

Intersection “A”

Event that represents moving
object’s location at intersection “A”
at time point o

Position

Time
FIG. 3.1
Time-space diagram that shows the motion of an object as a function of time.

Time is shown on one of the space-time diagram axis (the x axis is frequently used). Every point on
the curve represents an event. For example, point P shown in Fig. 3.1 denotes the following event: a car
is passing the intersection “A” in time point . Time-space-time diagrams enable us to note acceleration
and deceleration of a moving object, as well as time intervals during which object travels by a constant
speed (Fig. 3.2). Studying Fig. 3.2, we conclude that the acceleration existed between point “O” and
point “A.” After that object traveled by a constant speed between point “A” and point “B.” After point
“B” object decelerated. The constant object’s speed between point “A” and the point “B” equals:

_ Ay

V=g 3.2)

where Ay is distance traveled and At is elapsed time.

Cars that travel from one place to another create traffic flows. When trying to study these flows we
can use the macroscopic or the microscopic approach. Within the macroscopic approach, we do not rec-
ognize vehicles as entities. In other words, in this approach we do not identify vehicles in traffic flow
individually. Traffic flow could be studied in this case as fluid-flow, or heat-transfer phenomena. The
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Position

Deceleration

Constant speed B

Ay

Acceleration

\

0 Time

FIG. 3.2
Acceleration, deceleration, and constant speed.

microscopic approach could find its theoretical foundation in the fact that traffic flows are the result of
the individual driver decisions to begin a trip at a certain time point and to choose a particular set of
routes. Within the microscopic approach we consider every individual vehicle and study individual driv-
ing behaviors. We represent time on the horizontal axis and distance from the point on the vertical axis.
We also plot vehicle trajectory on the time-space diagram. In other words, the movement of each driver
through the traffic network could be described by the time-space diagram (Fig. 3.3). When equation of
motion y =f(¢) is known, it is easy to analyze object’s motion through space and time.

T Position

@
A
P>

o< o O

-

Time
FIG. 3.3
Identification of the object’s position at any time point.
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Position

ty t T Time

FIG. 3.4
Time-space time diagram that describes movement of individual car through space and time.

We observe the car’s movement during the time interval (0, 7). We conclude from Fig. 3.4 that the
car reached the intersection A at time point ;. After waiting for the right-of-way at the intersection A,
our car continued its trip at time point #,. Finally, the car reached the intersection B at the time point 7.
We can also conclude from Fig. 3.4 that the car changed speed while traveling. Fig. 3.5 shows the

movements of five cars.

LY

In the transportation analysis analysts use headways to measure the distance or time between ve-
hicles. Fig. 3.5 shows headways A, h,, h3, and h4. The first vehicle passed point A at the time point #;.
The second vehicle passed the point A, /; time units after the first vehicle. The third one passed the

Position

Time
FIG. 3.5
Movements of five cars.
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point A, h, time units after the second vehicle etc. The concept of headway is also used in the public
transit and metro systems to describe frequency of service offered to the passengers. The shorter head-
ways assume more bus departures along the bus line. The headway in many metro systems is in the
range of 1-10 min. The smallest headways on a highway are approximately equal to 2 s.

Space-time diagrams are also used to illustrate traffic signal coordination. Fig. 3.6 shows traffic
signals coordination along an arterial street.

ﬁ 4 Position

DOD |i\\| /7’ |i
|:| |:|- N\ /1 | o Red

] [ Yellow
O [ ]Green
AN

] ' Cycle

\4

Time
FIG. 3.6

Traffic signal coordination along an arterial street.

Successful signal coordination enables vehicles to pass through every intersection smoothly. The
vehicle trajectories shown in Fig. 3.6 passage left to right along with time. At the same time, the vehicle
distance passed through can be either northbound or southbound. The northbound is from the bottom to
the top of Fig. 3.6, while the southbound is from the top to the bottom. Depending on the travel direction
along an arterial street, vehicle trajectories can have a positive or negative slope.

The time-space diagrams are also used when designing airline schedule (Fig. 3.7). Fig. 3.7 shows
daily assignments of different aircraft types (departure airports, arrival airports, times of departures,
and flight times). The time-space diagram contains many flight “legs.” Corresponding aircraft type
and (“tail number”) are shown for each flight leg. For example, the following information could be
obtained by inspection of the space-time diagram (Fig. 3.7): Flight that departs at 11:00 am from city
B to city D will be flown by Aircraft type 3 (for example, Boeing 747-400). The aircraft with the tail
number “AKA17” will perform this flight. It is also possible to approximately determine needed num-
ber of aircraft and their corresponding routes using time-space diagrams.

Link that connects two nodes is usually called flight arc, since it connects aircraft departure node to
aircraft arrival node. This is the usual way to represent trip, or flight in space-time network. Many
vehicle, aircraft, and crew routing and scheduling models use so called ground holding arc, as well
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FIG. 3.7
Airline scheduling.

as overnight arc (Fig. 3.8). Ground holding arc describes the situation when aircraft is located at a
particular airport for a certain period of time. Cost related to this arc could be landing fee, parking
charges, etc. In the same, way, this type of arcs could describe the situation when vehicle is waiting
at the intersection for a green time, or the situation when bus waits at the bus stop for the beginning of
the trip. This type of arcs describes the situations when vehicle wait at the same position in space for a
longer period of time. Overnight arc represents situations when bus, or aircraft is staying overnight at
the specific city, or airport.

A\

Time Time
(A) (B)

FIG. 3.8
(A) Ground holding arc and (B) overnight arc.
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TRANSPORTATION NETWORKS BASICS

Transportation networks are represented by geometrical figures (Figs. 3.9-3.11). In these figures, some
points (nodes) are mutually connected by lines (links). At the infrastructure networks, the nodes are
generally intersections of lines. For example, at the road transport mode, the nodes are intersections
of streets in urban, roads in suburban, and roads/highways in the interurban areas. These are also
bus and road freight terminals. The links are streets and roads/highways converging to and diverging
from the corresponding intersections and stations/terminals. At the rail transport mode, the nodes are
junctions along the lines and the stations/terminals. The links are the rail lines/tracks connecting them.
At the air transport mode, the nodes are intersections of airways and the links are the converging and
diverging airways, and the airports as well. At the maritime transport mode, the nodes are the consid-
ered to be the sea ports, where the incoming and outgoing ships and the links are the maritime routes
themselves. The service network consists of nodes and links too. For example, at the road and rail trans-
port mode the nodes are passenger and freight/goods stations/terminals. The links are transport services
scheduled between them to serve given volumes of passengers and freight demand, respectively. At the
air and maritime transport mode, the nodes are airports and seaports, respectively, and the links are the
airline flights and the ship transport services, scheduled between them to serve expected passenger and
freight/cargo demand, respectively.

We denote transportation networks in a same way as graphs (Ford and Fulkerson, 1962; Busacker and
Saaty, 1965; Newell, 1980). The notation G = (N, A) of the transportation network refers to a set of nodes
(or vertices) N, and a set of links (or arcs or edges or branches) A, that connect pairs of nodes. We denote
by (i, j) link that connects node i € N to node j € N. We usually assign one or more numerical character-
istics to every link (7, j) € A. Most frequently, these numerical characteristics represent “travel cost” ¢;;,
or link capacity u;;. In the same way, numerical characteristics b(i) are assigned to every node i €N.
The numerical characteristic could represent, for example, the total traffic generated at node i, or the
yearly number of car accidents in node i. We use in this book terms network and graph interchangeably.

If all links in the transportation network are oriented, the network is called an oriented network (or
directed network). In an oriented network, link (i, j) leads from node i to node j. In the opposite case,
when none of the branches are oriented, the network is called nonoriented. If some of the branches in
the network are oriented and some nonoriented, this is called a mixed network.

Figs. 3.9-3.11 provide examples of oriented, nonoriented, and mixed networks, respectively.

The indegree of a node in an oriented network represents the number of head endpoints adjacent to a
node. Similarly, the outdegree of a node in an oriented network is defined as the number of tail end-
points adjacent to a node. The indegree of the node 5 in a network shown in Fig. 3.9 equals 1. The
outdegree of the same node equals to 2. The degree of a node in a nonoriented network represents
the number of links incident to the node. For example, the degree of the node 4 in a nonoriented network
shown in Fig. 3.10 equals 3. Path leading from the node i to the node j is a sequence of all links and all
nodes that should be passed when traveling from the node i to the node j. Path could be defined by a list
of nodes, or by a list of links that should be passed. The sequence (3, 1, 2) denotes the path that we
follow when traveling from node 3 through node 1 to node 2 (Fig. 3.10). This path could be also denoted
as ((3, 1), (1, 2)), meaning that we traverse links (3, 1) and (1, 2) when traveling from node 3 to node 2.
A path whose origin and destination nodes coincide is called a cycle. The path (3, 1, 5, 4, 3) is a cycle,
since node 3 is the initial and the final node of the path (Fig. 3.10). The path is called simple, when all
links appear only once in the path. The path is elementary when all nodes appear only once in the path.



FIG. 3.9

Oriented network.

FIG. 3.10

Nonoriented network.

FIG. 3.11

Mixed network.
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A node i is connected to node j if there is a path that leads from the node i to the node j. A nonoriented
network is connected if there is a path between every pair of nodes i, j€N. An oriented network is
connected if a corresponding nonoriented network (the network that is created if orientation is removed
from the oriented network) is connected. An oriented network that has paths between all pairs of nodes
is called strongly connected oriented network. A nonoriented connected network is shown in Fig. 3.12.

FIG. 3.12
Nonoriented connected network.

FIG. 3.13
Oriented connected network.

We oriented all links of the network shown in Fig. 3.12. In this way, we created the oriented network
shown in Fig. 3.13. The network shown in Fig. 3.13 is an oriented connected network, since a corre-
sponding nonoriented network (Fig. 3.12) is connected. There are no paths between some pairs of nodes
in the network shown in Fig. 3.13 (there is no path between node 4 and node 5; there is no path between
node 7 and node 5, etc.). Fig. 3.14 shows a strongly connected oriented network.
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FIG. 3.14

Strongly connected oriented network.

OPTIMAL PATHS IN TRANSPORTATION NETWORKS
FINDING SHORTEST PATH IN A TRANSPORTATION NETWORK

When traveling through the network we are faced with the problem of finding the paths that are
“optimal.” In other words, paths that we are looking for must possess optimal properties. The problems
of finding optimal paths in transportation networks are known as shortest path problems (Minty, 1957,
Dantzig, 1960; Golden, 1976; Dial et al., 1979; Deo and Pang, 1984; Glover et al., 1984, 1985;
Pallottino, 1984; Gallo and Pallottino, 1988). Depending of the context of the problem considered,
the “shortest path” could be the shortest path, the fastest path, the most reliable path, the path with
the greatest capacity, etc. network links are characterized by length. “Link length” could represent dis-
tance, travel time, travel cost, link reliability, etc. Link lengths are mostly treated as deterministic
quantities.

Link lengths are treated in some problems as random variables. Most frequently, these link lengths
represent travel times. There are random variations in travel times caused by weather conditions, ran-
domness in traffic flows, traffic accidents, and other factors. In these cases, the shortest paths in prob-
abilistic network should be determined. In some cases, when searching for the optimal path, we
simultaneously try to optimize two or more objectives. For example, when searching for the best path,
we could try simultaneously to take care of travel time as well as travel costs. In such cases, we are
dealing with multicriteria shortest path problems.

We use the expression “shortest path” to denote optimal path. Depending on the context of the prob-
lem considered, the following variants of the shortest path problem could appear:

» shortest path between two specified nodes;

 shortest paths from a given node to all other nodes;

» k shortest paths from a given node to all other nodes;

» shortest paths between all pairs of nodes;

» k shortest paths between all pairs of nodes;

» shortest path between two specified nodes that must pass through some prespecified nodes; or
» shortest path between two specified nodes that must pass through some prespecified links.



3.3 OPTIMAL PATHS IN TRANSPORTATION NETWORKS 73

DIJKSTRA’S ALGORITHM

Dijkstra (1959) developed one of the most efficient algorithms for finding shortest paths from one node
to all other nodes in the network. This algorithm assumes that all the lengths d(i, j) of all links in the
network G=(N, A) are nonnegative.

We denote by a the node for which we are to discover the shortest paths to all other nodes in the
network. During the process of discovering these shortest paths, each node can be in one of the two
possible states: in an open state if the node is denoted by a temporary label, or in a closed state if it
is denoted by a permanent label. In the case of the permanent label, we are not sure whether the dis-
covered path is the shortest path. Dijkstra’s algorithm gradually changes temporary labels into perma-
nent labels. The initial distances between any two nodes in the network are defined as follows. The
distance between node a to node a is zero. The distance between two nodes is equal oo if there is
no link between these two nodes. If there is a link that connects two nodes, the distance between these
nodes is equal to the length of the link that connects them.

If there is a few links that connect two nodes, the distance between these nodes is equal to the length
of the shortest link that connects them. Each node i in the network is denoted by the following two
labels:

d,;: the length of the shortest known path from node a to node i discovered so far,
q;: predecessor node to node i on the shortest path from node a to node i discovered so far.

We denote by ¢ the last node to be given a permanent label. We also denote by + node predecessor
to node a. Dijkstra’s algorithm is as follows:

Step 1: The process starts from node a. Set d,,=0, q,=+, d,;= oo for i#a, and ¢;= — for i#a.
The only node which is in a closed state is node a. Therefore, we write ¢ =a.

Step 2: Explore all links (c, i) which exit from the last node that is in a closed state (node c).
If node i is also in a closed state, we pass the examination on to the next node. If node i
is in an open state, we obtain its first label d,; based on the relation:

dyi = min{dy;,d, +d(c, i)},

Step 3: Compare the values d,; for all nodes that are in an open state and choose the node
with the smallest d,; value. Let this be some node j. Node j passes from an open to a
closed state.

Step 4: Examine the lengths of all links (7, j) that lead from closed state nodes to node j until
one is found such that the following relation is satisfied:

doj = d(i, ) = dai.

Let this relation be satisfied for some node ¢. Then set g;=1.
Step 5: Node j is in a closed state. If all nodes are in a closed state, stop. If there are still some
open state nodes, go to Step 2.
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EXAMPLE 3.1

Using Dijkstra’s algorithm, discover the shortest paths from node O to all other nodes in the transportation network
shown in Fig. 3.15. The numbers next to the network links shown in Fig. 3.15 denote the link lengths.

FIG. 3.15
Network in which shortest paths from node O to all other nodes should be discovered.

Solution

First Iteration
We start the process of discovering the shortest paths at node 0. The length of the shortest path from node 0 to node
0 is equal to zero (dyp=0). We denote by the symbol + the predecessor node to node 0 (go=+). The lengths of all other
shortest paths from node 0 to all other nodes i #0 are for the present unexplored, so for all other nodes i # 0 we set dp; = .
Since predecessor nodes to nodes i 70 are unknown, we set g; = — for all i~0. The only node that is now in a closed
state is node 0. Therefore, ¢ =0. To the node 0 symbol we put the label (0, +), and add the symbol ’ that indicates node O is in a
closed state. This completes the first step of the algorithm.

The transportation network after the first algorithmic step is shown in Fig. 3.16.

‘We now move to the second step of the algorithm. By examining the lengths of all links leaving node O that are in a closed
state we can write the following:

dpy = min{oc,0+3} =3
dpp = min{oc,0+3} =3
doz = min{cc,0+6} =6
In step 3, we determine which node will be next in line to pass from an open to a closed state. Since

d()] = min {d()] 9 d()g, d()}} = min{3, 3, 6} =3
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EXAMPLE 3.1—cont’d

(> -)

FIG. 3.16

Network after the first algorithmic step.

node 1 passes from an open to a closed state. In the same manner, since
d(bl _d(O’ 1):3—3:O:d()0

we can conclude in step 4 that node 0 is the immediate predecessor of node 1 on the shortest path, ie,
q1= 0.

Now, in step 5 we note that there are still many nodes that are in an open state. Therefore, we have to return to step 2. The
network, after going through all five steps of the algorithm for the first time is shown in Fig. 3.17.

3, 0)’
G0 (0, ) (> =)

(°°1 _)

FIG. 3.17
Network after the first time through the algorithmic steps.

Second lteration
Let us now return to the second step of the algorithm. The last node to go from an open to a closed state was node 1. This
means that c=1. Let us examine all links, leaving node 1 and going towards nodes that are in an open state. The following
relation is satisfied:

(Continued)
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EXAMPLE 3.1—cont’d

dos = min{dops,dp1 +d(1,4)} = min{c0,3+ 10} = 13
The node 4 is the next node to switch from an open to a closed state. Since
dos —d(1,4)=13—-10=3=dy,

node 1 is the immediate predecessor of node 4, and g,=1.
The network still contains many nodes in an open state, so we must once again return to step 2 of the algorithm. The network,
after going through all five steps of the algorithm for the second time, is shown in Fig. 3.18.

3,0y

(°°v _)
FIG. 3.18
Network after the second time through the algorithmic steps.

We obtained shortest paths from node 0 to all other nodes by going through few more iterations. The shortest paths from
node a to all other nodes in the network are shown in Fig. 3.19.

(13, 1)

FIG. 3.19
Shortest paths from node O to all other nodes.
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SHORTEST PATHS BETWEEN ALL PAIRS OF NODES

Let our problem be to find the shortest path between all nodes in transportation network G =(N, A).
Floyd’s algorithm (1962) is one of the best-known algorithms that can found shortest paths between all
pairs of nodes. We denote all nodes of the network by positive whole numbers 1, 2, ...., n.

We now introduce D which is the beginning matrix of the shortest path lengths and Q, which is the
predecessor matrix. We denote by df‘, the length of the shortest path from node i to node j which is found
in the kth passage through the algorithm, and by qf, the immediate predecessor node of node j on the
shortest path from node i which is also discovered on the kth passage. Elements dj; of matrix D, are
defined in the following manner:

If a branch exists between node i and node j, the length of the shortest path dg between these nodes
equals length d(i, j) of branch (i, j) which connects them. Should there be several branches between
nodes i and node j, the length of the shortest path dj; must equal the length of the shortest branch, ie,

df = min{dy (i, /), (i, ) dm(i.)) } (3.3)

where m is the number of branches between node i and node ;.

It is clear that d?j =0 when i =j. In the case when there is no branch between node i and node j, we
have no information at the beginning concerning the length of the shortest path between these two
nodes so we treat them as though they were infinitely far from each other, ie, that the following is true
for such pairs of nodes:

djy=oc (3.4)

Elements qg of the predecessor matrix Q are defined as follows:

First, we assume that qg. =1, for i #], ie, that for every pair of nodes (i, j), for i #j, the immediate
predecessor of node j on the shortest path leading from node i to node j is actually node i. Since we have
defined the elements of matrixes D and Q,, we can now take a look at Floyd’s algorithm, which con-
tains the following steps:

Step 1: Let k=1.
Step 2: We calculate elements df;— of the shortest path length matrix D, found after the kth passage
through algorithm using the following equation:

k s k—1 gk—1 k—1
= min{dl~ i +df |

Step 3: Elements of predecessor matrix Q; found after the kth passage through the algorithm are
calculated as follows:

. q,’jj*l for dl-kﬁédf;-*l
qi; =

k1

i otherwise

Step 4: If k=n the algorithm is finished. If k< n, increase k by 1, ie, k=k+1 and return to Step 2.

Let us now look at the algorithm in a little more detail. In Step 2, each time we go through the algorithm
we are checking as to whether a shorter path exists between nodes i and j other than the path we already
know about which was established during one of the earlier passages through the algorithm. If we es-
tablish that d{»‘j # dl’?]., ie, if we establish during the kth passage through the algorithm that the length of the
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shortest path df‘j between nodes i and j is less than the length of the shortest path df;“ known previous to
the kth passage, we have to change the immediate predecessor node to node ;.
Since the length of the new shortest path is:

dg. =di! +df,j-l 3.3)

it is clear that in this case node k is the new immediate predecessor node to j, and therefore:
=4 (3.6)
This is actually done in the third algorithmic step. It is also clear that the immediate predecessor node to
node i does not change if, at the end of Step 2, we have established that no other new, shorter path exists.

This means that:

qf.‘,. = qf;l when dfj = dff] 3.7
When we go through the algorithm » times (n is the number of nodes in the transportation network),
elements dI’-‘,-’l of final matrix D,, will constitute the shortest path’s lengths between pairs of nodes (i, j),

and elements g;; of matrix Q, will enable us in to determine all of the nodes which are on the shortest
path going from node i to node j.

EXAMPLE 3.2

Determine the shortest paths between all pairs of nodes on transportation network 7" (N, A) shown in Fig. 3.20. Link lengths
are shown in Fig. 3.20.

FIG. 3.20
Network in which shortest paths between all pairs of nodes should be discovered.

Solution
Starting matrix Dy is as follows:
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EXAMPLE 3.2—cont’d

1 2 4 5

1 0 8 3 5

2 [8 0 2 o 5
D=

3 Jlo 1 0 3 4

4 6 © o0 0 7

5 [l 5 0 o 0

All elements of the main diagonal of the matrix Dy are equal to zero (d{;.’l =0 for i=}). Let us note the element d{fyz of the
matrix D,. This element is equal to 8, since the length of the link that connects node 1 and the node 2 equals 8. Element dg,] is
equal to oo, since there is no link leading from node 3 to node 1 (there is only link oriented from node 1 to node 3). Element
dg_l of the matrix Dy is equal to oo, since there is no link connected node 5 and node 1.

Initial matrix Q, reads:

12345
L1111
2 |2 -2 22

Q=3 133_33
4 |4 44— 4
515555

In the beginning, we consider node i as a predecessor to node j on the shortest path leading from node i to node j (for i # j).
For example, the following relation is satisfied:

qg,l :qg,s :q2,4 :‘1(2),5 =2

Let us start with a first algorithmic step (k= 1). Let us calculate the elements of the matrix D;. The following relations are
satisfied:

di ,=min{d},.d}  +d],} = min{8,0+8} =8
dj y=min{d} ;,d?  +d};} =min{3,0+8} =3
di ,=min{d} ,.d) +d),} = min{5,0+5} =5
di s=min{d) s.d} | +d) 5} = min{co,0+ 0} =00
dy=min{d} |,d3  +d}  } = min{8,8+0} =8
dyy=min{d},.d) | +d) 3} = min{2,8+3} =2
dy ,=min{d} ,.d3 | +d) ,} = min{c0,8+5} =13
dy s=min{d)5.d3  +d} s} = min{5,8+c0} =5

djy=min{d3 ,d3 | +d} | } = min{co, 0+ o0} =00

(Continued)
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EXAMPLE 3.2—cont’d
dj,=min{d3,.d3  +d},} =min{l,c0+8} =1
dj ,=min{d3,.d3  +d},} =min{3,c0+5} =3
dys=min{d35,d3  +d}s} =min{4,co+c0} =4
dy =min{d} ,d} +d} } =min{6,6+0} =6
di,=min{d},.d} +d),} = min{co,6+8} =14
dyy=min{d};,d}  +d) ;} = min{c0,6+3} =9
dys=min{d}s,dj +d)s} =min{7,6+c0} =7
diy=min{d? .d? | +d} } = min{co, 0 +0} = 0
di ,=min{d?,.d}  +d},} = min{5, c0+8} =5
diy=min{d?,,d? | +d},} = min{co, 0 +3} =0
dy ,=min{d?,.d2 | +d},} = min{co, 0 +5} =0

Matrix D, reads:

1 2 3 45

1 0 8 3 5

2 8 0 213 5
D, =

3 o I O 3 4

4 614 9 0 7

5 [0 5 0 o 0

The elements of the matrix D, whose values are changed are denoted by a bold letters.
The length of the shortest path from node 2 to node 4, after first algorithmic step, equals 13. In the initial matrix Dy this
length was equal to oco. Since:

dé,zt:dg,l + 1,4:13<°°:d(2),4

Node 1 is a new predecessor node to node 4 on the shortest path from node 2 to node 4. Matrix Q, after first passage
through the algorithm reads:

123 45

L r—1111
2|2 -21 2
Q=3 133_33
4 1411 -4
515555 -

The matrices D, and Q, after second passage through the algorithm reads:
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’
EXAMPLE 3.2—cont’d 1 29 4 5 199 a3
1 0 83 513 1 [—111 2
D 2 8 0213 5 212 -212
=3 19 10 3 4] 273 |23 _-33
4 6149 0 7 4 (411 — 4
5 [13 57 18 0 5 L2 5 2 —

Matrices D3 Qs Da, Q4 i Ds, Qs are respectively equal:

1 2 3 4 5 1 3 45

1 T0 43 57] | 1 1 3]
D 2 8 02 55 212 =232
33 o 10 34 €T3 |23 -3 3
4 6109 07 4 (4 31— 4

5 [13 57 10 0] 512523 —]
1 23 45 12 3 435

1 [0 43 5717] 1 [— 3 1 1 3]
9 2 8 02 55 2 (2 -2 3 2
=319 1034 %73 (2333
4 6109 07 4 [4 31— 14

5 |13 5710 0] 5125 2 3 —|
1 2 3 45 1 23 435

L'ro 43 57] Lro3 11 37
> 2 ({8 02 55 2 2 -232
5309 10 34 LT3 |23-33
4 6109 07 4 |4 3 — 4

5 [13 5710 0] 5 2523 —]

‘We obtain from the matrices D5 and Qs full information about shortest paths between all pairs of nodes. So, for example,
the length of the shortest path from node 5 to node 4 is equal to 10. Node-predecessor to node 4 is node 3, since gs 4=3.
Node-predecessor to node 3 on the shortest path from node 5 to node 3, is node 2, since gs 3 =2. Since g5, =35, we conclude
that the shortest path from node 5 to node 4 reads (5, 2, 3, 4).

MATHEMATICAL PROGRAMMING APPLICATIONS IN TRAFFIC
AND TRANSPORTATION

Many real-life traffic and transportation problems can be relatively easily formulated in words. After
such formulation of the problem, in the next step, engineers usually translate problem verbal descrip-
tion into a mathematical description. Main components of the mathematical description of the problem
are variables, constraints, and the objective. Variables are also sometimes called unknowns. Some of
the variables are under the control of the analyst. There are also variables that are not under the control
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of the analyst. Constraints could be physical, caused by some engineering rules, laws, or guidelines, or
by various financial reasons. No one could accept more than 100 passengers for the planned flight, if the
capacity of the aircraft equals 100 seats. This is typical example of a physical constraint. Financial
constraints are usually related to various investment decisions. For example, no one could invest in
road improvement more than $10,000,000 if the available budget equals $10,000,000. Variable values
could be feasible, or infeasible. Variable values are feasible when they satisfy all the defined con-
straints. An objective represents the end result decision-maker wants to accomplish by selecting a spe-
cific program of action. Revenue maximization, cost minimization, or profit maximization are typical
objectives in profit oriented organizations. Providing highest level-of service to the customers repre-
sents usual objective in a nonprofit organizations.

Mathematical description of a real-world problem is called a mathematical model of the real-world
problem.

Forexample,ifx;;, j=1,2,...,nare the ndecision variables of the studied problem, and if the observed
system is subject to m constraints, the general mathematical model can be written in the following way:

Optimize
y=Ff(x1, x2, .0 xn) (3.8)
subject to
hi(x1, X2, v X0) < by i=1,2,..m (3.9)
X1,X2,...,X%, >0 (3.10)
where y=f(x1, x2, ..., x,) is the objective function, h;(xy, x2, ..., x,) <b; i=1,2,...,m is the con-
straint, and xy, Xxp,..., X, >0 is the constraint (nonnegativity restrictions).

Optimization seeks the best value (optimal value) of the objective function. Optimization usually
suggests the maximization or minimization of the objective function. Optimal solution to the model is
the discovery of a set of variable values (feasible) which generate the optimal value of the objective
function.

An algorithm represents some quantitative method used by an analyst to solve the defined math-
ematical model. Algorithms are composed of a set of instructions which are usually followed in a de-
fined step-by-step procedure. Algorithm produces an optimal (the best) solution to a defined model.
Optimal solution to the model is the discovery of a set of variable values (feasible) that generate
the optimal value of the objective function. Depending on a defined objective function, optimal solu-
tion corresponds to maximum revenue, minimum cost, maximum profit, etc.

LINEAR PROGRAMMING IN TRAFFIC AND TRANSPORTATION

In many cases all variables are continuous variables. There is usually also only one objective function.
Frequently, objective function and all constraints are /inear, meaning that any term is either a constant
or a constant multiplied by a variable. Any mathematical model that has one objective function, all
continuous variables, linear objective function, and all constraints is called a linear program (LP).
It has been shown through many years that many real-life problems can be formulated as linear pro-
grams. Linear programs are usually solved using widely spread Simplex algorithm (there is also an
alternative algorithm called Interior Point Method).



3.4 MATHEMATICAL PROGRAMMING APPLICATIONS 83

EXAMPLE 3.3

‘We show the basics of the Linear Programming using the example related to the airline seat inventory control problem. The
liberalization of airline tariffs has led to intensive competition among air carriers. In such conditions, an air carrier
logically wants to sell the seats available in a way that maximizes profit. The liberalization of airline tariffs has also resulted
in a large number of different tariffs existing on the same flight. Passengers paying lower tariffs (as a rule making
private trips) often reserve seats before passengers paying higher tariffs (business passengers who decide to travel several
days or hours before the flight), which is why a certain number of passengers who are prepared to pay a higher tariff
cannot find a vacant seat on the flight they want. The simplest reservation system is often called distinct fare class in-
ventories, indicating separate seat inventories for each fare class. Once a seat is assigned to a fare class inventory, it may
be booked only in that fare class, or else remain unsold. In the case of a nested reservation system, the high fare request
will not be rejected as long as any seats are available in lower fare classes. Let us consider the airline seat inventory control
problem for a direct, nonstop flight. An aircraft capacity (the number of seats in the aircraft) equals 100. Let us assume
that passengers are offered two tariff classes: $200 and $100. We assume that we are able to predict exactly the total
number of requests in different passenger tariff classes. We expect 60 passenger requests in the first class, and 80 passenger
requests in the second class. We decide to sell at least 10 seats to the passengers paying higher tariffs. We have to
determine the total numbers of seats sold in different passenger tariff classes in order to reach the maximum airline revenue.

Solution
Since we wish to determine the total numbers of seats sold in different passenger tariff classes, the variables of the model can
be defined as:

x1 is the total number of seats planned to be sold in the first passenger tariff class;

X, is the total number of seats planned to be sold in the second passenger tariff class.

Since each seat from the first class sells for $200, the total revenue from selling x; seats is 200 - x; . In the same way, the total
airline revenue from x, seats is equal to 100 - x,. The total airline revenue equals the sum of the two revenues, ie,
200 - x; +100 - x,.
From the problem formulation we conclude that there are specific restrictions on the seat selling and on demand. The seat
selling restrictions may be expressed verbally in the following way:
o Total number of seats sold in both classes together must be less than or equal to the aircraft capacity.
o Total number of seats sold in any class must be less than or equal to the total number of passenger requests.
o Total number of seats sold in the first class must be at least 10.

Total number of seats sold in the second class cannot be less than zero (nonnegativity constraint).
The following is the mathematical model for airline revenue management problem:
Maximize

F:200-X1 + IOO-XZ
subject to:

X1 +x <100

(Continued)
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EXAMPLE 3.3—cont’d

In our problem, we allow variables to take the fractional values (we can always round the fractional value to the closest
integer value). In other words, all our variables are continuous variables. We also have only one objective function: We
try to maximize the total airline revenue. Our objective function and all our constraints are linear. Since we have only two
variables, we can also solve our problem graphically. Graphical method is impractical, or impossible for mathematical
models with more than two variables. In order to solve problem graphically, we plot the feasible solutions (solution space)
which satisfy all constraints simultaneously. Fig. 3.21 shows our solution space.

X2
X2=80
X1+X2=100
x;=10 X;=60 X

FIG. 3.21
Solution space of the airline seat inventory control problem.

All feasible values of the variables are located in the first quadrant. This is caused by the following constraints: x; > 10
and x, > 0. The straight-line equations x; = 10, x; =60, x, =80, x, =0, and x; +x, = 100 are obtained by substituting “<”
by “=" for each constraint. Then, each straight-line is plotted. The region in which each constraint is satisfied when the
inequality is put in power is indicated by the direction of the arrow on the corresponding straight line. The resulting solution
space of the airline seat inventory control problem is shown in Fig. 3.21. Feasible points for the problem considered are all
points within the boundary, or on the boundary of the solution space. The optimal solution is discovered by studying the
direction in which the objective function rises. The optimal solution is shown in Fig. 3.22.

The parallel lines in Fig. 3.22 represent the objective function F =200 -x; + 100 - x,. They are plotted by arbitrarily
assigning increasing values to F. In this way, it is possible to make the conclusion about the slope and the direction in
which the total airline revenue increases.
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EXAMPLE 3.3—cont’d

X2

O x,=60 x,=40

X4

FIG. 3.22

The optimal solution of the airline seat inventory control problem.
In order to discover the optimal solution, we move the revenue line in the direction indicated in Fig. 3.22 to the point “O”
where any further increase in airline revenue would create an infeasible solution. The optimal solution happens at the
intersection of the following lines:

X1 +x, =100
x1 =60
After solving the system of equations we get:
x1 =60
x; =40

The corresponding airline revenue equals:

F=200-x;+100-x, =200- 60+ 100 - 40 = 16,000

The problem considered is a typical resource allocation problem. Linear Programming (Taha,
1982; Hillier and Lieberman, 1990; Winston, 1994) help us to discover the best allocation of limited
resources. The following is Linear Programming model:

F=ci-xi+cy-xp++cp-xy (3.11)

ajy Xy +ap - Xp+ e tany, X, <by (3.12)
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az) - Xy +axp - X+ +ax X, <b, (313)
Am1 * X1+ Ao X2+ oty - Xy Sbm (314)
X1, X2,.000y X >0 (3.15)

The variables describe level of various economic activities (number of seats sold to the first class pas-
sengers, duration of a green time for specific approach at the intersection, number of flights per day on
specific airline route, number of vehicles assigned to a particular route, etc.).

EXAMPLE 3.4
There are three on-ramps on a freeway. The freeway is divided into three sections, each containing at most one on-ramp
(Fig. 3.23).
Section 1 Section 2 Section 3
D, ‘- D3
. Qs
\ D,
FIG. 3.23

On ramps on a freeway.

Section capacities are given in Table 3.1.

Table 3.1 Section Capacities

Section Section Capacity (veh/h)
5600
2 6000

3 6800
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EXAMPLE 3.4—cont’d

Ramp demands are given in Table 3.2.

Table 3.2 Ramp Demand
Ramp Demand (veh/h)
1 700
800
3 900

Calculate the optimal number of vehicles allowed to enter the highway from every ramp.

Solution

The maximum number of vehicles allowed to enter any section must be less than or equal to the section capacity. At the same
time, the number of vehicles allowed to enter the highway from any ramp must be less than or equal to demand on that ramp.
We want to maximize the total number of vehicles that enter the highway. The mathematical formulation of our problem
reads:

Maximize
q1+q2+4q3 (3.16)
subject to
q1+q2 + g3 +4000 < 5600 (3.17)
4> +q3 +4000 < 6000 (3.18)
q3+4000 < 6800 (3.19)
0<¢; <700 (3.20)
0<g, <800 (3.21)
0< g3 <900 (3:22)

We solve the problem (3.16)—(3.22) by using commercial package LINDO. The following are the obtained decision
variables values:

q1=0
q> =700
q3 =900

The objective function value is equal to 1600.
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INTEGER PROGRAMMING

Analysts frequently realize that some or all variables in the formulated linear program must be integer.
This means that some variables or all take exclusively integer values. In order to make the formulated
problem easier, analysts often allow these variables to take fractional values. For example, analyst
knows that the number of first class passengers must be in the range between 30 and 40. Linear program
could produce the “optimal solution” that tells us that the number of first class passengers equals 37.8.
In this case, we can neglect the fractional part, and we can decide to protect 37 (or 38) seats for the first
class passengers. In this way, we are making small numerical error, but we are capable to easily solve
the problem. In some other situations, it is not possible for analyst to behave in this way. Imagine that
you have to decide about new highway alignment. You must choose one out of numerous generated
alternatives. This is kind of “yes/no” (“1/0”) decisions: “Yes” if the alternative is chosen, “No,” oth-
erwise. In other words, we can introduce binary variables into the analysis. The variable has value 1 if
the ith alternative is chosen, and value O otherwise, ie,

1 if the ith alternative is chosen
X = (3.23)

0 otherwise

The value 0.7 of the variable means nothing to us. We are not able to decide about the best highway
alignment if the variables take fractional values.

There are various logical constraints that should be taken into account when handling variables that
take exclusively integer values. For example, in the case when decision-maker has to choose at most
one alternative among n available alternatives, the constraint reads:

n
> x<l (3.24)
i=1
In some situations, at least one alternative must be chosen among » alternatives. This constraint reads:
n
> x>1 (3.25)
i=1

When we solve problems similar to the highway alignment problem we work exclusively with integer
variables. These kinds of problems are known as integer programs, and corresponding area is known as
an Integer Programming. Integer programs usually describe the problems in which one, or more, al-
ternatives must be selected from a finite set of generated alternatives. There are also problems in which
some variables can take only integer values, while some other variables can take fractional values.
These problems are known as mixed-integer programs. It is much harder to solve Integer Programming
problems than Linear Programming problems.

The following is Integer Programming Model:

Maximize

F=> ¢ (3.26)
j=1
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subject to

n
Za,-jxjgbi for i=1,2,...,m (3.27)

j=1
0<x;<u; integerfor j=1,2,...,n (3.28)
There are numerous software systems that solve linear, integer, and mixed-integer linear programs

(CPLEX, Excel and Quattro Pro Solvers, FortMP, LAMPS, LINDO, LINGO, MILP88, MINTO,
MIPIII, MPSIII, OML, OSL).

EXAMPLE 3.5

Many departing passengers significantly walk in airport terminal buildings between check-in desks and gates (the word gate
is used in the literature to describe aircraft stands at the airport terminals, as well as off-pier stands at the apron). Simul-
taneously, the arriving passengers walking distances, between gates and the baggage claim area could be also considerable.
Many transit passengers are exposed to significant walking between specific gates when changing the plane. The total
passenger walking distance within airport terminal building may fluctuate depending on the specific assignment of aircraft to
parking positions (Fig. 3.24).

FIG. 3.24
Assignment aircraft to available gates.

The standard Gate Assignment Problem can be defined in the following way: For a given set of parking positions and a
given set of aircraft which can use any of these parking positions, find a parking position assignment for aircraft that
will minimize the total walking distance of all passengers arriving, transiting and departing by aircraft parked at set of
parking positions. The decision-maker must assign aircraft to available gates and must determine the start and end time of
serving aircraft at the gate it has been assigned.

(Continued)
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EXAMPLE 3.5—cont’d

Airport gates are one of the greatest congestion points of the air transportation system. The total daily number of aircraft
operations at big airports could be more than 1000, while the total number of gates is frequently more than 100.

Let us consider the toy example when we have to assign three aircraft to four available parking positions. Departure and
arrival walking distances are given in Table 3.3.

Table 3.3 Departure and Arrival Walking Distances
Departure Walking Distance Between Arrival Walking Distance Between Gate
Gate Check-in Desks and Gate (m) and the Baggage Claim Area (m)
1 70 85
2 75 95
3 120 110
4 100 130

Number of departing passengers and number of arriving passengers are given in Table 3.4.

Table 3.4 Numbers of Departing and Number of Arriving Passengers
Aircraft Number of Departing Passengers Number of Arriving Passengers
1 120 150

80 130
3 150 90

Aircraft 1 will land with 150 passengers, and will be assigned to one of the available positions. The same aircraft will
depart from that parking position with the 120. Aircraft 2 will land with 130 passengers, etc. We denote by c;; the total
walking distance of all passengers if aircraft i is assigned to the gate j. The equals:

cj=nldf + n? d;’ (3.29)

where:
ni is the number of arriving passengers in the aircraft 7;
nd is the number of departing passengers by the aircraft 7;
d;' is the arrival walking distance between the gate j and the baggage claim area; and
dj-’ is the departure walking distance between check-in desks and the gate j.

The total walking distances of all passengers for every aircraft-gate pair are shown in Table 3.5.

Table 3.5 Total Walking Distance of All Passengers for Every Aircraft-Gate Pair

@ Gate 1 Gate 2 Gate 3 Gate 4
Aircraft 1 21,150 23,250 30,900 31,500
Aircraft 2 16,650 18,350 23,900 24,900

Aircraft 3 18,150 19,800 27,900 26,700
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EXAMPLE 3.5—cont’d

The Gate Assignment Problem could be formulated in the following way:

Minimize
3 4
Z= Z CijXij
=1 j=1
subject to
4
> xi=1Vi=123
=1
3
> x<1Vj=1234
) i=1
ie,
Minimize
Z =21,150x1; +23,150x5 +30,900x3 +31,500x4 + 16,650x5; + 18,350x7,
+ 23,900X23 + 24,900X24 +18, 150}(31 +19, 800X32 + 27,900)(33 + 26,700}(34
subject to

X1 X2 +X13+x14 =1

Xo1 +Xpp + X3 + x4 =1

X31 +X32 +X33 +X34 = 1
X111 +x31 < 1
Xip+xn +x3 <1
X13+x3+x33 <1

X14+X24 +x34 < 1

We used commercial software to solve the problem. In the optimal solution decision variables x, X,3, and x3, take values
1. All other variables are equal to 0. We conclude that the aircraft 1 should be assigned to the gate 1, aircraft 2 to the gate 3,
and aircraft 3 to the gate 2. The total walking distance in this case is equal to 64,850 m.

DIMENSIONALITY OF THE TRAFFIC AND TRANSPORTATION
ENGINEERING PROBLEMS

A great number of practical real-world transportation problems was formulated and solved using
Integer Programming, Dynamic Programming, and Graph Theory techniques during the last five
decades. It is important to note, however, that the majority of real-world problems solved by some
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of the optimization techniques were of small dimensionality. Many engineering and management prob-
lems are combinatorial by their nature. Most of the combinatorial optimization problems are difficult to
solve either because of the large dimensionality or because it is very difficult to decompose then into
smaller subproblems. Typical representatives of this type of problems are the vehicle fleet planning and
static and dynamic routing and scheduling of vehicles and crews for airlines, railroads, truck operations
and public transportation services, designing transportation networks and optimizing alignments for
highways and public transportation routes through complex geographic spaces, different locations
problems, etc.

So, in many cases optimal solution cannot be discovered in a reasonable CPU time. Frequently,
there is a combinatorial explosion of the promising combinations of the decision variables that could
be optimal (for example, if we have in a problem considered 1000 binary variables that can take value 0,
or 1, the total number of all possible solutions is equal to 2'°°%). In some other cases, it could be very
difficult to evaluate defined objective function. In other words, many discrete optimization problems
are NP-complete. In order to overcome NP completeness various heuristic algorithms (‘evpickw) were
developed during last five decades. These algorithms are capable to produce good enough solution(s) in
areasonable amount of CPU time. On the other hand, heuristic algorithms that are based on experience
and/or judgment cannot be guaranteed to generate the optimal solution. It could happen that in some
problem instances heuristic algorithms discover optimal solution(s).

Metaheuristic algorithms (Simulated Annealing (SA), Genetic Algorithms (GA), Taboo Search
(TS), Variable Neighborhood Search (VNS), Ant Colony Optimization (ACO), Particle Swarm
Optimization (PSO), and Bee Colony Optimization (BCO)) are considered to be a general-purpose
techniques capable to produce good solutions of a difficult discrete optimization problems in a reason-
able computer time. Metaheuristic algorithms could be single-solution based (Simulated Annealing,
Taboo Search), or population based (Genetic Algorithm). In the case of population based metaheuristic
algorithms, as opposed to single-solution based metaheuristic algorithms, the search is run in parallel
from a population of solutions. Numerous factors influence the usage of a specific heuristic or
metaheuristic algorithm (the frequency of making decisions, the time available for generating problem
solution, the number of decision variables, etc).

COMPLEXITY OF ALGORITHMS

In essence, all algorithms could be classified as exact, or heuristic. Heuristic algorithms that are capable
to produce good enough solution(s) in a reasonable amount of CPU time could be described as a mix-
ture of scientific methods, invention, experience, and intuition for problem solving. The complex en-
gineering, management, and control problems are frequently solved by various heuristic algorithms. It
is possible to develop various heuristic algorithms for a specific problem. The question logically arise
which one of these heuristic algorithms is the best. In computer science, the goodness of an algorithm is
mainly described by its complexity. The complexity of any algorithm is usually measured through the
number of elementary operations (addition, subtraction, multiplication, division, comparison between
two numbers, execution of a branching instruction) that have to be performed by the algorithm to reach
the solution under the worst-case conditions.
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Let us assume that the number of nodes in a transportation network equals n. We also assume that
this number of nodes represents the dimensions of the problem considered. We further assume that the
total number of elementary operations E, to be performed in order to execute the proposed algorithm is
equal to:

E=4n*+50° +2n+7 (3.30)

The value of E is primarily determined by n* as n increases. It is usually to say that the complexity
of the proposed algorithm is proportional to n*. The other way is to say that the algorithm requires
O(n*) time (under the assumption that each elementary operation requires one unit of time). The
complexity of polynomial algorithms is proportional to, or bounded by a polynomial function of the
dimension of the input. For example, the algorithm that requires O(n*) time is polynomial
algorithm.

Nonpolynomial (exponential) algorithms break all polynomial limits (in a case of large sizes of
the input). For example, the algorithm that requires O(2") time is exponential. It is usual in computer
science to consider polynomial algorithms as good algorithms. The exponential algorithms are con-
sidered as bad algorithms. The quality of the generated solution and the CPU time are two dominant
criteria for evaluation of a specific algorithm. When evaluating heuristic algorithm it is also neces-
sary to consider the simplicity of the algorithm and complexity of the algorithm implementation. The
closer the objective function value produced by the algorithm to the optimal value, the better the
proposed algorithm.

Worst case analysis assumes analysis of such numerical examples that will show the worst possible
results that can be obtained by the proposed algorithm. As a rule, such numerical examples are rare
within the problem considered. For example, we can more easily evaluate the proposed algorithm if
we know that in the worst case algorithm produces solution that has objective function value 5% higher
(in a case of minimization) than the optimal solution value.

Within the average case analysis the analysts usually generate great number of problem instances
that can appear in a real-life, and perform statistical analysis about the algorithm performances. It is
always very important to test the proposed heuristic algorithm on real-life examples.

PROBABILITY THEORY AND TRAFFIC PHENOMENA

Every trip-maker makes his/her own decision independently of all other trip-makers concerning the
day, time, route, and transportation mode he/she wishes to travel. The numerous independent random
factors affect various traffic phenomena (travel time, the total number of cars on a specific urban
transportation network link, the total number of passengers on a specific flight, demand in nodes of
a distribution system, demand (time and location) for emergency help from urban emergency services,
etc). Travel times between specific nodes, waiting times at the intersections, number of cars on a link,
number of passengers on a plane, etc., are random variables whose values are unknown in advance
(Larson and Odoni, 1981). Let us consider the following example. There is left-turn bay at the inter-
section whose capacity equals 8 (Fig. 3.25).
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FIG. 3.25
Left-turn bay.

Let us perform the following experiment during 30 days. Every day, at 9:30 am we count the num-
ber of cars in the left turn bay. Daily outcome of our experiment is unknown. In other words, outcome of
our experiment is subject to chance. It could happen that there is 0, 1,2, 3, ..., 7, or 8 cars in the left-turn
bay. (When the number of left-turning cars is >8, cars fully occupy left-turn bay, as well as part of the
through traffic lane). In or experiment, the number of possible outcomes is finite. The number of pos-
sible outcomes could be also infinite. For example, we can measure every day travel time between our
home and the University. The outcomes in this case may take any nonnegative real value. Obviously,
the number of potential outcomes in the case of travel time measurement is infinite. A sample space is
composed of all possible experiment outcomes. For example, in our experiment of the number of cars
counting in a left-turn bay, the sample space is {0,1,2,3,4,5,6,7,8}. In the case of travel time mea-
surement, the sample space is composed from all values from the interval {0, oc }. An event represents a
collection of outcomes from the sample space. For example, the event could be “empty left-turn bay.”
The occurrence of this event is clearly related with the outcome “0.” The event could be also “at least
one car in the left-turn bay,” “full left-turn bay,” etc. Usually we use capital letters A, B, C,... to denote
events. We denote by P(A) the probability of event A. Probability Theory has its roots in the work of
Pierre de Fermat and Blaise Pascal in the 17th century. Andrey Kolmogorov, “father” of the modern
Probability Theory, presented the axiom system for the Probability Theory in 1933.

PROBABILITY THEORY BASICS

What is a probability? Probability is nonnegative real number not greater than one. Could probability
be equal to zero? Yes. Could probability be equal to one? Yes. Could probability be greater than one?
No. How could be calculate the probability of specific event? Usually, we repeat the experiment many
times, and we count the number of trials that describe our event. Let us denote by n the total number of
trials. By performing experiment we observe that m trials out of » trials describe our event. The prob-
ability of the event A equals:

P(A) = lim% (3.31)

n—oc
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Probability of any event is always in between zero, and one:
0<PA)<1 (3.32)

When event A is impossible, then P(A) = 0. Impossible event never happens. For example, even in the
cases of extremely high traffic demand, the number of cars in the left-turn bay will never be equal to 47,
since the capacity of the left-turn bay equals 8. We denote by B the following event: “the number of cars
in the left-turn bay equals 47.” We can write that P(B) = 0. Certain events always happen. We denote
by C the following event: “travel time by car between home and the university is greater than zero.” We
write that P(C) =1, since event C is certain.

The intersection ANB of event A and the event B means that both A and B are realized. The union
AUB of events A and B means that A or B, or both of them happens. The intersection is also denoted as
“AB,” while “A+B” is also used to denote union.

The addition law and the conditional probability law are the basic probability laws. The addition
law (Fig. 3.26) is:

P(A+B)=P(A)+P(B) — P(AB) (3.33)

A Intersection B

FIG. 3.26
Intersection of events.

Two events A, and B are mutually exclusive, if the occurrence of one event means nonoccurrence of the
other. In other words, mutually exclusive events A and B cannot happen simultaneously (Fig. 3.27).

FIG. 3.27

Mutually exclusive events.

In the case of mutually exclusive events A and B, we have:

P(AB)=0 (3.34)
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and
P(A+B)=P(A) +P(B) (3.35)
When solving some problems we are facing so called conditioning events in a sample space. The prob-

ability that event A will happen knowing that event B already happened is usually denoted as P(A/B). The
conditional probability law helps us to compute the probability P(A/B) of event A, given event B, ie,

__P(AB)
P(A/B) ~ 5@ (3.36)
Two events A and B are independent when:
P(A/B)=P(A) (3.37)

In the case of independent events A and B we have:

P(AB)=P(A)P(B) (3.38)

RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS

The numerical outcomes of the observed experiment are represented by a random variable. For exam-
ple, let us assume that passengers, that travel 10 km long distance in a city, could choose for their trip
private car (C), or public transit (P). By assigning O to C and 1 to P, the potential passengers’ choices
(outcomes of the experiment) could be presented as a random variable. A random variable could be
discrete, or continuous. A discrete random variable takes on specific values at discrete points on
the real line. In the case of left-turn bay at the intersection whose capacity equals 8, the number of
vehicles in the bay could be 0, 1, 2, 3, 4, 5, 6, 7, or 8. The number of vehicles in the bay cannot
be, for example, 4.32, or 6.17. In the case of continuous variables, the variable can take any value over
continuous range of the real line.

There is a function f(x) that assigns probability measure to the random variable values x. The func-
tion is called probability density function (pdf). Let us explain the concept of the probability density
function by using the following example.

EXAMPLE 3.6

The number of cars waiting for a right of way through the intersection has been recorded at a specific time of a day during
365 days. Table 3.6 shows the distribution of number of cars waiting for a right of way through intersection.

Table 3.6 The Distribution of Number of Cars Waiting for a Right of Way Through
Intersection

Number of cars 1-3 4-6 7-9 10-12 13-15 16-18 1921 22-24
Number of days 38 52 70 55 45 40 40 25

The total number of days under observation equals 365. We transform all the data in Table 3.7 into probabilities by
dividing by this total.




3.5 PROBABILITY THEORY AND TRAFFIC PHENOMENA 97

EXAMPLE 3.6—cont’d

Table 3.7 The Distribution of Number of Cars Waiting for a Right of Way Through
Intersection

Number of cars 1-3 4-6 7-9 10-12 13-15 16-18 19-21 22-24
Number of days 0.11 0.14 0.19 0.15 0.12 0.11 0.11 0.07

From these data we can obtain the bar graph (Fig. 3.28). We call this bar graph probability distribution histogram.

A
0.19

0.15

0.12

0.1

0.07

Number of
cars

FIG. 3.28
Probability distribution histogram of the number of cars.

The probability distribution histogram enables us to calculate different probabilities. The probability that the number of
cars waiting to pass through the intersection is in between 6 and 12 is shown in Fig. 3.29. In this way, we can calculate various
probabilities by summing up corresponding areas.

0.12

0.11

0.1

0.07

Number of
cars

FIG. 3.29
Probability calculation by summing up corresponding areas.
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The probability distribution histogram shown can be replaced by a continuous curve shown in Fig. 3.30.
The curve shown in Fig. 3.30 is known as a probability density function.

Probability density

f(x) 0.19
£\ / function

3
15

0.14
0.12
0.11
0.1 |
|~ —
0.07
Number of
cars
3 6 9 12 15 18 21 24 X

FIG. 3.30
Probability density function.

A probability density function (in the case of continuous random variable) has the following
properties:

fx)>0 Vx (3.39)
J F¥)dx=1 (3.40)

In the case of discrete random variables, we denote the probability density function by P(x). The pdf
P(x) defines the probability that x takes a given value. The P(x) must satisfy the following:

P(x) >0 for all x (3.41)
Za” Pl)=1 (3.42)

The probability P(a < x < b) that the continuous random variable X will take value from the interval [a,
b] equals (Fig. 3.31):

Pla<x<b)= Jf(x)dx (3.43)

a
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A
f(x)

P(a<x<bhb) L

FIG. 3.31
The probability P(a < x < b) that the random variable X will take value from the interval [a, bl.

The cumulative density function F(x) is defined as the probability that the observed value of the random
variable X will be less than or equal to x, ie,

F) =P <) = | fas (3.44)

Probability density function and the corresponding cumulative density function are shown in Fig. 3.32.

f(x) F(a)=P(X<a)
X
F(x)
1 P——
F(a)
a X

FIG. 3.32
Probability density function fix) and the corresponding cumulative density function F(x).

The probability P(a <x <b) that the random variable X will take value from the interval [a, b]
could be also calculated using cumulative density function:

b b a
Pla<x<b)= Jf(x)dx: [f(x)dxf [f(x)dx:F(b)fF(a) (3.45)

a —oc -
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We denote by E(X) the expected value (mean value, mean) of the random variable X. The expected
value measures the central tendency of the distribution. In the case of discrete random variables the
expected value E(X) equals:

EX)=>"" xp; (3.46)

where:
x; is the ith possible value of the random variable X;
p; is the probability that the random variable X will take the value x;; and
n is the total number of the possible values of the random variable X.
In the case of continuous random variables, the expected value E(x) is calculated as follows:

E(x)= [ x-f(x)-dx (3.47)

where f(x) is the probability density function of the random variable X.
The variance is a measure of dispersion of the distribution around its expected value. The variance
is defined as:

var(x) :E{(x—E(x))z} (3.48)
It can be easily shown that variance equals:
var(x) = E(x*) — (E(x)) (3.49)

The Poisson, Exponential, and Normal distribution (Table 3.8) are the distributions that frequently ap-
pear in various traffic and transportation engineering problems. The Poisson distribution is discrete,
while Exponential and Normal are continuous distributions (Table 3.8).

Table 3.8 Probability Density Functions that Frequently Appear in Traffic and Transportation

Name of the Probability Density Some Examples of the Random Variable Distributed
Distribution Function f(x) According to the Probability Density Function f(x)
Poisson x The number of vehicle arrivals at the intersection during
PX=k)=— e specific time i p
! specific time interval
E(x)=2 The number of calls for emergency help from firefighters
var(x) =4 during specific time interval
Exponential flx)=2- e 4 The vehicle interarrival times at the toll plaza
E(x) = 1 Passenger interarrival time at the travel agent office
x)=7 1
var(x) = po
Normal 1 (x— H)2 The number of passengers in a bus
fx)= exp | ——5—
ovV2-m 2.0
E(x)=p The number of passengers in a plane
var(x) = 6°
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3.5.2.1 Poisson distribution

Measurements in many transportation systems show that the client arrivals pattern could be described
by the Poisson distribution. It has been shown that Poisson distribution describes many real-life situ-
ations. Let us consider specific point at the highway (Fig. 3.33)

—

S T o - 4@ -

QL
\ Point on a

highway

FIG. 3.33
Point on a highway.

Vehicles randomly show up and pass. We count every vehicle. The number of vehicle arrivals X
during specific time interval represents random variable. In other words, it can happen that during spe-
cific time interval no vehicles arrive, one vehicle arrive, two vehicles arrive, etc. This random variable
is distributed according to the Poisson distribution:

k
P(X=k) :% e M (3.50)

Relation (3.50) describes the probability P(k) that the total number of vehicle arrivals X happening in a
time interval of the length ¢ is equal to k. The expected value E(x) and the variance var(x) are equal in
the case of Poisson distribution. By observing the collected statistical data, and by calculating mean and
variance, one can easily get an impression about the observed traffic phenomena. In the case that the
calculated mean and variance are approximately equal, there is a high chance that the Poisson distri-
bution describes studied traffic phenomenon.

3.5.2.2 Exponential distributions

Let us again consider point at the highway (Fig. 3.33). The time interval between the appearances of
successive vehicles (headway) could be, for example, 5's, 10 s, 11 s, 14 s, etc. In other words, the time
interval between vehicle arrivals is random variable that frequently has exponential distribution. This
continuous random variable T has exponential distribution with the parameter A:

fy=ar-e*" (3.51)

Exponential distribution of the time between client arrivals is shown in Fig. 3.34.
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FIG. 3.34
Exponential distribution of the time between client arrivals.

As long as the vehicle interarrival time is exponential, the number of vehicle arrivals during time
interval ¢ is Poisson. The relationship between Poisson distribution and exponential distribution will be
explained in more detail in Chapter 4, devoted to the traffic flow theory.

3.5.2.3 Normal distribution

The probability density function of the normal distribution equals:

Fl) = ex =) — 0 <x< o (3.52)
CoV2x P 202 '

where parameter y denotes mean, and o” denotes variance of the distribution.
The cumulative density function of the normal distribution equals:

. 2
Fo= [ —exp |0y (3.53)
V= —0oV2-1 °xp 2062 Y '
Probability density function and the cumulative density function of the normal distribution are shown
in Fig. 3.35.
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FIG. 3.35

Probability density function and the cumulative density function of the normal distribution.
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EXAMPLE 3.7

The average interarrival time between two vehicles on a highway equals 20(s). Assume that vehicle interarrival times are
distributed according to the exponential distribution. Calculate the percentage of cases when interarrival time is <10 s.

Solution
The probability density function of vehicle interarrival times equals:

fO=a-e*!

The expected interarrival time value equals:

00 '
E(t):j t~/1'e”1’dt:J t-A-eMdt
0

—o0

After solving the integral, we obtain the following:

Since the average interarrival time between two vehicles on a highway equals 20(s), we have:

1
—-=20
A
1
——9
pl 0

A=0.05(veh/s)
The probability of event that the interarrival time is <10 s equals:

10

10
PO<T< 10):J

£ ~dz:J 0.05-e %051 gr

0 0

P(0<T<10)=0.393

The probability of event that the interarrival time is <10 s represents the percentage of cases when interarrival time is
<10's. We conclude that in 39.3% of cases interarrival time will be <10 s.

EXAMPLE 3.8

The total of 720 vehicles that wanted to merge onto highway appeared during 1 h (Fig. 3.36). It has been shown that the
vehicle arrival pattern could be described by the Poisson process. The assumption is the vehicle arrival pattern will be
unchanged the following days.

Calculate:
(a) mean time between arrivals;
(b) Probabilities of having 3, 4, 5 vehicles during 30 s interval;
(c) Percentage of the 10 s intervals with no vehicles.

(Continued)
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EXAMPLE 3.8—cont’d

FIG. 3.36
Vehicles merging onto highway.

Solution
We express the average vehicle arrival rate in (veh/s), and the mean time between vehicle arrivals in (s). The average vehicle

arrival rate equals:
720 vehicles 720 vehicles
= T = 0.2(veh/s)

The mean time between arrivals equal:
1 1
g 0.2(veh/s)

Probability of having n vehicles during 30 s interval equals:

9 h/s s)" —0.2(veh/s)30s
P(X:n):(o (vel /9)309') c
n:

6 3 -6

prx—3)=_ ); =0.089244
4 ¢

P(X:4):%:0.133866

6 5 -6
px=5)=! )5'6 —0.1606392

Percentage of the 10 s intervals with no vehicles represents the probability of the event that no one vehicle will show up
during 10 s. This probability equals:

0,—0.2(veh/s) 10s
P(X=0)= (O.2(veh/s)30(s)3 €

P(X=0)=e 020e/910 s = ¢=2 = (,13534

We conclude that in 13.534% cases during 10 s interval no one vehicle will show up.
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EXAMPLE 3.9

East-westbound moving vehicles (vehicles moving along the major street) have right of way (Fig. 3.37). Vehicles
coming from the minor street must wait for the acceptable gap in order to cross the major street. The intersection
between the major and minor street is unsignalized intersection. The vehicle arrival pattern along the main street could be
described by the Poisson distribution. Measurement shows that 900 vehicles pass through the intersection along the
main street during 1 h.

Acceptable gap
O O O

O O
I
]

FIG. 3.37
Acceptable gap.

(a) Assume that the minimal acceptable gap equals 4 s and calculate the expected number of acceptable gaps
during 1 h.

(b) The acceptable gap equals 8 s in the case of senior citizens. Calculate in this case the expected number of acceptable gaps
during 1 h.

(c) The time between vehicle arrivals in a Poisson Process is random variable T that has exponential distribution with
parameter g:

f)=qe™"
In our case, parameter ¢ equals:
q=900(veh/h) =0.25(veh/s)
The probability that the next vehicle arrival will happen after 7 equals e~". The safe situation to cross the main street
happens always when the gap in the major vehicles flow is >4 s. The probability that the random variable T takes the

value >4 s equals:

P(T>4)=e "P® —e!1 =0.367

(Continued)
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EXAMPLE 3.9—cont’d

‘We know that 900 vehicles pass through the intersection along the main street during 1 h. This means that there are
899 gaps in the vehicle flow along the main street during 1 h. The expected number of acceptable gaps during 1 h equals:

899 P(T >4)=2899-(0.367) =330

330
We conclude there is an acceptable gap in the main flow in @(100)% =36.7% cases.

(d) The probability that the random variable T takes the value >8 s equals:
P(T>8)=e ") =e2=0.134

The expected number of acceptable gaps in this case equals:

899 . P(T >8) =899 - (0.134) = 120

120
The acceptable gap in the main flow in 399 (100)% = 13.3% cases.

QUEUEING IN TRANSPORTATION SYSTEMS

Queueing is a part of our daily routine. In tall building we wait for the elevator. As pedestrians, we
typically wait before crossing the street. Each day hundreds and thousands of cars are delayed at
the intersections. In the cases when the airport’s runways are busy, the aircraft are assigned to a holding
pattern. Ships wait in ports, air passengers wait for the security checks at the airports, and many trucks
wait to be loaded and unloaded. The queue appearance in any transportation system is the consequence
of the fact that the transportation demand during specific time periods exceeds the capacity of the trans-
portation system. Many clients (pedestrians, drivers, cars, aircraft, and ships) demand different services
on a day-to-day basis (crossing the street, passing through the intersection, landing on runway, unload-
ing at the dock, etc.).

Queueing theory represents the mathematical analysis of queues. The origin of queueing theory is
related to the Danish engineer Agner Krarup Erlang (1878-1929). Erlang analyzed telephone traffic
problems and published in 1909 the first paper on queueing theory. He showed in the paper that the
Poisson distribution appears in a telephone traffic. Queueing theory has been used in modeling urban
and road traffic, elevator traffic control, airport operations, air traffic control, crowd dynamics, emer-
gency egress analysis, railway, telephone, and internet traffic (Larson and Odoni, 1981; Newell, 1982).

Queueing theory facilitates assessment of the level-of-service and operational performances of the
transportation systems. Average waiting time a client spends in a queue, and the average number of
clients in a queue, are traditional metrics for the level of transportation service. Utilization of the ser-
vice facility has been regularly used as a metric for the system operational performance. Queueing the-
ory has been used by the engineers and planners when designing future service facility (calculation of
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the number of lanes at intersection, the estimation of the length of left-turning bays, calculation of the
size of the check-in area at airport, calculation of the required number of parking spaces, etc.). Queue-
ing theory techniques help us to find the answers to the following questions: What is the
level-of service-offered to the clients of the transportation system? What is the operational efficiency
of the studied transportation system? Should transportation capacity be expanded in response to
anticipated demand?

ELEMENTS OF QUEUEING SYSTEMS

Traffic intersections, airport runways, and elevators represent various queueing systems. All of them
are characterized by queue existence and waiting times that clients spend in the system. The following
are the basic characteristics of every queueing system:

(a) arrival process type;
(b) service process;

(¢) number of servers;
(d) queue discipline; and
(e) queue capacity.

The arrivals in queueing system could be deterministic, or random. In the case of deterministic arrivals,
the arrival rate is constant. Similarly, service time in a queueing system could be deterministic service
time, or by service time, or it could be a random variable. In the case of stochastic queueing, clients’
arrivals and service times are described by probability density functions. The expected number of cli-
ents in the system, the expected waiting time per client, and the percentage of time when server is busy
are usual metrics, in the case of stochastic queueing.

The number of servers are one of the main characteristics of any queueing system. The number of
servers is equal to one in the case of airport with one runway. The number of servers equals, for ex-
ample, six when six toll booths are open on the highway. In the majority of queueing systems, queue
discipline is FIFO (First In-First Out). The queue discipline FIFO is also frequently called FCFS (First
Come First Served). There are also the other queue disciplines like queue discipline Last In First Out
(LIFO), and Service In Random Order (SIRO).

There are no specific restrictions related to the allowed queue capacity in some queueing systems.
In such cases, queue capacity is assumed to be equal to infinity. On the other hand, in some other queue-
ing systems queue has specific capacity. For example, shock waves occur when left-turning vehicles
are forced to slow down in the through lanes, in that way affecting through traffic to also slow down.
Left-turn bays could considerably reduce the negative shock wave effect. The lengths of the left-turn
bay (queue capacity) must be proper to meet left-turners loading requirements. The main queueing
system characteristics are denoted by the following standardized format:

A/BJC

where A is arrivals distribution, B is service time distribution, and C is number of servers.
The uniform, deterministic distribution of arrivals or departures is denoted by D, while the
exponential distribution is denoted by M. A “general distribution” is denoted by G. For example,
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the notation M/M/1 denotes the queueing system that is characterized by exponentially distributed
interarrival times, exponentially distributed service times and the existence of one server, while
notation D/D/1 describes queueing system with deterministic arrivals, deterministic departures
and one server. Every queueing system could be graphically represented in the following way

(Fig. 3.38):
@ Client arrivals
O
O
O
O
O
Servers
@Served clients
FIG. 3.38

Queueing system.

EXAMPLE 3.10

Tolls on toll roads are paid with a help of electronic toll collection equipment. The equipment communicates
electronically with a car’s transponder. In other words, toll collection points are unmanned on many modern highways.
On the other hand, toll booths are still needed on many highways for the infrequent drivers who do not have a transponder.
Such drivers must stop and pay the toll. Let us consider one toll booth (Fig. 3.39).

The vehicles are coming from the left. The shown toll booth could be treated as a queueing system. There is only one
server in the system. The server is a toll both. The server is busy when driver is paying. Clients are vehicles that
show up from the left. The service time is composed of a stop time, paying time, and a passage through the toll booth. The
service time could be treated as a deterministic quantity, or as a random variable. In majority of cases, vehicle arrivals
are random. In other words, vehicles show up from the left in random time points. Vehicle that requests service (pass through
the toll booth) is immediately accepted if there is no queue of vehicles in a front of toll booth. If there is a queue, the
newly arrived vehicle will join the queue. The queue discipline is the FIFO discipline.
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EXAMPLE 3.10—cont’d

0'0'0'0

—
O o O o

O Electronic toll

i Manual toll collection
collection

FIG. 3.39
Toll collection.

D/D/1 QUEUEING

There is no randomness in the case of deterministic arrivals. This means that the time points of arrival
of the first, second, third,... client are accurately known (Fig. 3.40).

The total number of clients that will enter the queueing system during a specific time period is
known in the case of constant arrival rate, as well as in the case of deterministic arrival rate that varies
over time. In the case of D/D/1 queueing systems, service process is also characterized by deterministic
service time. In the case shown in Fig. 3.40, the demand rate (clients/h) is known.

This rate rises from the beginning of the observation till time point ;. The rate is constant between #,
and #;. The demand rate decreases between #3 and #,. In the end, behind #, the rate is constant. The service
rate (clients/h) could be defined in a similar way. It is quite simple to create cumulative number of arrivals
and cumulative number of departures for known arrival and departure times. These cumulative numbers
deliver the information about the total number of arrived clients and the total number of departed clients
till the certain time point. When we say, for example, that the cumulative number of arrived vehicles at the
toll booth at 7:30 am equals 220, it means that by 7:30 am, a total of 220 vehicles arrived at the toll booth.

The main queueing concepts can be clearly understood after studying the simple D/D/1 queueing
system. We use continuous lines to represent cumulative arrivals and cumulative departures in the
D/D/1 queueing systems. It has been shown that these lines are very good approximation for the cu-
mulative stepped lines that are real lines that represent arrivals and departures in the queueing system.

LITTLE'S LAW

Little’ s Law is the central result of queueing theory. This law is applicable for any queueing system that
is in stable conditions. (Stable conditions do not assume, for example, the start of operations in the
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Service rate

Demand rate /

t t, |t ta| |ts ts
Time
Cumulative arrivals
y ’
Cumulative departures
Time

FIG. 3.40
Arrival rate, departure rate, cumulative number of arrivals, and cumulative number of departures.

system.) In the case of stochastic queueing, client arrivals and service times are described by proba-
bility distributions known as arrival and service time distributions. The relationship described by Lit-
tle’s Law requires no assumptions about probability distributions of the interarrival and service times.
In some cases, queueing system could be composed of the queueing subsystems. Little’s Law is valid to
queueing subsystems, as well as for a whole queueing system.

The following is the explanation of Little’s Law. Let us assume that N customers arrive in the
queueing system during the time interval (0, 7). Cumulative number of arrivals and cumulative number
of departures are shown in Fig. 3.41.

Cumulative number of S~

arrivals / Waiting time

e ]

/

h ------------------

Queue lengt

| \ Cumulative number of

departures

Time
FIG. 3.41
Queue length and waiting time.




3.6 QUEUEING IN TRANSPORTATION SYSTEMS 111

The queue length in any time point represents the maximum ordinate distance between the cumu-
lative number of departures and cumulative number of arrivals curves. For example, let us assume that
queueing system started with operations at 8:00 am. The total number of arrived customers by
10:00 am equals 900. The total number of served customers by 10:00 am equals 800. Clearly, the queue
length at 10:00 am is equal to 100. It is also very easy to “read” from the figure, by visual inspection, the
waiting time of every client. The area between cumulative arrivals curve and cumulative departures
curve (shaded area in Fig. 3.41) represents the total waiting time of all clients. The average waiting
time W represents the quotient of the total waiting time and the number of clients, ie,

Area

w
N

(3.54)

The shaded area also represents the total length of all queues in all time points. The average queue
length L equals:

Area
L= T (3.55)
We conclude the following:
W-N=L-T (3.56)
N
L= T w (3.57)
. N . .
The ratio T actually represents the arrival rate A. In the end, we can write:
L=1-W (3.58)

Relation (3.58) represents Little’s Law. We interpret this relation in the following way: The average
number of clients in a queueing system (during particular time interval) is equal to their average arrival
rate multiplied by their average time in the system.

EXAMPLE 3.11

Traffic accident caused decreased road capacity. Vehicles travel through the area of traffic accident. After 80 min the road
capacity is not decreased any more. We analyze the time period related to the decreased road capacity (80 min). After
analyzing the statistical data, it has been concluded that both arrival and service rates were deterministic. Service rate is
constant. Arrival rate varies over time. The arrival and departure (service) rates (veh/min) are respectively equal:

1
A(t):—z-t+20

u(t)=10
where ¢ is in minutes after beginning the observation of the queueing system. Cumulative number of arrivals A(f) and
cumulative number of departures D(f) are respectively equal:

t t

A@t)= Jl(t)dt:] <f%t+20> dt= (7%% +20t>
0

0

t

1
= ——72+20¢
3 +

0

(Continued)
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EXAMPLE 3.11—cont’d

D(r)= J,u(t)dt:JlOdt:lOt
0 0

Cumulative number of arrivals and cumulative number of departures are shown in Fig. 3.42.

[ Cumulative number
of arrivals
800 i
-— Cumulative number of departures
40 80 Time

FIG. 3.42

Cumulative number of vehicle arrivals and cumulative number of vehicle departures in the area of traffic
accident.

The queue will dissipate in the time point when the total number of cumulative arrivals equals the total number of
cumulative departures, ie,

After substitution, we get the following equation:

1
—§t2+20t:10t

1
——+10t=0
8

The solutions of the equation are ;=0 and #, =80. The cumulative number of arrivals A(f) equals to the cumulative
number of departures D(¢) for the first time at the beginning of our observation (¢ =0). These cumulative numbers are
equal for the second time when queue dissipates. We conclude that the queue will dissipate after 80 min. The total number of
arrivals during 80 min equals:

A(100) = D(100) =800
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EXAMPLE 3.11—cont’d

The total delay D of all vehicles is represented by the area between cumulative number of arrivals and the cumulative

number of departures. In other words:
80

80
D= '!A(t)dtf lD(t)dt

80 | 80
D= J [—gﬂ +20t} dr— J 10¢dt
0

0

1£ I 2\ ¥
D= <f§§ +2057 105> .
D =10,667
The average delay d per one vehicle equals:
10,667
=———=13.33
800

Because of the traffic accident, average delay per vehicle equals 13.33 min. Queue length L(7) in any moment # represents
the difference between cumulative number of vehicle arrivals A(f) by moment ¢, and cumulative number of vehicle de-

partures D(f) by moment ¢:

1 1
L(t) = fgzz +20r— 107 = fgrz +10r

We determine the maximum queue length as follows:

t
—Z+1070

t=40
We conclude that the maximum queue length happens 40 min after the beginning of observation. The maximal queue
length equals:

1
LmaX:—§402+10-40

Linax =200 vehicles
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M/M/1 QUEUEING

A lot of queueing systems in transportation are M/M/1 queueing systems. The examples could be one
open toll booth at the highway, one open check-in counter at the airport, vehicle inspection facility with
one repairman working, etc. The M/M/1/queueing system has the following characteristics:

» Poisson arrivals (exponential interarrival times);
» Exponential service times;

* One server;

* FIFO queue discipline.

Let us introduce the following notation:

A: mean arrival rate;
JU: mean service rate.

The following relations describe M/M/1 queueing:
Probability of having no customers in the queueing system equals:

p
po=1-2 (3.59)
u

Probability of having n customers in the queueing system equals:

j, n
Pn= (*) “Po (3.60)
U
The average number of customers in the queue:
/12
Lj=—F—— (3.61)
" (p—2)
The average number of customers in the queueing system:
P S S S (3.62)
(=) o w2 '
The average waiting time a customer spends in the queue:
/12
Ly _p-(u=4) A
W, =-4— = (3.63)
T A o (u—2)
The average waiting time a customer spends in the queueing system:
1 A 1 1
W=W,+-= = (3.64)

+—=
uop-(u=2) u =2
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EXAMPLE 3.12

Let us analyze the operations of one toll booth on a highway. This toll booth enables drivers without transponder to stop and
pay the toll (Fig. 3.38). Drivers pay in cash, or by credit card. Service time varies depending on the availability of the cash
and coins, but on the average, toll booth attendant needs 18 s to collect the money. Average vehicles arrival rate equals
180 (veh/h). Treat toll booth as M/M/1 queueing system and calculate:

the average number of vehicles in the queue;

the average waiting time a client spends in the queue; and

the average waiting time a client spends in the queueing system.

e 180vehicles
The average arrival rate A equals 180 (veh/h), ie, 1 =—3e00s 0.05(veh/s).
The average service rate equals y =—=0.055(veh/s).

18
The average number of clients in the queue equals:
27 0.05*

= = ~9 vehicl
4 u=7) 0.055-(0.055—005) " vehicles

The average waiting time a client spends in the queue equals:

W, = 4 = e ~182s
u-(u—2) 0.055-(0.055—0.05)

The average waiting time a client spends in the queueing system equals:

1

1
W_ﬂffo.ossfo.os

=200s

M/M/s QUEUEING

A
p=—
S U

The following relations describe M/M/s queueing:

Probability of having no customers in the queueing system equals:
1

%k &.\‘
) b

= oA

Po=

©

In the case of the M/M/s queueing system, both arrivals and departures occur according to Poisson
distribution. The total number of servers is equal to s. Consequently, the maximum s clients could
be served simultaneously. Obviously, the system’s service rate is much higher than in the case of
one server. The examples of the M/M/s queueing system are: parking lot, where each parking place
represents one server; airport operations in the case of multiple runways, or few toll booths on the high-
way. Utilization factor p of the facilities is defined in the following way:

(3.65)

(3.66)
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Probability of having k customers in the queueing system equals:

C)

pe=~1—po for 0<k<s (3.67)
N\
_G)
=54 po for k>s (3.68)
S-S
The average number of customers in the queue:
j, A
Po- ; P
L =—"7 _ (3.69)
T s(1=p)?

The average waiting time a client spends in the queue equals:
L
W, :7‘7 (3.70)

The average number of clients in a queueing system equals:

1
L:/1~W:/1(Wq+—> :Lq+i (3.71)
H H

EXAMPLE 3.13

The airport terminal shown in the next figure has two security checkpoints for all passengers boarding aircraft. Each security
check point has two X-ray machines. A survey reveals that on the average a passenger takes 45 s to go through the system
(exponential distribution service time).
The arrival rate is known to be random (this equates to a Poisson distribution) with a mean arrival rate of one passenger
every 25 s. In the design year the demand for services is expected to grow by 60% compared to the present one.
In order to properly plan further airport development, transportation engineers and planners are looking for answers to the
following questions:
(a) What is the current utilization of the queueing system (ie, two X-ray machines)?
(b) What should be the number of X-ray machines for the design year of this terminal if the maximum tolerable waiting time
in the queue is 2 min?
(c) What is the expected number of passengers at the checkpoint area on a typical day in the design year?
(d) What is the new utilization of the future facility?
(e) What is the probability that more than four passengers wait for service in the design year?
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EXAMPLE 3.13—cont’d

Solution
(a) Utilization of the facility:
Note that this is a multiple server case with infinite source. The mean arrival rate equals one passenger on every 25 s,
ie,

A= % (pass/h) = 144 (pass /h)
3600

On the average it takes 45 s for a passenger to go through the system. The service rate equals:

n= %(pass/h) =80(pass/h)

3600

The utilization of the facility equals:
A
P=—
S p

144
=——=0.90
2-80
Other queueing parameters for a multiserver queueing system with infinite population are:
Idle probability:

Po=

Po=

EE
221 80) ,\80) 1
2 o s

" 280
Ppo=0.052632

ﬂ s
w-(2) 0
L=

si(1—p)?

Expected number of clients in the queue:

144\ 2
0.052632- (— ) -0.90
(w0)

L,=

21(1—0.90)*
L,=17.6737

(Continued)
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EXAMPLE 3.13—cont’d

Expected number of customers in the system:

L=L +;{
T

144
L=7.6737+——
80

L=9.4737

Average waiting time in the queue:

W, =

~| &

76737
97140

=0.055(h) =197(s)
Average waiting time in the system:
W=W,+ !
T

W =197 +45=242(s)
(b) The solution to this part is done by trial and error. As a first trial let us assume that the number of X-ray machines is
3(s=3).
In the design year the demand for services is expected to grow by 60% compared to that today. The average arrival
rate in the design year will be:

A=144-1.6 =230(pass/h)

Finding p, for the design year:
po=0.0097, or <1% of the time the facility is idle.
Finding the average waiting time in the queue:

W, =332(s)

Since this waiting time violates the desired 2 min maximum it is suggested that we try a higher number of X-ray
machines to expedite service (at the expense of cost). The following results show that four X-ray machines are needed to
satisfy the 2-min operational design constraint:

po:0045
L,=1.16
W, =18(s)

(c) The expected number of passengers in the system is (with s=4):
L =4.04 passengers in the system on the average design year day.
(d) The utilization of the improved facility (ie, four X-ray machines) is:

A
S p
230

-2 o
=480

p=
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EXAMPLE 3.13—cont’d

(e) The probability that more than four passengers wait for service is just the probability that more than eight passengers are
in the queueing system, since four are being served and more than four wait.

k=0
where:
"\
RV
pka-po, for 0<k<s
()
Pk:#‘l’o, for k>s

from where, P(n > 8) =0.0879.
Note that this probability is low and therefore the facility seems properly designed to handle the majority of the
expected traffic within the 2-min waiting time constraint.

QUEUEING THEORY AND INVESTMENTS IN TRANSPORTATION FACILITIES
EXPANSION

Queueing theory techniques enable us to measure operational efficiency of the studied queueing system,
as well as the level-of-service offered to the clients. By changing the number of servers in the queueing
system we study the sensitivity of the service facility useless time, the sensitivity of the queue length and
the average waiting time, as the number of servers increases. In many cases, we can considerably improve
queueing system operations by adding more servers (more through lanes on a highway, new runway at the
airport, expanding dock in a harbor). Expanding traffic network capacities is extremely costly, as well as
environmentally damaging. In many cases, general public is not ready to accept new transportation pro-
jects that increase the transportation capacity. Transportation capacity increase projects are also highly
correlated with complex land-use policy issues. To mitigate traffic congestion, traffic engineers, planners,
and authorities should combine expansion of existing facilities, and construction of new transportation
facilities with the use of various demand management strategies (congestion pricing, HOV lanes) and
various advanced technologies (Intelligent Transportation Systems). Queueing theory techniques should
always be used in the analysis of the potential transportation capacity increase.

Let us assume that we are in the stage of increasing the number of toll booths at the highway. We
have to make the decision about the number of toll booths (Fig. 3.43).

It is unthinkingly clear that the queue length through the rush hour will decline with the rise in the
number of toll booths. How many toll booths do we need? Using queueing theory techniques, we can
calculate average queue length during rush hour, average waiting time per client, percentage of elevator
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FIG. 3.43
Queue length as a function of the number of toll booths.

idle time, etc. The expected user waiting cost, and the total toll booths construction and maintenance
cost are shown in Fig. 3.44.

Total costs
E
5\ Tool booths
s\ construction and
N\ -— .
N maintenance cost
- Y
£ o S
Client .
waiting "~ e,

cost ____—" e

Number of tool
booths

FIG. 3.44
User waiting cost, construction cost and total cost in the queueing system.

The higher the number of toll booths, the lower the drivers’ waiting cost, and the higher the toll
booths construction and maintenance cost. This is also valid for every other transportation facility
(highway, airport, railway station, port). The curves shown in Fig. 3.44 characterize operations of
all transportation facilities. High level-of-service (short waiting times, short queue lengths) is costly,
but users’ waiting costs are very low, and vice versa. It is clear that the “optimal” number of servers
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represents the compromise between queue lengths, user waiting times and construction and mainte-
nance costs. Queueing theory assists us in performing comprehensive analysis of the queueing phe-
nomenon, and to investigate the trade-off between the several service costs and the costs of waiting
for the service.

SIMULATION

Elements of transportation systems interact among themselves all the time. Most often, we are not able
to precisely predict changes in transportation system performances that arise as a result of changes
in certain elements. How much will be the average travel time of network users if we make another
bridge across the river? What will be the increase in number of transported passengers if air carrier
significantly increases flight frequency on a specific route? Will the introduction of congestion
pricing system and payment for entering the down-town significantly reduce traffic congestion in
the city?

To properly answer these, and similar questions, analysts and traffic engineers usually develop sim-
ulation models. A simulation model has the main task to imitate the behavior of the real system. By
studying the interaction among transportation system elements, simulation models allows us to esti-
mate travel times, waiting times, the percentage of utilization of vehicles, utilization of crews, etc.

Simulation models enable performing of statistical experiments. These statistical experiments are
executed with the help of computer. Therefore, instead of long-term observations of the real transpor-
tation system, traffic engineers often simulate transportation system behavior on a computer. Based on
the large number of statistical experiments, appropriate statistical analysis is performed and conclu-
sions are drawn about the transportation system performances.

THE MONTE CARLO SIMULATION METHOD

The Monte Carlo simulation method has been used in engineering applications from the late 1950s. In
this method, random numbers are used to obtain samples from probability distributions. Sampling from
whichever probability distribution is based on the utilization of the [0, 1] random numbers.

The [0, 1] random numbers are uniformly distributed in the interval [0, 1]. In other words, every one
of the values in the interval [0, 1] has the same chance to happen. The [0, 1] random numbers are gen-
erated in an entirely random manner.

We illustrate the Monte Carlo method by the following example. There are two paths between node
A and node B (Fig. 3.45).

We assume that there are equal chances of choosing left path (L), or right path (R) by the driver who
travels from A to B. In other words, we assume that any driver chooses path between A and B with the
following probabilities:

p(L)=05 p(R)=0.5
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L 'R

A)-->
FIG. 3.45

Two paths between node A and node B.

We denote by r the generated random number from the interval [0, 1]. Given that the [0, 1] random
numbers are uniformly distributed in the interval [0, 1], we formulate the following rules for determin-
ing driver’s choice:

If 0 <r <0.5 the driver chooses L

If 0.5 <r <1 the driver chooses R

Let us study the route choice of first 10 drivers. The choices of first 10 drivers are equivalent to
generating 10 random numbers from the interval [0, 1]. Let us assume that we generated the following
random numbers:

0.051455 0.627205 0.084273 0.82207 0.298202 0.203535 0.535325 0.359749 0.701533 0.116597

The drivers’ choices will be: L, R, L,R, L, L, R, L, R, L.

Let us consider the case when drivers can choose one among five routes. The routes are denoted
respectively as 1, 2, 3, 4, and 5. We assume that there are equal chances of choosing any path by the
driver who travels from A to B. In other words, we assume that any driver chooses path between A and B
with the following probabilities:

p(1)=1/5,p(2)=1/5, p(3) =1/5, p(4)=1/5, p(5) = 1/5

We denote by x the outcome (driver’s choice of the route). We also denote respectively by p(x) and F(x)
probability density function and cumulative density function. The possible outcomes and the corre-
sponding values of p(x) and F(x) are shown in Table 3.9, as well as in Fig. 3.46.

Table 3.9 The Possible Outcomes, and Corresponding Values of p(x) and F(x)

x 1 2 3 4 5
(%) 0.2 0.2 0.2 0.2 0.2
F(x) 0.2 0.4 0.6 0.8 1

The following rules determine driver’s choice:
If 0 < F(x) <0.2 the driver chooses route 1

If 0.2 < F(x) < 0.4 the driver chooses route 2
If 0.4 < F(x) <0.6 the driver chooses route 3
If 0.6 < F(x) <0.8 the driver chooses route 4
If 0.8 < F(x) <1 the driver chooses route 5
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FIG. 3.46

Outcomes x and F(x).

Fig. 3.46 also shows experiment in which we generated random number that is equal to 0.7. We
assign this number to F(x). We obtain the outcome (driver’s route choice) by inverting F(x). In our
case, r=0.7 and F(x)=0.7, and consequently x=4. This method is called method of inversion.
The method of inversion is used for all probability distributions. We illustrate the using of this method
in the case when we have to perform sampling of the Exponential Distribution.

EXAMPLE 3.14

Vehicles arrive at the specific point at the highway according to the Poisson Process. The time between vehicle arrivals in a
Poisson Process is random variable T that has exponential distribution with parameter A:

fo)y=ae*

Let us assume that A=0.25(veh/s). The cumulative density function F(x) equals:
t
F(x)= J AoeMdr=1—e*
0

We generate random number 7 from the interval [0, 1]. We get:
r=F(x)

r=1—e¢*

1
t=—z “n(1-r)

Since r is a random number, R = 1 —r is also random number, so we can write:

(Continued)
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EXAMPLE 3.14—cont’d

We generated the following random numbers (R):

0.312230, 0.28341, 0.297506, 0.510998, 0.220226
The time intervals between vehicle arrivals are equal to:

1

H=——x
'~ 7025

- In(0.312230) = 4.66s

fh=———" In(0.283410) =5.04s

- In(0.297506) =4.85

- In(0.510998) =2.295

- In(0.220226) =6.05 s

MULTIATTRIBUTE DECISION MAKING METHODS

Let us assume, for example, that we want to buy a new car. We need to rank the considered car models
(set of alternatives), and to choose one car model (one alternative) from a set of possible alternatives.
The criteria that we consider when choosing a new car model can be price, estimated future mainte-
nance cost, fuel consumption, depreciation, safety, comfort, etc.

Government, industry, and/or traffic authorities frequently have to evaluate set of transportation
projects (alternatives). The ranking of the alternatives is usually done according to a number of criteria
that, as a rule, are mutually conflicting.

Multiattribute decision making (MADM) methods take into account different types of criteria
with various dimensions (Hwang and Yoon, 1981; Roy and Vincke, 1981; Chen and Hwang,
1992). The MADM methods can be used to discover a single most favorite alternative, to rank the
alternatives, or to make the distinction of acceptable from unacceptable alternatives.

We use term “alternative” to describe transportation project. The terms “option,” “policy,”
“action,” and “candidate” are also used in the literature. The alternatives are usually ranked according
to few attributes. The number of the attributes depends on the nature of the problem considered.
Considered attributes have different units of measurement. For example, the attributes and the units
of measurements could be: price ($); fuel consumption (miles per gallon); waiting time (min); comfort
(nonnumerical way (words)), etc.

By m we denote the total number of alternatives (transportation projects), and by n the total number
of criteria according to which the considered alternatives are compared. In the decision matrix D,
values x;; are given that certain alternatives A; (i=1, 2, ..., m) take by particular attribute (criteria)
X;(j=1,2,...,n):

9 <
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X, Xo - X,
Ap [xi1 X2 oot X

D=Ay |Xx3 X - X (3.72)
Am Xml Xm2 *** Xmn

More or less, all MADM need information about the relative importance (weight) of each attribute. Weights
could be assigned by the analyst (decision-maker), or they could be calculated by various methods.
There are benefit attributes and cost attributes. In the case of benefit attributes, the greater the attribute
value the more its preference (profit, revenue, fuel efficiency, ...). In the case of cost attributes, the greater
the attribute value the less its preference (direct operation cost, passenger waiting time at hub, ...).

ATTRIBUTE WEIGHTS

In the case of cardinal weights of the attributes, numerical values (importance) are assigned to each
attribute. All weights must be numerical values greater than or equal to zero, and smaller than or equal
to one. The following relation must be satisfied:

n
=1 (3.73)

In other words, the total sum of all weights must be equal to one. Attributes could be also arranged in a simple
rank order. In this case, we list the most important attribute first and the least important attribute last. The
number of attributes (criteria) used for ranking of alternatives is equal to n. Analysts usually assign 1 to the

mostimportant criteria, and # to the least important attribute. The attribute weights are calculated as follows:
1

wy=—Tk (3.74)

1
Z:‘:l ;

where 1y, is the rank of the kth attribute.

EXAMPLE 3.15

The analyst ranks alternative airport locations according to the following criteria:
X: total construction cost;
X,: distance from the downtown; and
X3: connectivity with highway and railway networks.

Let us assume that the rank order of the criteria is the following:
X3: connectivity with highway and railway networks;
X,: total construction cost; and
X,: distance from the downtown.

The ranks are:

)‘3:l

(Continued)
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EXAMPLE 3.15—cont’d

r =2
1'2:3

The corresponding criteria weights are respectively equal:

1 1
r _ 5 _
W1_1+1+1_1+1+1_0272
r Iy I3 23 1
1 1
r 3
A U R U U
r I I3 23 1
1
ws 3 —0.547

When we determine weights from the ranks, the sum of all weights must be also equal to one, ie,

wi+wy+w3=0.272+0.1814+0.547 =1

MINIMAX METHOD

The overall performance of an alternative is determined by its weakest or poorest attribute. Let us ex-
plain the concept of the Minimax method by considering the following example. A, B, C, D, and E are
rural areas (Fig. 3.47). A joint fire-fighting brigade is to be designed for these five areas and the optimal
location of the fire-fighting brigade must be determined. The optimal location must minimize the great-
est distance between potential fire locations and the fire-fighting brigade station. The fire station can be
in only one of the five areas.

Link lengths are shown in Fig. 3.47. We find the lengths of the shortest paths between all pairs of
nodes. These lengths are shown in the matrix [dj]:

ABCDE.
05475
50723
47064
726002

534 20]

&
Il
" O A % >
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FIG. 3.47
Transportation network for which the location of the fire station has to be determined.

The node that has the minimum value of the maximum elements of its row is the optimal location for
the fire station. In our case node E is the optimal location for the fire station.

MAXIMAX METHOD

The Maximax method selects an alternative by its best attribute rating. In the Maximax method only a
single attribute represents an alternative. In the first step of the method the best attribute value for each
alternative is identified. In the second step, the alternative with the maximum of the best values is
selected.

EXAMPLE 3.16

The decision matrix D reads:
A |5 6 7
D=A,|2 11 4
A3 |8 5 9

All criteria are benefit criteria. The best attribute values for each alternative are respectively equal: 7, 11, and 9. The
alternative with the maximum of the best values is the alternative A,.

SIMPLE ADDITIVE WEIGHTING METHOD

The simple additive weighting (SAW) method is widely used MADM method in engineering and manage-
ment. Various traffic, technical, economic, or environmental criteria are converted to a common scale
before applying the SAW method. Within the SAW method, the score of each considered alternative is
obtained by adding contributions from each attribute. The final score of the alternative is obtained by
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multiplying the rating for each attribute by the attribute weight and then summing these products over all the
attributes.

The SAW method translates a multicriteria problem into a single-dimension. The weighted score V;
of the alternative A; equals:

V= Z/: Wi T (3.75)

where w; is the weight of the criteria X; and r;; is the rating score for alternative A; on criterion X;.
The alternative with the highest weighted score is selected by the decision-maker.

TOPSIS

Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is based on the idea that the
selected alternative should have the shortest distance from the positive-ideal solution and the longest
distance from the negative-ideal solution.

In matrix D, values x;; are given that certain alternatives A; (i=1, 2, ..., m) take by particular criteria
X;(j=1,2,...,n):

Xl XZ Xn

A [xi1 X2 o X1
D=Ay |xa1 Xz - Xop
Am Xml Xm2 *** Xmn

By m we denote the total number of alternatives, and by # the total number of criteria according to
which the considered alternatives are compared.
Normalized values r;; are calculated as

i=1,2,...m, j=1,2,...,n (3.76)

Tij =

In the next step, each column’s elements in matrix R are multiplied by weight w; (significance of a
criterion) corresponding to a particular column. In this manner, matrix V is obtained such that the
values of its elements express the weights (significance) of individual criteria as well. Matrix V' is
found to be

v e Py e Y ) )
11 1j In WITIL = WiT1j = Wul'i,
V= vit = vy o Vig | = | Wirin e Wi e Waliy 3.77)
Wi T e Wil e W T
Vil " Vi Vo 1"ml jtmj n' mn

On calculating the elements of matrix V, the positive ideal solution A* and the negative ideal solution
A~ are determined. These solutions are defined as:
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A= {(maxv,-jjeJ),(mjnt’,-,-jGJ')‘i: 1,2,...,m}
! ! (3.78)
= {v’f,vz, Vi ..,v:}
A= {(mjnv,']'je]),(maxv,»jPEJ’)‘iz 1,2,...,m}
i i (3.79)
= {vf,v;, ...,v;, ..,v;}
where:
J={j=1,2,...,n|j belongsto the benefit criteria} (3.80)
J'={j=1,2,...,n|j belongs to the cost criteria} (3.81)

A positive ideal solution A* represents the ideal alternative that takes the best values according to all
criteria. The ideal solution usually does not exist in real life. The decision makers try to choose the
alternative which is as close as possible to an ideal solution. The negative-ideal solution is composed
of all worst attribute ratings (Fig. 3.48).

Attribute

O A oA,

Attribute

FIG. 3.48
Alternatives, positive ideal and negative-ideal solution in two-dimensional space.

Let us note that the benefit criteria are understood to be those by which an alternative is better if it
takes greater values. As far as the cost criteria are concerned, an alternative is better if by these criteria it
takes lower values. The distance S;* of each alternative from the ideal alternative is:

St = zn:<v,,—v;)2 i=1.2,....m (3.82)

=1

The distance S; of each alternative from the negative ideal solution is:

n

S; = Z(w-jfy;)z i=12...m (3.83)

J=1
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Relative closeness C;* of the alternative A; to the ideal solution A* is:

.S
Ci=—-"t
PSS

0<Ci <1 i=12,....m (3.84)

Since Cf =1if A;=A* and C; =0 if A;=A", the alternative A; is better if C;* is closer to 1. It is clear
that from the set of alternatives Ay, A,, ..., A,, the best alternative is A; with the largest value of C;*.

DATA ENVELOPMENT ANALYSIS (DEA)

Transportation engineers and analysts frequently face the problem of comparing the efficiency of airports,
hubs, terminals, ports, airline routes and bus lines, as well as the problem of measuring their performances.
Most frequently, when performing such an analysis, the engineers use ratios. Ratios are obtained by
dividing some output measure (number of processed passengers, number of aircraft operations, cargo
volumes, etc) by some input measure (number of runways, number of check-in desks, etc). Various ratios
can produce different conclusions about the efficiency of the compared transportation facilities.

RATIOS

Let us analyze the efficiencies of the 10 airports. Number of runways, passenger terminal area in (thou-
sands of m?), cargo terminal area in (thousands of m?), number of aircraft operations in (thousands),
and the number of processed passengers in (millions) for 10 analyzed airports are shown in Table 3.10.

Table 3.10 Number of Runways, Passenger Terminal Area in (Thousands of m?), Cargo Terminal
Area in (Thousands of mz), Number of Aircraft Operations in (Thousands), and the Number of
Processed Passengers in (Millions)
Number of Number
Number of | Passenger Terminal | Cargo Terminal | Aircraft Operations | of Processed

Airport | Runways Area in (103 m2) Area in (103 m2) in (103) Passengers in (10%)
A, 2 180 65 270 30

A, 3 120 55 160 13

As 3 255 96 300 17

Ay 5 250 84 430 33

As 3 72 135 220 14

Ag 1 28 5 40 2

A, 2 780 810 183 28

Ag 1 40 73 44 3

Ag 2 142 45 186 19

Ao 3 675 43 300 34

We divide yearly number of aircraft operations by the number of runaways. We also divide yearly
number of processed passengers by passenger terminal area. We obtain the ratios r; and r, shown in
Table 3.11.
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Table 3.11 Yearly Number of Aircraft Operations (in Thousands) Per Runway (r;) and Yearly

Number of Processed Passengers in Per m? of Passenger Terminal Area (r,)
Yearly Number of Aircraft Yearly Number of Processed
Operations (in Thousands) Passengers in Per m?> of Passenger
Per Runway Terminal Area

Airport r r

A, 135 167

Ay 53 108

As 100 67

Ay 86 132

As 7 194

Ag 40 71

A 92 36

Ag 44 75

Ay 93 134

Ao 100 50

The calculated ratios r, and r, produce different conclusions about the efficiency of the compared air-
ports. The airport A; has the highest yearly number of aircraft operations (in thousands) per runway, while
the airport As has the highest yearly number of processed passengers in per m” of passenger terminal area.

The simple graphical analysis could help us to clarify different ratios. We draw a horizontal line, from the
y-axisto As. Then we connect A5 with A, and finally, we draw a vertical line from A to the x-axis (Fig. 3.49).

r,—Yearly number of processed
passengers in per m2 of passenger
terminal area

__ Efficient

1 ~frontier
0.8
06

(@)
0.4
o°® o

0.2 O o

0

0 02 04 06 08 1 12

ry—Yearly number of
aircraft operations
(in thousands) per
runway

FIG. 3.49
Efficient frontier.
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The line drawn is called the efficient frontier. The efficient frontier envelopes the data analyzed.
The airports A; and As are on the efficient frontier, and we say that the airports A; and As have 100%
efficiency. In the same way, all points that belong to the efficient frontier have efficiency equal to
100%. The other considered airports have efficiencies that are <100%.

r,—Yearly number of processed

passengers in per m? of passenger

terminal area Efficient
_—frontier

0 0.2 0.4 0.6 0.8 1 12

r—Yearly number of
aircraft operations
(in thousands) per
runway

FIG. 3.50
Calculating the efficiency of the airport Ag.

For example, the efficiency of the airport Ag (Fig. 3.50) equals:

Length of the line from origin O to Ag 00%
0

Effici f the Ag = -1
ferency ot the fo Length of the line from origin O via Ag to efficient frontier

Efficiency of the Ag =77.6%

The efficiencies of all analyzed airports are relative efficiencies, relative to the data analyzed.

DEA BASICS

The Data Envelopment Analysis (DEA) is a measurement technique that is used for evaluating the rel-
ative efficiency of decision-making units (DMU’s). The DEA is also called frontier analysis (Charnes
etal., 1978, 1979, 1981; Charnes and Cooper, 1985). By using the Data Envelopment Analysis (DEA)
the analyst could evaluate the efficiency of any number of DMU’s. The analyzed DMU’s could have
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any number of inputs and outputs. The decision-making units in the area of traffic and transportation
could be airports, airline routes, intersections, HOV lanes, ports, networks, park and ride facilities, etc.

The DEA was initially suggested by Charnes, Cooper, and Rhodes in 1978. Each DMU
denotes the entity that changes inputs into outputs. The DEA defines the relative efficiency in the
following way:

Weighted sum of outputs

3.85
Weighted sum of inputs ( )

Efficiency =

Uy -y tup-yoit ety yy
Vi 'Xl_,'+V2 ~X2j+ etV * Xmj

(3.86)

Efficiency =
where:

u; is the weight of the output [;

y;; is the amount of output i from the unit j;
x;; is the amount of input i to the unit j; and
v; is the weight of the input i.

The DEA defines the efficiency for every DMU as a weighted sum of outputs divided by a weighted
sum of inputs. The efficiency of any DMU is within the range [0, 1], or [0%, 100%]. Frequently, dif-
ferent DMU’s have different goals. For example, some airports could try to maximize number of served
passengers, while some other could try to maximize cargo volumes. When calculating the efficiency of
a specific DMU by the DEA technique, the weights of a DMU are chosen to present the considered
DMU in the best possible light.

The efficiency & of the DMU j, could be obtained by solving the following fractional programming

problem:
Maximize
‘M,- * Vrj
ho— PIRL) v, (3.87)
D i i
subject to:
U Yrj
L <1 (3.88)
D i i
U, v; > € (3.89)

By solving the fractional programming problem, the analyst obtains the input weights v;, as well as
output weights u, In the case of » DMU to be evaluated, the analyst have to perform n optimizations
(one for every DMU to be evaluated). The fractional program could be replaced by the following equiv-
alent linear program:

Maximize

ho ="y tr-ys, (3.90)
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subject to:

> viex, =1 (3.91)

S 3y viexy Vi (3.92)
U, vi > € (3.93)

The inputs and outputs in the DEA have various units. The DEA enable analyst to directly compare
considered DMU with their peers.

EXAMPLE 3.17

We use DEA to evaluate efficiencies of ten airports. In other words, decision making units are airports. When evaluating
airports we use the following inputs and outputs:

Inputs:

1. Input 1: Number of runways

2. Input 2: Passenger terminal area
3. Input 3: Number of gates

Outputs:
1. Output 1: Number of aircraft operations
2. Output 2: Number of processed passengers

The inputs and outputs are given in Table 3.12.

Table 3.12 Number of Runways, Passenger Terminal Area, Number of Gates, Number of
Aircraft Operations, and Number of Processed Passengers

DMU Input 1 Input 2 Input 3 Output 1 Output 2
A, 2 180 61 270 30

A, 3 120 50 160 13

Aj 3 255 95 300 17

Ay 5 250 108 430 33

As 3 72 60 220 14

Ag 1 28 12 40 2

A, 2 780 67 183 28

Ag 1 40 16 44 3

Ay 2 142 93 186 19

Ao 3 675 149 300 34

The efficiencies obtained, by solving the linear program for each airport (DMU), are shown in Table 3.13.
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EXAMPLE 3.17—cont’d
Table 3.13 Airport Efficiencies
Airport (DMU) Efficiencies
A, 1
A, 0.76387
A, 0.76527
Ay 0.95842
Ag 0.80137
A, 0.86987
Ag 0.64985
Ao 0.79017
Ajo 0.72001

COMPUTATIONAL INTELLIGENCE TECHNIQUES

Many traffic and transport parameters are characterized by uncertainty, subjectivity, imprecision, and
ambiguity. Every day, dispatchers, drivers, air traffic controllers, operators, passengers, engineers and
planners use subjective knowledge, approximately known parameter values, and linguistic information
in a decision-making processes.

Some of the complex traffic and transportation problems can be successfully solved, by using var-
ious intelligent systems that are based on knowledge and techniques that belong to different scientific
disciplines. These intelligent systems must be able to recognize different situations and to make ap-
propriate decisions without explicitly known relationships between the individual variables. The
new generation of intelligent systems that are used for transportation planning and traffic control traffic
should be able to generalize, to adapt and to learn from experience, new knowledge and new informa-
tion. Modern intelligent systems are based on computer techniques capable to count with words (Fuzzy
Logic), to learn and to adapt (Artificial Neural Networks), and to perform in a systematic way stochas-
tic search (Holland, 1975; Goldberg, 1989) and optimization (Genetic Algorithms). A set of these tech-
niques, inspired by nature, is known as computational intelligence. Computational intelligence
techniques deal with difficult real-world problems to which mathematical or traditional modeling
can be inadequate. The traditional mathematical approaches to some of the complex transportation
problems are sometimes inadequate for the following reasons: (a) the studied traffic phenomena might
be too complex; (b) some of the important traffic parameters are characterized by uncertainty. Com-
putational intelligence techniques have been used to solve a wide variety of traffic and transportation
problems (urban traffic control, ramp metering, transportation facility location problems, traffic
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assignment problem, vehicle routing and scheduling, etc.). It is particularly important to use these tech-
niques for solving real-time traffic problems, as well as for solving the problems characterized by
uncertainty.

THE CONCEPT OF FUZZY SETS

In the classic theory of sets, very precise bounds separate the elements that belong to a certain set from
the elements outside the set. In other words, it is quite easy to determine whether an element belongs to
a set or not. For example, if we denote by A the set of signalized intersections in a city, we conclude that
every intersection under observation belongs to set A if it has a signal. Element x’s membership in set A
is described in the classic theory of sets by the membership function p(x), as follows:

1, if and only if x is member of A

pax) = { (3.94)

0, if and only if x is not member of A

Fig. 3.51 presents set A and elements x, y, and z.

V4

p O

FIG. 3.51
Set A and elements ¥, y, and z.

It is clear from Fig. 3.51 that ua(x)=1, ua(y)=1, and us(z) =0. Boolean logic utilizes razor-
sharp divisions. It forces us to draw lines between members of a class and nonmembers. Many sets
encountered in reality do not have precisely defined bounds that separate the elements in the set
from those outside the set. Thus, it might be said that waiting time of a vehicle at a certain signal is
“long.” If we denote by A the set of “long waiting time at a signal,” the question logically arises as
to the bounds of such a defined set. In other words, we must establish which element belongs to this
set. Does a waiting time of 30 s belong to this set? What about 15 or 80 s? The air traffic between
two cities can be described as having “high flight frequency.” Do flight frequencies of five flights a
day, eight flights a day, three flights a day belong to “high flight frequency” category? Travel time
between origin and destination is usually subjectively estimated as “short,” “not too long,” “long,”
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EET3 EET

“medium,” “about 20 min,” “around half an hour,” and so on. Does a travel time of 45, 28, or 8 min
belong to the set called “travel time of around half an hour”? We intuitively know that a travel time
of 28 min belongs to the set called “travel time of around half an hour” “more” or “stronger” than a
travel time of 8 min. In other words, there is more truth in the statement that travel time of 28 min is
“travel time of around half an hour” than in the statement that travel time of 8 min is “travel time of
around half an hour.”

Fuzzy sets (Zadeh, 1965) and fuzzy logic try to reproduce the way how human beings think. In
1965, Lotfi Zadeh published his famous paper “Fuzzy sets.” Zadeh (1965) initiated a new mathematical
concept for using natural language terms. Fuzzy logic makes efforts to model human beings’ meaning
of words, and to replicate human being’s decision making processes. The membership function for
fuzzy sets can take any value from the closed interval [0,1]. Fuzzy set A is defined as the set of ordered
pairs A = {x, ua(x)}, where u,(x) is the grade of membership of element x in set A. The greater pa(x),
the greater the truth of the statement that element x belongs to set A.

EXAMPLE 3.18

Let us note set X=1{2, 5, 9, 18, 21, 25}, whose elements denote the number of vehicles waiting in line at a signal. Set B
consists of the fuzzy set “small number of vehicles in line.” Fuzzy set B can be shown as

095 0.55 020 0.10 0.05 0.01
=t ——dr——tr —tr —— 4 ——
2 5 9 18 21 25
The grades of membership 0.95, 0.55, ..., 0.01 are subjectively determined and indicate the “strength” of membership of
individual elements in fuzzy set B. For example, 2 with a grade of membership of 0.95 belongs to fuzzy set B, which
comprises a “small number of vehicles in line” at the signal.

Fuzzy sets are often defined through membership functions to the effect that every element is al-
lotted a corresponding grade of membership in the fuzzy set. Let us note fuzzy set C. The membership
function that determines the grades of membership of individual elements x in fuzzy set C must satisfy
the following inequality:

0<pc(x)<1 VxeX (3.95)

EXAMPLE 3.19

Let us note fuzzy set A, which is defined as “travel time is approximately ~30 min.” Membership function y4(#), which is
subjectively determined is shown in Fig. 3.52.

In this case, we have subjectively estimated that travel time between the two points can be within the limits of 25-35 min.
A travel time of 30 min has a grade of membership of 1 and belongs to the set “travel time is approximately 30 min.” All
travel times within the interval of 25-35 min are also members of this set because their grades of membership are greater than
zero. Travel times outside this interval have grades of membership equal to zero.

(Continued)
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EXAMPLE 3.19—cont’d

A—Travel time is
approximately 30 min

4 Membership grade

0 30 t(min)'

FIG. 3.52
Membership function ua(?) of fuzzy set A.

THE FUZZY SETS BASICS

Let us note fuzzy sets A and B defined over set X. Fuzzy sets A and B are equal (A =B) if and only if
Ua(x)=pg(x) for all elements of set X.

Fuzzy set A is a subset of fuzzy set B if and only if ua(x) < ug(x) for all elements x of set X. In other
words, A C B if, for every x, the grade of membership in fuzzy set A is less than or equal to the grade of
membership in fuzzy set B (Fig. 3.53).

x (min)
FIG. 3.53
Membership functions of fuzzy sets “long” and “very long” travel times.
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We denote by A and B, respectively, the sets of “long” and “very long” travel times. The fuzzy set
“very long” travel time is a subset of the fuzzy set “long” travel time since the following relation is
satisfied for every x:

H (%) < pa (%) (3.96)

The intersection of fuzzy sets A and B is denoted by ANB and is defined as the largest fuzzy set con-
tained in both fuzzy sets A and B. The intersection corresponds to the operation “and.” In classical set
theory, an intersection between two sets includes the elements shared by these two sets. On the other
hand, in fuzzy sets, an element may to a certain extent belong to both sets with different memberships.
Membership function pa~g(x) of the intersection ANB is defined as follows:

pa np(x) = min {py (x), pp(x)} (3.97)

Fig. 3.54 presents the membership functions of sets A, B, and ANB.

N1 (X) A B

AB

FIG. 3.54
Membership functions of fuzzy sets A, B, and ANB.

The union of fuzzy sets A and B is denoted by AUB and is defined as the smallest fuzzy set that
contains both fuzzy set A and fuzzy set B. The membership function pa_g(x) of the union AUB of
fuzzy sets A and B is defined as follows:

Ha o (¥) = max {uy(x), pug(x)} (3.98)

The union corresponds to the operation “or.” Fig. 3.55 presents the membership functions of sets A, B,
and AUB.
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A u(x)

v

FIG. 3.55
Membership functions of fuzzy sets A, B, and AUB.

A (whose elements have a grade of membership between 0 and 1) is understood to be fuzzy set A
whose membership function is calculated as

HA(X) =1—py(x) (3.99)

BASIC ELEMENTS OF FUZZY SYSTEMS

Operators, dispatchers, air traffic controllers, pilots, and other rely on common sense when solving the
problems. The control strategies of the drivers, operators and dispatchers can often be formulated in
terms of numerous descriptive rules, which are simple for a manual processing and execution but com-
plicated when it comes to the use of classical algorithms. These difficulties arise from the fact that,
when describing different decisions made at various stages of a process, human beings prefer to use
qualitative expressions instead of quantitative ones. The questions are how we can represent expert’s
knowledge (based on descriptive rules, and vague and ambiguous terms) to the computer. In 1973, Lotfi
Zadeh proposed the new approach to the analysis of complex systems. Zadeh proposed the way to de-
scribe human knowledge by fuzzy rules.

Fuzzy logic systems, fuzzy expert systems, arise from the desire to model human experience, in-
tuition, and behavior in decision making (Zimmermann, 1991). Fuzzy logic is not logic that is fuzzy.
Fuzzy logic is the logic that we use to express fuzziness. The combination of imprecise logic rules in a
single control strategy is called by Zadeh (1973) approximate or fuzzy reasoning.

Fuzzy rules include descriptive expressions such as small, medium, or large used to categorize the
linguistic (fuzzy) input and output variables (Pappis and Mamdani, 1977; Self, 1990; Teodorovi¢ and
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Vukadinovi¢, 1998; Teodorovié, 1999). A set of fuzzy rules, describing the control strategy of the op-
erator, driver or a dispatcher forms a fuzzy control algorithm, that is, approximate reasoning algorithm,
whereas the linguistic expressions are represented and quantified by fuzzy sets. The main advantage of
this approach is the possibility of introducing and using rules from experience, intuition, heuristics, and
the fact that a model of the process is not required.

The basic elements of each fuzzy logic system (Zadeh, 1972, 1973, 1975a,b, 1996; Wang and
Mendel, 1992) are rules, fuzzifier, inference engine, and defuzzifier (Fig. 3.56).

Input
l Defuzzifier
Fuzzifier
Crisp output
Rules Inference

FIG. 3.56

Basic elements of a fuzzy logic system.

The input data are most commonly crisp values. The task of a fuzzifier is to map crisp numbers into
fuzzy sets. Fuzzy rules can conveniently represent the knowledge of experienced experts (drivers,
operators, passengers) used in control. These rules are arrived at either by verbalizing the operator’s
expertise or by conducting a carefully composed survey. The rules could be also formulated by using
the observed decisions (input/output numerical data) of the operator.

Fuzzy rule (fuzzy implication) takes the following form:

If xis A, thenyis B

where A and B represent linguistic values quantified by fuzzy sets defined over universes of discourse
X and Y.

The first part of the rule “x is A” is the premise or the condition preceding the second part of the rule
“y is B” which constitutes the consequence or conclusion. The fact after “If” is called the premise or
hypothesis or antecedent. From this fact, another fact called conclusion or consequent (the fact after
“then”) can be inferred.

Note the following simple rule:

If variable x is Big, then variable y is Small

The membership functions of the fuzzy sets Big and Small are shown in Fig. 3.57.
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A
Membership grade
Small
U &
"1eee] /
..... \\ .
0.6[€ e Big
// )
" IS
0 12 X

FIG. 3.57

Membership functions of fuzzy sets Big and Small.

Ascan be seen, the output of variable y is conditioned by the input of fuzzy variable x. Let us assume that
we have obtained data or that we have estimated that the value of input variable x=12. From Fig. 3.57, we
can see that x =12 corresponds to the grade of membership in fuzzy set Big of 0.6. This grade of member-
ship is actually the “value of the truth” contained in the claim that the value of input variable x= 12 can be
treated as Big. Since output variable y is conditioned by input variable x, we conclude that the claim that
variable y is Small is only as true as the truth in the claim that input variable x is Big.

Fuzzy reasoning is an inference procedure, ie, the way of generating the conclusion from the pre-
mises when the linguistic expressions are quantified by fuzzy sets. The inference engine of the fuzzy
logic system maps fuzzy sets into fuzzy sets. The inference engine “handles the way in which rules are
combined” (Mendel, 1995). There are a number of various inferential procedures in literature.

The following set of rules which is called the fuzzy rule base is a typical example of an approximate
reasoning algorithm:

If x is Big, then y is Small
or
If x is Medium, then y is Medium
or
If x is Small, then y is Big

Our known input variable value (x = 8) must go through all the above-defined rules: we must determine
how much truth is contained in the claim that x=38 is Big, how much truth in x=28 is Medium, and,
finally, how much truth there is in the claim that x =8 is Small. After going through all the rules in the
approximate reasoning algorithm, all the possible values of output variable y are associated with a
grade of membership.

The last step in the approximate reasoning algorithm is defuzzification, ie, choosing one value for
the output variable. Using the algorithm of fuzzy reasoning a fuzzy set is obtained as the output result
with particular membership grades of possible numerical values of the output variable. By
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defuzzification the fuzzy information is compressed and given by a representative numerical informa-
tion. The center of gravity of the resulting fuzzy set frequently represents the output numerical value.

An analyst or decision maker could also look at the grades of membership of individual output variable
values, and chooses one of them according to the following criteria: “the smallest maximal value,” “the

largest maximal value,” “center of gravity,” “mean of the range of maximal values,” and so on (Fig. 3.58).

A
u
1
Smallest of ~ Mean of Center of . Largest of
max. max. gravity max.
coordinate

FIG. 3.58
Approximate reasoning using max-min composition for two rules.

In the case of fuzzy rule-based systems, the formation of the rule base can be made by human experts,
according to numerical data or by combining numerical data and human experts. The development of
models of fuzzy logic most often requires several iterations. The first step defines the set of rules and
the corresponding membership functions of the input/output variables. After looking at the results, correc-
tions are made to the rules and/or membership functions, if necessary. Then the model is tested once again
with the modified rules and/or membership functions, and so on (Teodorovi¢ and Vukadinovic, 1998).

A graphical interpretation of a fuzzy logic inference can considerably help us to reach a deeper
understanding of the nature of fuzzy logic inference. Let us consider a set of fuzzy rules containing
two input variables x;, and x, and one output variable y.

Rule 1: If xq is Py; and x; is Py,
Then y is Q,
or

Rule 2: If X1 is le and X2 is P22
Then y is Q,
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or

Rule k: If x; is Py and x; is Py,
Then y is Q

The given rules are interrelated by the conjunction or. Such a set of rules is called a disjunctive system
of rules and assumes the satisfaction of at least one rule. Let us note Fig. 3.59 in which our disjunctive

— _a
X
i X4 i X2 y
; Py \
X4 ; X2 y

i1 [2

X4

FIG. 3.59
Graphical interpretation of a disjunctive system of rules.

system of rules is presented.

Let the values i, and i, respectively, taken by input variables x;, and x, be known. (Depending on
the context of the problem considered, these values can be obtained in the basis of the collected data,
through measurements, or by an expert evaluation.) In the considered case, the values iy, and i,
are crisp.

Fig. 3.59 also represents the membership function of output Q. This membership function takes the
following form:

po(y) = max {min [up, (ir).pp, (i2)]} k=12,...K (3.100)

whereas fuzzy set Q representing the output is actually a fuzzy union of all the rule contributions Y,
Y2, ey Yk’ ie,

Q=Y,UY,U...UY, (3.101)
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It is clear that
o (y) = max {uy, (v).py, (¥), - opty, (¥) } (3.102)

Let us try to explain more thoroughly the manner in which, for the known values i}, i», and i3 of input
variables x1, x,, and x3, the corresponding value y* of output variable y is calculated. Consider rule 1,
which reads as follows:
Ile is Pll and X2 is P12
Then y is Q;

The value p p;(i;) indicates how much truth is contained in the claim that i; equals P;;. Similarly,
value up,(i,) indicates the truth value of the claim that i, equals P,. Value wy, which is equal to w; =
min {,upll (i1), pp,, (iz)} indicates the truth value of the claims that, simultaneously, i; equals Py, and i,
equals Py5.

Since the conclusion contains as much truth as the premise, after calculating value w;, the mem-
bership function of fuzzy set Q; should be transformed. In this way, fuzzy set Q, is transformed into
fuzzy set Y, (Fig. 3.59). Values w,, ws, ..., wy are calculated in the same manner leading to the trans-
formation of fuzzy sets Q,, Qs, ...., Q into fuzzy sets Y,, Y3, ...., Y.

As this is a disjunctive system of rules, assuming the satisfaction of at least one rule, the member-
ship function uq(y) of the output represents the outer envelope of the membership functions of fuzzy
sets Yy, Yo, ...., Y. The final value y* of the output variable is arrived at upon defuzzification.

Fuzzy Logic Toolbox within MATHLAB—Math Works helps analysts to build fuzzy inference
systems and view and analyze results.

EXAMPLE 3.20

Traffic congestion has been a problem in many cities in the world. The citizens of many big cities in the world by now spend
between 40 and 60 min of time when commuting to work. The level of traffic congestion could be measured in a various way.
(The procedure for measuring urban traffic congestion in this example is based on the work of Hamad and Kikuchi, 2002.
This example is dedicated to the memory of Professor Shinya Kikuchi (1943-2012), who was one of the pioneers of applying
fuzzy sets theory in transportation engineering.)

Let us first consider two possible measures of traffic congestion. In the next step, we combine these two measures into a
single measure using fuzzy inference. The two measures are travel speed rate and proportion of time traveling at very low
speed (below 5 mph) compared with total travel time.

When the traffic density is extremely low, our speed is influenced exclusively by performances of our vehicle, and by
posted speed limits. This speed is known as a free flow speed (We shall study in more detail free flow speed in the chapter
devoted to the traffic flow theory issues). Let us note Fig. 3.60.

The solid line in Fig. 3.60 denotes the path of the vehicle if it travels at the speed limit (the free-flow speed). The dashed
line indicates actual vehicle’s travel path. The time periods in which the vehicle’s speed is <5 mph are denoted in Fig. 3.60
by S;.

Travel speed rate could be defined as the rate of decrease in speed caused by congestion from the free-flow speed
condition:

(Free — flow speed — Average speed)

Travel speed rate =
e Free — flow speed

(Continued)
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EXAMPLE 3.20—cont’d

) A Ty
Distance T
.'..
Free flow speed “.."'
travel path S
L et ...
i Actual travel
< path
L | L) LJ Time
S, S, S,
FIG. 3.60
Travel speed rate and very-low-speed rate.
L L
Travel speed rate = %

Tr

Travel speed rate values are between 0 and 1. The value of 0 corresponds to the best condition, when the average speed is
equal to the free-flow speed. The value 1 represents the worst condition, when average speed is near 0.

The very-low-speed rate is calculated on the basis of the percentage of time traveling at very low speed compared with
the total travel time:

Zfsf

Very low speed rate =
Ty

The very-low-speed rate values are between 0 and 1. The value of O represents the best possible traffic condition, with no
delay. The value of 1 represents the worst condition, with most of the travel time spent in delayed conditions. The delay is
defined as the travel time at a speed of <5 mph.

The travel speed rate and the very-low-speed rate represent fuzzy (linguistic) input variables. They could be “Low,”
“Medium,” “High,” etc (Figs. 3.61 and 3.62). The congestion index values are between 0 and 1. The value of O repre-
sents the best possible traffic condition. The value of 1 represents the worst possible urban traffic congestion. The congestion
index represent fuzzy (linguistic) output variable (Figs. 3.63).
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EXAMPLE 3.20—cont’d
Membership
grade
1 A B (03 D E F
0 0.5 1 Travel speed
rate
FIG. 3.61
Membership functions for travel speed rate.
A
Membership grade
1 Low Moderate High
0 0.5 1 Very low
speed rate
FIG. 3.62
Membership functions for very-low-speed rate.
Membership
grade
1 Low  Moderate » High Very high
0 0.5 1 Congestion
index
FIG. 3.63
Membership functions for the congestion index.

(Continued)
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EXAMPLE 3.20—cont’d

Hamad and Kikuchi (2002) proposed the following approximate reasoning algorithm for calculating the congestion
index:
If Travel Speed Rate is F and Very Low Speed Rate is High
Then Congestion Index is Very High

or
If Travel Speed Rate is F and Very Low Speed Rate is Moderate
Then Congestion Index is Very High

or
If Travel Speed Rate is F and Very Low Speed Rate is Low
Then Congestion Index is High

or
If Travel Speed Rate is E and Very Low Speed Rate is High
Then Congestion Index is Very High

or
If Travel Speed Rate is E and Very Low Speed Rate is Moderate
Then Congestion Index is High

or
If Travel Speed Rate is E and Very Low Speed Rate is Low
Then Congestion Index is High

or
If Travel Speed Rate is D and Very Low Speed Rate is High
Then Congestion Index is High

or
If Travel Speed Rate is D and Very Low Speed Rate is Moderate
Then Congestion Index is High

or
If Travel Speed Rate is D and Very Low Speed Rate is Low
Then Congestion Index is Moderate

or
If Travel Speed Rate is C and Very Low Speed Rate is High
Then Congestion Index is High

or
If Travel Speed Rate is C and Very Low Speed Rate is Moderate
Then Congestion Index is Moderate
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EXAMPLE 3.20—cont’d

or
If Travel Speed Rate is C and Very Low Speed Rate is Low
Then Congestion Index is Moderate

or
If Travel Speed Rate is B and Very Low Speed Rate is High
Then Congestion Index is Moderate

or
If Travel Speed Rate is B and Very Low Speed Rate is Moderate
Then Congestion Index is Moderate

or
If Travel Speed Rate is B and Very Low Speed Rate is Low
Then Congestion Index is Low

or
If Travel Speed Rate is A and Very Low Speed Rate is High
Then Congestion Index is Moderate

or
If Travel Speed Rate is A and Very Low Speed Rate is Moderate
Then Congestion Index is Low

or
If Travel Speed Rate is A and Very Low Speed Rate is Low
Then Congestion Index is Low

The proposed approximate algorithm calculates congestion index value for the given Travel Speed Rate and Low
Speed Rate values. The proposed approximate reasoning algorithm enables combining various traffic congestion
measures.

ARTIFICIAL NEURAL NETWORKS
3.10.4.1 Introduction

People relatively easily perform a variety of complex tasks that are highly difficult to solve by com-
putational techniques of traditional algorithms. The brain architecture largely differs from common
serial computers. The researchers of artificial neural networks seek to enable computers to process data
in a similar way like humans. Artificial neural networks are inspired by biology. They are composed of
the elements that function similarly to a biological neuron. These elements are organized in a way that
is reminiscent of the anatomy of a brain. In addition to this superficial similarity, artificial neural net-
works display a remarkable number of the brain’s properties. For example, they are able to learn from
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experience, to apply to new cases generalizations derived from previous instances, and to abstract es-
sential characteristics of input data that often contain irrelevant information (Hornik et al., 1989).

3.10.4.2 Biological neurons and artificial neurons

The human brain contains roughly 10'' neurons that apart from the characteristics that they share
with other cells have unique capabilities to receive, process and transmit electrochemical signals to
other neurons. Neurons communicate between themselves and are organized in the form of a neural
network that is regarded as the brain’s system of communication. Fig. 3.64 illustrates the structure of
a biological neuron. Neurons consist of the cell body (soma) and several branches. The branches
conducting information to the cell (stimulus) are called dendrites, and the branches conducting in-
formation out of the cell (response) are called axons. The emitted signals differ in frequencies, du-
ration and amplitudes. The interaction between the neurons occurs at specific connection points
called synapses.

Synapse T

Soma

l \ Dendrite

Axon
FIG. 3.64
Structure of a biological neuron.

Since the connections between neurons are of different strength, a stimulus is considered to be a
weighted sum of the received inputs. If a stimulus exceeds a threshold, the neuron transmits the signals
down the axon to other neurons. The brain contains over fifty different kinds of neurons relative to their
shape and specialized functions. The brain is a complex communication system. The overall length of a
network’s branches approximates 10'* m. The presence of such a large number of connections estab-
lishes a high level of “massive parallelism.” While a single neuron relatively slowly responds to outside
stimuli, the brain as a whole solves complex problems in a remarkably short time—in a fraction of a
second or in a couple of seconds. The brain can analyze complex problems and adequately cope with
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unforeseen situations due to the knowledge stored in synapses and the ability to adapt to new situations.
The human brain can learn and generalize the acquired knowledge. The generalization of knowledge
refers to similar stimuli inducing similar responses.

3.10.4.3 An artificial neuron
The first model of an artificial neuron that was proposed by McCulloch and Pitts (1943) was a binary
device with a binary input, binary output, and fixed activation threshold.

The later model of an artificial neuron (Fig. 3.65) copied the properties of a biological neuron
(Wasserman, 1989). The input signals xy, x», ..., X, representing the output signals of other neurons,
are multiplied by associated connection strengths, wy, wy, ..., w,. Each connection strength (weight)
corresponds to the strength of a biological synaptic connection. The output signal (VET) is equal to the
weighted sum of input signals.

X4

NET=w x4+ WoXo+ ...+ WX,

FIG. 3.65
Structure of an artificial neuron.

Fig. 3.66 represents an artificial neuron with an associated activation function that is, a typical pro-
cessing element. The presented activation function is most commonly used: nonlinear, continuous, mo-
notonously increasing, bounded, differentiable logistic function. The range of the weighted sum of

X1

NET OUT =f(NET)

FIG. 3.66

Processing element: artificial neuron with activation function.
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input signals, NET, is compressed by an “S” curve such that the value of the output signal, OUT, never
exceeds a relatively low level regardless of the value of NET. The most commonly used activation
functions are step function, sigmoid function, hypertangent function, and identity function (Fig. 3.67).

The transformation of input signals by a logistic curve enables the receiving and processing of very
weak and very strong signals. When input signals are very strong (positive or negative), the curve slope
is very small. When input signals are weak, the curve slope is large, which means that a usable output
signal can be produced.

(A) (B)

(©) (D)
FIG. 3.67

The most commonly used activation functions: (A) identity function, (B) step function, (C) sigmoid function, and
(D) hypertangent function.

3.10.4.4 Characteristics of neural networks

The present neural network architecture is based on a simplified model of the brain, the processing task
being distributed over numerous neurons (nodes, units, or processing elements). Although a single neu-
ron is able to perform simple data processing, the strength of a neural network is obtained as the result
of the connectivity and collective behavior of these simple nodes.

Neural networks store the strength of synaptic connections (weights of the network’s branches) by
which the required data are reproduced. Neural networks can be trained by adjusting the connection
strengths in order to abstract the relations between the presented input/output data.

A neural network is characterized by:

a set of processing elements;

connectivity of those elements;

the rule of signal propagation through the network;
activation or transfer functions; and

training algorithms (learning rules or learning algorithms).

aprLON=

A neural network configuration begins by defining a set of processing elements. Processing elements
(nodes, neurons, units) are simple elements performing relatively simple signal processing in order to
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determine the output signal. In other words, each node receives input values from its nearest neighbors
according to which it computes and transmits a single output value. A neural network is inherently
parallel in the sense that a large number of processing elements make simultaneous computations.
It can be said that a neural network performs parallel distributed data processing.

A neural network contains three types of nodes: input, output, and hidden. Input nodes receive input
signals from outside sources that is, sources outside the network. Output nodes transmit signals that is,
output values outside the network. Each node transmits signals of different strengths to its neighbors
(the nodes to which it is connected).

Many of the currently used neural models have a fixed network structure. A network structure that
is, the number of nodes and their connection types can also be very flexible. An artificial neural net-
work is completely determined (capabilities of modeling, representation, and generalization) once we
have established the network’s structure, activation function of each node, and learning rule.

How a network’s nodes are connected is of vital importance. The synaptic connectivity of a network
can be total or partial (for example, only connections between different layers are allowed). Also, if, for
example, a neural network is intended to support control of a traffic dispatcher, its structure can mimic
the dispatcher’s decision process (special connectivity). Each branch of the network is associated with a
weight (positive or negative value) modifying the strength of a signal. The absolute value of a branch’s
weight represents the connection strength. In order to calculate the output signal of a node, the weighted
sum of input signals is modified by an activation function.

3.10.4.5 A multilayered feedforward neural network

A multilayered feedforward neural network is a network in which the input signal extends forward
through several layers, while it is being processed to estimate the network’s output signal. Each layer
contains a certain number of nodes. Each node is a processing element associated with the correspond-
ing activation function by which the weighted sum of input values is transformed to determine the out-
put value. To each node’s input only the outputs of nodes from a previous layer are supplied and the
output signal is transmitted to the nodes of the next layer (Fig. 3.68). Each node is associated with a
weight vector by which the input vector is linearly transformed. The node connectivity is generally total
except in some transformations when it is partial.

Input layer Hidden layer Output layer

Output

Input vector
FIG. 3.68
Feedforward neural network.
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3.10.4.6 Training of a neural network

Artificial neural networks are capable of modifying their behavior in response to the environment.
When presented with a set of input data (most frequently with the desired output data) they self-adapt
to incite appropriate responses. A wide range of training algorithms has been developed, each having its
own advantages and disadvantages.

The chosen structure of a neural network model can influence the convergence rate of a training
algorithm and even determine the type of learning to be used. Training algorithms are very simple
mechanisms for adapting the weights of a network’s branches, requiring for each branch only locally
available data. Their implementation generally does not involve complex computations and conse-
quently no powerful computation configurations are needed.

3.10.4.7 Validation of a neural model

The most important part of any model design procedure is validation of the given model. The tests are
performed to estimate the extent to which the network has learnt the training data and how able it is to
generalize (interpolate and extrapolate) to unforeseen cases. Most training algorithms are able to suc-
cessfully learn a set of training data. The performance of the trained network must be fully understood;
a network cannot simply be regarded as a black box.

There are a number of ways in which the performance of a trained network can be assessed, the
simplest one is the assessment of the network’s performance in reproducing the training data. A better
approach is to divide the available data into a training set and a test set and to use the testing data to
evaluate the final model. In other words, any set of data presented to a learning algorithm must be split
into a part that is used to train the network and another part used for estimating the network’s perfor-
mance by testing its ability to generalize correctly. One heuristic that works well in practice is to use
two-thirds for training and one-third for testing. This approach is reasonable since a learning algorithm
cannot perform well if there are insufficient training data, but the output results cannot be assessed
accurately if the test set is too small.

EXAMPLE 3.21

The transportation demand between two regions depends on socioeconomic characteristics of the given regions, as well as
the characteristics of the connecting transportation system. (Chapter 8 will cover in more detail travel demand analysis). The
output data of transportation demand models usually consist of an estimated number of the daily vehicle miles of travel (in
individual road traffic), number of miles of travel (in air, railway and international coach travel), used telephone impulses (in
communication traffic), and so on.

The input data for planning transportation networks and transportation facilities and for building new and reconstructing
the existing traffic and transportation facilities include the data characterizing transportation demand. The transportation
demand forecasting is of outstanding importance for the functioning of different traffic and transportation systems, as well as
their further development.

Chin et al. (1992) used a multilayered, feedforward neural network for the travel demand forecasting. Their model is
based on socioeconomic and highway operation data for 339 urban areas in the United States from 1982 to 1988. One
of the neural networks proposed by Chin et al. (1992) is presented in Fig. 3.64.
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EXAMPLE 3.21—cont’d

As seen from Fig. 3.69, the authors used a three-layered neural network. Between input and hidden layers there is a full
connectivity. The authors used the proposed network to estimate the daily vehicle miles of travel (DVMT). The data supplied
to the input layer are traffic-generation-related, traffic-attraction-related, and network-supply-related. As Chin et al. (1992)
noted, “to account for the three above-mentioned explicit relationships as well as two unknown potential relationships, a total
of five nodes are used in the hidden layer.” As already pointed out, the author experimented with several different neural
networks. These neural networks differed in the number of hidden layers, as well as the number of nodes in the hidden layers.
The authors demonstrated that the average absolute relative errors between the neural network results and real data are within
4.77% and 7.09%, which can certainly be considered satisfactory.

Lane mile

Income/capital

Employment/

population In (DVMT/population)

Household
size

Driver
licenses/
population

Year

FIG. 3.69
Neural network daily vehicle miles of travel (DVMT) forecasting model.

PROBLEMS

1. Using Dijkstra’s algorithm, find the shortest paths from node « to all other nodes in the
transportation network shown in Fig. 3.70.
2. Using Dijkstra’s algorithm, find the shortest paths from the node 1 to all other nodes in the
transportation network shown in Fig. 3.71.
3. Consider the traffic network shown in the previous example. The travel demands between node a
and all other nodes are given in Table 3.14.
Assume that the travelers always travel along the shortest path. Calculate the link flows.
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FIG. 3.70

Network in which shortest paths from node a to all other nodes should be discovered by Dijkstra’s algorithm.

FIG. 3.71

Network in which shortest paths from node 1 to all other nodes should be discovered by Dijkstra’s algorithm.

Table 3.14 The Travel Demands Between Node a and All Other Nodes
Pair of Nodes Travel Demand
(a,b) 100

(a,c) 50

(a,d) 30

(a,e) 120

(af) 20

(a,) 20

(a,h) 40

(a,i) 130

(ay) 50

(a,k) 60

(a,l) 180
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4. By using Floyd’s algorithm find the shortest paths between all pairs of nodes in the
transportation network shown in Fig. 3.72.

FIG. 3.72
Network in which the shortest paths between all pairs of nodes should be discovered by Floyd’s algorithm.

5. Compute the shortest paths and path lengths between all pairs of nodes in the network shown
in Fig. 3.73 using Floyd’s algorithm.

-
N

FIG. 3.73
Network in which the shortest paths between all pairs of nodes should be discovered by Floyd’s algorithm.

6. In the case of the network shown in Fig. 3.74 determine the shortest path between node 1, and
node 4 and between node 2, and node 4 using Floyd’s algorithm.

2 3 3

FIG. 3.74

Network in which the shortest paths between node 1, and node 4 and between node 2, and node 4 should be
discovered by Floyd’s algorithm.
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7.

10.

11.

12.

The coal mines CM | and CM, deliver coal to the coal trade depots A, B, and C. The coal mine CM,
is capable to deliver 500 tons of coal to these three coal trade depots. The coal mine CM, can
deliver 800 tons. The demands at the coal trade depots A, B, and C are respectively equal to 500,
400, and 400 tons. The transportation costs (in monetary units per one ton of coal) are given in
Table 3.15:

Table 3.15 Transportation Costs (in Monetary Units Per
One Ton of Coal)

A B c
M, 8 5 5
CM, 4

Generate the optimal plan of coal transportation (calculate quantities of coal to be
transported between coal mines and coal trade depots that will generate minimal total
transportation costs).

Vehicle types in traffic flow are divided into the following categories: cars (C), SUVs (S), vans
(V), trucks (T), buses (B), and emergency vehicles (E). The observer recorded vehicles that
appeared in the 5-min interval. Explain (in words) the following events: SVT, EBT, CCC, V,
SVC, C.

The outcome of the traffic experiment is represented by the number of left-turning cars in the
left-turn bay. The capacity of the left-turn bay equals 10 vehicles. Define the associated sample
space in terms of all outcomes.

Traffic engineers studied the violators in the HOV lane. It was discovered 250 violators
among the 10,000 observed cars. Out of these 250 violators 190 were younger than 25 years.
Calculate the following probabilities:

a. The probability the driver in traffic flow will be traffic violator.

h. The probability that the traffic violator is younger than 25 years.

c. The probability that the traffic violator is older than 25 years.

There are three intersections on the driver’s chosen path. The intersections are not

coordinated. The probabilities of the red lights on these intersections are respectively

equal 0.3, 0.4, and 0.5. Calculate the following probabilities:

The driver will pass through the intersections with no delay.

The driver will be stopped by at least one traffic light.

The driver will be stopped by two traffic lights.

The driver will be stopped by at all three intersections.

The river divides city into two parts. There are two bridges on the river (Fig. 3.75).

The probability that during any winter month the severe traffic accident happen that
completely block the Bridge 1 equals 0.001. In the case when Bridge 1 fails, the traffic load
on the bridge 2 is unusually high. In such a situation, there is the probability equal to 0.004
that the bridge 2 will also fail. Calculate the probability that there will be no traffic between
two parts of the city.
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River & \
: E ; Bridge 1
/ | Bridge 2 |

FIG. 3.75
Two bridges on the river.

13. Check if the following function satisfies the conditions to be the probability density function.

a, for 0<x<5
0, otherwise

ro={

Calculate the value of the parameter a. Show the function f(x) graphically.
14. Consider the following probability density function:

f(x)—{s’ for 0<x<5
0,

—_

otherwise

Define the cumulative density function (CDF) and show the CDF graphically. What is the
probability that the random variable X will be in the range 2 <x <4?
15. The cumulative density function reads:

1—e™, x>0
F(x)=
0, otherwise

Define the probability density function. What is the probability that the random variable
X will be in the range 3<x<6?

16. Drivers pay the highway toll in cash, or by credit card. On the average, toll booth attendant
needs 20 s to collect the money from the driver. Average vehicles arrival rate equals 240 (veh/h).
Treat toll booth as M/M/1 queueing system and calculate:

the average number of vehicles in the queue;
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the average waiting time a client spends in the queue; and

the average waiting time a client spends in the queueing system.

What will be the benefits of introducing the electronic pay system that will need 3 s per
driver to pay the toll?

17. Vehicles arrive at the specific point at the highway according to the Poisson Process. Let
us assume that =0.2(veh/s). Determine by simulation the time intervals between six
successive vehicle arrivals. Determine the probability that 20 vehicles will arrive within
2-min time interval.

18. Develop a reasonable membership functions for the following fuzzy sets based on the speed
measured in km/h:

a. “high speed”;
h. “very high speed”;
c. “low speed.”

19. Describe the linguistic term “approximately 10 bus departures per day” by reasonable
membership function.

20. Develop a reasonable membership functions for the fuzzy sets “ number of vehicles in a
queue is >10” and “number of vehicles in a queue is about 10.”

21. If the speed limit in an urban area is equal to 50 km/h, determine the membership functions
of the fuzzy sets “permitted speed” and “nonpermitted speed.”

22. Consider the following fuzzy sets:
A:1+0%6+E+O%7+%andB:%+%+%+%+%
2 3 4 5 6 2 3 4 5 6
For these two fuzzy sets find the following:
(a) Union; (b) Intersection.
23. Propose the fuzzy logic system that will control a ramp at the entrance to the highway.
The possible input variables are: density of traffic flow and speed of vehicles on the highway.
The possible output variable is the number of vehicles that will be the acceptable to enter the

highway in a time unit.
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What are traffic flow, speed, and density? Who was Bruce Greenshields? How do we measure the basic
flow variables? What are headways? Is the distribution of headways Exponential, Normal, or Pearson
Type 11l distribution? What is Annual Average Daily Traffic (AADT)? What is a fundamental diagram of

traffic flow? Why do shock waves appear on a highway? What is a Network Flow Diagram (NFD)?

CHAPTER

TRAFFIC FLOW THEORY

TRAFFIC FLOW PHENOMENON

Thousands of drivers and passengers that move from one place to another form various traffic flows. Flows
of cars on streets and highways, flows of bicycles on streets, flows of peoples in metro stations and shopping
malls, flows of pedestrians on pedestrian crossings, and flows of aircraft on airport’s taxiways vary over the
time of day, day of the week, and month of the year. Traffic flows are essentially different from flows in
other engineering areas. Traffic flows appear as the consequences of human decisions, and they are deter-
mined by rules of human behavior. Rate flows (which we shall call simply “flows”) are expressed in the
number of units per unit of time. Units could be cars, aircraft, pedestrians, vessels, or containers. The unit of
time could be a minute, hour, day, month, or year. Traffic engineers frequently use units like vehicles per
hour, vehicles per day, passengers per hour, aircraft per 15 min, etc. Traffic phenomena are very complex.
Researchers from the Los Alamos National Laboratory, United States made the following statement
after 4 years of work developing the traffic and transportation planning software package called
TRANSINMS: “Modeling traffic phenomena has proven to be more difficult than predicting and modeling
subatomic level reactions inside the atom-for nuclear warhead simulations.”

Flow measurements and modeling of traffic phenomena are required in order to estimate the
capacities of transportation facilities, as well as to make appropriate decisions related to the further
expansion and development of the transportation facilities.

Flow measurements and analysis facilitate prediction of future queueing at the highway, and
understanding of traffic flow propagation in space and time. Flow measurements also help us to esti-
mate the queue lengths, level-of-service, and to perform actions that will mitigate traffic congestion.

Traffic flow theory (Greenshields, 1935; Drew, 1968; Gerlough and Huber, 1975; Herman and
Prigogine, 1979; Herman and Ardekani, 1984; Williams et al., 1987; May, 1990; Ross, 1991; Kerner,
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2009; Elefteriadou, 2014) describes the essential characteristics of traffic flows (flow, speed, and den-
sity). Traffic flows can be described using various parameters. One possibility for studying traffic flows
is to study the behavior of individual vehicles (speed changes, headway changes, etc.) over time. More
frequently, we are interested in macroscopic approach that assumes description of traffic flow conditions
by various aggregate parameters like mean traffic speed, mean headway, traffic density, etc.

The majority of traffic and transportation activities are characterized by uncertainty related to time
of occurrence. It is practically impossible to predict exactly the time of occurrence of any particular
traffic activity. Traffic phenomena are stochastic processes (described by random variables).

Traffic flow theory has its roots in 1933, when Bruce Greenshields mathematically described traffic
flow characteristics based on his pioneering studies and observations of flows on American highways.
Greenshields measured traffic flow, traffic density, and speed using photographic measurement
methods for the first time.

MEASUREMENTS OF THE BASIC FLOW VARIABLES

Traffic flows fluctuate over space and over time. Traffic flows changes over time can be determined by
collecting appropriate statistical data. The flow (vehicles per unit time), speed (distance per unit time),
and density (vehicles per unit distance) are the basic flow variables that are measured by the traffic engineers
(Greenshields et al., 1933; Greenshields, 1935; Kiihne, 2011). Traffic engineers also measure the occu-
pancy thatrepresents the percent of time a specific point on the highway is occupied by vehicles. Frequently,
within traffic studies and projects, we analyze the distribution of the time headway between vehicles.

Measurements of the traffic flow variables could be performed at a specific highway point, over
length of a highway, or simultaneously from a number of vehicles in a wide area.

Inductive loop detector technology is most frequently used when performing measurement at a specific
point on a highway. This technology started to be used for detecting traffic in the 1960s. The electronics are
buried into the highway. When a moving vehicle reaches the loop, the vehicle metal disrupts the magnetic
field over the loop. As a consequence of this disturbance, the loop inductance is changed (Fig. 4.1).

Inductance

High

Low

Time
FIG. 4.1
The loop inductance changes over time.

This change is recorded. Single loops measure the occupancy and the traffic volume (Fig. 4.2).

Detector length Vehicle length

FIG. 4.2
Speed estimation by the loop detector.
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When a vehicle comes into the detection zone, the loop inductance is changed. The inductance stays
changed until the vehicle leave the detection zone. The time interval when the detector is activated is
equal to the time necessary for the vehicle to travel a distance equal to the detector length plus the
distance equal to its length. The loop detector can estimate speed in the following way (Fig. 4.2).

Detector length + Vehicle length
Occupancy time

Speed = 4.1)

VEHICLE HEADWAYS AND FLOW

Let us consider a specific point at the highway (Fig. 4.3).

—

™ Pointon a highway
FIG. 4.3
Flow measurement.

In order to estimate the flow, we must measure (count) vehicles over time. We denote by N the total
number of vehicles counted during the time period 7. Flow ¢ (veh/h) is defined as

q= T 4.2)
As we can see, the flow ¢ represents the number of vehicles that pass specific point during
the time period T. Traffic flow values vary over time. The flow is expressed in vehicles per unit
time. Transportation engineers frequently use annual average daily traffic (AADT) in the transportation
analysis. The AADT practically represents the total number of vehicles that passed the specific point in
a year divided by 365. The period of observation and measurements is often less than 1 year. In this
case, the average daily traffic (ADT), or average weekly traffic are the basic traffic flow indicators.
Peak hour volume gives us the information related to the highest hourly traffic volume through a day.
The distance (space headway) between following vehicles (FVs) in a traffic flow is measured from
front bumper to front bumper (Fig. 4.4).

R )

e

FIG. 4.4
The distance (space headway) between following vehicles.
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Headway represents the time (in seconds) between successive vehicles, as their front bumpers pass
a specific point. We denote respectively by &y, hy,hs,... first, second, third,...headway. The total
counting time T actually represents the sum of the recorded headways, ie,

T:X% 4.3)

We can substitute an expression for T in Eq. (4.3). We get

N N 1
qZTZN—Zl < 4.4)
Zh,’ — h,'
i=1 N i=1
_1 4.5)
9=7 )

where / represents average headway.

We conclude from Eq. (4.5) that the flow has reciprocal relationship with the average headway. The
shorter the average headway, the higher the flow, and vice versa. Some characteristic flow and average
headway values are shown in Table 4.1.

Table 4.1 Some Characteristic Flow and Average Headway Values
Flow (veh/h) Average Headway (s)

1800 2

900 4

360 10

180 20

POISSON DISTRIBUTION OF THE NUMBER OF ARRIVALS AND THE
EXPONENTIAL DISTRIBUTION OF HEADWAYS

Depending on the traffic flow conditions, various distributions could be used to describe headways.
Practically, there is no interaction between the arrivals of any two vehicles in the case of low traffic
volumes. In this case, vehicles randomly show up and pass. The time interval between the appearances
of successive vehicles (headway) could be, for example, 5, 10, 11, 14 s, etc. In other words, the time
interval between vehicle arrivals is a random variable that frequently has exponential distribution
(Fig. 4.5).

The probability density function in the case of exponential distribution equals

flx) =1 (4.6)

where 1>0 is the average arrival rate.
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£(x)

FIG. 4.5
Exponential distribution.

The average arrival rate A is expressed in vehicles per second. Since flow ¢ is expressed in vehicles

per hour, we can write the following:
q

p———

3600

The exponential distribution can be derived from the distribution of the number of vehicles that appear

during specified time interval. If the distribution of the number of vehicles that appear during specified

time interval is Poisson distribution, the exponential random variable will represent the time between
two successive vehicles. Poisson process is characterized by the following four postulates:

%))

(1) The probability that at least one vehicle arrives during a small time interval At is approximately
equal to 4 Ar. (For example, when flow of vehicles g equals 360 veh/h, the probability that at
least one vehicle arrives during a small time interval Ar=3 s equals (360 veh/3600 s) x 3 s=0.3.)

(2) The number of vehicle arrivals in any prespecified time interval does not depend on the
starting time point of the interval. The number of vehicle arrivals also does not depend on the
total number of vehicle arrivals observed prior to the interval.

(3) The numbers of vehicle arrivals in disjoint time intervals are mutually independent random
variables. (The number of vehicle arrivals between 9:00 am and 9:05 am does not depend, for
example, on the number of vehicle arrivals between 10:05 am and 10:10 am.)

(4) Two or more vehicle arrivals cannot happen simultaneously.

The probability P(k) that the total number of vehicle arrivals happening in a time interval of the length ¢

is equal to k is calculated in the case of Poisson process as:

(At)re
k!

P(k) = (4.8)

Let us consider the case when no vehicles arrive in a time interval ¢. The probability of this event equals

0, —ar
P(0) :% —e 4.9)

We conclude that if no vehicles arrive in a time interval ¢, the headway 4 is equal to or greater than ¢, ie,

P(O)=P(h>t)=e* (4.10)
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1-Ph<t)=e* 4.1
Plh<t)=1-e* (4.12)
F(y=1—e* (4.13)

d d
40 =EIF(1‘) = (1—e*)=2-e7" (4.14)

In this way, we proved that the exponential random variable represents the time between two succes-
sive vehicles in the case when the distribution of the number of vehicles that appear during specified
time interval is Poisson distribution.

NORMAL DISTRIBUTION AND PEARSON TYPE IIl DISTRIBUTION
OF HEADWAY

The higher the traffic flow value, the more interactions there are between vehicles in traffic flow. In the
case of medium traffic volumes, some vehicles go freely, while some other vehicles have interactions
with other vehicles in the traffic flow. It has been shown that the Pearson Type III distribution could
successfully describe headway distribution in such cases.

There is a very high interaction among the vehicles in the traffic flow in the cases of high traffic
volumes. All headway values in such a situation are similar. In other words, the mean and the standard
deviation of the headways are very low. It has been shown that the normal distribution (Fig. 4.6) could
in an appropriate way describe the headway distribution in the case of relatively high traffic volumes.
The probability density function in the case of normal distribution equals

fx)= e 27 (4.15)

where u and o are given parameters.

FIG. 4.6
Normal distribution.

In the case when traffic flow value comes close to capacity, all vehicles are interacting, and all
headways are (more or less) constant.
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SPEEDS

Imagine that we also recorded speeds of all vehicles that we observed and counted at our point on the
highway (Fig. 4.7).

Length D

e @ @@
—_—

Point on the
highway

FIG. 4.7
Calculation of the time-mean speed and space-mean speed.

We can record speeds with certain level of accuracy using various equipment (radar, microwave,
inductive loops). There are two ways to describe speeds on a highway: (a) the time-mean speed and
(b) the space-mean speed.

The time-mean speed i, is defined in the following way:

1 N
u,:N;uf (4.16)

where u; represents recorded speed of the ith vehicle.

We see that the time-mean speed can be calculated by calculating the arithmetic time mean speed.
The space-mean speed is the average speed that has been used in the majority of traffic models.
Let us note the section of the highway whose length equals D. We denote by ¢; the time needed by
the ith vehicle to travel along this highway section. The space-mean speed i, is defined in the
following way:

4.17)

N
The expression —Z t; represents average travel time 7 of the vehicles traveling along the observed

highway section. !
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EXAMPLE 4.1

Measurement points are located at the beginning and at the end of the highway section whose length equals 1 km
(Fig. 4.8). The recorded speeds and travel times are shown in Table 4.2.

J

1 km

o @ @
_—

®

® -_—
Measurement

points

FIG. 4.8

Measurement points.

Table 4.2 Recorded Speeds and Travel Times

Vehicle Number Speed at Point A (km/h) Travel Time Between Point A and Point B (s)
1 80 45
2 75 50
3 62 56
4 90 39
5 70 53

Speeds of the five vehicles are recorded at the beginning of the section (point A). The vehicle appearance at points
A and point B were also recorded. Calculate the time-mean speed and the space-mean speed.

Solution
The time-mean speed i, at point A is

1 N
Uy :Nzui
i—1

1 1
iy :5(80+75+62+90+70) :5(377) =75.4(km/h)
The mean-space speed represents measure of the average traffic speed along the observed highway section.
The mean-space speed is
D

s:l N
N2
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EXAMPLE 4.1—cont’d
The total travel time of all five vehicles equals
243
45 +50+56+39+53 =342 (s) =—— (h) =0.0675 (h)
3600
The mean-space speed equals
1
iy = i (km/h) =74.07 (km/h)
5(0.0675)

SPEED-DENSITY RELATIONSHIP

Imagine that we are in the helicopter. We can observe the traffic along specific highway section and
make the photographs from the helicopter. Later, we can count the number of cars occupying section of
the highway whose length is D. Traffic density k represents the number of vehicles occupying observed
highway section at a specific time point, ie,

k= (4.18)

The traffic density is expressed in (veh/km). So-called jam density describes traffic conditions when
cars on a freeway are bumper to bumper. At this density, traffic stops.

When the density is extremely low (eg, at 3:30 am) we do not worry about other drivers, since we
are practically alone on a freeway. In other words, the other drivers (if any) have no influence on our
speed. Our speed is influenced exclusively by performances of our vehicle, and by posted speed limits.
This speed is known as a free flow speed. Over time, in early morning, traffic density increases, and in
some cases creates traffic jam (Fig. 4.9).

At the beginning of our early morning observation, traffic density is close to zero. In this case, the
vehicles’ speed is free flow speed. Slowly, traffic density increases. The higher traffic density becomes,
the lower the average speed will be. Finally, very high traffic density will cause a traffic jam. Vehicles
will practically not move and the speed will be equal to zero. A typical speed-density relationship is
shown in Fig. 4.10. Free-flow speed and the jam density are indicated in Fig. 4.10. Speed-density
relationship shown in Fig. 4.10 is linear, ie,

k
M:Mf(l—k—j) (4.19)

Linear speed-density relationship is approximation of the reality. This relationship is known as the
Greenshields model. Many field measurements showed that speed-density relationship is nonlinear
especially in the areas of low and high-speed traffic density. On the other hand, linear relationship
is simply, and helps us to better understand complex issues in traffic flow.
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Increase in traffic density over early morning.
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FIG. 4.10
Speed-traffic density relationship.

FLOW-DENSITY RELATIONSHIP

Let us multiply density k by speed u. If we analyze the units, we conclude that we are multiplying
(veh/km) by (km/h). In this way, we get

veh (km\ _ (veh
km/\h /) \ h
. . veh . . . . .
Obviously the units (h) are flow units. We see that we can obtain flow units by multiplying units of

density by units of speed. This means that
q=uk (4.20)

The flow is equal to the density multiplied by the speed. Using the linear relationship between speed
and density, we get
q:uk:uf(l—f)k (4.21)
kj
ie,
k2
g=us| k—— 4.22)
( k/)
From relation (4.22), we conclude that the flow ¢ is quadratic function of the density «.

The graph of this function (parabola) is shown in Fig. 4.11. As density increases, flow increases from
zero to the maximum value ¢,,. The value g, represents highway capacity. This value is sometimes also
called “traffic flow at capacity.” Obviously, k, is the density that corresponds to the highway capacity. We
denote also by u,,, the corresponding speed. With further increase in density, flow starts to decrease. Finally,
at jam density, flow is equal to zero (all vehicles are stopped and there is no flow). It is very important to
properly study density at capacity k.,. This density determines the border between stable traffic conditions
(densities between zero and k,,,) and the unstable traffic conditions (densities higher than £,,). Obviously,
additional vehicles that enter the highway and create density higher than &, decreases highway flow.
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FIG. 4.11
Flow g (the quadratic function of the density k).

All parabolas are symmetric with respect to the axis of symmetry. A parabola intersects its axis of
symmetry at a point called the vertex of the parabola. In our case, vertex of the parabola has coordinates

d
(km»>qm)- These coordinates are calculated in the following way. At maximum flow, first derivative d—Z

must be equal to zero, ie,

%: 0 (4.23)
ol
dk 72-0 (4.24)
d |:Mfk — ufk—z_]
o 2 -0 (4.25)
e — M%‘ —0 (4.26)
us (1 —%C) =0 (4.27)

j
the free-flow speed. This means that

2k
The product us (1 — k_> is equal to zero. The first term of this product is different than zero since uy is

1-—=0 (4.28)
By solving this equation, we get
km == (4.29)

The density that corresponds to the maximal flow (highway capacity) equals one half of the jam
density. The speed u,, that corresponds to the maximal flow equals
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The flow at capacity ¢,, equals

Gm = Umkm
_uik;
=77
_ ugk;
Im ="y
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(4.30)

(4.31)

(4.32)

(4.33)

(4.34)

The flow at capacity is equal to the one quarter of the free flow speed multiplied by the jam density.
Let us note points A and B (Fig. 4.12). Corresponding slopes shown in the figure represent speeds
related to the points A and B. For example, the slope related to the point B represents the space-mean

speed of all vehicles taken into account to calculate density k.

FIG. 4.12
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SPEED-FLOW RELATIONSHIP

We consider linear speed-density relationship, ie,

k
u=us 1—;
j

Using this relation, we can express d