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enological theories, because simplified effective models may not capture basic
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Chapter 1
Introduction

1.1 Topological Phase of Matters

In a two-dimensional electron gas subjected to a strong magnetic field at low
temperature, the energy spectra take on discrete values, which are known as Lan-
dau levels. When the Fermi energy is in a gap between Landau levels, the system
becomes insulating, while the Hall conductance is measured as quantized values
in units of e2/h. The phenomenon, called the quantum Hall effect, was discovered
experimentally [1, 3, 4].1 Intriguingly, the value of the unit of quantization is closely
related with a universal quantity in physics, which is well known as the fine-structure
constant in quantum electrodynamics: α = e2

c�
∼ 1

137 . The Hall conductance does
not depend on details of the system, such as impurities or its geometry, as long as
the gap between the Landau levels is sufficiently large. Moreover, researches on the
quantum Hall effect found out novel states which are localized on the edge of the
system. In the quantum Hall effect, the Hall current is carried by the edge states.
If an impurity is on the edge, the edge current goes around it and perfectly trans-
mits without backscatterings. This is because the edge current flows in one-way;
there are no states going in the opposite direction of the velocity along the edge.
This one-way propagation is called chiral. This chiral edge mode is attributed to the
cyclotron motion. Because these boundary states are originating from topological
order of the bulk, the edge current is robust against deformation of the edge or weak
perturbations. This is the first example of the bulk-boundary correspondence.

As a related subject, topological insulators were found in time-reversal invariant
systems, which were proposed theoretically [5–9]. The bulk of these materials are
insulating while there are metallic states at the boundary. The effective model of
such boundary states is described by the massless Dirac equation, and the disper-
sion of the boundary states across the bulk gap typically forms a cone, called the
Dirac cone. The electrons in the system show spin-filtered phenomena caused by the

1 Before the experimental discovery [1], Ando et al. reported that the Hall conductivity is quantized
in a two dimensional system subjected to a magnetic field [2].
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2 1 Introduction

spin-orbit interaction; the electrons running in opposite directions have opposite
spins on the boundary. This property of the boundary mode is called helical. and
it prohibits perfect backscattering by nonmagnetic impurities. A two-dimensional
topological insulator is also called the quantum spin Hall system, and similarly to
the quantum Hall effect, the conductance is quantized as 2e2/h carried by the edge
states. This helical edge mode transmits perfectly as long as the system retains time-
reversal symmetry. The quantized Hall conductance was observed experimentally in
HgTe quantumwell [10], quickly after the theory was proposed [7]. Unlike the quan-
tum Hall effect, the spin-filtered boundary state is also realized in three-dimensional
systems. Three-dimensional time-reversal invariant insulators are topologically clas-
sified into twophases: theweak and strong topological insulators. Inweak topological
insulators, there are an even number of Dirac cones as the surface states, which are
weak against perturbations such as impurities; therefore in this respect we usually
regard the system to be similar to an ordinary insulator. On the other hand, in strong
topological insulators, there are an odd number of Dirac cones as the surface states.
They are robust against perturbations because the gapless states are guaranteed by the
Kramers theorem, and when we call the topological insulator, it generally means the
strong topological insulator. They are observed by the angle-resolved photoemission
spectroscopy [11–14].

Generally, topological orders depend on symmetries; time-reversal symmetry is
broken in quantum Hall systems, while in topological insulators time-reversal sym-
metry is preserved. In addition, the gap plays an important role in the topological
protection. In band insulators, the conduction and valence bands are separated by
the gap. Therefore, against external perturbations such as impurities, the topological
order remains intact due to the gap. Namely, the system is not topologically affected
by weak perturbations compared with the bulk gap. The definition of the topological
equivalence in insulators is given as follows [15],

Definition 1.1 (Topological equivalence) Band structures are equivalent if they can
be continuously deformed into each other without closing the energy gap and with
conservation of the symmetries.

In addition to the deformation, if topologically trivial bands are added in the band
structure, the system is topologically the same as before. This notion of topological
equivalence leads to the definition of the topological number, e.g. the Chern number
in quantum Hall effect, and the Z2 topological number in topological insulators.
The topological number labels topologically ordered phases, which are classified by
topological equivalence.

Besides the topological classes for the cases with or without time-reversal
symmetry, the topological phases protected by spatial symmetry have been studied
[16, 17]. These researches shed light on the weak topological insulators, and led
to discoveries of new classes of topological metallic surface states. In general, the
gapless surface states in weak topological insulators are not robust against external
effects. These kind of gapless states are not characterized by the Z2 topological num-
ber but other topological numbers based on spatial symmetries as a source of the
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topological protection. We will discuss topological phenomena which are based on
this notion in Chaps. 3 and 4.

The above-mentioned phenomena are originating from single-particle non-
interacting physics. The difference among these topological classes is whether or
not the time-reversal symmetry is broken. In systems without time-reversal symme-
try, an additional topological phenomena arise due to electron-electron interaction
[4], known as the fractional quantum Hall effect. Just as the name indicates, the phe-
nomenon is caused by fractional Landau-level fillings, and the conductivity is also
fractional in units of e2/h. The fractional Hall effect shows rich physics caused by
the fractional statistics of the anyon, and has been studied intensively. As is similar
to the quantum Hall effect, research interests in topological insulators are spread-
ing to correlated systems to realize the fractional topological insulators. However,
there are various physical phenomena by using topological insulators even within
single-particle physics. In this dissertation, we will discuss several topics based on
single-particle physics. Topological insulators aremainly used in achieving the phys-
ical phenomena discussed in the dissertation.

1.2 Organization of the Dissertation

In this dissertation, we theoretically study various aspects of topological states on
surfaces and interfaces. For physical quantities and in processes of the calculation,
the following physical constants are frequently expressed to be unity: the velocity
of light c, the Plank constant �, the charge of an electron, and the lattice constant.
When physical quantities are expressed by physical constants, we explicitly write
the fundamental constants listed above. In equations, when we express differentials

in k-space, we frequently omit k without explanation, e.g., ∂
∂kx

= ∂x .

The organization of the dissertation is the following. In Chap.2 we introduce
topological states characterized by the Berry phase. We first introduce the integer
quantum Hall effect, and show that the Hall conductivity is quantized by calculating
the Berry phase. In addition, we show the quantized Hall conductivity by the edge
picture. Then we give a brief introduction on topological insulators.

In Chap.3 we first study refraction phenomena at a junction between two topolog-
ical insulator surfaces with different velocities. We calculate reflection and transmis-
sion coefficients. Next we discuss the case when the velocities of surface states for
the two topological insulators have different signs. In this case we show that gapless
states appear on the interface and give a proof of the existence of the such gapless
interface states by using the mirror Chern number.We also show the gapless states by
a low-energy continuummodel and the Fu-Kane-Mele tight-binding model. Further-
more, we show a novel dispersion of the interface states, i.e. the “Fermi loop”, when
the system has particle-hole symmetry by using the Fu-Kane-Mele tight-binding
model. We give an explanation of the existence of the gapless states and make a
formalism to characterize the Fermi loop in terms of interfacial symmetries.

http://dx.doi.org/10.1007/978-4-431-55534-6_3
http://dx.doi.org/10.1007/978-4-431-55534-6_4
http://dx.doi.org/10.1007/978-4-431-55534-6_2
http://dx.doi.org/10.1007/978-4-431-55534-6_3


4 1 Introduction

In Chap.4 we discuss the gapless nature of topological insulators subjected to
an in-plane magnetic field in terms of mirror symmetry. In addition we study edge
states in a Weyl semimetal realized in a thin topological insulator with an in-plane
magnetization. We show that the edge states have a finite velocity when the inversion
symmetry is broken.

In Chap.5 we summarize this dissertation.
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Chapter 2
Topological Invariant and Topological Phases

2.1 Integer Quantum Hall Effect

Historically in two-dimensional electron gas (2DEG) subjected to a strong magnetic
field, the integer quantum Hall (QH) effect was observed experimentally for the first
time by von Klitzing et al. [1]. In the QH effect, the Hall conductivity is given as
v e2

h where v is an integer. The quantized Hall conductivity was interpreted in terms
of gauge invariance [2, 3] under flux insertion and later topological invariance was
proposed [4] to interpret its physical origin. Here we explain the topological number
v given by Thouless, Kohmoto, Nightingale and den Nijs (TKNN) [4]. This v number
is called the TKNN number and was calculated from the Kubo formula at first. Later
it was found to be interpreted as the Chern number given by an integral of the Berry
curvature [5], as we explain in the following.

In quantum mechanics, when quantum states are subjected to an adiabatic tran-
sition, the Berry connection (phase) appears as a change of the phase of the wave-
function. In addition, the Hall current by the Kubo formula have the same form with
this phase change. Besides the Kubo formula, the Hall current contributed from the
Berry curvature can also be calculated from the Schrödinger equation as follows [6].
We consider a time-dependent 2D system with translational symmetry along the x
and y axes. The Hamiltonian is written as H(k(t)), where k = (kx (t), ky(t)) is the
wavevector, and the eigenstate and eigenvalue are |uk〉 and Ek, respectively. The
current along the x axis Ix (k) is expressed as

Ix ∼
〈
uk

∣∣∣∣∂H(k(t))

∂kx

∣∣∣∣ uk

〉

= ∂x Ek − 〈∂x uk|H(k)|uk〉 − 〈uk|H(k)|∂x uk〉, (2.1)

where ∂x = ∂
∂kx

. Then by the Schrödinger equation,

H(k)|uk〉 = i
∂

∂t
|uk〉 = i(k̇x∂x + k̇y∂y)|uk〉, (2.2)

© Springer Japan 2015
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6 2 Topological Invariant and Topological Phases

we have

Ix (k) ∼ ∂x Ek − bz(k)k̇y, (2.3)

bz(k) = i(〈∂x uk|∂yuk〉 − 〈∂yuk|∂x uk〉). (2.4)

The quantity bz(k) defined in Eq. (2.4) is called the Berry curvature. The first term
∂x Ek in Eq. (2.3) corresponds to the velocity along the x axis. For the second term in
Eq. (2.3), when an electric fieldE is applied along the y axis, the temporal differential
of the wavenumber corresponds to the electronic field k̇y ∼ − eEy

�
, and the Hall

conductivity is given as the Berry curvature σxy ∼ bz(k). Therefore we have shown
that the Berry curvature contributes to the Hall current. Furthermore,1 when the
system is gapped, the contribution from one of the occupied band to σxy is given by
the sum of the Berry curvature over the Brillouin zone (BZ) as,

σxy = v
e2

h
, (2.5)

v = 1

2π

∫
BZ

d2kbz(k), (2.6)

where v is an integer (see Sect. 6.1). This is the TKNN integer, also called the Chern
number.

By extending the above discussion to general band structure, the Hall conductivity
is expressed as

σxy = v
e2

h
, (2.7)

v = i

2π

∑
Em<EF

∫
BZ

d2k(〈∂x umk|∂yumk〉 − 〈∂yumk|∂x umk〉)

= 1

2π

∫
BZ

Tr(F ), (2.8)

where the suffix m is the index of the bands from the lowest energy band, the sum-
mation is taken over the bands below the Fermi energy EF , and

F = da − ia ∧ a, (2.9)

1 We assume that the Berry curvature does not depend on time t , because the Hall current is the
lowest order in the time-dependent term, when we assume that the time dependence of the system
is weak.

http://dx.doi.org/10.1007/978-4-431-55534-6_6
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with the matrix of the Berry connection amn = i〈umk|dunk〉.2 The Chern number v
defined here is shown to be integer. Thus the quantization of the Hall conductivity
follows for any band insulators without interaction and disorder.

2.1.1 Integer Quantum Hall Effect as a Topological Insulator

We have seen that the Hall current is described by the Berry curvature, and the
Hall conductivity is quantized in the gapped system as v e2

h , where v is an integer.
Therefore, to observe the quantized Hall conductivity, v must be nonzero. Here we
discuss the origin of the Hall conductivity, in the case of an insulator with only one
occupied band according to Kohmoto [7]. The Hall conductivity is written in terms
of the connection as

σxy = e2

�

∫
BZ

dk[∇k × a]z

= e2

�

∮
BZ

dk · a, (2.11)

where a = i〈unk|∇kunk〉, we omitted the band index for simplicity, and used the
Stokes theorem.We assume that only the n-th band is occupied. The above expression
means that the Hall conductivity is invariant under the gauge transformation,

|uk〉 → ei fk |uk〉, (2.12)

where fk is real. On the other hand, the connection depends on the phase; the gauge
transformation gives

a → a + ∇k fk. (2.13)

In 2Ds, the BZ can be regarded as a torus, and the wavefunction is expected to
be periodic. Naively, one might think that the above equation Eq. (2.11) vanishes
due to the periodicity because the path of the integral contains the same states with
opposite directions (see Fig. 2.1). However, v becomes nonzero, when the phase of
the wavefunction cannot be determined uniquely and smoothly in the whole BZ;
in other words, the phase singularity in the BZ cannot be removed by any gauge
transformation when v is not trivial.

To investigate the relation between the phase and the Hall conductivity, we con-
sider an arbitrary eigenstate |uk〉 on 2D systems, and we try to determine the phase of

2 For a vector x = x1e1 + x2e2 + x3e3 where ei=1,2,3 are the basis vectors, the wedge product ∧
is defined as

dx1 ∧ dx2 = e1 × e2dx1dx2 = e3dx1dx2. (2.10)
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BZ

BZ

O Gx

Gy

Fig. 2.1 Schematic the 2D BZ. Gx,y denote the reciprocal wavevectors for the x and y directions.
The arrows show the direction of the path integral for the Hall conductivity. In the calculation, the
paths with opposite arrows cancel with each other, when the phase of the wavefunction is defined
smoothly in the whole BZ

the wavefunction in the whole BZ. There is a simple way to determine the phase; we
first fix a certain position r = (x, y), and we require a component of the state vector
|uk〉 at the position r, uk(r) = 〈r|uk〉, to be real. If uk(r) has a non vanishing phase
gk which is assumed to be real and smooth, we perform the gauge transformation,

|u′
k〉 = e−igk |uk〉, (2.14)

where eigk = uk(r)
|uk(r)| , and thus, we can make u′

k(r) to be real.
On the other hand, we cannot do this when the wavefunction vanishes for some k.

For simplicity, we assume that uk(r) vanishes only at k = k0. Then, the phase of
uk(r) cannot be determined at k = k0; by the singularity, the phase of the wave-
function uk(r) is determined except for k = k0. Here, we again fix the phase of
uk(r) to be real as Eq. (2.14), for k ∈ BZ −{k0}. To make clear the argument, we
divide the BZ into two, HI and HI I ; HI contains a vicinity of k = k0, and HI I

is the complement of HI in the BZ. Then, we choose another position r′ such that
the component of uk(r′) does not vanish in the region HI including k = k0. Since
uk(r′) does not have a singularity in HI , we can impose it to be real by using a real
function hk as

|u′′
k(r′)〉 = e−ihk |uk(r′)〉, (2.15)

where eihk = uk(r′)
|uk(r′)| . Thus, we have a wavefunction whose phase is defined in the

whole BZ in Fig. 2.2.

{
|uk∈HI 〉 = e−ihk |uk〉
|uk∈HI I 〉 = e−igk |uk〉. (2.16)

The remaining problem is the phase on the boundary between HI and HI I . If the
phases can be connected smoothly there, it is inconsistent with the initial assumption
that we cannot define the phase to be smooth in the whole BZ. Therefore, there is a
phase mismatch at the boundary ∂H ,

|uk∈HI 〉 = ei tk |uk∈HI I 〉, (2.17)
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Fig. 2.2 Schematic of
diagram of a phase of a
wavefunction. To determine
the phase on the entire BZ, it
is divided into two regions.
At k = k0, there is a
singularity of the phase for
uk(r)

BZ

k = k0

H

HII

I

k

k

x

y

O Gx

Gy
H6

where tk = gk − hk. Because the connection depends on the gauge, we define the
connections as aI and aI I on HI and HI I , respectively. TheHall conductivity coming
from the two regions is expressed as

σxy = e2

�

∫
BZ

dk[∇k × a]z

= e2

�

∫
HI

dk[∇k × aI ]z + e2

�

∫
HI I

dk[∇k × aI I ]z

= e2

h
v (2.18)

v = 1

2π

∫
∂H

dk · (aI − aI I ) = 1

2π

∫
∂H

dk · ∇tk. (2.19)

The constant v defined in Eq. (2.19) is called the Chern number and must be integer
because tk comes from the gauge transformation, and its change around ∂H is an
integer multiple of 2π . v is a topological invariant; it does not change by any smooth
deformation of the path ∂H . In addition, since the nontrivial winding of the phase
difference tk is supported by the existence of the singularity, it never changes from
the integer by small external perturbation which does not close the band gap.

2.1.2 Adiabatic Charge Polarization by the Berry Phase

In the previous section, we have discussed the Hall current originating from the Berry
phase. The Hall current emerges when the quantum states change with time; there is
a correspondence between the perturbation and time evolution of the wavenumber.
Here, we consider the charge polarization in the form of the Berry phase by an
adiabatic change of external perturbations. The Schrödinger equation is given as



10 2 Topological Invariant and Topological Phases

H(k, λ)|ψk,λ〉 = E(k, λ)|ψk,λ〉, (2.20)

where the eigenfunction |ψk,λ〉 has the Bloch formwith |ψk,λ〉 = eik·r|uk,λ〉, and the
wavefunction and the Hamiltonian explicitly depend on a parameter λ representing
an external perturbation. λ changes from the initial state with λ = λi to the final
state with λ = λ f continuously. For example, when we apply pressure the system,
the lattice structure is distorted weakly, and this affects the quantum states by the
perturbation. Since the Bloch wavefunction spreads out over the system periodically,
we use Wannier functions defined as

|R, λ〉 = 1√
N0

∑
k

eik·(r−R)|uk,λ〉, (2.21)

where R specifies one of the lattice sites, and N0 is the number of lattice sites. Then
the polarization P in units of the electronic charge e is given as

Pλ = 〈R, λ|r|R, λ〉
=

∑
k

ak,λ, (2.22)

where ak,λ is the previously defined connection, and we used the relation

(r − R)|R, λ〉 = 1√
N0

∑
k

−i(∇ke
ik·(r−R))|uk,λ〉,

= 1√
N0

∑
k

[
−i∇k(eik·(r−R)|uk,λ〉) + ieik·(r−R)|∇kuk,λ〉

]
. (2.23)

Therefore the polarization vector after the adiabatic change is given as

ΔP = Pλ f − Pλi =
∑

k

(ak,λ f − ak,λi ), (2.24)

Here, we assume that the wavefunctions for wavevectors different by a reciprocal
lattice vector are equal, including the phase. Then the x-component of the polarization
is given as

ΔPx = − 1

2π

∫
dkx (ã

x
kx ,λi

− ãx
kx ,λ f

) − 1

2π

∫
dλ(ãλ

nπ,λ − ãλ
n−π,λ)

= − 1

2π

∮
d(kx , λ) · (ãx

kx ,λ, ãλ
kx ,λ), (2.25)

where ãx,(λ)
kx ,λi

= ∑
ky ,kz

ax(λ)
k,λi

, aλ
k,λi

= 〈ukλ|i∂λukλ〉, and the added term is zero by our
assumption. Therefore the charge polarization is described by the contour integral of
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Fig. 2.3 Schematic of the
path for the integral of the
Berry connection

kx

λ

−π π

λ

λ

i

f

the Berry connection (Fig. 2.3). In addition, by the Stokes theorem, the polarization
is represented by the Berry curvature as

ΔPx = − 1

2π

∮
dkxdλb̃xλ

kx ,λi
, (2.26)

b̃xλ
kx ,λi

= ∂x ãλ
kx ,λi

− ∂λãx
kx ,λi

. (2.27)

This polarization can be interpreted as the displacement of the center of the Wannier
function, and the piezoelectric effect is studied based on this notion in detail [8, 9].
In particular, when the external perturbation is periodic, ΔPx becomes an integer.

2.1.3 Laughlin’s Gedanen Experiment

Laughlin gave an explanation of the quantization of the Hall conductivity [3], in
terms of the gauge invariance. We consider a 2DEG on the xy plane subjected to a
strong magnetic field along the z axis. The Hamiltonian is

H = 1

2m
(p + eA)2. (2.28)

By using the Landau gauge,

{
Ax = −By

Ay = 0
. (2.29)

The system has translational symmetry along the x direction, and we impose the
periodic boundary condition for the x axis, and the open boundary condition for the
y axis with the size Lx × L y . Hence this system is regarded as a cylinder along the
y axis. The Hamiltonian for the 2DEG is expressed as

Hkq = e−ikq x Heikq x

= 1

2m
p2y + 1

2
mω2

c (y − kq�2)2, (2.30)
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V

B

Φ

x

y

Ix

Fig. 2.4 Schematic of the geometry of the 2DEG system. The magnetic field is applied perpendic-
ular to the cylinder. The system is periodic along the x axis, and the flux penetrates the cylinder.
Along the y axis, the open boundary condition is imposed and the electronic field is applied. The
Hall current is generated by the flux

where ωc = eB
m is the cyclotron frequency, � =

√
�

eB is the magnetic length, and

the wavenumber is given as kq = 2π
Lx

q with an integer q. From this Hamiltonian,
the eigenstates has the same form as the harmonic oscillator, which has its center at
yq = kq�2. The eigenvalue forms the Landau level, given as

εn = �ωc

(
1

2
+ n

)
, (2.31)

n = 0, 1, 2, . . . , (2.32)

which does not depend on the wavenumber. When the wavenumber is changed as
q → q +1, while the energy spectrum is invariant, the center of the eigenstate shifts
by δy = 2π�

eBLx
. Therefore, the system is invariant under the gauge transformation

A → A + δA, where δA = ( δΦ
Lx

, 0), and δΦ = 2π�

e .
Now, we consider the Fermi energy is on the gap between the Landau levels εv

and εv+1. Due to the periodicity along the x axis, the Aharanov-Bohm flux along the
cylinder axis is introduced (Fig. 2.4). The change of the energy by the flux is given as

δ〈H〉 = 〈H(A + δA)〉 − 〈H(A)〉 = −δΦ

Lx

∫ Lx

0

∫ L y

0
dr jx

= −δΦ Ix (2.33)

where 〈O〉 denotes the average value of the operator O , Ix is the current along the x
axis, the current density is given as

jx = −e

〈
px + eAx

m

〉
= −

〈
∂H

∂Ax

〉
, (2.34)

and we used the invariance of the sates under the flux change δA. Therefore, the Hall
current is given as the change of energy by the fictitious flux as



2.1 Integer Quantum Hall Effect 13

Ix = −δ〈H〉
δΦ

. (2.35)

The change of the energy is estimated by the movement of the electron gas. Since the
voltage V (y) is applied along the y axis, the electrons are subjected to the electronic
field V (L y)−V (0)

L y
, and all of the electrons move along the y axis by δy = 2π�2

Lx
by the

flux. Therefore δ〈H〉 is given as

δ〈H〉 = −eδy × V (L y) − V (0)

L y
× vN0

= −ev(V (L y) − V (0)) (2.36)

where N0 = Lx L y

2π�2
is the degeneracy of one Landau level.3 Therefore, we have the

current as

Ix = v
e2

h
(V (L y) − V (0)), (2.37)

with the quantized conductivity v e2
h . The calculation of the change of the energy

corresponds to the integral of the current density jx with respect to the wavenumber
kx , since the momentum has the covariant form, k + eA. In another perspective,
charges move along the y axis by δy by the flux insertion, and therefore the charge
polarization occurs.

In this context, we discuss the charge polarization previously mentioned in
Sect. 2.1.2. We consider the 2DEG system with the periodic boundary condition
along the x and y axes. The system can be regarded as a torus, and the flux penetrates
along the y axis. By the flux δΦ, the variation of the gauge is given as δA = (0, δΦ

L y
),

and a change of the charge polarization at ky along the x axis becomes

ΔPx (ky) = 1

2π

∫
dkx (axk+eδA − axk). (2.38)

Since the flux causes the momentum shift, the total polarization is given as

ΔPx =
G y∑

ky=0

ΔPx (ky) = 1

2π

∫
dkx (axk+(0,G y) − axk)

= − 1

2π

∫
dkbz(k). (2.39)

3 When the Landau level is filled, the electron density per Landau level is given as N0
Lx L y

= eB
h =

1
2π�2

.
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Therefore, the change of the charge polarization by flux insertion is also described
by the Chern number.

We have seen the states move in momentum space by the flux insertion. This
movement and the electronic current imply existence of the electronic states crossing
the Fermi energy, which cannot be seen in the bulk states. Indeed, these hidden states
are localized at edge, and this fact is consistent with the quantized conductivity that
does not depend on the size of the system. Thus, we conclude that the Chern number
is an indication of the boundary states carrying the quantized conductivity. While
the Chern number is defined as a quantity in the bulk with translational symmetry,
remarkably, we can extract information of the boundary states from it. This is a basic
notion of the bulk-boundary correspondence, which has been applied to broad classes
of topological insulators.

2.1.4 Physical Picture of the Edge State

The topological order in the QH effect manifests itself in the existence of the edge
states, which is localized on the edge of system, and the quantized conductivity is
carried by the edge channel. In this section we explain an intuitive picture of edge
states proposed by Halperin and Büttiker [10, 11]. We assume a 2DEG system in the
xy plane with a magnetic field B along the z axis, and an electric field E is applied
along the y axis (Fig. 2.5a). The classical velocity of the center of the cyclotron
motion vc is given as

vc = E × B
B2 . (2.40)

For the n-th Landau levels, the energy of the edge states En is described as

En = −eW (r) + �ωc

(
1

2
+ n

)
, (2.41)

where ωc is the cyclotron frequency, and −eW (r) is the confinement potential at the
position r (Fig. 2.5b). The density of states in each Landau level per unit area is Be

h .
Therefore, the Hall current density jn

x for the n-th Landau level is given as

jn
x = −e

(
Be

h

)
θ

(
μ − eW (r) + �ωc

(
1

2
+ n

))(
− 1

B

∂W

∂y

)
, (2.42)

where we use vcx = Ey
B = − 1

B
∂W
∂y

due to the confinement, and μ is the chemical

potential. The Hall current I n
x at the edge is given as

I n
x = e2

h

∫ L y

0
dyθ

(
μ − eW (r) + �ωc

(
1

2
+ n

)) (
∂W

∂y

)
. (2.43)
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E vc

Ly

Lx

B

y

x,y

Lx,y

(b) W

0

(a)

(c)

x

Fig. 2.5 a Schematic of a 2DEG system. The magnetic field B is applied along the z axis, and
the electric field E is along the y axis. The curve illustrates a cyclotron motion with the classical
velocity vc. b Schematic of the confinement potential W . W is divergent outside of the system. The
balls represent electrons confined within the system, and the arrows show the directions of the force

due to the effective electric field ∂W
∂r

. c Schematic of the cyclotron motion in a 2DEG system. The

cyclotron motion is illustrated as circles whose arrows represent the direction of the motion. The
neighboring motions cancel each other, and only the skipping orbits at the edge remain

When μ > En(r) for any r ∈ [0, Lx ] × [0, L y], the Hall current is given as

I n
x = e2

h
(W (L y, x) − W (0, x)) = e2

h
V, (2.44)

where we use the fact that the difference of the confinement potential corresponds to
the electric voltage V in the y direction. When the n-th Landau level with 0 ≤ n ≤
v − 1 is filled, the Hall current Ix is given by

Ix = v
e2

h
(W (L y, x) − W (0, x)) = v

e2

h
V, (2.45)

which is a well-known result for the integer QH effect. In this case, each Landau
level is shown to have the Chern number unity. Then we can see that Eq. (2.45) is a
special case of Eq. (2.7).

We note that the edge mode is interpreted also from the picture of a collection of
the cyclotron motions. In the collection of the cyclotron motions under the magnetic
field, they cancel each other in the bulk, but do not on the edge. Only the cyclotron
motions forming skipping orbits along the edges remain on the edges, and they make
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the edge current called the chiral edge states (Fig. 2.5c). From this intuitive picture,
we see that the direction of the chiral edge mode results from that of the cyclotron
motion.

2.1.5 Berry Curvature in Systems with Broken Time-Reversal
Symmetry

So far, the QH effect is shown in the 2DEG in a magnetic fields. Each Landau
level is labeled with the Chern number nc = 1, and Chern numbers of the system
corresponds to the number of the occupied Landau levels. In this case, the magnetic
field is important to generate the QH effect. In a time-reversal invariant system the
Hamiltonian H satisfies the relation

Θ H(k)Θ−1 = H(−k), (2.46)

where k is the wavevector, and the time-reversal operator Θ = iσy K is represented
by the product of the y-component of the Pauli matrix σy acting on spin degrees of
freedom and the complex conjugation operator K . If the system has the time-reversal
symmetry, the Chern number v vanishes because the Berry curvature satisfies the
relation (Sect. 6.1.1),

b(k) = −b(−k). (2.47)

Conversely, a nonzero Chern number requires breaking of time-reversal symmetry.
In the normal QH effect, magnetic field s are used to break time-reversal symmetry.
However magnetic fields are not necessary to realize the QH effect, as in the case for
the Haldane model [12]. On the other hand, in time-reversal-invariant systems, we
need another scheme for topological characterization in terms of a new topological
invariant. It leads to the Z2 topological number, as is introduced in the next section.

2.2 Topological Insulator

Topological insulators are new states of matter, which are proposed by Kane and
Mele, and by Bernevig and Zhang [13–18]. In TIs, the bulk is gapped while the
boundary of the system is metallic and they are realized in the presence of time-
reversal symmetry. Strong spin-orbit interaction (SOI) is required to realize TIs.

The two-dimensional (2D)TIwasfirst proposed in graphene, and the gap is formed
by the spin-orbit interaction. However, the SOI is too small to realize the 2DTI in
graphene in experiments. After that proposal, Bernevig et al. theoretically predicted
realization of the 2DTI in HgTe quantum well in 2006 [15], and in 2007 König

http://dx.doi.org/10.1007/978-4-431-55534-6_6
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Fig. 2.6 Schematics illustrating edge states of 2DTIs. a The edge current of the 2DTI in the ribbon
geometry, b The dispersion of the edge states is shown as blue and red lines. There are two states
with opposite directions of velocities and opposite spins, forming a Kramers pair

et al. observed the 2DTI through the quantized edge conductivity in the quantum
well [19]. In 2DTIs, there are edge states consisting of a pair of spin-filtered states,
whose spins and velocities are opposite to each other due to the Kramers’s theorem
(Fig. 2.6a). Such edge states consisting of counterpropagating states are called helical
edge states. The 2DTI can be understood as a superposition of two QH systems with
opposite magnetic fields for the two spin states (Fig. 2.6b).

In 2007 three-dimensional (3D) TIs were predicted theoretically [16, 17, 20]
and Bi1−xSbx was predicted as a 3DTI [17]. Subsequently they were realized in
experiments: Bi1−xSbx [21], Bi2Se3 [22, 23] and Bi2Te3 [24]. Since then, the search
for 3DTI has been ongoing actively. An effective theory for the surface states of
the 3DTI is described by the massless Dirac equation. The dispersion is linear in
the wavevector, and typically the spin is perpendicular to the wavevector. There are
two possibilities for the relation between the spin and wavevector (Fig. 2.7), called
chirality. Materials which were identified as 3DTIs such as Bi2Se3, and Bi2Te3 have
the chirality illustrated in Fig. 2.7a. A recent experiment shows that the surface states
in Bi4Se2.6S0.4 have the opposite chirality from these materials (Fig. 2.7b) [25].

Transport phenomena by these boundary states in TI are unique. In the edge
states of 2DTIs, the back-scattering is prohibited, and therefore the edge channel
perfectly conducts. This is because the two states within the edge channels form a

Fig. 2.7 Schematics of the
dispersion of the surface
states (a, b). The circle
shows the Fermi surface of
the surface states above the
Dirac point, and the arrows
pointing along the Fermi
surface are spins. a and b
correspond to opposite
chiralities
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Kramers pair, and backscattering between them is prohibited; the gapless edge states
are robust against impurities as long as time-reversal symmetry is preserved [26,
27]. On the other hand, in 3DTIs the surface current is diffusive because impurity
scatterings occur unlike the edge states in 2DTIs. As an application of the transport
in TIs, thermoelectric phenomena have been studied. For the thermoelectronic figure
of merit [28, 29], it is generally known that low-dimensionality is favorable [32,
33]. There are metallic states which are localized at the edges of TIs, and in several
papers, enhanced thermoelectric transport has been reported by using the edge states
of TIs [30, 31, 34].

2.2.1 Topological Invariant Under Time-Reversal Symmetry

Systems under time-reversal symmetry are characterized by the Z2 topological num-
bers. The Z2 topological number was first introduced in 2D systems [13–16, 35].
Then later, the theory was extended to 3D [17]. In the following, we explain the idea
of the Z2 topological number.

By the time-reversal symmetry, the Bloch wavefunctions |u(k)〉 and |Θu(k)〉 are
degenerate, and orthogonal to each other (Sect. 6.2). This is the Kramers theorem;
the dispersion is symmetric with respect to k because the wavevector of the states
|Θu(k)〉 is −k, and therefore the states at k and −k have opposite spins from each
other. The energy spectra necessarily cross and the states are doubly degenerate
by Kramers’s theorem at time-reversal invariant momenta (TRIM) k = Γ where
Γ = −Γ (modG) andG is a reciprocal lattice vector; in other words, the degeneracy
at the TRIM is protected as long as time-reversal symmetry is preserved.

In systems with time-reversal symmetry, the Chern number vanishes because
Berry curvatures contributed from |u〉 and |Θu〉 cancel each other. We first consider
a special situation where the states are eigenstates of the spin along z, sz = ± and the
two subspaces with sz = + and sz = − are decoupled. Therefore |u〉 and |Θu〉 have
opposite spins to each other, and are labeled with sz = ±. Then edge currents from
sz = ± states run along opposite directions with opposite spins due to the SOI as
the driving force [36–41], which does not break time-reversal symmetry. Therefore
in this simple case we can construct a topological invariant (Chern number) for each
subspace with sz = ±. Namely the two subspaces from sz = ± have Chern numbers
with opposite signs to each other. When these Chern numbers are not zero, as we
learned in Sect. 2.1.4, we have the charge polarizations when the wavefunction is
changed adiabatically by a reciprocal lattice vectors, and it leads to the topological
edge states.

This notion is generalized in terms of time-reversal polarization [35] when sz

is no longer conserved; in a general system with time-reversal symmetry, the two
subspaces sz = + and sz = − are not decoupled, and the Chern numbers within each
sector cannot be defined. Hence, in general cases, topological invariants are directly
given by the difference of the charge polarizations between the pairs connected by
time-reversal operation: |u〉 and |Θu〉. For 2D systems, by calculating the difference
of the charge polarizations by using Eq. (2.39), under a change of wavevector by a

http://dx.doi.org/10.1007/978-4-431-55534-6_6
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half of the reciprocal lattice vector along the x axis, the Z2 topological number v is
defined as

v ≡ 1

2π

[∫
BZ1/2

Tr(F ) −
∮
∂BZ1/2

Tr(a)

]
(mod 2) (2.48)

where BZ1/2 means a half of the BZ. The topological number takes v = 1 for
topologically nontrivial systems or v = 0 for ordinary insulators. This expression
coincides with the above discussion because the integration of Tr(F ) over half of
the BZ means the polarization contributed from one of the Kramers pair. We note
that the definition of the Z2 topological number Eq. (2.48) can be extended to 3DTIs.

The Z2 topological number can be represented by a more convenient form. To
this end, we define the following 2N × 2N matrix as

wmn(k) = 〈u−k,m |Θ|uk,n〉, (2.49)

where m, n are band indices, which run over occupied bands, and 2N is the total
number of occupied bands.At eachTRIMΓi=1,2,...,M , an index δi = ±1 is defined as

δi ≡
√
det [w(Γ i )]

Pf [w(Γ i )]
, (2.50)

and then the Z2 topological number v is defined as

(−1)v ≡
M∏

i∈TRIM
δi , (2.51)

where M is the number of TRIM in the BZ e.g., M = 4 in 2D, M = 8 in 3D.4

Due to Pf[w(Γ i )]2 = det[w(Γ i )] there seems to be an ambiguity in the sign of√
det[w(Γ i )] relative to Pf[w(Γ i )]. It is uniquely determined by defining the wave-

function smoothly between TRIM in the BZ. For this purpose we define the function
as

eiθ(k) ≡ det [w(k)]

|det [w(k)]| . (2.52)

We consider a path between two TRIM Γ a,b in the BZ, and vary the phase eiθ(k)

smoothly along the path. At Γ a and Γ b, we define θ0(Γ a) and θ0(Γ b) as

ei
θ0(Γ i )

2 ≡ Pf[w(Γ i)]
|Pf[w(Γ i)]| . (2.53)

4 In 1D the Z2 topological number cannot be defined. For example, by a gauge transformation
|u〉 → eik/(2Γ )|u〉 where Γ is a half of the reciprocal lattice vector, the Z2 topological number
changes as (−1)v → −(−1)v.
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Then, by going from Γ a to Γ b, the gained phase of the determinant of w(k) is

θ0(Γ b) − θ0(Γ a) + 2πΔab, (2.54)

where Δab is an integer. The adiabatic transition of the phase is expressed as

√
det [w(Γ b)]

|det [w(Γ b)]|

√
|det [w(Γ a)]|
det [w(Γ a)]

= ei
θ0(Γ b)−θ0(Γ a )

2 +π iΔab (2.55)

From Δab, we define another index related with the time-reversal polarization πab

as

πab ≡ δaδb = eπ iΔab . (2.56)

When the phase turns even (odd) times in the Gauss plane δaδb = +1(−1). By using
Eq. (2.56), the Z2 topological number (Eq. 2.51) is calculated. Figure2.8 shows an
example of the calculation of v in a 2D system with a function R(k) = eiθ . In this
case we have δ1δ2 = −1 and δ3δ4 = +1 for the paths Γ1 → Γ2 and Γ3 → Γ4,
respectively; it leads to v = 1, and the system is a TI. There are edge states which
cross the Fermi energy.

2.2.1.1 Z2 Topological Number in 3D and Phase Transitions

In 3Ds, there are eight TRIM in the BZ which are described as

Γn = 1

2
(n1G1 + n2G2 + n3G3), (2.57)

where ni=1,2,3 = 0, 1, The Z2 topological numbers (v0; v1, v2, v3) are defined as

(−1)vk ≡
∏

nk=1;n j =k

δn, (2.58)

where k = 1, 2, 3, and v0 is described by Eq. (2.51) for M = 8. For v0 = 1 the
system is in the topologically non-trivial phase, called a strong TI, which has an
odd number of Dirac cones as the surface states. Strong TIs are also simply called
as TI, because the novel surface states are guaranteed by the Kramers theorem. On
the other hand for v0 = 0, there are an even number of Dirac cones as the surface
states, and the system is called a weak TI. In weak TIs, the systems can be regarded
as stacked layers of 2DTI. By using the indices (v1, v2, v3) the normal vector of the
layers constituting the weak TI is described as

Gv = v1G1 + v1G3 + v3G3. (2.59)
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Fig. 2.8 Schematic example of the calculation of v in a 2D system. R(k) is the phase of Eq. (2.52),
plotted as ei R(k) in the complex plane. a The BZ of a 2D system and TRIM. b The change of the
phase (Eq. 2.52) in each path between TRIM. In this case we have δ1δ2 = −1 and δ3δ4 = +1 for
the paths Γ1 → Γ2 and Γ3 → Γ4, respectively; namely v = 1, and the system is a strong TI

The weak TI is similar to ordinary insulators, because it includes trivial band insu-
lators, and even if there are nonzero number of Dirac cones as the surface states, the
gapless states are fragile against impurities or defects.

To illustrate the surface states of strong and weak TIs, we define an index associ-
ated with each surface TRIM as

π z
n1,n2 ≡ δ(n1,n2,0)δ(n1,n2,1). (2.60)

In the 2D, we have explained that bound states cross the Fermi surface between
TRIMwith different time-reversal polarizations. Then the Fermi surface on the (001)
surface is illustrated as Fig. 2.9 schematically. In Fig. 2.9a the system is the strong TI
with (π z

0,0, π
z
1,0, π

z
01, π

z
11) = (1, 1, 1,−1). In this case there is a single-Dirac cone

whose Fermi surface encloses Γ̄11. On the other hand for (π z
0,0, π

z
1,0, π

z
01, π

z
11) =

(−1, 1, 1,−1) (Fig. 2.9b), the system is the weak TI with an even number of Dirac
cones.
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Fig. 2.9 Schematic examples of surface Fermi surfaces for the (001) surface. Γ̄n1n2 are TRIMof the
surface BZ. Curves represent possible Fermi surfaces in the strong TI (a) (π z

0,0, π
z
1,0, π

z
01, π

z
11) =

(1, 1, 1,−1), and in the weak TI (b) (π z
0,0, π

z
1,0, π

z
01, π

z
11) = (−1, 1, 1,−1). Blue and red dots

represent TRIM with π z = +1 and π z = −1 respectively

The Z2 topological number v is also discussed in the context of the topologi-
cal field theory without interactions [42, 43]. In the theory, the effective action for
electromagnetic fields Seff in TIs is expressed as

Seff = SMaxwell + Stopo =
∫

d3xdt

[
1

16π
Fμv Fμv + αθ

32π
εμvστ Fμv Fστ

]
, (2.61)

where Fμv is the field strength of the electromagnetic fields, SMaxwell describes
the conventional electromagnetic action, Stopo is characteristic in TIs, εμvστ is the
antisymmetric tensor, α is the fine-structure constant and θ = πv. From Stopo, the
Lagrangian Ltopo is described as

Ltopo = θ
e2

2πh
E · B. (2.62)

This causes the magnetoelectric effect [42, 44], where the time-reversal symmetry
needs to be broken. Due to the correspondence between v and θ , trivial insulators
have v = 0 and Stopo vanishes. In this theory v is described as

v = θ

π
≡ 1

4π2

∫
Tr

(
a ∧ da + i

2

3
a ∧ a ∧ a

)
. (2.63)

This is also known as the Chern-Simons term in the quantum field theory.

2.2.1.2 Z2 Topological Number with Inversion Symmetry

When the system is invariant under the parity transformation (space inversion), the
index δi is given as [45]
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δi =
N∏
m

ξ2m(Γ i ), (2.64)

where ξ2m(Γ i ) is the eigenvalue of the parity operator P of the 2m-th band at a
TRIM Γi and the takes the value ξ2m(Γ i ) = ±1. This formula (2.64) was proposed
by Fu and Kane. From this formula, Bi1−xSbx for 0.07 < x < 0.22 was predicted
as a TI. At each TRIM, each band is doubly degenerate due to the Kramers theorem;
the 2m-th and 2m +1-th bands have the same eigenvalue. This representation makes
clear the condition when the topological phase transition occurs. We consider a case
where there are 2N filled bands and the Fermi energy is in the gap between the 2N -th
and 2(N + 1)-th bands. A 2× 2 Hamiltonian H of the 2N -th and 2(N + 1)-th bands
on a TRIM Γi are represented as

H =
(

Δ 0
0 −Δ

)
, (2.65)

where ±Δ are the energy eigenvalues of the bands. Due to the degeneracy, we omit
the eigenstates of 2N − 1-th and 2N + 1-th bands from the representation of the
Hamiltonian. The eigenstates are

|ψ0〉 =
(
1
0

)
, |ψ1〉 =

(
0
1

)
, (2.66)

where |ψa〉 represents the eigenstate of the 2(N + a)-th band for a = 0, 1, with the
eigenvalue of the parity as Pa (Fig. 2.10). We treat Δ as a tunable parameter, and the
Fermi energy is assumed to be zero.5 δi becomes

δi =
{∏N−1

m ξ2m(Γ i )P1 (Δ > 0),∏N−1
m ξ2m(Γ i )P0 (Δ < 0).

(2.67)

When P0 and P1 are of opposite signs, the time-reversal polarization changes with
the sign of Δ. We further assume that the tuning of Δ does not affect any other states
on TRIM. In this case when Δ gets across zero, a phase transition occurs. Namely,
when the Fermi energy is sandwiched between bands with opposite eigenvalues
of the parity,6 either of the following two cases occurs; (i) the phase is a TI or
(ii) the phase is a normal insulator and it becomes a TI if the gap is inverted. The Z2
topological numbers were also calculated by this formula in Bi2Te3 and Bi2Se3 [46].
The calculation predicted that they are TIs with a single-Dirac cone on the Fermi
surface, which well agrees with experiments in these materials [22–24].

5 We assume the tuning affect only the four bands around the Fermi energy.
6 For example ψ1 consists of s-orbitals, and ψ2 consists of p-orbitals.
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Fig. 2.10 Schematics of energy spectra. EF is the Fermi energy, δi is the index related with the
time-reversal polarization, ψ0,1 and P0,1 are states of the 2N -th and 2(N + 1)-th bands and the
parity eigenvalues. δi ∝ P1 for a Δ > 0, and δi ∝ P0 for b Δ < 0. When P0 and P1 have opposite
signs, the index δi changes the sign by tuning Δ from Δ < 0 to Δ > 0

2.2.2 Surface Effective Hamiltonian

When a system is in the Z2 non-trivial phase, the surface states can be obtained from
the bulk Hamiltonian by imposing appropriate boundary conditions. This can also
be done by using a low-energy effective model [46–48]. Near the TRIM where the
surface states are degenerate, called the Dirac point, the surface Hamiltonian Hs and
its eigenvalue Es are expressed as

Hs(k) = v(σx ky − σykx ), (2.68)

Es = s|vk| (2.69)

where v is the Dirac velocity and the sign of s(= ±) corresponds to the upper or
lower Dirac cones.7 The eigenstate ψs is given as

ψs = 1√
2

(
is

v
|v|e

iφk

)
eik·r, (2.70)

whereφk = arctan
(

ky
kx

)
and r represent the coordinate on the surface. The sign of the

velocity v
|v| corresponds to the chirality, (a) or (b) in Fig. 2.7. They are topologically

distinguished when the system has mirror symmetry. This correspondence will be
discussed in Chap. 3 in detail.

7 The Hamiltonian (Eq. 2.68) is transformed into v(σ · k) by the unitary transformation, which is
known as the massless Dirac Hamiltonian. Therefore we call Eq. (2.68) as the Dirac Hamiltonian.

http://dx.doi.org/10.1007/978-4-431-55534-6_3
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2.3 Topological Flat-Band States in Honeycomb Lattice

Previously, we have seen emergence of edge states in topological insulators. Here,
we review flat-band states on edges. Manifestation of the edge states in this class is
supported by metallic bulk states. A similar type of the flat-band states will be dis-
cussed in Chap.4, and the origin of the edge states is explained. Flat bands have been
studied particularly in the context of possible ferromagnetism driven by interactions,
as was proposed by Lieb [49], and successively by Mielke and Tasaki [50–53]. On
the other hand, from the research on graphene [54] it is known that the tight-binding
model with nearest-neighbor hopping on a honeycomb lattice with a zigzag edge
exhibits flat-band edge states [55], and its origin is topologically interpreted [56]. In
addition, the flat-band edge states can be seen in the 3D diamond lattice model [57].

Here we review the flat-band states in the honeycomb lattice model and discuss
their topological origin. In the dispersion of a graphene ribbon with zigzag edges,
the flat-band edge states appear between the wavenumbers corresponding to the
projection of Dirac points at K and K′. In contrast, there are no flat-band edge
states in the graphene ribbon with armchair edges, because in the projection of the
dispersion, Dirac cones at the K and K′ points overlap each other.

When the hopping of the tight-binding model on the honeycomb lattice becomes
anisotropic, the Dirac points in the bulk BZmove away from the K and the K′ points.
Moreover, when the anisotropy is sufficiently large, the two Dirac points meet and
the bulk dispersion relation becomes linear in one direction and quadratic in the other
[58]. In that case, the flat-band edge states cover the whole one-dimensional (1D)
BZ [59]. With a further increase of the anisotropy, the bulk becomes gapped while
the completely flat band remains in the edge BZ.

2.3.1 Dispersion of the Honeycomb Lattice Model

We first review the flat-band edge states on the honeycomb-lattice structure shown in
Fig. 2.11a, and study the completely flat band for the models with anisotropy, which
has been studied by Delplace et al. [59]. We consider a tight-binding Hamiltonian
on this lattice,

H =
∑
〈i j〉

c†i ti j c j , (2.71)

where ti j is the hopping integral along the nearest-neighbor bond vector τ a , and
ci (c

†
i ) is the annihilation (creation) operator of the electron. We treat the hopping

integral ti j as a real positive parameter, and it is labeled with the vectors τ a as ta .
The bulk Hamiltonian matrix Hb(k) at wavevector k is given as

http://dx.doi.org/10.1007/978-4-431-55534-6_4
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Fig. 2.11 a Schematic of the honeycomb-lattice structure. The dotted line shows a choice of unit
cell with translational symmetry along the edge. The arrows show the directions along zigzag,
armchair, and Klein edges. b The first BZ of the honeycomb lattice. Dots at the zone corners show
the gap-closing points for the graphene model (t1 = t2 = t3 = 1). Namely, the bulk bands become
gapless at K and K′ points, when the hopping integral is isotropic. By increasing t1 from unity, the
gap-closing points move away from K and K′ points as shown by the arrows. The flat-band edge
states expand in the BZ as the bulk gap-closing points move. c The dispersions of ribbons for t1 = 1
and 2.2 at t2 = t3 = 1, with zigzag, armchair and Klein edges. In zigzag and Klein edges, flat bands
appear at the zero energy

Hb(k) =
(

0
∑3

i=1 tie−ik·τi∑3
i=1 tieik·τi 0

)
. (2.72)

where the subscript “b” means the bulk. τ i=1,2,3 are expressed as τ 1 = (0, 1), τ 2 =
(−

√
3
2 ,− 1

2 ), τ 3 = (
√
3
2 ,− 1

2 ), and we put the length of the nearest-neighbor bonds
as unity. For simplicity ti are assumed to be positive. The primitive vectors ai=1,2
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are a1 = (
√
3
2 , 3

2 ), a2 = (−
√
3
2 , 3

2 ), and the reciprocal primitive vectors are G1 =
2π 2

3 (
√
3
2 , 1

2 ), G2 = 2π 2
3 (−

√
3
2 , 1

2 ).

We first note that the bulk Hamiltonian Hb has chiral symmetry:

σz Hbσz = −Hb, (2.73)

where σz is the Pauli matrix. Therefore, if |ψ〉 is an eigenstate with an eigenvalue E ,
σz |ψ〉 is an eigenstate with energy −E . The eigenvalues are given by

Eb(k) = ±
∣∣∣∣∣

3∑
i=1

tie
−iτ i ·k

∣∣∣∣∣ . (2.74)

Hereafter we put parameters as t2 = t3 = 1, and t1 = t , where t is a real positive
tunable parameter. The bulk dispersion is given as

E2
b =

(
t + 2 cos

√
3kx
2 cos 3ky

2

)2

+ 4 cos2
√
3kx
2 sin2 3ky

2 . (2.75)

Because of the chiral symmetry, the gap closes only at zero energy. The bulk gap-

closing points (k∗
x , k∗

y) are given by the equations: cos
√
3k∗

x
2 = ± 1

2 t and sin 3
2k∗

y = 0.
The equations give two gap-closing points in the bulk BZ, and they exist for t ≤ 2.
The gap-closing points move with the change of the anisotropy t , as pointed out by
Dietl et al. [58]. For t = 1, i.e. the tight-binding model of graphene, the upper and

lower bands touch at K ( 2π
√
3

9 , 2π
3 ) and K′ (− 2π

√
3

9 , 2π
3 ), and with the increase of t

the gap-closing points get closer along the line ky = 2π
3 (Fig. 2.11b). Around each

of the two gap-closing points, the dispersion forms a Dirac cone, and Berry phase
around each gap-closing point is π , which is protected by chiral symmetry. Because
of this π Berry phase, the gap-closing points do not disappear as we change t (< 2).
The bulk gap-closing points move in the direction perpendicular to the bonds with
anisotropic hopping integral t . At t = 2 the two points meet and they annihilate each
other at kx = 0 (Fig. 2.11b) [58]. This is possible because the sum of the Berry phase
becomes zero, i.e. π + π ≡ 0 (mod 2π ). For t > 2, there are no bulk gap-closing
points.

The evolution of the edge states with the change of the anisotropy has been
studied in several papers [58–60]. As we see in the following, for t > 2 flat-band
edge states on the zigzag or Klein edges completely cover the BZ, as has been studied
by Delplace et al. [59]. For the zigzag edges it occurs when the bond with hopping
t is perpendicular to the edge, and for the Klein edges it occurs when the bond with
hopping t is not perpendicular to the edge. For these cases with zigzag and Klein
edges, dispersions are shown in Fig. 2.11c for t1 = 1 and t1 = 2.2, at t2 = t3 = 1
in both cases. The flat-band edge states are separated completely from the bulk for
t1 = 2.2 (Fig. 2.11c).
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To explain this behavior, we solve the Schrödinger equation in the semi-infinite
geometry with a zigzag edge. The zigzag edge is assumed to be perpendicular to the
bonds with hopping integral t1. We express the wavefunction |Ψ (k)〉 as

|Ψ (k)〉 =
∑
i=1

(ai (k)|Ai (k)〉 + bi (k)|Bi (k)〉), (2.76)

where i denotes an index for unit cells containing two sublattice sites, A and B,
counted from the edge (i = 1), k is the wavenumber along the edge, and ai (k) (bi (k))
denotes the coefficient for the wavefunctions at A(B) sublattice, |Ai (k)〉 (|Bi (k)〉).
Acting H onto |Ai (k)〉 and |Bi (k)〉, we have

〈Bi (k)|H |Ai (k)〉 = t1, (2.77)

〈Bi−1(k)|H |Ai (k)〉 = t2 + t3e
−ik . (2.78)

From Fig. 2.11c, the surface states are expected to be at the zero energy, and as we
see later it is the case indeed. When we set the eigenvalue to be zero, H |Ψ (k)〉 = 0,
we obtain

ai (t2 + t3e
−ik) + ai+1t1 = 0, bi = 0. (2.79)

Thus the amplitude of the flat-band states is given by

an(k) = a1

[
− t2 + t3e−ik

t1

]n−1

, bi = 0 (2.80)

where a1 =
[
1 − |t2+t3e−ik |2

t21

]−1/2

from normalization, and the condition for exis-

tence of the edge states, i.e. normalizability of the wavefunction, is given as

∣∣∣∣ t2 + t3e−ik

t1

∣∣∣∣ < 1. (2.81)

For example, for t1 = t2 = t3 (graphene model), the wavenumber that satisfies the
condition (Eq. 2.81) for existence of the edge state is given as 2π

3 < k < 4π
3 , which

agrees with the well-known flat band in graphene ribbon with a zigzag edge [55].

In addition, by the relation
∣∣∣ t2+t3e−ik

t1

∣∣∣ < t2+t3
t1

, when t1 > t2 + t3 is satisfied, the

wavefunction defined by Eq. (2.80) is normalizable for every k and the flat bands
cover the whole 1D BZ . This condition t1 > t2 + t3 means that the anisotropy is
sufficiently large. These results agree with numerical calculations in Fig. 2.11c.

In Fig. 2.11c we also show results for armchair edges and for Klein (bearded)
edges. For armchair edges, there are no flat-band edge states. For Klein edges where
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τ1-bonds (hopping t1) are not perpendicular to the edge, there are flat-band edge
states; if t1 > 2 the flat-band edge states cover the entire BZ. These results agree
with the results by Delplace et al. [59].

2.3.2 Topological Explanation for Existence of the Flat-Band
States

In the paper by Ryu and Hatsugai [56], a topological interpretation of the existence
of edge states at zero energy in two-dimensional models with chiral symmetry is
given. In this section we review this theory by using the tight-binding model on the
honeycomb lattice, and show that the flat-band edge states are explained within this
theory [56].

To apply the topological argument by Ryu and Hatsugai [56], the crystal termina-
tion is crucial. The way how the edges are oriented and how the crystal is terminated
is incorporated into the formalism in the following way. For two-dimensional mod-
els with chiral symmetry, for example, we begin with a bulk system, and we cut the
system along one direction by cutting the nearest-neighbor bonds, in order to discuss
edge states. Let y denote the coordinate along which the system will be cut. Then,
following the argument by Ryu and Hatsugai [56], we expand the bulk Hamiltonian
by the Pauli matrices σx , σy as H = hx (k′

x , ky)σx + hy(k′
x , ky)σy . Here ky denotes

the component of the wavevector along the y-direction (along the edge), and k′
x is the

other component of thewavevector.We note that becausewe assume chiral symmetry
σz Hσz = −H , the 2×2 Hamiltonian H has no σz term. Because the bulk system is
cut along the y-axis, k′

x will no longer be a good quantum number. Then the criterion
by Ryu and Hatsugai [56] says that if the trajectory of (hx , hy) for the change of
k′

x with fixed ky encircles the origin, zero-energy edge states exist for the given ky .
If not, zero-energy edge states will not exist [56]. An intuitive picture of this argu-
ment is the following. The origin (hx , hy) = (0, 0) is a singular point because the
bulk Hamiltonian has degenerate eigenvalues at zero energy. Whether the trajectory
encircles this singularity or not determines a classification of the Hamiltonian either
into a class with no edge state or a class with flat-band edge states. Namely, if the
trajectory does not encircle the origin, it can be continuously deformed into a point
without encountering the singular point, which leads to an absence of zero-energy
boundary states.

We apply this criterion to the present models to show that the flat-band bound-
ary states discussed so far are fully explained by this theory. For the anisotropic
honeycomb-lattice models, explanations are given by Delplace et al. [59], and we
reproduce it here for illustration. For zigzag edges we have

hx = t cos(ky − k′
x ) + 1 + cos ky, (2.82)

hy = −t sin(ky − k′
x ) + sin ky . (2.83)
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Fig. 2.12 Trajectories
of (hx , hy) by varying
k′

x in (a, b) for the
honeycomb-lattice model
with zigzag (a), with Klein
(b) edges

Hence the trajectory is a circle with a radius |t | centered at (1 + cos ky, sin ky)

(Fig. 2.12a). The condition that it encircles the origin reproduces the range of the
wavevector of the flat-band edge states, obtained in the previous section. In particular,
for t > 2 the trajectory encompasses the origin irrespective of the value of ky , and
existence of the perfectly flat edge band over the whole BZ results, as we discussed
previously. The case for the Klein edge is explained similarly, where we have

hx = 1 + cos(ky − k′
x ) + t cos k′

x , (2.84)

hy = − sin(ky − k′
x ) + t sin k′

x . (2.85)

with the trajectory shown in Fig. 2.12b. Then it is easily seen that the flat-band edge
states extend over the whole BZ when t > 2.

2.3.3 Completely Localized Edge States

We have shown that the nearest-neighbor tight-binding models on the honeycomb
lattice. have flat-band boundary states covering the whole BZ, when the anisotropy of
their hopping integrals is sufficiently large. In general, when systems have completely
flat bands over the entire BZ, one can construct a wavefunction which is spatially
localized on a finite number of sites. Namely, because of the flatness of the band,
any linear combination of the eigenstates within this flat band is also an eigenstate;
therefore by taking an appropriate linear combination, one can construct a fully
localized state. This is analogous to constructing a spatially localized state as a linear
combination of plane waves.

The construction of the fully localized state is possible only when the flat band
covers the whole BZ [57]. In this section, we calculate the fully localized wave-
function in the present models. This wavefunction is exponentially decaying in
the direction normal to the boundary, while on the outermost atomic layer, the
wavefunction is nonzero only on a single site, as schematically shown in Fig. 2.13.
We consider semi-infinite systems for the honeycomb lattice with the zigzag edge.
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Edge

Fig. 2.13 Schematic of spatial distribution of the flat-band surface states. The circles are the A
sublattice sites, while the amplitudes on B sublattices are zero and are omitted. The dotted circles
show that their amplitudes of the wavefunction are zero. The line thickness of the circle shows the
magnitude of the amplitude. The top atom has the largest amplitude, and the distribution of the
wavefunction spatially spreads toward the interior with exponential decay

Similarly to the previous sections, the outermost atomic layer is assumed to belong
to the A sublattice.

We consider the honeycomb lattice in the half plane y ≤ 0. The zigzag edge is
along the x axis, and the originO is set to be one site on the zigzag edge. The state at
the site−ma1−na2 is denoted as |Amn〉wherem = (m, n) are nonnegative integers,
and O = (0, 0). We assume that the amplitude of the localized wavefunction on the
outermost atomic layer is nonzero only at O . We express the wavefunction of the
localized states as

|Ψ 〉 =
∑
m,n

amn|Amn〉, (2.86)

where amn is the amplitude for |Amn〉 at A sublattice. The amplitude at B sublat-
tice is identically zero. From the Schrödinger equation, we have a relation between
amplitudes as

amn = − t2
t1

am−1n − t3
t1

amn−1. (2.87)

Intriguingly, the solution for the above sequence determined by (2.87) is the same
as the following problem. Consider a mover in the xy plane on the grid shown in
Fig. 2.14. The mover is first on the O = (0, 0) site. At each step it moves by (1, 0)
with a probability P1, by (0, 1) with a probability P2 (Fig. 2.14), and the movement
is finished otherwise. Finally after m + n steps the probability Pmn that the mover is
at (m, n) (m, n ≥ 0) along the shortest paths is given as
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Fig. 2.14 Schematic of the
grids for the shortest path
problem. The mover is at first
at the origin O , and it moves
along ei with the probability
Pi , where (ei ) j = δi j

m

n

O P1

P2

(m, n)

Pmn = (m + n)!
m!n! Pm

1 Pn
2 . (2.88)

By replacing the probabilities of themovementwith the ratio of the hopping integrals,

Pi → − ti+1

t1
, (2.89)

where i = 1, 2, we have the amplitude of the wavefunction as

amn = 1

Z

(m + n)!
m!n!

(
− t2

t1

)m (
− t3

t1

)n

(m, n ≥ 0), (2.90)

where Z is the normalization constant. For m < 0 or n < 0, amn vanishes. In this
spatial representation of the wavefunction, the condition for existence of the fully
localized states on the boundary is that the wavefunction is normalizable. Generally,
because t1,2,3 are positive, Z satisfies the following relation:

Z2 =
∞∑

N=0

N∑
n,m=0

δn+m,N P2
mn

≤
⎛
⎝ ∞∑

N=0

N=n+m∑
n,m=0

|Pmn|
⎞
⎠

2

=
[ ∞∑

N=0

(
t2 + t3

t1

)N
]2

. (2.91)

Therefore for t2+t3
t1

< 1, the normalization constant Z converges; namely the fully
localized states appear. This condition is the same as that for the appearance of
flat-band edge states.
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Chapter 3
Gapless Interface States Between Two
Topological Insulators

3.1 Refractive Phenomena of the Surface States
at the Boundary of Two Topological Insulators

Recently physical phenomena originating from the Dirac cones of electrons have
been studied, in the context of graphene sheet [1–4] and the topological insulators
(TI) [5, 7–9]. In a graphene sheet, novel transport phenomena are predicted theoret-
ically in p-n junction systems: for example the Klein paradox [10], and the negative
refraction [11]. The TI in three dimension (3D) [8, 9], such as Bi2Se3 [12, 13] and
Bi2Te3 [14], has a singleDirac cone in its surface states, as observed in angle-resolved
photoemission spectroscopy. Unlike graphene, the states on the Dirac cone on the
surface of the TI are spin-filtered; they have a fixed spin direction for each wavenum-
ber k. Because two states at k and −k on the Dirac cone have the opposite spins,
perfect backscattering from k to −k is forbidden. In addition, the velocity of the
Dirac cone on the surface of 3DTI depends on materials. For example, the velocity
for Bi2Te3 is about 4 × 105m/s [14] depending on the direction of the wave vector,
and that for Bi2Se3 is approximately 5×105 m/s [12]. Therefore, when two different
TIs are attached together, a refraction phenomenon similar to optics is expected at
the junction. In this section, we study refraction of electrons at the junction between
the surfaces of two TIs (Fig. 3.1). The resulting transmittance and reflectance are
different from optics, and they reflect prohibited perfect backscattering.

The effective Dirac Hamiltonian of the surface states on the xz-plane (Fig. 3.1) is
represented as

H = −iv[σx∂z − σy∂x ], (3.1)

where σx , σy are the Pauli matrices, and v is the Fermi velocity. Here the spin
quantization axis is set to be the y-axis. The eigenstate ψ(k) and eigenvalue E are

© Springer Japan 2015
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Fig. 3.1 Schematic of the
refraction of the surface
states at the junction between
the two TIs, TI1 and TI2. In
TI1, the incidence angle is θ ,
and the reflection angle is
θ R = θ . In TI2 the
transmission angle is θ ′

TI1 TI2

θ

x

zθ
θR

ψ(k) = 1√
2

(
1

se−iφk

)
eik·r, (3.2)

E = svk, (3.3)

where k is the norm of the wavevector k = (kx , kz), s = +1(−1) corresponds to the
upper (lower) Dirac cone, provided v > 0, and φk = arctan(kx/kz). We consider a
refraction problem between two TIs, which we call TI1 and TI2, with the incidence
angle θ , the transmission angle θ ′, and the reflection angle θ R (Fig. 3.1). As in optics,
the momentum conservation requires θ R = θ , and the wave functions are written as

ψ I (x, z) = 1√
2
eik(x sin θ+z cos θ)

(
1

e−iθ

)
, (3.4)

ψT (x, z) = 1√
2
eik′(x sin θ ′+z cos θ ′)

(
1

e−iθ ′

)
, (3.5)

ψ R(x, z) = 1√
2
eik(x sin θ−z cos θ)

(
1

−eiθ

)
, (3.6)

where k and k′ are the wavenumbers on TI1 and TI2 surfaces, respectively, and we
consider the Fermi energy EF > 0 (i.e. above the Dirac point), giving s = +1 for
both of the TIs. Let v1 and v2 denote the velocities of the two TIs surface states.

We first assume v1 and v2 to be positive. Due to the conservation of themomentum
and the energy, Snell’s law appears as

k′ sin θ ′ = k sin θ , v−1
1 sin θ = v−1

2 sin θ ′. (3.7)

Let r and t denote the amplitudes of the reflected and transmitted waves, compared
with the incident wave. The current conservation in the z direction is written as

1 − |r |2 = v2 cos θ ′

v1 cos θ
|t |2. (3.8)

In the present problem, the ordinary boundary condition of the continuity of the
wave functions at the boundary, ψ I + rψ R = tψT , leads to a contradiction; namely
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this boundary condition gives r = i
sin θ ′−θ

2

cos θ+θ ′
2

e−iθ , t = ei (θ ′−θ)
2 cos θ

cos (θ ′+θ)
2

, which do not

satisfy Eq. (3.8).We note that thewavefunction should eventually be discontinuous at
the junction when the velocities are different. The particle current is given by |ψ |2v,
where v is a velocity vector. Therefore, the current conservation at the interface
between the TIs with different velocities requires v1z |ψ1|2 = v2z |ψ2|2. Because in
our case v1z �= v2z , we have |ψ1|2 �= |ψ2|2 at the junction, and the continuity of
the wavefunction is violated. This is related with the hermiticity of the Hamiltonian.
The proper way to solve the problem is to set the Hamiltonian to be hermitian also at
the boundary. Because the velocity depends on z, to remain hermitian the effective
Hamiltonian should read

H = −i

[
1

2
[v(z)σx∂z + σx∂zv(z)] − v(z)σy∂x

]
. (3.9)

Furthermore, to avoid the discontinuity of v, we temporarily assume v to be the
following function (Fig. 3.2):

v(z) =

⎧⎪⎨
⎪⎩

v1 z < − a
2

v2−v1
a z + v1+v2

2 − a
2 < z < a

2

v2
a
2 < z

, (3.10)

where a is the width of the boundary region whose center is at z = 0. Because this
v(z) is continuous, we can impose continuity for the wavefunction at z = ± a

2 This
parameter a will be set to zero at the end of the calculation.

The Schrödinger equation in the boundary region − a
2 < z < a

2 has the form

{
Eψ1 = i(vkx − v∂z − Δv

2a )ψ2

Eψ2 = −i(vkx + v∂z + Δv
2a )ψ1

, (3.11)

whereΔv = v2−v1, E is the eigenvalue, kx is the wavevector due to the translational
symmetry for the x axis, and ψ(z) = [ψ1(z),ψ2(z)]t is the wavefunction. When we
change the variable z → v(z) and bring together the above equations, we obtain the
differential equation

Fig. 3.2 Dirac velocity v in
our model as the function of
z (Eq. 3.10) for v1 < v2. To
avoid discontinuity of
wavefunctionns at the
junction, the velocity is taken
to be of this form at first, and
a will be set to be zero at the
end of the calculation TI1 TI2

z

v
z=0

v1

v2

a
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∂v(v
2ψ1) − (α2v2 − αv − 1

4
− ε2)ψ1 = 0, (3.12)

where α = akx
Δv , ε = aE

Δv , and we assume v1(2) < v < v2(1). After solving the
differential equation, we take a → 0, because the width of the boundary is assumed
to be very small compared with the system size. We impose the continuity of the
wavefunctions, ψ(v2) = ψT ( a

2

)
at z = a

2 and ψ(v1) = Cψ I (− a
2

)+ Dψ R (− a
2

)
at

z = − a
2 where C and D are the coefficients determined by the boundary condition.

The resulting coefficients are

r = i
sin θ ′−θ

2

cos θ+θ ′
2

e−iθ , t =
√

v1
v2

cos θ

cos θ+θ ′
2

ei θ ′−θ
2 . (3.13)

They satisfy the current conservation Eq. (3.8), and make the wavefunction dis-
continuous in the limit a → 0. Equation (3.13) gives the transmittance T and the
reflectance R as

R = |r |2 = sin2 θ ′−θ
2

cos2 θ+θ ′
2

, (3.14)

T = v2
v1

cos θ ′

cos θ
|t |2 = cos θ cos θ ′

cos2 θ+θ ′
2

= 1 − R. (3.15)

The results are plotted as solid curves in Fig. 3.3a, b. The dotted curves represent
corresponding results for the optic refractive phenomena.1 Unlike optics, for normal

 0.2

 0.4

 0.6

 0.8

 1

 0  0.05  0.1  0.15  0.2  0.25

v2/v1=1.4

Transmittance

Reflectance
 0.2

 0.4

 0.6

 0.8

 1

 0  0.1  0.2  0.3  0.4  0.5

v2/v1=0.6

(π)Incident angle

Transmittance

Reflectance

(π)Incident angleθ θ

(a) (b)

Fig. 3.3 a, b Reflectance (red) and transmittance (blue) for the ratios of the velocities of the two
TIs: a v2/v1 = 0.6 and b v2/v1 = 1.4. The solid curves are the results for the junction between
two TIs, while the dotted curves show the results for optics with p- and s-polarizations

1 From Eq. (3.7), the refractive index of TI1(2) n1(2) is proportional to v−1
1(2). Then the ratio of the

refractive indices is equal to the inverse of the ratio of the velocities, n1
n2

= v2
v1
; thereby we compare

the results with those for optics, for the same ratios between the two velocities.
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incidence (θ = 0), we have T = 1 and R = 0; namely the perfect transmission
occurs when the incident wave is perpendicular to the interface, which reflects the
prohibited backscattering on the surface of the TI. This is similar to graphene [10]
but the transmittance in our case monotonically decreases with the incidence angle.

3.2 Gapless Interface States Between Two TIs

3.2.1 Paradox in the Refractive Phenomena

Next, we consider the case where the velocities of the two TIs have opposite signs.
One might think that it is similar to the negative refraction in optics [15, 16], but
it is not true because the Fermi energy is above the Dirac point for the two TIs.
In the present case, the aforementioned approach is no longer useful, because the
method of putting the velocity continuous (Eq. 3.10) leads to a vanishing velocity
somewhere. Furthermore, both reflection and transmission for the surface transport
are prohibited for normal incidence, because the incidentwave has noway to conserve
its momentum and spin simultaneously (see Fig. 3.4). Thus it is a paradox what
happens when the incident wave is perpendicular to the junction.

Our answer to this question is the following. Here we show existence of gapless
states at the interface between the two TIs (the purple region in Fig. 3.4b). The
normally incident wave goes along the surface of one TI, then into the interface
between the two TIs. These interface states arise from hybridization between the two
surface states from the two TIs.

?

EF

?(a) (b)

TI1 TI2

TR I

TI1TI1 TI2x

z

y

?

?I

R

T

Fig. 3.4 Schematics of dispersions and the transport on the surface states on the two TI whose
surface velocities have different signs. a Linear dispersion at kx = 0. The incident wave (“I”) is
perpendicular to the junction. Both the transmission (“T”) and reflection (“R”) are prohibited due to
spin conservation. b Illustration for normal incidence. TI1 (red) and TI2 (blue) have the velocities
of opposite signs
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3.2.2 Gapless States from the Surface Effective Model

To show the existence of the gapless interface states, we first write down an effective
Hamiltonian at the interface (3.5) from the two Dirac cones with hybridization:

H =
(

H1 V
V † H2

)
. (3.16)

Here H1(2) is the effective surface Hamiltonian for the surface of TI1 (TI2), consti-
tuting the interface:

{
H1 = v1(σ × k)z,

H2 = −v2(σ × k)z,
(3.17)

and V is the hybridization at the interface. For simplicity, we retain only the lowest
order in k. In the expression of H2, there is an extra minus sign, because the surface
normal vectors for TI1 and TI2 are opposite to each other (Fig. 3.5). We restrict the
form of the hybridization V by imposing the symmetries of the system. First, we
impose time-reversal symmetry.ΘV Θ−1 = V whereΘ is the time-reversal operator
Θ = iσy K , and K is the complex conjugation operator. Then, V is expressed as

V =
(

g̃ h̃
−h̃∗ g̃∗

)
, (3.18)

where g̃ and h̃ are complex constants representing the hybridization between the two
surface states. From the Hamiltonian (Eq. 3.16), the eigenvalues are calculated as

2D interface plane

z

TI1

TI2 y

x

Fig. 3.5 Schematic of the interface plane. We consider the two-dimensional (2D) interface plane
between the twoTIs. In the low-energymodel (Eq. 3.16), each surface facing the interface contributes
one Dirac cone to the interface Hamiltonian, and we also add the hybridization V between the
wavefunctions of the two TIs
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E = ±
√

Δk ±
√

Δ2
k − η, (3.19)

η = v21v22k4 + Δ2
0 + 2v1v2k2[h2 cos(2α + 2γ ) + g2 cos(2β)], (3.20)

Δk = g2 + h2 + v21 + v22
2

k2, (3.21)

where we set kx + iky = keiα , g̃ = geiβ , h̃ = heiγ , and k, g, h, α, β, γ ∈ �. The
condition for existence of gapless interface states is

v21v22k4 + 2v1v2k2[h2 cos(2α + 2γ ) + g2 cos(2β)] + Δ2
0 = 0.

This leads to
⎧⎪⎨
⎪⎩
cos(2α + 2γ ) = cos(2β) = −1 (v1v2 > 0),

or

cos(2α + 2γ ) = cos(2β) = 1 (v1v2 < 0),

(3.22)

and the wavenumbers where the gap closes are

k = ±
√

Δ0

|v1v2| . (3.23)

In addition, if we impose a mirror symmetry with respect to the yz plane
Myz = −iσx P where P is the inversion operator, the form of the hybridization
V is further restricted. This symmetry is natural in the present problem because the
mirror symmetry fixes the spins in plane normal to the yz plane, and this coincides
with the situation in Fig. 3.4b where the electrons moving in yz plane have the spin
along the x direction. Hence, V is restricted as

Myz VM−1
yz = V, (3.24)

and then we have

g̃ = g̃∗, h̃ = −h̃∗. (3.25)

Namely g̃ is real, β = 0, h̃ is pure imaginary h̃ = ih, and α = ±π
2 . Therefore,

to obtain the gapless states, we choose the latter condition of Eq. (3.22). Then we
see that for v1v2 > 0 (the two velocities with the same signs), the interface states
are gapped by the hybridization. Figure3.6 shows the dispersions by Eq. (3.19). In
Fig. 3.6a, b, the parameters are g = 2.0 and h = 1.0, with the Dirac velocities being
v1 = 1.0, v2 = −2.0 in Fig. 3.6a and v1 = 1.0, v2 = 2.0 in Fig. 3.6b. In Fig. 3.6a,
there are two Dirac cones, and in Fig. 3.6b there is no Dirac cone. The result agrees
with the above discussion.
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Fig. 3.6 Dispersions on the interface between the two TIs in Eq. (3.19) with velocities v1 = 1.0,
v2 = −2.0 (a), and with v1 = 1.0, v2 = 2.0 (b). The parameters of the hybridization are employed
as g = 2.0 and h = 1.0 in both results. Because EF is assumed to be zero, only the result a has the
interface states for v1v2 < 0

Only when the two velocities have opposite signs (v1v2 < 0), are there gapless
states on the interface by the above discussion. Dispersion of the gapless states
depends on h. When h �= 0, Eq. (3.22) has solutions only when v1v2 < 0, and
they are

(kx , ky) =
⎛
⎝0,±

√
g2 + h2

|v1v2|

⎞
⎠ . (3.26)

The interface states have two Dirac cones (Fig. 3.6a). We note that g is nonzero
in general, whereas h becomes zero when additional symmetries such as rotational
symmetry with respect to the z axis are imposed. When h becomes zero due to
rotational symmetry with respect to the z axis, the gap-closing points form a circle
(Fig. 3.7a)

k2x + k2y = g2

|v1v2| . (3.27)

This degeneracy along the circle in k space is due to the continuous rotational sym-
metry of the model Hamiltonian around the z axis, and is lifted when it is broken by
adding higher-order terms in k, which is realized e.g. by adding the warping terms
in Bi2Se3 [17] (Fig. 3.7b). We emphasize that the gapless points (Eq.3.26) exist irre-
spective of the magnitude of hybridization. Therefore, for this model Hamiltonian,
we have shown that there are gapless states at the interface when the system has the
mirror symmetryMyz .

From the above results for the interface states, we now have the answer to the
paradox in the first part of Sect. 3.2.1. As shown in Fig. 3.8, the incident waves on the
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Fig. 3.7 Dispersion of the interface states between the two TIs in Eq. (3.19) with parameters
v1 = 1.0, v2 = −2.0 and g = 2.0, h = 0.0. In (a) the region kx > 0, ky > 0 is omitted
for clarity. The gap closes along a circle in the k space. Because the system has the continuous
rotational symmetry, the omitted dispersion can be complemented by rotation. In (b), the warping
term λ(k3+ + k3−)σz with λ = 0.4 is added to H1 and H2. There appear six Dirac cones

Fig. 3.8 Illustration of the
interface states between two
TIs with opposite Dirac
velocities. The surface
current goes into the
interface

TI2TI1

x
y

z

surface all go into the gapless interface states, with neither refraction nor transmission
to the surface states. We note that we can generalize the argument for the existence
of the gapless interface states. To give a general proof, we introduce a topological
number called the mirror Chern number in the next section.

3.2.3 Proof for the Existence of the Gapless States
by the Mirror Chern Number

In the previous section, we show the dispersion of the gapless states by using the
effective low-energy model at the interface between two TIs with opposite signs of
the Dirac velocities. The existence of gapless interface states is not a coincidence,
but can be shown on generic grounds. Because these gapless states are generated
between two TIs with the same Z2 topological numbers, they are not protected in the
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same sense as the surface states of 3DTIs. In the followingwe show that these gapless
interface states are protected by the mirror symmetry and time-reversal symmetry.
Each TI with mirror symmetry is characterized by the mirror Chern number [18].
When the system has the mirror symmetryMyz , the surface modes are labeled with
the mirror eigenvalues M = ±i . Because M 2 = −1 the eigenvalues are ±i . Due
toMyz = −iσx P ,M = ±i corresponds to Sx = ∓, i.e. the spins are perpendicular
to the mirror plane. These two subspaces characterized by M = ±i are decoupled,
and one can define the Chern numbers n±i [19, 20] for the respective subspaces. In
the present case, the states at kx = 0 satisfy the symmetry, and the mirror Chern
number is defined as

nM = n+i − n−i

2
. (3.28)

Wehaven+i = −n−i by the time reversal symmetry, and thereforenM = ni = −n−i .
If the mirror Chern number is zero under the time-reversal symmetry, the two Chern
numbers are also zero.

In the QH system, the sign of the Chern number gives the direction of the chiral
edge modes, either clockwise or counterclockwise. In a similar sense, in the present
case where the two Dirac cones from the two TI surfaces have opposite velocities,
the mirror Chern numbers for the two TIs are different. TI1 has n(1)

M = −1, i.e.

n(1)
+i = −1, n(1)

−i = +1, and TI2 has n(2)
M = 1, i.e. n(2)

+i = +1, n(2)
−i = −1 on the

kx = 0 plane. For the M = +i (Sx < 0) subspace, this corresponds to the junction
between two systems with Chern numbers n(1)

+i = −1 and n(2)
+i = +1; because

n(1)
+i − n(2)

+i = −2, it gives rise to two left-going chiral modes in the y direction
(Table3.1). On the other hand, forM = −i (Sx > 0) it gives two right-going chiral
modes in the y direction. Thesemodes are schematically shown in Fig. 3.9. Therefore
it is natural to generate two Dirac cones in the junction by continuity. Thus these
gapless states are protected by the mirror symmetry. If the mirror symmetry is not
preserved the gapless interface states do not exist in general. Therefore our study
reveals a new class of the interface states originating from the mirror symmetry.

As we have seen, the interface gapless states form a set of Dirac cones. The
distance between theDirac cones is proportional to themagnitude of the hybridization
between the two TIs at the interface.When the hybridization becomes as strong as the
bandwidth, the spacing between the interface Dirac cones is of the order of inverse
of the lattice spacing. In that case the transport properties will be like graphene,

Table 3.1 Relations between the mirror Chern number nM and the Chern numbers n±i in the
mirror plane for each TIs

nM n+i n−i

TI1 +1 +1 −1

TI2 −1 −1 +1
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Fig. 3.9 Schematic of the
dispersion of interface states
in the mirror plane kx = 0

ky

E

S  >0xS  <0xS  >0xS  <0x

having two Dirac cones at K and K′ points. We note that in graphene there are spin-
degenerate Dirac cones, whereas in the present case the interface Dirac cones are
not spin degenerate. From Fig. 3.9, when the wavenumber k goes around one of the
Dirac point, the spin direction also rotates around the z axis (normal to the interface).
In the similar way as in graphene, one can consider the valley degree of freedom as
a pseudospin, and develop valleytronics [21–23] similar to graphene.

From the spin-resolved angle-resolved photoemission spectra,materials identified
as TIs, such as Bi1−xSbx [24, 25], Bi2Se3[13], and Bi2Te3[14], have nM = −1;
namely those chiralities are the same because the surface Dirac cone has spin texture
with spins being clockwise in the k space. To realize the protected interface states
in experiments discussed in this study, one needs to find a TI with nM = +1; i.e.
the surface Dirac cone with negative velocity, and the spins on the upper cone is in
the counterclockwise direction in the k space. It is an interesting issue to search for
such TIs. The Dirac velocity v corresponds to the coefficient λ in the Rashba spin-
splitting term λ(σ × k)z in the Hamiltonian, which is realized in surface [26] and
in semiconductor heterostructure [27]. The Rashba coefficient λ originates from an
integral of a sharply peaked function near the nuclei, which rapidly varies between
positive and negative values [28, 29]. In recent studies [30, 31] the sign of the Rashba
term depends on the material; the sign is plus in Au(111) surface, and is minus in
Bi/Cu(111). Moreover in a recent experiment Bi4Se2.6S0.4 has the opposite chirality
[32]. Experimental investigations to find materials whose chirality is negative and
theoretical studies of its origin would be promising.

Related to the issue discussed above, another class of topological phases called
topological crystalline insulators has been proposed. Its surface states are protected
by mirror symmetry is observed experimentally [33, 34]. Similar to our interface
states, in those systems, there are an even number of Dirac surface states. While they
belong to the weak topological insulator class, the gapless nature is preserved even
without time-reversal symmetry, as long as the mirror symmetry does not broken.
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3.3 Gapless Interface States in a Lattice Model

In the previous sectionwe gave a general proof of the gapless interface states between
two TIs. In this section, to show the interface states, we study the mirror Chern
number and interface energy bands in a lattice model [3]. To this end, we use the
Fu-Kane-Mele (FKM) tight-binding model on a diamond lattice with the spin-orbit
interaction (SOI) [9]. The model exhibits Z2 trivial and nontrivial phases. We find
a relation between the mirror Chern number and the parameter values in the model.
We then show the gapless states at the interface between two regions whose mirror
Chern numbers are different from each other, in agreement with the results in the
previous section.

3.3.1 Model

The FKM tight-binding Hamiltonian [9] is represented as

H =
∑
〈i j〉

ti j c
†
i c j + 8λi

a

∑
〈〈i j〉〉

c†i s · (d1
i j × d2

i j )c j . (3.29)

ci (c
†
i ) is the annihilation (generation) operator of the electron at i-th site. ti j , λ are

constants and a is the lattice spacing. The first term describes the nearest-neighbor
hopping, which is independent of spin. The second term is the next-nearest-neighbor
hopping term, which introduces the SOI in the system. s is the Pauli matrices for
spins, and d1,2

i j are vectors which constitute the next-nearest-neighbor bond from a
site i to j .

The nearest-neighbor bond vectors (Fig. 3.10) are

{
τ 1 = 1

4 (1, 1, 1), τ 2 = 1
4 (−1, 1,−1),

τ 3 = 1
4 (−1,−1, 1), τ 4 = 1

4 (1,−1,−1).
(3.30)

The next-nearest-neighbor bond vectors are

⎧⎪⎪⎨
⎪⎪⎩

d1 = τ 1 − τ 2 = 1
2 (1, 0, 1), d2 = τ 1 − τ 3 = 1

2 (1, 1, 0),

d3 = τ 1 − τ 3 = 1
2 (0, 1, 1), d4 = τ 2 − τ 3 = 1

2 (0, 1,−1),

d5 = τ 2 − τ 4 = 1
2 (−1, 1, 0), d6 = τ 3 − τ 4 = 1

2 (−1, 0, 1).

(3.31)

Mirror symmetry is imposedwith respect to the (11̄0) plane by setting two of the four
nearest-neighbor hoppings to be identical: tτ 2 = tτ 4 = t0. For notational brevity, the
other two hoppings are expressed as tτ 1 = t1, tτ 3 = t2.
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Fig. 3.10 Vectors for
nearest-neighbor and
next-nearest-neighbor
hoppings in the FKM model
on the diamond lattice
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Under this condition, the Hamiltonian in the bulk is expressed as

H(k) =
(
2λsi fi (k) f0(k)

f ∗
0 (k) −2λsi fi (k)

)
, (3.32)

where we use the summation convention over i = 1, 2, 3, and

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f0(k) = t2 + t0(e−ik4 + eik6) + t1e−ik2 ,

f1(k) = sin k1 − sin k2 + sin k5 − sin k6,

f2(k) = sin k2 − sin k3 − sin k4 + sin k5,

f3(k) = − sin k1 + sin k3 − sin k4 − sin k6,

(3.33)

k j = dj · k. (3.34)

The Brillouin zone (BZ) and dispersions for various sets of parameters are shown
in Fig. 3.11. At t0 = t2 = 1 the model shows trivial and non-trivial Z2 phases by
tuning t1. The model for t1 = 0.6 in Fig. 3.11c is in the weak TI phase. On the other
hand, for t1 = 1.4 in Fig. 3.11d the model is classified as the strong TI phase [9].
The phase transition between them occurs through the bulk gapless states at t1 = 1
(= t0 = t2) (Fig. 3.11b).

3.3.2 Calculation of the Mirror Chern Number for the Model

Time-reversal invariant systems are classified by the Z2 topological numbers. TIs
belong to the non-trivial phases in the classification. When the system has a mirror
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Fig. 3.11 a BZ for the diamond lattice structure in kx , ky, kz > 0 and high symmetry points. (b,
c, d) Bulk energy bands of the FKM model along the contour in (a). We set t2 = t0 = 1.0, and
λ = 0.125, and b t1 = 1.0, c t1 = 0.6, d t1 = 1.4

symmetry, the non-trivial phase is further classified by the mirror Chern number
[18] which is related to the chirality of the surface states. The mirror operator is
expressed asM = C2P where C2 is the twofold rotation, and P is the parity. If the
wavevector is restricted to be within the mirror plane, the model Hamiltonian (3.32)
can be transformed into a block-diagonal form by the unitary operator UM , which
diagnalizes M as UMMU †

M = diag(+i,+i,−i,−i). As shown in the previous
section, we characterize the topological phases in the FKM model using the mirror
Chern number.

In the present case, the axis of the C2 rotation is along (1,−1, 0). The unitary
matrix UM which diagonalizes M is given by

UM =
(

V̂ 0
0 V̂

)
, (3.35)

V̂ = 1√
2

(−ei π
4 ei π

4

1 1

)
. (3.36)
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By UM , the Hamiltonian on the mirror plane kx = ky = q is transformed as

UM HU †
M =

(−2
√
2λ f1s3 f0
f ∗
0 2

√
2λ f1s3

)
, (3.37)

where f0(k) = t2 + 2t0 exp
(
−i q−kz

2

)
+ t1e−iq and f1(k) = sin

(
q+kz
2

)
− sin q +

sin
(

q−kz
2

)
. Then this can be cast into the block-diagonalized Hamiltonian HM =

diag(H+, H−), where

Hη=± =
(−2

√
2ηλ f1 f0
f ∗
0 2

√
2ηλ f1

)
. (3.38)

By comparing the two Hamiltonians H+ and H−, the difference is only in the signs
of the diagonal terms. Furthermore, these are transformed to each other by changing
the sign of the SOI λ. The Chern numbers of the respective Hamiltonians H± have
opposite signs from each other due to the time-reversal symmetry. Therefore, we
conclude that the sign of λ corresponds to the sign of mirror Chern number nM .

To complement the above argument, we calculate directly the mirror Chern num-
bers, i.e. we compute the Chern numbers on the mirror plane. We use two methods
for deriving the Chern number, which turn out to give identical results. One way
(A) is to calculate a change of the Chern number across the phase transitions by
tuning some parameters in Hη. This method enables us to calculate the Chern num-
ber analytically. The other way (B) to derive Chern number is to integrate the Berry
curvature within the mirror plane in the BZ. Because the form of the Berry curvature
becomes complicated, it is difficult, sometimes impossible, to calculate the Chern
number analytically. Therefore we will numerically integrate the Berry phase to cal-
culate the Chern numbers. In the following, we apply both methods (A) and (B) to
the FKMmodel, and show that the results are the same. Details of these methods are
given in Sects. 6.3 and 6.3.1.

3.3.2.1 (A) Calculation of the Difference of the Mirror Chern Numbers
at the Phase Boundary in Parametric Space

To calculate the mirror Chern number for each region by the method (A), we need
to search for points where the bulk gap closes by changing one external parameter.
We introduce a 3D vector k consisting of the 2D wavevector k1, k2, and an external
parameter denoted as k3. k3 can be any parameter that drives phase transition and in
the present case k3 will be set as one of the nearest-neighbor hoppings ti . Suppose the
bulk gap closes at k = k0. Then, near the point k = k0 the Hamiltonian is expressed
as H = siαi jδk j in the lowest order in δk ≡ k − k0, if we restrict ourselves to two
bands which are involved in the gap closing. Then by changing the parameters k3

http://dx.doi.org/10.1007/978-4-431-55534-6_6
http://dx.doi.org/10.1007/978-4-431-55534-6_6
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Fig. 3.12 Phase diagram in the (t1, t2) parametric space in units of t0. When the parameters change
across the boundaries, the mirror Chern number changes. In the argument given in the text, the
mirror Chern numbers for Region I and III are zero, and −sign(λ) for Region II

across the gap-closing point, we can show that the change of the Chern number δn
has the form

δn = sign[det (α)]. (3.39)

The method only gives the difference of the Chern numbers between neighboring
areas in the parametric space. Therefore we have to know the Chern number at least
in one region to determine the Chern number for other regions.2 The mirror Chern
number varies when the parameters traverse across the bulk gap closing on the mirror
plane. This gap closing corresponds to a phase transition. Therefore we first need to
identify the phase boundaries in the FKMmodel. In (t0, t1, t2) parametric space, the
gap closing occurs at

t2 ± t1 ± 2t0 = 0. (3.40)

From Eq. (3.40), the phase diagram (Fig. 3.12) is obtained for positive t0, t1 and
t2. Then we can derive the Chern numbers on the mirror plane by calculating their
difference at the boundary. The region t2 + t1 − 2t0 < 0 (Region I in Fig. 3.12) has
the mirror Chern number nM = 0, because as the SOI is reduced to zero the region
does not undergo any phase transition and remains gapped. In the limit of zero SOI,
the Chern number n±i is zero and nM = 0. Therefore, even if the SOI is nonzero
the mirror Chern number is zero in Region I.

For t2 − t1 + 2t0 < 0 (in Region III in Fig. 3.12), the bulk is completely gapped,
and the gap gets bigger with t1 monotonically. On the other hand in Region II, there
is a possibility that the mirror Chern number is not zero.3 To obtain the mirror Chern

2 For example, in QH systems the Chern number becomes zero when there is neither magnetization
nor magnetic field. Starting from such a regime, one can determine the Chern number in other
regimes in the parameter space.
3 Actually the mirror Chern number is not zero, because Region II is the Z2 non-trivial phase as
shown in [9].
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numberwe have to consider the two boundaries: t2−t1+2t0 = 0 and t2+t1−2t0 = 0.
We call the boundary t2 + t1 − 2t0 = 0 and t2 − t1 + 2t0 = 0 P1 and P2 respectively.

On the phase boundary P1, the bulk gap closes at the X point Xz (0, 0, 2π) in the
BZ. In the vicinity of Xz , we express the parameters as

{
t1 = t0 + δt,

t2 = t0.
(3.41)

For δt/t0  1, Hη is expressed in linear order in p = (p1, p2, p3) = (δt, δq, δkz) as

Hη = p1s1 + p3s2 + 4
√
2ηλp2s3, (3.42)

where
{

δq = q,

δkz = kz − 2π.
(3.43)

Then we have

αη =
⎛
⎝1 0 0
0 0 1
0 4

√
2ηλ 0

⎞
⎠ . (3.44)

From Eqs. (3.39) and (3.42), the change of the Chern numbers δnη|X z
, when δt

changes across zero, is given as

δnηi |X z = −sign(ηλ). (3.45)

Because n+i = 0 in Region I, in Region II, we have n+i = −sign(λ), n−i = sign(λ)

and nM = −sign(λ)

On the phase boundary P2, the gap closes at the L point (π, π, π). Around the L
point, we express the parameters as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

t1 = 3t0 + δt,

t2 = t0,

q = π + δq,

kz = π + δkz .

(3.46)

The Hamiltonian is given in terms of p = (p1, p2, p3) = (δt, δq, δkz) as

Hη = −p1s1 − (2p2 − p3)s2 − 2
√
2ηλ(p2 − p3)s3. (3.47)
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Then α becomes

αη =
⎛
⎝−1 0 0

0 −2 1
0 −2

√
2ηλ 2

√
2ηλ

⎞
⎠ , (3.48)

and, the change of the Chern number across δt = 0 is

δnηi |X z = sign(ηλ). (3.49)

It agreeswith the previous result from P1 that themirror Chern number is−sign(λ) in
Region II. From these results, we have the mirror Chern number −1 (+1) in Region
II for λ > 0 (λ < 0).

3.3.2.2 (B) Numerical Calculation of the Mirror Chern Numbers

Here we calculate the mirror Chern number, by (B) numerical integration of the
Berry curvature within each mirror sector. The Hamiltonian labeled with the mirror
eigenvalue η (Eq. 3.38) can be expressed as

Hη = βη j s j , (3.50)⎧⎪⎪⎨
⎪⎪⎩

βη1 = 2t0 cos
(

q−kz
2

)
+ t1 cos q + t2,

βη2 = 2t0 sin
(

q−kz
2

)
+ t1 sin q,

βη3 = −2η
√
2λ f1.

(3.51)

From the above, the Chern number nη for the subspace with mirror eigenvalues η is
given as

nηi ≡ 1

4π

∫
B Z

∫
dqdkz Bη(q, kz), (3.52)

Bη(q, kz) = β̂η · ∂β̂η

∂q
× ∂β̂η

∂kz
, (3.53)

where Bη(q, kz) is the Berry curvature, and β̂η = βη/|βη|. The distribution
of B+1(q, kz) is calculated in Fig. 3.13. By the time-reversal symmetry we have
B+1(q, kz) = −B−1(−q,−kz). Integrating B+1(q, kz) over the BZ, we can calcu-
late n+ for the individual values of (t1, t2) (Fig. 3.14). The resulting mirror Chern
number is approximately −1.0 in Region II for λ = 0.125(>0) and agrees with the
previous result.
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Fig. 3.13 Distribution of the Berry curvature, B+(q, kz) in the BZ. The parameters are t2 = t0 =
1.0, and λ = 0.125, t1 = 1.4, and a t1 = 0.6 (Region I), b t1 = 1.4 (Region II). The distribution
of the Berry curvature concentrates more on Xz (0, 0, 2π) by getting closer to the phase boundary
(t1 = 1.0), and the Berry curvature discretely jumps at the transition

-1

0
2

20 t1

t2

Fig. 3.14 Distribution of the Chern number for the η = +1 sector in (t1, t2) parametric space by
numerical calculation for λ = 0.125. In Region I and III (in Fig. 3.12), the Chern number n+ ∼ 0.0,
while in II n+ ∼ −1.0

3.3.3 Gapless Interface States

In the previous section and Sect. 3.2, we found that the sign of λ in the FKM model
corresponds to the sign of the mirror Chern number and the chirality of the surface
states. Therefore, we expect the existence of the gapless interface states on an inter-
face between two regions having opposite signs of λ. In this section we numerically
calculate the interface states for this junction. In order to avoid appearance of the sur-
face states in the junction system, we impose periodic boundary condition along the
surface normal ((111) direction) as shown in Fig. 3.15, and the wavenumber along
(111) is set to be zero to focus on the 2D interface plane.
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λ < 0

λ > 0
2D
 interface

(111)

Fig. 3.15 Schematic of the junction system between two TIs with opposite signs of the SOI (λ) in
the FKM model. We impose boundary condition along the (111) direction

Surface(111)Surface(111)
t1

t2

(a) (b)

Fig. 3.16 Schematics of the diamond lattice with the (111) surface. The black and red bonds
denote the nearest-neighbor bonds with hopping integrals, t1, and t2, respectively. In (a), there are
no rotational symmetries, while (b) has C3 symmetry

Before calculating the interface states, we note rotational symmetries in the crys-
talline system considered. When t0 = t1 �= t2 (Fig. 3.16a), there is no rotational
symmetry. On the other hand, when t0 = t2 (Fig. 3.16b), there is C3 symmetry with
respect to the (111) axis.

The calculated dispersions are shown in Fig. 3.17. When the system does not have
the C3 symmetry, there are two Dirac cones in the dispersion as shown in Fig. 3.17a
for (t1, t2) = (1, 1.4). On the other hand for (t1, t2) = (1.4, 1), there are six Dirac
cones (Fig. 3.17b) due to the C3 symmetry. Two Dirac points are located on the
mirror plane in the BZ in both of the results. It agrees with the argument with the
mirror Chern number, because the difference of nM between regions in the system
is +1− (−1) = +2. The entire dispersion reflects the spatial symmetry, i.e. whether
or not the system has C3 symmetry. The results are in accordance with the study in
the previous section.
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Fig. 3.17 Energy bands of the gapless interface states in the interface BZ (Fig. 3.16) for |λ| =
0.125t0. The energy E and the parameters t1,2 are represented in units of t0. Only the states near
the Fermi energy (E = 0) are shown. Here the bulk bands do not appear because they are gapped
and are away from the Fermi energy E = 0. The mirror plane corresponds to the M2-Γ -M2 line.
The dispersions in the mirror plane M2-Γ -M2 line are shown in the lower panels. a There are two
Dirac cones when the system does not have rotational symmetry. The parameters are t1 = 1.0 and
t2 = 1.4. b There are six Dirac cones, when the system has C3 symmetry. The parameters are
t2 = 1.0, t1 = 1.4

3.4 Interfacial Fermi Loops and Interfacial Symmetries

3.4.1 Interfacial Fermi Loops in the FKM Model

Previously, we have shown themetallic interface states protected bymirror symmetry
by using the FKMmodel. Next, we show that when λα = −λβ , a novel dispersion of
interface states appears near the Fermi energy (E = 0), as shown in Fig. 3.18, which
is in contrast with Fig. 3.17. The parameters of the SOI are λα = −λβ = 0.125t0
for all the results, and (t1, t2) is given as (1.4, 1)t0 in Fig. 3.18a-1, and (1, 0.6)t0 in
Fig. 3.18b-1. Figure3.18a-1 belongs to the TI phase, and Fig. 3.18b-1 is in the non-TI
phase. In all the cases, the gap closes at E = 0, with its degeneracy forming loops
in the interface BZ. The dispersion is linear in the direction perpendicular to the
loop. Remarkably, this loop is not on a high-symmetry line. This kind of degeneracy
along a loop is unexpected in general lattice models, because there is no symmetry
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Fig. 3.18 a-1, b-1
Dispersion and the Fermi
surface for the interface
states with IPHS. Thickness
of each region α, β is 24 unit
cells along the (111) axis.
The parameters are
(a) (t1, t2) = (1.4, 1)t0,
(b)(t1, t2) = (1, 0.6)t0, and
λα = −λβ = 0.125t0 for
(a) and (b). In the BZ in each
panel, the Fermi surfaces at
E = 0 are shown as blue
curves. a-2, b-2 Sign of the
Pfaffian sgn(pf(Ũ H)) in the
interface BZ. The shaded
regions and white regions
represent the negative and
positive signs, respectively.
Schematic illustrations of the
Fermi loops of a closed orbit
(a-3) and open orbits (b-3)
are shown on the torus of the
interface BZ
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which protects degeneracy between the valence and conduction bands along a loop.
Therefore, new theoretical description is required [3].

For the sake of explaining this peculiar dispersion, we consider a transformation
of the FKM Hamiltonian as

U Hλ,kU−1 = −Ht
−λ,−k, (3.54)

where U = iτzsy . The Hamiltonian also has an inversion symmetry: P Hλ,k P−1 =
Hλ,−k, P = τx . An operatorU K = iτzsy K corresponds to the following sublattice-
dependent PH transformation: c̃†αi± = ±cαi∓, c̃†βi± = ∓cβi∓, which leaves the spin
operator invariant: c†i sci = c̃†i sc̃i . The respective regions α and β are not invariant
under the PH transformation, but they are transformed to each other by this PH
transformation because λα = −λβ . Therefore, by making the α-β interface, the
PHS is restored as shown in the following.
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Fig. 3.19 Schematic of the
junction system labeled with
α and β. For the FKM
model, these labels
correspond to signs of
the SOI

(λ>0)

(λ<0)

α

β

The existence of the anomalous interface states forming a Fermi loop is explained
as follows. First we note that for a Hamiltonian H2D

λ,k‖ describing a 2D slab with

finite thickness, we have U H2D
λ,k‖U−1 = −(H2D−λ,−k‖)

t from Eq. (3.54), where k‖
is a 2D wavevector parallel to the interface. Then the junction of two regions α, β

(Fig. 3.19a), with their SOI parameters given by λα = −λβ = λ is described by the
Hamiltonian

Hk‖ =
(

H2D
λ,k‖ Vk‖

V †
k‖ H2D−λ,k‖

)
, (3.55)

where V is the hybridization between the regions α and β. We have the following
relation,

U Hk‖U−1 =
(−(H2D−λ,−k‖)

t U Vk‖U−1

U V †
k‖U−1 −(H2D

λ,−k‖)
t

)
. (3.56)

Therefore, the SOI parameter λ changes sign, and the regions α and β are exchanged.
When the two regions α, β have the same thickness, we can exchange the regions
again by the space inversion. The space inversion is given by P P ′Σx , where P ′
is an operator for inversion of the stacking direction of layers within each region
and Σx is the Pauli matrix acting to the region degrees of freedom, α and β. When
each region α and β have N AB pairs along the stacking direction, P ′ is given as
P ′

i j = δi,N+1− jτ0s0, where i and j denote the indices for the sublattice pair from
the top, and τ0 and s0 are the identity operators for the sublattice and spin spaces.
Therefore when the hybridization V satisfies

P P ′U Vk‖(P P ′U )−1 = −V t
k‖ , (3.57)
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the two regions α and β are exchanged by the space inversion, and the PHS is
restored:

Ũ Hk‖Ũ−1 = −Ht
k‖ , (3.58)

where Ũ = QΣx and Q = P P ′U . Thus, although the Hamiltonian in each region is
not invariant under a combined transformation of U and the inversion, by making a
junction consisting of the two regionsα,β, the system restores a symmetry under aPH
transformationU and the spatial inversion, whichwe call the interfacial particle-hole
symmetry (IPHS). Thus the energy eigenvalues of the whole system are symmetric
with respect to E = 0.

This new symmetry gives rise to emergence of the Fermi loop in the interface
states, as we show in the following. From Eq. (3.58), Ũ Hk‖ is a skew symmetric
matrix,

[Ũ Hk‖ ]t = Ht
k‖Ũ t = −Ũ Hk‖Ũ−1Ũ t = −Ũ Hk‖ , (3.59)

and furthermore its Pfaffian is real:

pf[Ũ Hk‖ ] = pf[−Ht
k‖Ũ t ] = det(Ũ )pf[Ũ−1Ht

k‖ ]
= pf[Ũ Hk‖ ]∗. (3.60)

To derive these relations, we used the fact that the matrix Ũ is unitary and symmetric,
and the fact that the size of the matrix is an integer multiple of four. The reality
condition of pf[Ũ Hk‖ ] gives a strong constraint for the Fermi surface. Suppose

the sign of pf(Ũ Hk‖) changes at some k‖; it then means pf(Ũ Hk‖) = 0, i.e. detŨ
detHk‖ = 0 and detHk‖ = 0. Therefore, the Hamiltonian Hk‖ has zero eigenvalues
and the gap closes at this wavevector k‖, because of the PH symmetry. Because the
wavevector k‖ where the sign of pf(Ũ Hk‖) changes forms a loop in the 2D BZ, this
loop is nothing but the Fermi loop where the gap is closed. We note that we have set
the thickness of the two regions α and β to be the same. This can be relaxed as long
as the slab thickness is much larger than the decay length of the interface states.

To confirm that the Fermi loop shown in Fig. 3.18 is due to this scenario, we
calculate the Pfaffian pf(Ũ H) in this model by using PFAPACK [35]. The results
are shown in Fig. 3.18a-2 and 3.18b-2 by using the same parameters for Fig. 3.18a-1
and 3.18b-1. Here the shaded and white regions represent sgn(pf(Ũ Hk‖)) = −1,

and sgn(pf(Ũ Hk‖)) = 1, respectively. Hence the wavevectors k for the sign change

of pf(Ũ Hk‖) agree with the interface Fermi loops shown in Fig. 3.18. In addition,
the Fermi loops in (a-2) form closed orbits, while those in (b-2) do open orbits. Due
to the reality of pf(Ũ H), the Fermi loops are classified into two types: closed orbits
and open orbits (Fig. 3.18a-3 and b-3). Because of the nontrivial winding number
for the open orbits, it is not possible for the open-orbit Fermi loops to disappear
without transition to closed loops. We note that these behaviors are similar to the
Fermi surface of tight-binding models on the diamond lattice without the SOI [36].
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To realize gapless topological interface states due to the mirror Chern number
experimentally, two TIs with opposite chiralities are necessary and mirror symmetry
normal to the interface is required in common. In a recent experiment, a natural
superlattice, Bi4Se2.6S0.4 is reported to have a surface Dirac cone with the chirality
opposite from the conventional one [32], although it is not a TI but a semimetal.
Furthermore, it might be interesting to search for interface Fermi loops between two
insulators from this scenario.

3.4.2 Interfacial Fermi Loops from Interfacial Symmetries

Our theory on topological Fermi loops can be generalized.4 We construct a system
with two regions α, β (Fig. 3.19) forming 2D slabs. The bulk Hamiltonians in the
respective regions are assumed to be related to each other by an operator U :

Hα(β),k = εCU Ht
β(α),−kU−1, (3.61)

where εC = ±1. We can classify the operator U as PHS-like for εC = −1 or TRS-
like for εC = 1. As is similar to the FKM model, if the hybridization V between the
two regions satisfies the condition, P̃U Vk‖(P̃U )−1 = εC V t

k‖ , where P̃ inverts the
order of stacking along the interface normal, the Hamiltonian satisfies a relation

Ũ Hk‖Ũ−1 = εC Ht
k‖ , Ũ ≡ P̃UΣx . (3.62)

Thus, by making a junction between the regions α and β, the system restores a sym-
metry under a combined transformation of U and inversion. We call this symmetry
IPHS for εC = −1 as mentioned previously, and interfacial time-reversal symmetry
(ITRS) for εC = 1. These new symmetries are classified by Ũ = ηU Ũ t , ηU = ±1.
Because [Ũ Hk‖ ]t = Ht

kŨ t = εCηU Ũ Hk‖ , Ũ Hk is a skew symmetric matrix only
for εCηU = −1, i.e.

(εC , ηU ) = (∓1,±1). (3.63)

Then, the Pfaffian pf(Ũ Hk‖) is defined and is real as before.

The reality of the Pfaffian pf(Ũ Hk‖) is reflected in the dispersions of interface
states in a different way between the IPHS and the ITRS. For junction systems with
the IPHS ((εC , ηU ) = (−1, 1)) between two insulating regions, the gap between
the valence and conduction bands closes along a Fermi loop, as we saw in the FKM
model. It is usually unlikely for the gap to close at an interface between two insulators,

4 Details of calculations in this section are given in Sects. 7.1 and 7.2.

http://dx.doi.org/10.1007/978-4-431-55534-6_7
http://dx.doi.org/10.1007/978-4-431-55534-6_7
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and it is evenmore unlikely to close the gap along a loop. Nevertheless, for the present
cases with the IPHS, if the gap of the interface states is closed somewhere, the gap
should close not at an isolated point but along a loop due to the reality of the Pfaffian.
In the example of the FKM model, there is a reason for the gap to close; namely
the difference of the mirror Chern number between the two regions results in the
presence of gap-closing points along the mirror plane. Together with the reality of
the Pfaffian, the gap closes along a loop.

In fact the appearance of Fermi loops in the IPHS class is not limited to cases
with topological interfacial states (from the mirror Chern number), but can be found
in general junction systems with IPHS, as long as the hybridization at the interface
is stronger than the gap. To show this, we consider a junction system with weak
hybridization Vk‖ between two regions α and β. We diagonalize the Hamiltonian for
the α-region, Hα,k‖ , by a unitary matrix Wk‖ as

W †
k‖ Hα,k‖ Wk‖ = diag(E1k‖ , E2k‖ , ..., EN̄k‖), (3.64)

where we assume Eik‖ < Ei+1k‖ for i = 1, 2, ..., N̄ − 1, and N̄ is the size of the
matrix. The two regions are band insulators, and theFermi energy EF (=0) is assumed
to be between Emk‖ and Em+1k‖ . By the interface transformation, the Hamiltonian
for the β-region Hβ,k‖ is diagonalized by W ′

k‖ ≡ U∗W ∗−k‖ as

W ′†
k‖ Hβ,k‖ W ′

k‖ = diag(−E1,−k‖ ,−E2,−k‖ , ...,−EN̄ ,−k‖). (3.65)

By assuming |Emk‖ |, |Em+1k‖ |  |Eik‖ | for i �= m, m + 1, leading-order terms of
the Pfaffian expanded in terms of V ′ are given as

pf(Ũ Hk‖) ∼ Z N̄

[
1 +

|V ′
m,m+1,−k‖ |2

Em,−k‖ Em+1,−k‖

]
, (3.66)

where Z N̄ = ∏N̄
i=1 Ei,−k‖ . Since each region is assumed to be gapped for the entire

BZ, the sign of Z N̄ is fixed. Thus, the condition for the Fermi loop is given as

Emk‖ Em+1k‖ = −|V ′
m,m+1,k‖ |2. (3.67)

It means that the Fermi loop appears when the hybridization becomes comparable
to the gap for the IPHS. For example, when the chemical potential to be the middle
of the gap (−Em+1,k‖ = Em,k‖ ), the Fermi loop appears at Em+1,k‖ = |V ′

m,m+1,k‖ |.
On the other hand, for the ITRS class (εC , ηU ) = (1,−1), it results in double

degeneracy for every eigenstate, because the eigenequation becomes a perfect square:
Det(H − E) = Det(Ũ (H − E)) = (pf(Ũ (H − E)))2. Here we used the fact that
Ũ is skew symmetric for the ITRS class. Therefore, although within each region the
TRS is broken, the ITRS gives rise to a “Kramers-like” degeneracy for every state.
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3.4.3 Interfacial Fermi Loops in the π-junction Interface

In general, it might be difficult to realize interfaces with the IPHS. On the other
hand, it is easier for superconductors, because their energy bands have the PHS by
themselves. Here we show another example of the Fermi loop at the π -junction
interface between two 2D Rashba systems. We consider 2D bilayer systems with the
Rashba SOI on the square lattice [37, 38], and assume that s-wave superconductivity
is induced by a proximity effect. In the case with the monolayer Rashba system, the
Bogoliubov-de Gennes Hamiltonian is written as

HΔ(k) =
(

h0(k) isyΔ

−isyΔ −ht
0(−k)

)
, (3.68)

h0(k) = ξ(k) + α(sx sin ky − sy sin kx ), (3.69)

whereΔ is the superconducting order parameter and is assumed to be a real constant,
ξ(k) (= ξ(−k)) is the kinetic energy from the chemical potential μ, and α is the
strength of the SOI. The eigenvalues are

EΔ = ±
√(

ξ(k) ± α

√
sin2 kx + sin2 ky

)2

+ Δ2, (3.70)

and the system is gapped for the entire BZ. Because the Hamiltonian satisfies the
equations

τy HΔ(k)τy = −Ht−Δ(−k), τzsz HΔ(k)τzsz = HΔ(−k), (3.71)

we can see that the Hamiltonians H±Δ(k) are related by the PHS with (εC , ηU ) =
(−1, 1). Therefore, a π -junction interface between two 2DRashba systems with+Δ

and −Δ has the IPHS, and its Hamiltonian is given by

H(k) =
(

HΔ(k) tτz

tτz H−Δ(k)

)
, (3.72)

where t is the hybridization across the junction, and τz is the Pauli matrix for Nambu
space.At the band edge,we approximate the kinetic energy as ξ(k) = k2

2me
−μ, where

me is the electron mass, and sin ki ∼ ki . We, then, obtain the energy eigenvalues

EΔ = ±t ±
√(

k2

2me
− μ ± αk

)2

+ Δ2. (3.73)

Therefore, the Fermi loops appear when the hybridization is larger than the gap
(|t | > |Δ|). It can be satisfied even if the junction is weak, because the hybridization
t can be maximally ∼10−1 eV, and the gap Δ is typically Δ ∼ 10−4 eV.
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Chapter 4
Weyl Semimetal in a Thin Topological
Insulator

4.1 Gapless States Protected by Mirror Symmetry
in a Topological Insulator

In the low-energy model, the surface sates of topological insulators (TIs) are
expressed by the massless Dirac equation,

H0 = v(σx ky − σykx ), (4.1)

where v is the Dirac velocity. When a ferromagnetic film with magnetization m is
attached to a surface of a three-dimensional (3D) TI, the surface state is gapped
because the time-reversal symmetry is broken. The Hamiltonian H and eigenvalue
E are expressed as

H = H0 + Hm = σx (vky − mx ) − σy(vkx + my) − mzσz, (4.2)

E(k) = ±
√

(ky − mx )2 + (kx + my) + m2
z , (4.3)

where Hm = −m · σ , and−m · σ is the Zeeman field. From Eq. (4.3), we can see
that the surface Dirac model is not gapped by the in-plane Zeeman field (mz = 0),
although the time-reversal symmetry is broken. This is due to the mirror symmetry.
Namely, when the Zeeman field is in-plane, the mirror symmetry with respect to
the plane perpendicular to the field is preserved. The in-plane Zeeman field causes
energy shifts of the states on the mirror plane (Fig. 4.1). Within the mirror plane, the
crossing between the two branches is not avoided (Fig. 4.1), because the spins for
the two branches are opposite and therefore the states are orthogonal to each other.
Therefore the gapless nature remains, and the Dirac point moves away from k = 0.
In the Dirac model, the surface states have the mirror symmetry for any plane normal
to the surface. Hence the gapless dispersion appears for any direction of the in-plane
Zeeman field. Nevertheless generally in lattice systems, the mirror symmetry are
restricted to several special crystallographic planes. In other words, if the Zeeman
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Ef

 M

Γ= DP
Γ= DP

(a) (b)

Fig. 4.1 Schematics of the surface dispersion in the mirror plane. In the figure, DP denotes Dirac
point, and Γ is at k = 0. a The surface dispersion without the Zeeman field.

⊙
and

⊗
attached

to the dispersion denote the spin directions normal to the mirror plane, which point to opposite
directions. b The solid line is the surface dispersion with a Zeeman field normal to the mirror plane.
The dotted line shows the surface dispersion without the Zeeman field. By the in-plane Zeeman
field, each state shifts in energy, and gapless states remain

field is not normal to the crystallographic mirror plane, the surface states will become
gapped in general.

As an application of the above theory of the gapless states protected by the mirror
symmetry, we discuss a Weyl semimetal [1–5]. In Weyl semimetals, there are an
even number of bulk Dirac cones without degeneracy. In this cone, the Dirac point is
called Weyl node. Around the Weyl node, the effective model is typically expressed
as HW ∼ ± k · σ in the Brillouin zone (BZ), and the dispersion is linear in k.
In the Weyl semimetal there are surface states whose Fermi surface forms an arc,
connecting the Weyl nodes in the surface-projected BZ. Several works propose how
to realize such states [3–5] by breaking the time-reversal symmetry or parity.

A Weyl semimetal phase in a film of TIs is originally proposed by Cho [2]. In
this work, theWeyl semimetal phase is realized, by using the effective surface model
in the surface of 3DTI in the in-plane Zeeman field. In this dissertation, we use
almost the same model for the low-energy model, but we discuss the gapless nature
in terms of the mirror symmetry, and we propose a new lattice model to describe the
Weyl semimetal phase. We then show that the velocity of the edge states of the Weyl
semimetal is modulated when an electric voltage normal to the surface is applied.
The change of velocity is caused by broken inversion symmetry.

The systemwhichwe propose is a thin slab of TI in amagnetic field (Fig. 4.2). The
surface states in TIs are gapped when the thickness of the slab is finite, because the
top and bottom surface states are hybridized (Fig. 4.3a). However, as we show later
the surface gap closes by magnetization, and the system regains the gapless nature.
The purpose of this chapter is to investigate the gapless states and edge states of a thin
film of a TI in a Zeeman field. The low-energy Hamiltonian in the two-dimensional
(2D) momentum space (k) is written as

H(k) =
(

v1 + v2
2

τz + v1 − v2
2

)
(σx ky − σykx ) + Δτx − σ · m + gτz . (4.4)
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Fig. 4.2 Schematic of the thin slab of a TI sandwiched between magnetic films. m denotes the
magnetization of the magnet. When the thickness d is small compared with the penetration depth
of the surfaces states λ, the top and bottom surface are hybridized with each other, and the gap due
to the finite-size effect cannot be ignored
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Fig. 4.3 Dispersions for Eq. (4.5). In the results, we employ Δ = 0.5, and mx = 0.0. In a the
system retains time-reversal symmetry, m = 0.0. For (b, c, d), time-reversal symmetry is broken
by the magnetization, and we show dispersions when they become gapless. b m = (0, 0,−0.5).
c m = (0,−√

0.125,−√
0.125). By increasing m, the bands in (b) and (c) at E = 0 split. d m =

(0,−0.75, 0). In this case the gapless states remain even when m > Δ, because the magnetization
is parallel to the surface

In the right hand side of the above equation, the first term represents the top and
bottom surface states, and v1(2) is the Fermi velocity of the top (bottom) surface. We
assume that each surface state has a single Dirac cone. The second term describes the
finite-size effect, which causes the surface gap Δ(>0). The third term describes the
Zeeman effect. σ , τ are Pauli matrices acting on the spin, and the surface (top and
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bottom) degrees of freedom respectively. We treat the magnetization m as a tunable
parameter. The fourth term gives potential difference g between the two surfaces,
which corresponds to an electric voltage normal to the surface, and this term breaks
the inversion symmetry.

To simplify the model we first consider the case with v1 = v2 and g = 0. The
eigenvalue E(k) satisfies

E2(k) = Δ2 + m2 + k2 ± 2
√

Δ2m2 + (mx ky − mykx )2, (4.5)

where m, k are absolute values of the magnetization and wavevector, and for sim-
plicity we put v1,2 = 1. We call the four energies given by Eq. (4.5) in descending
order as Ei=1,2,3,4. The second and third bands E2, E3 can be degenerate by tuning
parameters. The condition for the two bands to touch is given as

(k2 + Δ2 + m2 − 2m′2
y )2 + 4(m′2

y − m2)(Δ2 − m′2
y ) = 0, (4.6)

where m′
y = (−mx ky + mykx )/k = m‖ sin(φ − α). Here the momentum and

magnetization are represented by cylindrical coordinates: k = (k cosα, k sin α) and
m = (m‖ cosφ, m‖ sin φ, mz). We consider two cases for the in-plane and out-of-
plane magnetization separately, to search for wavenumbers which satisfy Eq. (4.6).

Out-of-plane magnetization: For mz �= 0, the solution is k = 0 and m = Δ.1 For
k �= 0, to satisfy Eq. (4.6),Δ2−m′2

y andΔ2+m2−2m′2
y must be negative, which

leads to m2+Δ2

2 < m′2
y < Δ2. However there is no solution for the condition. We

only have to consider the second and third eigenvalues at k = 0 to discuss the
gap-closing phenomenon; the energies are E(0) = ±(Δ − m). The surface gap
becomes smaller with an increase of the magnetization from m = 0, and it closes
at m = Δ (Fig. 4.3b, c), and then the Zeeman splitting makes the gap. At m = Δ

the gap closes and the topological phase changes with the change of the Chern
number. For m > Δ, the system shows the QH effect, and edge states appear in
the system.

In-plane magnetization: For m ≥ Δ and m′
y = ±m, the solution for Eq. (4.6)

can be obtained as k = ±√
m2 − Δ2. The condition, m′

y = ±m, means that
the wavevector for gap closing is perpendicular to the magnetization, α − φ =
±π

2 . Namely, for m = (0, m, 0), for example, the gap-closing points are

(±√
m2 − Δ2, 0) in the momentum space. For the previous case, mz �= 0, the

surface states obtain the gap with the magnetization due to the Zeeman splitting.
When the magnetization is in-plane, however, the gapless states remain gapless
when the magnetization is sufficiently large (|m| > Δ), and the surface gap due
to the hybridization vanishes. There are then two Weyl nodes in the dispersion
(Fig. 4.3d). This system is a 2DWeyl semimetal similar to graphene, and the edge
states also appear because the mass of the states changes at k = 0, m = 0.

1 Here we consider the case where m is not necessarily parallel to z axis.
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4.1.1 Weyl Semimetal Under Broken Inversion Symmetry

We have obtained the Weyl semimetal phase in the thin TI by the in-plane Zeeman
field. Here by breaking the inversion symmetry, we show that the gapless nature
is robust and protected by the mirror symmetry. To break the inversion symmetry,
we assume v1 �= v2 and g �= 0 in the following discussion. At k = 0, the four
eigenvalues are E = ±Δ̃ ± m, where Δ̃ = √

Δ2 + g2. Hence at Δ̃ = m, with
changes in the magnetization from zero, the gap closes, and the topological phase
changes (Fig. 4.4a, b). Without loss of generality, here we assume the magnetization
asm = (0,−m, 0); namely, themagnetization is along−y direction. At k = 0, spins
of the four eigenstates are along±y directions. For m < Δ̃ (Fig. 4.4a), the two states
in the upper (E1 and E2) or the lower (E3 and E4) pairs of the bands have opposite
direction of spins. At m = Δ̃, the gap closes, and then for m > Δ̃ (Fig. 4.4b) the
second and third of the four bands are inverted at k = 0. When k is far away from
k = 0 (v1,2k � Δ, m, g), the energy spectrum is treated as two single Dirac cones
with opposite chiralities; the upper (E1 and E2) or the lower (E3 and E4) pairs of the
bands have opposite direction of spins. For m > Δ̃, each pair has the same direction
of the spins at k = 0, but when k is far away from zero the pair must have opposite
directions of spins. Thus the second and third of the four energy bands inevitably
cross in ky = 0 plane (Fig. 4.4c), and there are two Dirac cones in the BZ. These
Weyl nodes are protected by the mirror symmetry, because when the magnetization

Fig. 4.4 Schematics of the
dispersions in ky = 0. When
g �= 0, Δ is replaced with Δ̃.⊗

(
⊙

) means that sy points
to + (-) y axis. a For
my < Δ. b For m > Δ and
mz �= 0. c For my < Δ.
Because each state is an
exact eigenstate of σy and it
retains its spins, the two
states in the middle cross
each other. When the
inversion symmetry is
broken, the crossing point
of the energy shifts
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is in-plane, the system has the mirror symmetry with respect to a plane normal to the
magnetization, and spins are fixed perpendicular to the ky = 0 plane. Therefore the
system becomes a 2D Weyl semimetal, which has two single Dirac cones.

From the above discussion, we have found that to obtain the gapless states, mirror
symmetry with respect to the plane normal to the surface is necessary in this mecha-
nism. The difference between the two surface velocities (v1 �= v2) or the gate voltage
(g �= 0) breaks the inversion symmetry, but they do not violate the mirror symmetry.
Therefore the gapless nature is topologically preserved, and the energy where the
second and third bands touch shifts due to them. This gives a finite velocity to the
edge states because edge states in a Weyl semimetal connect two Weyl nodes. This
finite velocity of the edge states is quite different from graphene or any other Weyl
semimetals where the edge states have zero velocity. Our result is generic as long as
the mirror symmetry exists. The energy shift δE0± and momenta k0± where the two
band touch are derived by Eq. (4.4) as

k0± = ±m

√
m2 − Δ̃

m2 − g2 , δE0± = ±g

√
m2 − Δ̃

m2 − g2 , (4.7)

where we assume v1 = v2 for simplicity. By the above result, the velocity of the
edge states is estimated as g/m, proportional to the field g, breaking the inversion
symmetry.

In general, it is difficult to observe 2DWeyl semimetals experimentally. However
the finite velocity at the edge states can be used for observation of the edge states. By
fixing the in-plane magnetization perpendicular to the mirror plane, the conductivity
varies as the changes of the gate voltage because the edge current flows in the single
directionwith the velocity (∼g/m). Bymeasuring the difference of the conductivities
betweengate voltages g and−g, the existence of theWeyl semimetal can be observed.

4.2 Weyl Semimetal Phase in a Lattice Model

The gapless states and the edge states of the 2DWeyl semimetal are the main results
of this chapter. We have shown that the magnetization causes the topological phase
transition, and their gapless nature is protected by the mirror symmetry. To show how
edge states evolve in the slab, we use a lattice model which describes the low-energy
Hamiltonian Eq. (4.4). We assume that the system is in a topologically trivial phase
due to the hybridization when there is nomagnetization.We construct a tight-binding
model on the square lattice as:

HL = i

4

∑
〈i, j〉

c†i ((v1 + v2)τz + (v1 − v2))[σ × di j ]zc j

+
∑
〈i, j〉

c†i (2δi j − 1

2
τx )c j +

∑
i

c†i (Δτx + gτz)ci −
∑

i

c†i τ0σ · mci , (4.8)
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Fig. 4.5 Dispersion of the lattice system Eq. (4.8). The hybridization gap Δ = 0.2, and mx = 0. a
and b show the dispersions in the ribbon geometry with inversion symmetry (v1 = v2 = 1.0, and
g = 0). a my = 0.1 and mz = 0. The system is in topologically trivial phase. b my = 0.4 and
mz = 0.2. The system shows the QH phase. In (c1) and (c2) we employ the parameters as g = 0.3,
my = 1.08, mz = 0, v1 = 0.8, v2 = 1.2 where the inversion symmetry is broken. c1 Shows the
bulk bands at ky = 0, and c2 shows energy bands in the ribbon geometry

where ci (c
†
i ) is the annihilation (creation) operator of the electron at i th site.

∑
〈i, j〉

denotes the sum over the nearest-neighbor pairs. di j is a vector from j th site to i th
site. There are four components due to the surface and spin degree of freedom at each
site in the 2D lattice system, andΔ represents a mass due to the finite thickness of the
slabs.We show dispersions for edge states by imposing the open boundary condition.
Dispersions of the lattice model are shown in Fig. 4.5. The gap is fixed as Δ = 0.2
for the results a,b,c. For a and b the system has the inversion symmetry (g = 0,
v1 = v2); the magnetizations are m = (−0.1, 0, 0) for a, and m = (−0.4, 0,−0.2)
for b. In Fig. 4.5a, there is no edge state because m < Δ. On the other hand there
appear edge states due to the QH effect for m > Δ and mz �= 0 (Fig. 4.5b). In c1
and c2, the inversion symmetry is broken (g = 0.3, v1 = 0.8, v2 = 1.2), and the
magnetization is employed asm = (−1.08, 0, 0)which satisfiesm > Δ andmz = 0.
Figure4.5c1, c2 shows energy spectra of the bulk at ky = 0, in the ribbon geometry,
respectively. In the results we set the parameters as m > Δ and mz = 0. The system
is a 2D Weyl semimetal, and the edge states have a finite velocity originating from
the broken inversion symmetry, in agreement with the previous section.
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4.3 Estimation of the Magnetization at the Phase Transition

Herewe estimate themagnetizationwhen the topological transition occurs, in Bi2Se3
known as a 3DTI. To simplify the model, we assume that the system has the inversion
symmetry (g = 0 and v1 = v2), and the surface gapΔ is described approximately as:

Δ(d) = Δ0e
− d

λ , (4.9)

where Δ0 is a half of the bulk gap.
To introduce the Zeeman field, we followRef. [6] for the calculation. The Zeeman

field m is represented as

mz = μB

2
gxz Bz,

m p = μB

2
gsp Bp, (4.10)

where Bz(p) and gxz(sp) is a magnetic fields and g-factor, perpendicular (parallel) to
the surface, and μB is the Bohr magneton. The values of g-factors are theoretically
proposed as shown in Table4.1 [6].

The magnetic field BT when the transition occur is expressed as m = Δ, i.e.
BT = 2Δ(d)

μB g .2 We plot BT as a function of the number of quintuple layers (QL∼
1nm) for in Bi2Se3 in Fig. 4.6. BT p and BT z are in-plane and out-of-plane magnetic
fields at which the phase transition occurs. We employ the parameters for Bi2Se3:

Table 4.1 g-factors
of the surface states
in Bi2Se3, Bi2Te3, and
Sb2Te3 from Ref. [6]

Bi2Se3 Bi2Te3 Sb2Te3

gsp 1.01 0.838 8.4835

gsz −8.43 −17.4 −2.09

Fig. 4.6 Plots of BT p , BT z
and the gap due to the finite
size effect Δ as functions of
the number of QLs in Bi2Se3
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2 When the gate voltage V normal to the film is applied, BT has the form BT = 2
μB g

√
Δ2(d) + V 2.
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λ = 2 QL [7] and Δ0 = 0.35 eV. When d = 15 QL, the those transitional magnetic
fields at the phase transition are |BT p| = 4.38T, |BT z | = 0.52T and the gap is about
0.19meV.
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Chapter 5
Summary and Outlook

In the present dissertation, first we studied refraction phenomena at a junction
between two topological insulator surfaces with different velocities in Chap. 3. A
Snell’s law for the surface refractive phenomena is obtained by the energy and
momentum conservation. We calculated refraction coefficients where the velocity
depends on the position, and derived the transmittance and reflectance. We found
that the wavefunction is not continuous by the current conservation at the inter-
face. Unlike optics, the surface electronic wave is perfectly transmitted when the
incident wavevector is perpendicular to the boundary. This is due to the prohibited
backscattering in the topological insulator surface; in the surface states, spins for the
wavenumbers k and −k are opposite. When the velocities of the topological insula-
tor surface states have different signs, we showed that the gapless states appear on
the interface. In this situation, both the transmission and reflection for the normal
incidence is prohibited due to the spin conservation, when we consider the refrac-
tion problem as in the previous case. The dispersions of interface states are obtained
by using the low-energy Hamiltonian. There appear two Dirac points on the mirror
plane, which reflect the mirror symmetry. In addition, when the system has the C3
rotational symmetry there are six Dirac cones which reflect the rotational symmetry.
These six Dirac cones are interpreted as follows; there are three mirror planes due to
the C3 symmetry, and on each mirror plane there are two Dirac points. The existence
of the gapless states is generally shown by using the mirror Chern number and is
topologically protected by the mirror symmetry. The mirror Chern number is well
defined when the system is mirror symmetric, and it corresponds to the chirality of
the spins on the Fermi surface. Furthermore, the chirality coincides with the sign of
the Dirac velocity. Therefore the sign of the velocity is topologically classified by
the mirror Chern number, and it is natural that their difference gives the boundary
states between two topological insulators.

Next we studied the mirror Chern number in the Fu-Kane-Mele tight-binding
model on the diamond lattice. The calculations of the mirror Chern number are
performed by two methods, which generate identical results; one is a method to
calculate the change of theChern number in the parametric space at a phase transition,
and the other is a numerical integration of the Berry curvature on the mirror plane.
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In the Fu-Kane-Mele model, we found that the sign of the spin-orbit interaction,
sign(λ), corresponds to themirror Chern number; when sign(λ) = +(−), themirror
Chern number becomes−1(+1). Furthermorewe showed the gapless interface states
between the two regions in the Fu-Kane-Mele tight-binding model, whose spin-orbit
interaction is opposite in sign. We showed that two Dirac points appear on the mirror
plane. When the hopping integral preserves the C3 symmetry, there appear six Dirac
cones, which well agrees with the low-energy model.

From the result of the mirror Chern number in the Fu-Kane-Mele model we
found that the sign of the spin-orbit interaction corresponds to the chirality. Thus,
we can say that the chirality of the surface states will be determined by the sign of
the spin-orbit interaction in general systems, because the spin-filtered phenomena
in topological insulators originate from the spin-orbit interaction. If one would like to
further investigate the relation between the chirality and sign of the spin-orbit inter-
action, an ab-initio calculation for the surface dispersion in a topological insulator
will be necessary. Through the calculation, one will need to separate the spin-orbit
interaction from the Hamiltonian, and to analyze the relation between its sign and
the mirror Chern number.

To realize our gapless interface states with an even number of Dirac cones experi-
mentally, two topological insulatorswith opposite chiralities are necessary andmirror
symmetry normal to the interface is required in common.All typical topological insu-
lators have the same chirality. However a recent experiment has reportedBi4Se2.6S0.4
as a topological insulator with the opposite chirality from the typical one, which is
based on natural superlattice of alternating Bi2 layers and Bi2Se3 layers, and sul-
fur (S) is added in Bi2Se3 layers. If Bi4Se2.6S0.4 has good interfaces with other
topological insulators, especially Bi2Se3, there is a possibility to realize the gapless
interface states, although the conditions seem to be restricted. These interface states
are similar to topological crystalline insulators, which also have gapless states with
an even number of Dirac cones on the surface, protected by the mirror symmetry.
The topological crystalline insulators can be weak topological insulators, and they
have been observed experimentally.

In addition, we gave another kind of interface metallic states originating from new
symmetries called interfacial symmetries in junction systems: interfacial particle-
hole symmetry (IPHS) and interfacial time-reversal symmetry (ITHS). In these junc-
tion systems with interfacial symmetries, the whole system is invariant under the
particle-hole or time-reversal transformation, while the respective regions on either
side of the junction are not necessarily invariant by the transformation.As an example,
we showed the Fermi loop in the interface between two regions of the FKM models
with opposite signs of the spin-orbit interaction parameters, having the IPHS. The
interface Fermi loop is guaranteed by the reality of the Pfaffian of a skew-symmetric
matrix: pf(ŨH) where Ũ consists of the space inversion and the particle-hole trans-
formation. We found that the Fermi loop is a boundary between the positive and
negative regions of pf(ŨH). This presence of the Fermi loop is shown for general
systems with the IPHS. On the other hand, the ITRS leads to double degeneracy
for every state in junction systems. We showed the Fermi loops in the π-junction
interface between the two Rashba systems as another example of the IPHS. This
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implies our theory on the interfacial symmetry can explain emergence of boundary
states between trivial superconducting phases.

In Chap.4 we discussed the robustness of a surface Dirac cone against in-plane
magnetic fields, caused by mirror symmetry. When the system has the mirror sym-
metry, the surface Dirac cone remains gapless by the Zeeman field perpendicular to
the mirror plane. Because the mirror symmetry fixes the spin on the mirror plane,
the spin on the mirror plane does not change if the magnetic field is applied perpen-
dicular to the mirror plane. In addition, we studied edge states in a thin topological
insulator subjected to a Zeeman field. When the magnitude of the magnetization is
larger than the energy scale of the finite-size effect, the topological phase changes;
when the magnetization is out-of-plane the system becomes the quantumHall phase,
and when the magnetization is in-plane it becomes the Weyl semimetal phase. We
found that in the Weyl semimetal phase the edge states have a finite velocity when
the inversion symmetry is broken. This theory is also verified in a lattice model. In
the lattice model, we showed dispersions in a ribbon geometry in one dimension, and
dispersions of the edge states in the Weyl semimetal phase. Moreover we estimated
the magnetization for the phase transition in Bi2Se3; when the thickness of the sys-
tem is about d = 15 quintuple-layers (∼15nm), the gap by the finite-size effect is
about 1.9 meV, and the transition magnetic fields are about 0.52T for the quantum
Hall phase, and about 4.38T for the Weyl semimetal phase.

In general, it is difficult to observe two-dimensionalWeyl semimetals by the angle-
resolved photoemission spectroscopy because the edge is confined in one dimension.
The finite velocity of the edge states can be useul for the observation. With the in-
plane magnetization fixed perpendicular to the mirror plane, the conductivity varies
as the gate voltage changes because the edge state is one-way. By measuring the
difference of the conductivities between gate voltages g and −g and extracting the
edge contribution, the existence of theWeyl semimetal can be observed. Furthermore
our estimation of the magnetization shows realistic values for experiments to realize
the Weyl semimetal. We note that one needs to have good resolution in the measure-
ment for the observation under the small magnetization. The transitionmagnetization
becomes smaller with the increase in the thickness and, the thinner the slab gets, the
larger the gap becomes. Therefore, it is easy to realize the Weyl semimetal phase in
a thick slab which has a small gap. However, when the gap is small there are only
a few edge states. In addition, unlike topological insulators, there are bulk states at
the Fermi energy in the Weyl semimetal. Therefore, it will be difficult to observe the
edge conductance in the weak magnetization.

Researches on topological insulators have been intensively done recently. In par-
ticular, recently the effect of electron-electron interaction on topological insulators
has been actively studied. This tendency is historically similar to researches on
the quantum Hall effect; researchers have been interested in fractional topologi-
cal insulators. Additionally, it has been of particular interest to find new topological
orders induced by interaction. In the dissertation we proposed several scenarios for
new types of surface/interface states coming from topology based on single-particle
physics. Particularly, we showed that mirror symmetry plays a crucial role in this
gapless nature. Researches on topological insulators in terms of such a symmetry

http://dx.doi.org/10.1007/978-4-431-55534-6_4
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are only a few, and will be likely to increase. Moreover there are a few researches
on topological phenomena in terms of interfaces originating from combined sym-
metry like that in Sect. 3.4. Therefore the results presented in this dissertation will
stimulate future research if they are realized. Realizations of our proposals remain
as future works. In the two subjects in the dissertation, we mentioned how to realize
them experimentally: the gapless interface states protected by mirror symmetry and
the Weyl semimetal in thin topological insulators. At the same time, some of the
theoretical results in this dissertation would lead us to new classes of topological
order and emergent topological phenomena.

http://dx.doi.org/10.1007/978-4-431-55534-6_3


Chapter 6
Properties of the Chern Numbers

6.1 Chern Number

In this section we explain the basic properties of the Chern number (the TKNN
number). We focus on one band which is completely filled, and show that the value
ν in Eq. (2.6) is an integer. By Eq. (2.6), we have

ν = i

2π

∫
BZ

dk(〈∂x u(k)|∂yu(k)〉 − 〈∂yu(k)|∂x u(k)〉)

= 1

2π

∫
BZ

dk∇ × a(k) · z̃

= 1

2π

∮
BZ

dk · a(k), (6.1)

where a(k) = i〈u(k)|∇u(k)〉 is the Berry connection, Stokes’s theorem is used,
z̃ is (0, 0, 1), and BZ denotes the Brillouin zone. For simplicity, we consider the
case where the two primitive reciprocal vectors which are orthogonal to each other,
Gx = (G0x , 0) and Gy = (0, G0y). Extension to generic cases is straightforward.
Then, we have

ν = i

2π

∫ G0x

0
dkx 〈u(kx , 0)|∂x u(kx , 0)〉 + i

2π

∫ G0y

0
dky〈u(G0x , ky)|∂yu(G0x , ky)〉

+ i

2π

∫ 0

G0x

dkx 〈u(kx , G0y)|∂x u(kx , G0y)〉 + i

2π

∫ 0

G0y

dky〈u(0, ky)|∂yu(0, ky)〉,
(6.2)

and the BZ of the system is

0 ≤ kx ≤ G0x , 0 ≤ ky ≤ G0y . (6.3)
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Because states at k and k + Gx,y are the same, we can write

{
|u(G0x , ky)〉 = eiχ1(ky)|u(0, ky)〉,
|u(kx , G0y)〉 = eiχ2(kx )|u(kx , 0)〉, (6.4)

where χ1,2 are real functions. Therefore ν has the form

ν = i

2π

∫ G0x

0
dkx 〈u(kx , 0)|∂x u(kx , 0)〉

+ i

2π

∫ G0y

0
dky(〈u(0, ky)|∂yu(0, ky)〉 + i∂yχ1(ky))

+ i

2π

∫ 0

G0x

dkx (〈u(kx , G0y)|∂x u(kx , G0y)〉 + i∂xχ2(kx ))

+ i

2π

∫ 0

G0y

dky〈u(0, ky)|∂yu(0, ky)〉

= 1

2π
[χ1(G0y) − χ1(0) − χ2(G0x ) + χ2(0)]. (6.5)

Here by the relation in Eq. (6.4), the phases χ1,2 satisfies the equations

|u(G0x , G0y)〉 = eiχ1(G0y)+iχ2(0)|u(0, 0)〉 = eiχ1(0)+iχ2(G0x )|u(0, 0)〉, (6.6)

namely,

χ1(G0y) + χ2(0) − χ1(0) − χ2(G0x ) = 2πn, (6.7)

where n is integer. Therefore ν is integer, and this is the Chern number also called
TKNN integer.

6.1.1 Berry Curvature with Time-Reversal Symmetry

Here, we derive the relation given in Eq. (2.47). We denote the wavefunctions as
|uα,β(k)〉 where α and β are band indices transformed to each other through the
time-reversal operator Θ . The Berry connections, aα,β(k) = i〈uα,β(k)|∇uα,β(k)〉,
satisfy

aα(−k) = −i〈uα(−k)|∇uα(−k)〉
= −i〈∇Θuα(−k)|Θuα(−k)〉
= i〈Θuα(−k)|∇Θuα(−k)〉
= aβ(k) + i∇χ(k), (6.8)
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where we put the wavefunctions as

|uβ(k)〉 = eiχ(k)|Θuα(−k)〉, (6.9)

and χ(k) is real. Thus, the Berry curvatures bα,β satisfy the relation

bβ(k) = ∇ × aβ(k)

= −bα(−k). (6.10)

Therefore, in total, the Berry curvature b(k) = bα(k) + bβ(k) satisfies

b(k) = −b(−k), (6.11)

because of the time-reversal symmetry.

6.2 Kramers Theorem

The time-reversal symmetry plays a crucial role in topological insulators as explained
in Sect. 2.2.1. Here we briefly review a consequence of the time-reversal symmetry in
quantum mechanics. Let us write an eigenvalue and its eigenvector as Ek and |u(k)〉
of the time-invariant Hamiltonian H . Then the Schrödinger equation is given as

H(k)|u(k)〉 = Ek|u(k)〉, (6.12)

and because the system has time-reversal symmetry, we have

H(−k)Θ|u(k)〉 = EkΘ|u(k)〉. (6.13)

Therefore, the states |u(k)〉 andΘ|u(k)〉 are degenerate. In addition, they are orthog-
onal to each other, because

〈u(k)|Θu(k)〉 = 〈Θ2u(k)|Θu(k)〉 = −〈u(k)|Θu(k)〉. (6.14)

Thus we conclude 〈u(k)|Θu(k)〉 = 01; it is a well-known result from the Kramers
theorem.

1 For states |u〉 and |v〉, their product satisfies 〈u|v〉=〈Θv|Θu〉.
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6.3 Berry Curvature and Chern Number

We derive some formulas for the Berry phase for a 2 × 2 Hamiltonian, depending
on two parameters, R1, and R2 [1]. The following results are used in Sect. 3.3.2. For
the Hamiltonian H(R = (R1, R2)), the Berry curvature is given as

bn
R1,R2

= i
[〈∂R1n(R)|∂R2n(R)〉 − 〈∂R2n(R)|∂R1n(R)〉] (6.15)

= i
∑
n′ �=n

〈n(R)|∂R1 H |n′(R)〉〈n′(R)|∂R2 H |n(R)〉
(En(R) − En′(R))2

+ c.c., (6.16)

where |n(R)〉 is the nth eigenfunction, En is the eigenvalue, and we used

〈∂Ri n(R)|n′(R)〉 = 〈n(R)|∂Ri H |n′(R)〉
En(R) − En′(R)

, (6.17)

for n �= n′. Without losing generality, the 2 × 2 Hamiltonian is expressed as

H = d(R) · σ

=
(

dz dx − idy

dx + idy −dz

)
, (6.18)

where the trace part is omitted because it does not affect the Berry curvature. The
eigenvalues are ±d, where d2 = di di and the eigenstates are given as

|+〉 = 1√
2d(d − dz)

(
dx − idy

d − dz

)
, |−〉 = 1√

2d(d + dz)

(−dx + idy

d + dz

)
. (6.19)

The Berry curvature has the form

b+
R1,R2

(R) = i
〈+(R)|∂R1diσi | − (R)〉〈−(R)|∂R2d jσ j | + (R)〉 − (c.c.)

(E+(R) − E−(R))2

= i
∂R1di∂R2d j

4d2

[〈+|σi |−〉〈−|σ j |+〉 − (c.c.)
]

= −∂R1di∂R2d j

2d2 � [〈+|σi |−〉〈−|σ j |+〉] , (6.20)

and we have b+
R1,R2

(R) = −b−
R1,R2

(R). Using

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

〈+|σx |−〉 = 1
d
√

(d2−d2
z )

(dx dz + idyd),

〈+|σy |−〉 = 1
d
√

(d2−d2
z )

(dydz − idx d),

〈+|σz |−〉 = 1
d
√

(d2−d2
z )

(−d2 + d2
z ),

(6.21)

http://dx.doi.org/10.1007/978-4-431-55534-6_3


6.3 Berry Curvature and Chern Number 81

we have

⎧⎪⎪⎨
⎪⎪⎩

〈+|σx |−〉〈−|σy |+〉 = 1
d2(d2−d2

z )
(dx dy(−d2 + d2

z ) + idzd(d2 − d2
z )),

〈+|σy |−〉〈−|σz |+〉 = 1
d2(d2−d2

z )
(dydz(−d2 + d2

z ) + idx d(d2 − d2
z )),

〈+|σz |−〉〈−|σx |+〉 = 1
d2(d2−d2

z )
(dzdx (−d2 + d2

z ) + idyd(d2 − d2
z )).

(6.22)

From the above relations, we obtain the Berry curvature as

b±
R1,R2

(R) = ∓ 1

2d3 εi jk∂R1di∂R2d j dk . (6.23)

When the curvature is integrated over a closed surface S , the Berry phase γ± can
be expressed as

γ± = ∓
∫
S

dS
1

2d3 d · ∂d
∂R1

× ∂d
∂R2

= ∓1

2

∫
S

dS d̂ · ∂d̂
∂R1

× ∂d̂
∂R2

, (6.24)

where d̂ ≡ d
|d| .

6.3.1 Change of the Chern Number

When some parameter traverses across a gap-closing point by tuning physical quan-
tities, the Chern number discretely jumps at the gap-closing point. The change of the
Chern number corresponds to counting monopoles passed by the parametric space.
Here, we show a derivation of the difference of the Chern numbers in a two dimen-
sional space (k1, k2) across the gap-closing point. We assume that the Hamiltonian
depends on a set of parameters k = (k1, k2, k3). k3 is a physical parameter, which
can be controlled, and the gap-closing point is k = k0. With a positive infinitesimal
δ, the difference of the Chern number δn is expressed as

δn = 1

2π

∫
B Z

dk1dk2bk1k2(k
0
3 + δ) − 1

2π

∫
B Z

dk1dk2bk1k2(k
0
3 − δ), (6.25)

where we define the gauge field ai = i〈n(k)|∂i n(k)〉 and its corresponding curvature
b = ∇ × a. Then, Eq. (6.25) is rewritten as

δn = 1

2π

∫
SBZ

dS · b (6.26)
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where SBZ is a surface consisting of the BZ at k3 = k03 ± δ. by using ∇ · b = 0
except for k = k0, SBZ can be reduced to a sphere S which encircles k0 and has a
small radius in the integral Eq. (6.26). Then the 2× 2 Hamiltonian can be expanded
in terms of k as

H = σiαi j (k j − k0j ), (6.27)

where αi j are constants. From Eq. (6.25), δn has the form

δn = 1

2π

∫
V
dV ∇ · b

= 1

2π

∫
V
dV εi jk∂i∂ j ak, (6.28)

where V is the region surrounded by S. To simplify the above equation, we transform
variables from k to d as di = αi j (k j − k0j ). Then the integrand has the form

εi jk∂i∂ j ak = εi jkαliαh jαmk ∂̄l ∂̄ham, (6.29)

where ∂̄i = ∂
∂di

. Only when h �= l �= m �= h, the above r.h.s. is nonzero. Therefore
(l, h, m) is a permutation of (i, j, k). In addition, the permutation of (l, h, m) is
divided into even or odd permutations from (i, j, k). Then the r.h.s. is expanded as

εi jkαliαh jαmk ∂̄l ∂̄hām

= εi jk(∂̄i ∂̄i+1āi+2 + αi+1iαi+2 jαik ∂̄i+1∂̄i+2āi + αi+2iαi jαi+1k ∂̄i+2∂̄i āi+1

+ αi iαi+2 jαi+1k ∂̄i ∂̄i+2āi+1 + αi+2iαi+1 jαik ∂̄i+2∂̄i+1āi

+ αi+1iαi jαi+2k ∂̄i+1∂̄i āi+2 )

= det[α]εi jk ∂̄i ∂̄ j āk . (6.30)

Therefore we can express Eq. (6.25) in terms of d as

δn = sgn[det(α)] 1

2π

∫
V
dV̄ εi jk ∂̄i ∂̄ j āk . (6.31)

Expressing d by its polar angle θ and azimuthal angle φ, d = d(sin θ cosφ, sin θ
sin φ, cos θ), we have the eigenvectors as

|+〉 =
(
cos θ

2e
−iφ

sin θ
2

)
, |−〉 =

(− sin θ
2 e

−iφ

cos θ
2

)
. (6.32)
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For the lower energy states, by using Eq. (6.24), we derive δn as

δn = sign[det(α)] 1

4π

∫ π

0

∫ 2π

0
dθdφ sin θ

= sign[det(α)]. (6.33)
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Chapter 7
Calculation for the Interface Fermi Loops

7.1 Classification of Interfacial Systems

We consider an interface Hamiltonian given as

Hk‖ =
(

Hα,k‖ Vk‖
V †

k‖ Hβ,k‖

)
, (7.1)

where k‖ is the wavevector perpendicular to the interface between the two regions α
and β considered in Sect. 3.4. In the respective bulk systems, the pair of Hamiltonians
in both regions is connected by a unitary operator U ,

Hα(β),k = εCU Ht
β(α),−kU−1, (7.2)

with εC = ±1, where k is the three-dimensional wavevector. The hybridization V
between the two regions is assumed to satisfy the condition,

P̃U Vk‖(P̃U )−1 = εC V t
k‖ , (7.3)

where P̃ inverts the order of stacking along the surface normal. The Hamiltonian
satisfies a relation

Ũ Hk‖Ũ−1 = εC Ht
k‖ , Ũ ≡

(
Q

Q

)
, (7.4)

and Q = P̃U .
The skew symmetric relation is given as

Ũ Hk‖ = −[Ũ Hk‖ ]t , (7.5)
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namely

Ũ Hk‖Ũ∗ = −Ht
k‖ , (7.6)

and the above relation and assumptions lead to

{
Q Hα,k‖ Q† = εC Ht

β,k‖ ,

Q Hβ,k‖ Q† = εC Ht
α,k‖ ,

(7.7)

and

{
QV †

k‖ Q† = εC V ∗
k‖ ,

QVk‖ Q† = εC V t
k‖ .

(7.8)

By the above conditions, we have

Ũ Hk‖Ũ∗ =
(

Q Hα,k‖ Q∗ QV †
k‖ Q∗

QVk‖ Q∗ Q Hβ,k‖ Q∗

)
=

(
Q Hβ,k‖ Q†Q Q∗ QV †

k‖ Q†Q Q∗

QVk‖ Q†Q Q∗ Q Hα,k‖ Q†Q Q∗

)

= εC

(
Ht

α,k‖ V ∗
k‖

V t
k‖ Ht

β,k‖

)
Q Q∗. (7.9)

According to the skew symmetric relation (7.6), the following condition is
obtained as

εC Q Q∗ = εCUU∗ = εCηU = −1. (7.10)

Thus, systems with the interfacial symmetry are classified as [1]

{
(εC , ηU ) = (1,−1), interfacial time-reversal symmetry (ITRS),

(εC , ηU ) = (−1, 1), interfacial particle-hole symmetry (IPHS).
(7.11)

7.2 Fermi Loop for the IPHS

Here, we assume that Hα is diagonalized by using a unitary matrix Wk‖ as

W †
k‖ Hα,k‖ Wk‖ = Eα,k‖ , (7.12)

where Eα,k‖ = diag(E1,k‖ , E2,k‖ , ..., EN ,k‖). Correspondingly, by Eq. (7.7), Hβ,k‖
is also diagonalized by Wk‖ as
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(QWk‖)
t Hβ,k‖ Q∗W ∗

k‖ = εC Eα,k‖ . (7.13)

By defining w̃k‖ as

w̃k‖ ≡
(

Wk‖ 0
0 Q∗W ∗

k‖

)
. (7.14)

We have

K ≡ w̃†
k‖ Hk‖w̃k‖

=
(

W †
k‖ 0

0 W t
k‖ Qt

) (
Hα,k‖ Vk‖
V †

k‖ Hβ,k‖

) (
Wk‖ 0
0 Q∗W ∗

k‖

)

=
(

Eα,k‖ W †
k‖ Vk‖ Q∗W ∗

k‖
W t

k‖ Qt V †
k‖ Wk‖ εC Eα,k‖

)

=
(

Eα,k‖ ηU W †
k‖ Vk‖ Q†W ∗

k‖
ηU W t

k‖ QV †
k‖ Wk‖ εC Eα,k‖

)
. (7.15)

By the skew symmetric relation Eq. (7.6), we have

Ũ w̃k‖K w̃†
k‖Ũ∗ = −w̃∗

k‖K
t w̃t

k‖ , (7.16)

→ w̃t
k‖Ũ w̃k‖K w̃†

k‖Ũ∗w̃∗
k‖ = −K t , (7.17)

and then

Ũ ′ ≡ w̃t
k‖Ũ w̃k‖

=
(

W t
k‖ 0

0 W †
k‖ Q†

) (
Q

Q

) (
Wk‖ 0
0 Q∗W ∗

k‖

)

=
(

0 W t
k‖ Q Q∗W ∗

k‖
W †

k‖ Wk‖ 0

)
=

(
0 ηU

1 0

)
. (7.18)

Therefore,

pf(Ũ Hk‖) = pf(Ũ w̃k‖K w̃†
k‖) = pf(w̃∗

k‖Ũ ′w̃†
k‖ w̃k‖K w̃†

k‖)

= det(w̃∗
k‖)pf(Ũ

′K ). (7.19)

Under the transformation, Eq. (7.15), the hybridization is given as

V ′ ≡ W †
k‖ Vk‖ Q†W ∗

k‖ . (7.20)
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This satisfies the skew symmetric relation as

V ′t = W †
k‖ Q∗V t

k‖ W ∗
k‖ = ηU W †

k‖ Q∗V t
k‖ W ∗

k‖

= ηU εC W †
k‖ Vk‖ Q†W ∗

k‖ = ηU εC V ′, (7.21)

where we used Eq. (7.8). Therefore, Ũ ′K is given as

Ũ ′K =
(
0 ηU

1 0

) (
Eα,k‖ ηU V ′
ηU V ′† εC Eα,k‖

)

=
(

V ′† ηU εC Eα,k‖
Eα,k‖ ηU V ′

)
. (7.22)

Then, for ηU = 1, the leading-order terms of the Pfaffian expanded in terms of V ′
are given as

pf(Ũ Hk‖) ∼ Z N̄

[
1 +

|V ′
m,m+1,k‖ |2

Em,k‖ Em+1,k‖

]
, (7.23)

where Z N̄ = ∏N̄
i=1 Ei,k‖ . Thus, Eq. (3.66) is derived.
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