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1/Why Children’s Problem-
Solving Is Interesting

Simon and James (both eight years old) are playing in
the yard. They are pretending to be shipwrecked and are
busy building a shelter from the odds and ends they’ve
found lying around—tomato stakes and pieces of clothes-
line, old sheets, branches of bracken for thatching, and
cardboard packaging from a new refrigerator. This sort
of play is typical of childhood. It absorbs children in total
concentration, creating a glowing excitement and so much
enthusiasm that it can be hard to persuade the players
to break off to eat or go to bed! And yet the major
ingredient in this game—as in a great many others—is
problem-solving: figuring out where to start, sizing up
which things to use from those available, planning the
next step, wrestling with the difficulties of fastening the
elements together—and puzzling over what went wrong
if the shelter collapses. Play such as this makes it quite
obvious that children can really enjoy solving problems.

The fact that children enjoy solving problems is some-
what surprising. By definition, “problem-solving” is what
you do when you have a goal and don’t know how to
achieve it, so we might have expected it to be a rather
frustrating and negative experience. Figuring out how to
solve a new problem is also a challenging intellectual
task, which pushes children to evaluate their own efforts,
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to discover new concepts, and to invent new strategies.
We are used to thinking of those things as work, as being
dull and boring rather than fun. But even babies in their
cribs enjoy solving problems (how do you get a rattle to
make a sound?), which shows just how fundamental the
process of solving problems is to our human makeup—
and to childhood.

Nevertheless, solving problems is hard work, espe-
cially for very young children. The younger the child,
the smaller the range of problems he or she is likely to
solve, and the greater the effort involved. Very young
babies may spend hours trying to get their thumbs into
their mouths—and stabbing their foreheads and noses as
they misjudge—though this task is no longer a problem
for the six-month-old. The effort to balance three blocks,
one on top of the other, can baffle—and amuse—a one-
year-old, but it is mundane for an older sibling. Pre-
schoolers can easily solve many problems quite beyond the
scope of the one-year-old, but they are defeated by a range
of puzzles that are easy for the seven- or ten-year-old,
such as tying shoe laces, doing basic arithmetic, playing
chess, planning a shopping expedition, and so on. Ten-
year-olds may impress us with the range of problems they
can tackle, from mending complex toys to mastering dif-
ficult concepts in school or interpreting subtle social cues.
But even at this age, their problem-solving is still imma-
ture: few adults, having no boat to row on a pond, would
set out in a cardboard box, for example, though such
things are no surprise to the parents of a ten-year-old!

The obvious developmental increase in the ability to
solve problems is a puzzle. Does it come from basic
changes in mental skills—in the very ability to reason—
as the child grows older? If so, how exactly do these
skills change? Or is it more a matter of practice, of
learning to apply skills successfully in new contexts? Just
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what do children do when they try to solve problems
and how do they get better at it?

The Process of Solving Problems

This book is not about how to improve a child’s prob-
lem-solving (although we shall come back to that in
Chapter 5). Rather, it is about the process of solving
problems and the way in which this process develops
through childhood.

How can we explore the motivations and the mental
processes children bring to problem-solving? How can
we find out, for example, how James decided to thatch
his shelter with bracken instead of grass or leaves, or
how Simon thought of the idea of weaving bracken stems
together so they wouldn’t slide off the roof? How can
we discover what made these two boys work at their
task for six hours, when the mere suggestion of home-
work or tidying up their rooms would cause instant
exhaustion?

We can’t actually see the mental processes and moti-
vations involved in solving problems. We can only make
inferences about what is in the child’s mind. Neverthe-
less, we sometimes get the feeling that we can literally
see children thinking from the concentration on their
faces or the quizzical expression in their eyes. With a
child we know well, we may sometimes have the feeling
that we know just what that child is thinking, too! But
this is only an illusion. All we see is the outward behav-
ior, not the mental process or motive that produced it.
There is almost always more than one interpretation of
what we see. Most parents know that a look of concen-
tration in an infant sometimes means fascination with a
new discovery, but just as often, it may mean that the
infant is filling its diaper! Equally, one may congratulate
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a group of children on the raft they have built, only to
be witheringly told that it is not a raft but a space station,
and not a rudder one is leaning against but a nuclear
reactor. And what teacher has not wondered, at one time
or another, whether the child staring into space at the
back of the room is daydreaming or thinking about what
to write next?

Nonetheless, there are ways of interpreting what we
see as children solve problems, and of testing how good
our interpretation is. By using all sorts of clues, from the
mistakes children make to the patterns of their successes
and failures, from listening to what they tell us them-
selves to analyzing the detail of their actions, we can
form theories about the development of problem-solv-
ing. We can test those theories by seeing if they predict
what children will do in a new situation or by explor-
ing how computer simulations of these theories behave.
As the research I describe here will show, improvements
in the tools we use to study children’s problem-solving
are leading to a new understanding of how these skills
develop.

Themes and Organization

One major theme of the work surveyed here is that
solving a problem does not depend on being very smart
or on difficult and abstract kinds of reasoning, such as
logic, as we often assume. The idea that logic is the critical
element in problem-solving has been a key part of some
influential theories, including that of Jean Piaget.1 But
there is a growing body of evidence that the young
child’s difficulties in solving problems have little to do
with weak logical skills and that even adults rarely rea-
son in abstract or logical ways, as we shall see in Chapter
2. Chapter 3 shows how problem-solving skills grow out
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of the ordinary process of understanding the world around
us, of discovering and using information, and of reacting
to and interpreting the feedback provided by our activities.

A second theme is that problem-solving is about change,
about moving from one idea to another, new one. Invent-
ing a new solution to a problem is a highly creative
process. Children invent new strategies as they interact
with a problem. The research described in Chapter 4
shows how the details of children’s experience in a task
and the feedback they get from their actions play a
crucial role in shaping what they do or do not discover.

The third theme is that problem-solving is anything
but a dry, intellectual activity. As Chapter 5 shows, the
child’s increasing success in solving problems is a social
process much more bound up in feelings than we used
to think: confidence can be more important than skill.
The reasons we address a problem have a huge impact
on whether or not we solve it successfully. Just as the
Russian psychologist Lev Vygotsky proposed, problem-
solving is a social skill learned in social interactions in
the context of everyday activities.2 It is much more mal-
leable, and more teachable, than we supposed.

If we draw all these themes together, the process of
solving problems emerges as a central part of our every-
day lives. To understand problem-solving is to shed light
not only on the nature of human intelligence as a whole,
but on the very heart of human imagination.
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2/A Historical Perspective on
Children’s Problem-Solving:
Inference and the
Development of Logic

Considering how vital a part problem-solving plays in
children’s lives, in their games and in their struggles to
master the challenges of their physical, social, and edu-
cational worlds, it is surprising that the topic has so often
been treated as simply another facet of cognitive devel-
opment as a whole, rather than as an issue in its own
right. Researchers and educators alike have assumed that
children’s success in solving problems is just a reflection
of the caliber or maturity of their cognitive skills: if we
understand how cognitive skills develop, we shall un-
derstand childhood problem-solving.

Problem-solving involves processes over and above a
child’s basic cognitive competence. But there is a sense
in which the historical assumption is quite right: we
cannot hope to understand children’s problem-solving
unless we know something about their basic cognitive
skills. In this chapter and the next, I shall explore the
development of children’s cognitive tools and the effects
of this development on their ability to solve problems. I
shall start by looking at the themes and assumptions that
have traditionally shaped how we think about the devel-
opment of problem-solving. Modern ideas are easier to
grasp in this historical context.
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The Idea of General Skills

One strong traditional idea about cognitive skills is that
they are very general. That is to say, the same basic skills
apply in all contexts and to all types of tasks or prob-
lems. We can see this idea in many of the different ap-
proaches to understanding thinking, from the idea of
“general” intelligence to efforts to write intelligent com-
puter programs. Whenever we say things like “younger
children are worse at problem-solving than their eld-
ers” or “Mary is better at solving problems than Jane,”
we are making the same kind of assumption. We are
speaking as if the ability to solve problems were a trait
(like being shy, for example) that will remain con-
stant, for a given individual, from one situation to an-
other.

The notion that cognitive skills are very general has
several attractions. First, it makes the task of under-
standing things like problem-solving seem much eas-
ier: if the same skills are involved in all types of prob-
lem-solving, then we can study these skills in only one
or two contexts rather than having to study problem-
solving across a large number of situations. Second, it
makes the task of teaching children to reason seem eas-
ier: if we teach children to reason in one type of task,
we can expect them to carry the cognitive skills over
into other tasks too (this assumption underlies the old
view that learning Latin provides a general training for
the mind, and the newer view that learning computer
programming can do the same). Third, using the same
skills in all situations seems to make sense from a “de-
sign” perspective: it is more economical, and more flex-
ible, than having different skills for different types of
task.

A Historical Perspective / 7



General Skills in Problem-Solving: Inference

It is easy to identify general skills in problem-solving at
several levels, as we can see from looking at an example.
Mary (aged seven) is trying to do a jigsaw puzzle. She
fits the pieces together, copying the picture on the box.
But when she has used all the pieces, there is still an
empty spot. Now she has a new problem: where is the
missing piece? She looks in the box and then under the
table, but it isn’t in either place. After hesitating a bit,
she goes off to look in the toy chest.

We can describe what Mary is doing in various ways.
For example, we can break what happened down into a
number of different steps: recognizing that there is a prob-
lem and identifying a new goal (finding the missing piece
of the puzzle); planning a strategy to fix the problem;
noticing whether or not this strategy works and planning
another one if it does not.

Almost every instance of problem-solving can be bro-
ken down into these same general steps. Each step has
its own character, but all have something in common that
points to an even more general skill underlying all as-
pects of problem-solving: at each step, the child must make
sense of the information available and use that informa-
tion to generate a new understanding of the problem or a
new strategy. Very often this involves what Jerome Bruner
has called “going beyond the information given.”1 That
is to say, it involves making inferences or deductions that
take the child from what he or she originally knew to
some new piece of information or new idea. For Mary,
it is deducing that the jigsaw puzzle has a piece missing
from the fact that there is still a gap when all the pieces
at hand have been used.

Of course, inferences are a key element in any cogni-
tive process, not just problem-solving. Knowing how
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children draw inferences would provide us with power-
ful insights into most aspects of their intelligence.

A General Inference Mechanism: Logic

What sort of mental process could a child use to draw
inferences? If we start from the assumption that the pro-
cess is very general, then we must look for inference
mechanisms that would work equally well in any situ-
ation. In other words, we must look for an abstract sort
of process that does not rely on particular information
or details in the problem to which it is applied. The best
candidate seems to be logic.

Logic was devised by the ancient Greek philoso-
phers precisely in order to form the principles of “cor-
rect” reasoning or inference. There are many different
kinds of logic, but they all share the same basic feature:
each provides a system for drawing inferences, for ex-
trapolating from some initial information to reach a new
conclusion. Each does this in an abstract way, quite
independent of the context in which it is used. It is worth
looking at this last point quite closely, as it will be im-
portant to my argument later on. Here is a logical “ar-
gument”:

(1) Only literate people can read books.
(2) You are reading this book.
(3) I can therefore infer [the new information] that

you must be literate.

In this example, the conclusion is obviously true. That is
to say, it is factually accurate. It is also logically valid:
the conclusion (3) follows from the premises (1) and (2).
But logical validity and factual accuracy are not the same
thing. An argument can be logically valid but not factu-
ally accurate, as in this example:
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(1) If it rains in Poland, pigs dance in Scotland.
(2) It is raining in Poland.
(3) So pigs are dancing in Scotland.

All that matters in logic is the form of the argument, not
the meaning of the premises or the conclusion. The form
of the argument here is:

(1) If A is true, then B is true.
(2) A is true.
(3) So B must be true.

From a logical point of view, it does not matter what A
and B are—they could be anything. The inference is valid
because it follows the rules of logic, and these same rules
apply in every context. It is this property that makes
logic seem such a general tool for problem-solving.

Are Children Less Logical Than Adults?

Logic has been accepted as the basis for mature reason-
ing for the best part of two thousand years. In that con-
text, an obvious explanation of the young child’s rela-
tively poor problem-solving performance is that young
children are not as good at logical reasoning as their
elders. This theory was most convincingly and coher-
ently put forward by Jean Piaget, whose work domi-
nated developmental research through the middle part
of this century.2

Piaget studied children’s reasoning from birth to ado-
lescence. He believed that the root cause of the changes
we see in children’s problem-solving throughout their
development was the gradual growth of logical struc-
tures and skills from next to nothing at birth through a
succession of stages to the sophisticated logic of the
adult. Margaret Donaldson provides an excellent sum-
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mary of Piaget’s theory in the appendix to her book
Children’s Minds.3 For the purpose of the argument here,
the key idea is that, at each stage, the child’s reasoning
is characterized by a certain level of logical skill, which
is fairly constant across different kinds of tasks. Piaget
argued that one can predict which problems children
will solve and which they will fail to solve on the basis
of the stage of logical development they have reached.
He provided many illustrations to support this predic-
tion throughout childhood. Let’s look at two familiar
examples.

In the first (the class inclusion task) the experimenter
asks a child to look at a collection of birds like that
shown in Figure 1. The experimenter then asks: “Are
there more ducks or more birds?” Piaget argued that
children under the age of seven or eight would be unable
to answer this question correctly, because they do not yet
have the mental structures to allow them to realize that
something can be a member of two classes at the same
time. They therefore cannot make the logical inference
that, because the ducks are included in the class “birds,”
there must be more birds than ducks. And indeed, whereas
a child of eight or nine will confidently answer that there
are more birds, most four-year-olds will say that there
are more ducks. This mistake is striking, especially as, in
other contexts, four-year-olds are quite able to say that
ducks are birds.

In the second example (the transitivity task) the child
is shown two sticks—a red one and a blue one. The red
stick is shorter than the blue one. The experimenter hides
the red stick and then shows the child the blue stick and
a new green stick. The blue stick is shorter than the green
stick. The child is then asked: “Which is shorter, the red
stick or the green one?” A child of eight or more will
have no difficulty in answering this question—the red
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stick is the shortest (see Figure 2). But children under the
age of six or seven will have problems; they may say, for
example, that they cannot tell, since they have not seen
the two sticks together. Again, these young children fail
to draw what seems to an adult eye to be a straightfor-
ward and obvious inference. Piaget argued that this is
because the younger child has not yet developed the
mental structures necessary to recognize that a stick can
be longer than some things and shorter than others at
one and the same time, and so cannot draw the appro-
priate logical inference.

Figure 1
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Piaget’s experiments are very easy to repeat. If we do
just what he did, we will get the same results. Piaget’s
theory is still very influential, but there is mounting
evidence that it is wrong.

Children’s Inferences

Despite the fact that they so readily fail in Piaget’s tasks,
it is clear that even very young children can draw quite
sophisticated inferences in some contexts. The evidence
for this is all around us, though we seldom realize its
significance. For example, here is an interchange between
a mother and child of about two:

Red Blue Green

     Figure 2

A Historical Perspective / 13



Child (very aggrieved): Jack broke my car!

Mother: I’m sure he didn’t . . .

Child: He did! He did! Harry didn’t
go there [the playroom]—Jack
broke my car!

The interesting point in this accusation is the clear and
surprisingly complex chain of inference it involves: if the
car is broken, then someone must have done something
to it to break it; if someone broke the car, then they must
have been in the playroom (where the car was) at the
time. If Jack went into the playroom and Harry didn’t,
then only Jack could have broken the car, so he is the
main suspect.

How can it be that a two-year-old is able to put this
chain of inferences together but a seven-year-old is un-
able to draw the right conclusion in Piaget’s tasks? The
answer seems to be that Piaget’s tasks are not the best
measures of children’s ability to draw inferences.

Piaget deliberately avoided using familiar situations in
designing his experimental tasks, because he wanted to
test children’s ability to reason, not what they might
have learned from experience. In her influential book
Children’s Minds, Margaret Donaldson made an impor-
tant observation about this policy: problem-solving is
much harder in unfamiliar situations than it is in familiar
ones, even for an adult.4 This is true even where the
familiar problem and the unfamiliar one ought to in-
volve exactly the same logical problem. Part of what we
mean when we say that a given type of problem is
familiar is that we recognize what to do in that situ-
ation—we know which mental tools to use, how and
where to look for a solution. We know what the solution
is supposed to look like. In unfamiliar situations, we
have to work all this out and may fail to solve the
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problem not because we cannot solve it but because we
have failed to recognize what was needed. Donaldson
argued that by measuring children’s ability to draw logi-
cal inferences in unfamiliar tasks, Piaget used too hard
a test. His research strategy in designing problem-solv-
ing tasks led him to underestimate the young child’s
ability to draw logical inferences.

Donaldson also pointed out that many of Piaget’s tasks
are a little strange: for example, “Are there more ducks
or more birds?” is a silly question if you understand that
a duck is a bird. Adults know that psychologists (and
teachers) often ask bizarre questions for their own ab-
struse purposes, but young children are not yet worldly
enough to understand this. They are also used to seeing
adults as wiser and more knowledgeable. Donaldson
argued that children faced with an apparently silly ques-
tion assume that the adult is actually asking something
sensible. They then try to do the intelligent thing—they
try to work out what the questioner might have meant
and answer that question, rather than the one that was
actually asked. In the class inclusion task, the obvious
“sensible” question would be: “Are there more ducks or
more other birds?” Answering this question would lead
the child to the usual error, even though the child might
be perfectly capable of drawing a proper logical infer-
ence in another situation.

Many researchers have demonstrated that very young
children can be much more successful in drawing infer-
ences than their performance in Piaget’s tasks suggests.
Rochel Gelman’s review of a number of studies shows
that young children can often solve problems when they
are couched in concrete, familiar, everyday terms, even
though they fail with the very same problems when they
are expressed abstractly or in an unfamiliar way.5

The impact of the way a problem is expressed is easy
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to illustrate. Not many two- or three-year-olds would
successfully cope with this abstract problem:

(1) If A is true, then B is true.
(2) A is true.

What follows?

But very few would have any trouble with this more
concrete version, even though it involves exactly the
same form of inference:

(1) If you’re good on the shopping trip, you can have
an ice cream cone.

(2) You were good on the shopping trip.
What follows?

The fact that children’s success in logical problem-
solving seems to vary from one context to another strongly
challenges Piaget’s theory of developmental stages and
his interpretation of the nature of children’s difficulties
in his original studies. Researchers like Donaldson have
argued that if a child can successfully solve a logical
problem in even one context, it must be that that child
does have the requisite logical skills.6 If that child fails to
solve the same problem in another context, the difficulty
must be related to something other than logical skill per
se. For psychologists such as Donaldson, changes in chil-
dren’s problem-solving success require an explanation
quite different from Piaget’s account of the growth of
logical skills.

Of course, Piaget’s supporters countered this approach
by challenging the claim that very young children had
used logical skills to succeed in the new versions of the
tasks. The fact that two versions of a task have the same
logical structure does not necessarily mean that people
will use the same logical processes in solving them both.
One version of a task, for example, might compel the
child to draw a logical inference, while another version
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might allow the problem to be solved from memory or
by using situational cues. Any task can be completed
through a variety of different processes. Just because a
problem can be described in terms of a specific kind of
logical inference need not mean that someone solving the
problem must actually make that inference to succeed.
The correct answer can be obtained in another way.

Resolving a controversy like this one is quite difficult.
As we saw in Chapter 1, it is not possible to see the
process by which a child tackles a task directly. One can
only draw inferences about it on the basis of the evidence
from the child’s behavior. Where two opposing theories
clearly predict different patterns of behavior, we can look
to see which makes the most accurate predictions. But
where the two theories set out to explain the same be-
havior in contrasting ways, it is quite difficult to identify
different predictions to test.

Happily, the controversy about whether very young
children do or do not use logic in solving particular
versions of Piaget’s tasks is the least important issue
emerging from this line of research. Much more exciting
is the discovery that children’s success in problem-solv-
ing varies from one situation to another, even where
successive situations apparently involve the same logical
skill. Now, if level of logical skill were the main factor in
problem-solving, we would not expect to see this kind
of variation between different versions of a task. Low
logical skill should mean consistent failure, and high log-
ical skill consistent success in tasks with the same logical
structure. The fact that children’s performance is not
consistent across different versions of a task clearly im-
plies that logical skill is not the main factor underlying the
child’s success or failure in problem-solving. Other factors
must be involved and must play a more critical role in
the development of problem-solving skill—either in con-
straining when a child can use logical skills or in deter-
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mining when a child can solve a problem despite the
absence of logical skills.

Furthermore, the fact that children’s success is not
consistent, even from one version of a task to another,
undermines the whole idea that general skills are the key
to problem-solving: obviously, factors specific to particu-
lar tasks and situations are at least as important.

Adults and Logical Reasoning

Are adults any more reliant on general abstract skills
such as logic than children? Coincidentally, just as stud-
ies of children’s inference are showing that factors other
than logical skills determine the child’s success or failure
in problem-solving, research is also finding that logic is
less important in adult problem-solving than we have
thought. It is worth looking at studies of adult reasoning
in some detail, because these studies are radically chang-
ing our understanding of what is involved in mature
problem-solving, thus shedding new light on children’s
problem-solving.

The theory that problem-solving depends on very gen-
eral, abstract logical skills implies that adults, who are
good at solving problems, ought to be good at drawing
logical inferences. But they aren’t. For instance, here are
some problems that call for inferences about which class
things belong to, somewhat reminiscent of the inferences
Piaget explored in the “class inclusion” task.

(1) All ducks are fowl.
(2) All fowl are birds.
(3) Therefore all ducks are birds.

(1) All ducks are fowl.
(2) All fowl are wild.
(3) Therefore all ducks are wild.
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(1) All ducks are swimmers.
(2) Some swimmers have webbed feet.
(3) Therefore all ducks have webbed feet.

Which, if any, of the conclusions above are logically
valid? A study by Jonathan Evans and his colleagues
shows that 90 percent of adults will recognize that a
logical argument is valid if the premises and the conclu-
sion are also factually accurate, as in the first example
above. But only 46 percent can recognize that the con-
clusion is logically valid when it is factually inaccurate,
as in the second example. Even fewer realize that a
conclusion is not logically valid when both the premises
and the conclusion are factually accurate, as in the third
example.7

Effects of this kind are called “belief bias” effects. What
they show is that even adults have enormous difficulty
in applying logical principles. They prefer to draw on
their prior knowledge about the real world and have
great difficulty putting that knowledge aside in order to
think logically.

Of course, there are logical problems that adults seem
to find much easier than children do. Adults, for exam-
ple, are very good at solving the kinds of transitive
inference problem that young children find so difficult.
But studies of how they solve such problems do not
support Piaget’s assumptions that adults actually use
logical inferences.

This conclusion comes from studies by George Potts
and others that have looked at how adults solve Piaget’s
transitive inference problems when there are not three,
but six elements to be compared:8

(1) Tom is taller than Dick.
(2) Dick is taller than Sam.
(3) Sam is taller than Pete.

A Historical Perspective / 19



(4) Pete is taller than Jack.
(5) Jack is taller than Joe.

Making comparisons between boys who are far apart in
this list ought to involve more inferences than would be
needed to make comparisons between boys who are
closer together. For example, to infer that Dick is taller
than Pete, one need make only one transitive inference:

(1) Dick is taller than Sam.
(2) Sam is taller than Pete.
(3) Therefore Dick is taller than Pete.

But to infer that Dick is taller than Joe, one ought to make
three transitive inferences:

(1) Dick is taller than Sam.
(2) Sam is taller than Pete.
(3) Therefore Dick is taller than Pete.

(1) Pete is taller than Jack.
(2) Jack is taller than Joe.
(3) Therefore Pete is taller than Joe.

(1) Dick is taller than Pete.
(2) Pete is taller than Joe.
(3) Therefore Dick is taller than Joe.

If we assume that it takes a certain amount of time to
draw a transitive inference, it follows that it should take
longer to compare Dick and Joe, who are far apart in the
series and therefore need three inferences, than it takes
to compare Dick and Pete, who are closer and need only
one. But this is not what we find.

Potts tested a number of college students on such
problems and found that they could make comparisons
between elements that are far apart in a series more
quickly than they could make comparisons between ele-
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ments that are close together. But this is exactly the
opposite of what ought to happen if they were solving the
problem solely by logical inferences: how could they
make three inferences more quickly than one? We can
only conclude that they are not in fact solving the prob-
lem by drawing transitive inferences.

This conclusion is reinforced by an even more striking
finding. Suppose we ask people to say “true” or “false”
to a number of statements, for example: “Dick is taller
than Joe.” We might expect that they could make such
judgments most speedily when the statement is one they
were given to learn at the start of the task, and less
speedily when the comparison is not one they have pre-
viously learned. But we would be wrong! Adults are
faster in judging comparisons involving boys far apart
in the series (who have not previously been directly
compared) than they are in judging comparisons of boys
who are directly compared in the statements given at the
start of the experiment. In other words, judgments that
ought to involve several inferences can be made faster
than those that should involve no inferences at all. This
would be very difficult to understand if adults were
actually solving the problem by drawing transitive infer-
ences.

In fact, however, Potts’s research suggests that adults
solve such problems by building a sort of mental picture
of, for example, the heights of the boys, and arranging
these into a series from tallest to shortest (see Figure 3).
Rather than draw logical inferences about the relative
height of two boys, an adult consults this mental model.
Studies of how people use actual, visible models to make
comparisons show that it is easier to compare items that
can be found quickly than those that take more looking
for; items toward the ends of a series are easier to find,
and thus can be compared more quickly. What this sug-
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gests is that the processes by which adults solve transi-
tive inference problems may have more to do with pro-
cesses for constructing mental models of information
than with logic.

There are also clear demonstrations that adults, like
children, are more successful with some versions of sup-
posedly logical problems than they are with others. Such
effects show that, just as is the case with children, adult
problem-solving must be affected by factors other than
logical skill itself. The most famous demonstration of
such effects comes from Peter Wason and Philip Johnson-
Laird’s studies of tasks supposed to measure inferences
about situations in which one thing is dependent on
another.9 Such reasoning is called conditional reasoning.
Wason and Johnson-Laird studied two examples of con-
ditional reasoning tasks that draw on exactly the same
logical inference. The first is an abstract version of the
problem (see Figure 4):

Tom Dick Sam Pete Jack Joe

Figure 3
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If a card has a vowel on one side, then it has an even
number on the other side. Which cards must you turn
over to check whether the rule is true?

The second is a more concrete version of the same prob-
lem (see Figure 5):

If an envelope is sealed, then it has a five-penny stamp
on it. Which envelopes must you turn over to check
whether the rule is true?

Only 8 percent of college students draw the right in-
ferences and solve the abstract version of the problem
correctly. Almost all realize that you should turn over the
card showing a vowel to check that it has an even num-
ber on the back. Some suggested that you should also
turn over the card showing an even number to check that
it has a vowel on the back. In fact, this is wrong: if we
look carefully at the rule, we can see that it does not say
that even numbers can only be paired with vowels, just
that vowels can only be paired with even numbers. Al-

A

T
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Figure 4
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most no one thought of testing the rule by checking on
the odd number to make sure there is no vowel behind it.

By contrast, 87 percent of adults can successfully solve
the more concrete version of the task, provided that they
have had previous experience of this kind of postal rule,
as most English people in the 1970s did. American sub-
jects and younger English ones who have not experi-
enced the rule have much more difficulty. This seems to
suggest that adults need specific, relevant information
and experience with the task to cope with this kind of
inference—but that is not quite right. It is not so much
the concrete experience of the postal rule that matters
but whether or not the rule seems to “make sense.”
Providing a rationale, an explanation for the postal rule,
made the more concrete version of the task easier, even
for people who had no direct experience of the postal
rule itself.10 Understanding the rationale seems to allow

4

5

Figure 5
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us to integrate a particular rule with our general knowl-
edge about rules and regulations.

We all learn a lot about how to follow regulations.
Many have the same basic form as the postal rule: the
appropriate course of action (such as sealing or not seal-
ing an envelope) depends on the circumstances (such as
the value of the stamp used). We have learned to check
that the circumstances are right for taking the action and
for not taking it. It is as if our experience has given us a
special “recipe” for checking on conditional rules, which
can stand in for the processes of logical inference that
would otherwise be needed.

Overall, logic is far less relevant even to adult prob-
lem-solving than we thought. Forced to think logically,
we make mistakes and find the problem hard. In tasks
that ought to involve logical inferences, the evidence
suggests that we do not in fact use logical processes even
though we can draw the inferences. Even professional
logicians do not generally use logic in the everyday
contexts where that would be the most obvious and
appropriate thing to do. Just like children, we adults are
more likely to draw on factual knowledge than on logic,
and our success is more influenced by factors particular
to the task in hand than by any consistent general skill.

The Development of Logical Skill

Of course, it is obvious that human beings can sometimes
draw strictly logical inferences in solving problems. If
this were not so, we would not have been able to de-
velop, or understand, formal models of logic at all. Even
if logic is not the fundamental element in problem-solv-
ing, the question of how the ability to use logic develops
is still interesting and must be answered.
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First, what is it that develops as we become more
adept at drawing and understanding logical inferences?
Do we really ever develop strictly “logical” mental pro-
cesses? In view of the results from studies of adult rea-
soning, some researchers, such as Philip Johnson-Laird,
have argued that we do not.11 They take the view that
logical inferences are never produced by “logical” pro-
cesses at all, but by other types of psychological process.
For example, Johnson-Laird has suggested that these
other processes involve drawing inferences from mental
models (much as in Potts’s study of reasoning about
series described above).

At first it seems absurd to say that logical problem-
solving does not involve logical mental processes. But
there is nothing contradictory in this. There is no reason
why a process should resemble the product it produces.
For example, a fire produces ash, but its flames do not
resemble the ash in any way. A process (such as combus-
tion) need not share any structural property with the
product (the ash) it creates. It is not necessary for logical
inferences to be produced by a process with the struc-
tural properties of logic.

If Johnson-Laird is right, then the development of logi-
cal reasoning has to be understood in terms of the de-
velopment of the ability to create and use mental models.
There is enough evidence supporting this theory to make
this a very plausible thesis in studies with both adults
and children. For example, the ability to solve syllogistic
problems emerges around the age of nine to twelve years.
Johnson-Laird and his associates have shown that chil-
dren of this age solve syllogisms by building mental
models of the relationships between classes and “reading
off” the correct inferences from these models.12 They
found no evidence that more explicitly logical processes
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were involved. Equally, Jerome Bruner and Helen Kenney
found that children of eight to ten begin to solve mathe-
matical problems by devising concrete mental models of
the task.13 Yet this makes it difficult for them to recognize
analogies between problems that share the same abstract
structure but have different concrete details. Working
through many similar problems, however, allowed the
children to gradually build up a “composite” mental
image combining all the separate, specific images. This
not only enabled them to achieve a more abstract grasp
of the problem, it also freed them to generalize across
different examples of that type of task and to begin to
understand its formal properties. But the abstract repre-
sentation remained rooted in the concrete mental models
from which it had come: the children’s “stock of im-
agery” about the problem continued to play an impor-
tant role in actually addressing it.

Whatever the psychological process underlying the use
of formal logical inferences, it is plain that the tendency
to draw such inferences develops throughout childhood.
Study after study shows that, in at least some situations,
even very young children can draw certain types of
logical inference—markedly more than Piaget thought.
But the younger the child, the narrower the range of
contexts in which this is the case and the simpler the
inferences he or she can draw.

Although there are many things about this develop-
mental progression that we do not yet understand, some
are becoming clearer. For example, logic is very closely
related to language. Logical analysis depends on follow-
ing through the exact meanings of words like if, and,
unless, or, and so on. These words are used much more
precisely and more formally in logic than they are in
ordinary speech. Nevertheless, it may well be that the
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infant first begins to make simple logical inferences by
learning to use these words in a natural human lan-
guage.

Margaret Donaldson argues that the business of un-
derstanding language may also explain both the young
child’s rather limited and erratic use of logical inferences
and the older child’s ability to draw logical conclusions
in a more explicit way.14 She has pointed out that we
have two different modes for understanding language.
Ordinary, everyday understanding is not based very pre-
cisely on the actual words used: we focus on the meaning
the speaker intends to convey rather than the literal mean-
ing of what the speaker actually says. Analytic under-
standing is just the opposite: it focuses on literal mean-
ings rather than intentions. A friend of mine was very
fond of an irritating joke that brings out this distinction
very clearly: He would set up opportunities in restau-
rants for others to say “Could you pass the salt?” to
which he would reply “Yes!” but would not do so. The
victim of this riposte would then demand the salt, insist-
ing that the ordinary interpretation of the original re-
quest quite obviously implied that he or she wanted the
salt and had asked for it to be passed over. My friend
would answer that the literal (that is analytic) meaning
of the words was no such thing. He had merely been
asked whether he was capable of passing the salt—to
which he thought he had given a fully adequate re-
sponse!

Donaldson and other researchers are exploring the
ways in which these different usages of language affect
logical reasoning. Ordinary, everyday language supports
some kinds of logical inference in the day-to-day situ-
ations in which it is relevant. So the everyday use of
language allows even very young children to handle
quite complex conditional inferences (“If you don’t sit
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down and eat, I shall be very angry!”) in the course of
their everyday activities. By contrast, the ability to ar-
ticulate a logical principle, to handle logic in abstract
ways, and to transfer logical principles from one situ-
ation to another requires an analytical appreciation of
language. To master logic in the abstract, one must inter-
pret the strict meanings of words without reference either
to their context or to the motives or purposes of ordinary
activities. This is hard to do, and it involves an approach
quite different from the normal process of using lan-
guage in context. Some individuals never master com-
plex abstract logical inferences at all. There is striking
evidence that learning to read plays a key role in devel-
oping the ability to process language analytically, and
thus, in developing explicit logical skills. The beginning
reader must pay attention to the literal words on the
page, learn to recognize alternative meanings, and de-
cide which meaning is intended in a given sentence. This
in turn fosters the reflective approach to the meaning of
words that is the essence of an analytical approach to
language. Certainly, classic studies by Alexander Luria,
and by Michael Cole and Sylvia Scribner have shown
that formal schooling and interaction with a literate so-
ciety have a major influence on the development of such
skills.15

But the ability to draw a logical inference by no means
ensures that a child (or an adult, for that matter) will
actually draw that inference, even in everyday contexts
where ordinary language might support logic. A study
by Jan Hawkins and others16 found that four- and five-
year-old children could make certain logically correct
deductions—and even justify them—when dealing with
fantasy situations, but they were less reliable when deal-
ing with familiar, everyday ones! The difficulty appears
to relate to the problem of choosing between logical
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validity and factual accuracy. In fantasy situations, the
child has no practical experience to fall back on, no
yardstick of what is factually accurate. There is nothing,
therefore, to divert reasoning from the logical. But in
familiar situations, logical validity is sometimes in con-
flict with factual accuracy. In such situations, young chil-
dren and adults alike are prone to abandon logic and
base their responses on what they know to be true. Older
individuals are more able to resist this tendency where
it is appropriate to do so and more able to recognize
when it is appropriate. Logic is only one of the strategies
available to the problem-solver, and it is not necessarily
the preferred approach, even where it would be the most
effective one.

A New View of Problem-Solving Processes

The traditional emphasis on general skills such as logic
has made us look at problem-solving in a very abstract
way: because logic is a general basis for reasoning, it is
as appropriate, in principle, to a Martian or any other
intelligent entity as to a human being. According to this
view, there is therefore nothing specifically human about
problem-solving. Because logic exists outside the context
of any particular activity, it ignores the content and mean-
ing of the material to which it is applied. Content and
meaning therefore have no role to play in problem-solv-
ing processes. Furthermore, Piaget’s “logical” problem-
solver, constructing his or her own mental processes,
seems to exist more or less outside the context of the
species or culture to which he or she belongs.

The research reviewed in this chapter reveals a com-
pletely different view of what is involved in problem-
solving. Logic, and general skills as a whole, are less
important to the process of solving problems than we
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thought. Other factors, which vary from one situation to
another, play a major role in determining whether a
child—or an adult—will be able to solve a problem.
Logic itself is just one of a range of strategies for ap-
proaching a problem. Whether and when we develop the
ability to use a logical strategy depends on specifically
human developments, such as language, and on the so-
cial practices of formal schooling. And even when we do
choose a logical strategy, we may be invoking not ab-
stract logical processes but rather human, psychological
ones, such as building mental models of what we know.
The content and the meaning of the problem determine
how we approach it.
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3/ Conceptual Tools for
Solving Problems:
Inherent Skills and
Information

Human problem-solving depends on psychological pro-
cesses. In this chapter, we shall see that newborn infants
are far from helpless in solving problems. In fact, they
start out with a surprising range of skills. Processes nec-
essary for beginning to interpret the world and draw
everyday inferences are part of a baby’s basic endow-
ment. Unlike logic, many of these processes depend on
detailed information about the world. Everyday infer-
ence processes extrapolate from experience, so that two
children using the same process may draw quite differ-
ent conclusions if they call on different experiences. The
richer information children gather as they gain experi-
ence creates new tools for problem-solving: it provides
new strategies for a given problem; it promotes new
ways of understanding concepts and drawing inferences;
and it broadens the possibilities for drawing helpful anal-
ogies between one problem and another. The richer the
child’s information, the easier it is for the child to plan
just how to tackle a problem.

Inherent Skills

Psychologists used to believe that newborn babies had
very limited skills for solving problems. This idea was
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reinforced by Jean Piaget, who believed that babies are
born with no more than a few simple reflexes, and by
earlier writers such as John Locke, who saw the baby as
a blank slate or “tabula rasa.”1 But in fact, even newborns
have a surprising range of abilities and can cope quite
well with various complex concepts.

For example, from birth babies have at least a rudi-
mentary conception of number. In one study, Karen Wynn
put a mouse where a baby could see it and then blocked
off the view with a screen. If she secretly added another
mouse before she removed the screen, the baby showed
surprise, revealing an awareness of a change in the num-
ber of mice.2 In addition, right from birth, babies are
predisposed to distinguish between the animate and the
inanimate using such cues as whether something can
move under its own steam, as a biological being would,
or whether it relies on other agencies to move, as inani-
mate objects do.3 Even the basis of language, which will
play an important role in the development of problem-
solving, as we have begun to see in Chapter 2, is already
present at birth. Jacques Mehler and his colleagues have
found that babies can tell the difference between speech
and other sounds within twelve hours of birth; at four
days old they can tell the difference between one lan-
guage and another.4 Mehler found that French babies
respond differently to French and Russian, even when
they hear the same person speaking both languages.

More striking still, babies are born with the ability to
draw certain kinds of inference. Very young babies, for
example, can make quite complicated inferences about
the things they see. Elizabeth Spelke has found that
babies as young as four months can infer that an object
(shown in Figure 6) is a block with a solid pole behind
it if they see the “pole” move back and forth behind the
block.5 By the age of seven months, babies make this
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inference whether or not the pole moves, just as an adult
would do.

And right from birth, babies can recognize similarities
between things and recall past events, although these are
quite complex processes. Without such basic skills, the
infant could not learn and develop. With them, the baby
is equipped with some surprisingly general tools for
drawing inferences.

Inferences from Basic Psychological Processes

The way that we use our inherent ability to recognize
similarities or to recall past events as a basis for everyday
inferences was first explored by Daniel Kahneman and
his associates in trying to explain why adult reasoning
is sometimes apparently illogical and biased.6

For instance, many people think that flying is more
dangerous than driving, although the reverse is actually
true. Kahneman explains this in terms of the way we

         Figure 6
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naturally draw everyday inferences based on what we
can recall. In general, familiar, common, or likely events
are easier to bring to mind than rare or unfamiliar ones
(it’s easier to remember what your bedroom looks like
than to remember a room in a house you visited only
once). People tend to ignore the fact that this principle
of memory does not always hold true: rare events can be
very vivid and memorable, while common events can be
so mundane as to be difficult to recall. Yet it is normally
safe to assume that common things are more memorable
than rare ones and, to invert this principle, to infer that
if an event is easily brought to mind, then it must be
more common than other events that are harder to bring
to mind. Only where the vividness of events (such as the
horror of a major plane crash) makes rare things more
memorable than common ones (like car accidents, which
seem more mundane—unless they are personally expe-
rienced) does the principle lead to the wrong conclusion.

Equally, people tend to make inferences on the basis
of stereotypes, disregarding other kinds of information.
Told only that there are a hundred people in a room,
seventy of them lawyers and thirty engineers, people
correctly deduce that any one individual coming out of
the room is more likely to be a lawyer than an engineer.
But the minute they are given any information at all
about a specific individual, they disregard the prior odds
and base their judgment entirely on how closely that
individual fits their stereotype of a lawyer or an engineer.
So they infer, for instance, that an individual who sounds
like the stereotype of an engineer is an engineer, even
though, given the odds, it is more likely that he is a
lawyer.7 Kahneman argues that this way of drawing in-
ferences is an extrapolation from the normal way we
recognize similarities. Eleanor Rosch has shown that the
more something resembles our conception of a stereo-
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typical member of some category, the more likely we are
to accept that it is a member of that category and to
assume that it has all of the attributes and properties of
members of that category.8 (So, for example, most people
are more confident that the Labrador shown at the top
of Figure 7 is a dog than that the Portuguese Water Dog
or the Chinese Crested Dog are. The Labrador is closer
to our stereotype of a dog, and we are more confident
that it will behave like a dog—chew slippers, chase cats,
and so on—than that the other two will.) As with infer-
ences from recall, it is normally appropriate to infer that
things that look alike are alike. But in some instances,
inferences of this kind lead to problems (as anyone who
has mistaken a poisonous mushroom for an edible one
could tell you!).

There is every reason to suppose that even very young
children draw inferences from similarities and from what
they can recall, just as adults do. Kahneman believes that
the tendency to draw such inferences is unconscious and
even unavoidable in certain circumstances.9 Certainly,
drawing inferences in this way is the natural thing to do:
it is natural to assume that two things that look alike are
alike, and to base judgments on information we can
bring to mind, rather than on anything else. Human
babies have all the requisite subskills for drawing infer-
ences in this way. In fact, the same is true for animals
such as rats and chickens. And indeed, experimental
studies confirm that even very young children can draw
inferences through these kinds of processes.

Kahneman and his associates have also shown that
adults often use simple inference processes where they
should use more formal or sophisticated processes based
on mathematics or logic. Some theorists, such as Lee
Ross, have suggested that children ought to use these
processes even more extensively than adults do. Young
children are less likely to know about the more sophis-
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ticated strategy or to be able to inhibit the automatic
everyday inference process.10 Yet, the evidence does not
entirely support this prediction. My studies of inference
processes regularly find that children aged eight and
older often use recall to draw everyday inferences in the
same situations as adults do but are more prone to aban-
don inference and resort to guessing. Children aged six
and younger will spontaneously draw inferences from
recall in those situations they find personally motivating
or when they are cued to do so, but otherwise they rely
much more on guessing. It is not yet clear why this is
so. Are younger children less confident about their infer-
ences and so, more likely to disregard them? Or do they
less often recognize when inference, as opposed to guess-
ing, is appropriate? Knowing how to assess your skills
and when to use them is an important part of developing
a facility in problem-solving.

When both adult and child use simple everyday infer-
ence processes in tackling a problem, should we expect
them to come up with the same conclusions more often
than they seem to? The answer is no. An essential aspect
of everyday inference processes is that they depend on the
information the individual already has. They are, in ef-
fect, devices for extrapolating from experience. Younger
children have less—and often different—experience of
the world than older children or adults. For example, a
young adolescent who has had a number of memorable
close calls while crossing roads may view traffic as much
more dangerous than does the toddler, who has no such
experience to draw on. A two-year-old recognizes fewer
stereotypes and has less experience to recall than a six-
year-old, and so on. Two individuals using the same
everyday inference process will reach different conclu-
sions, if they draw on different experiences.

Analyses of everyday inference processes challenge
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some traditional assumptions about the development of
problem-solving through childhood. Theorists like Jean
Piaget emphasized the importance of changes in chil-
dren’s mental tools (such as the development of logic) in
explaining why younger children approach problems
differently from older children.11 With everyday infer-
ence processes, the emphasis is not on changing mental
tools but on changes in the specific knowledge to which
children apply these tools. How do these two contrasting
perspectives fit together? Research is showing that in
many areas, children’s concrete knowledge of the task at
hand is indeed a major determinant of how they set
about tackling the problem and whether they succeed.
But we are also discovering that changes in this detailed
knowledge make a critical contribution to the emergence
of new mental tools.

Inferences from Knowledge about the Task

Studies of how children solve various kinds of problems
have identified a number of ways in which their concrete
understanding of the task affects both the conclusions
they draw and the mental tools they use.

Conclusions Reflect Understanding
One of the roles concrete knowledge can play in prob-
lem-solving is illustrated by problems that involve a
balance scale (see Figure 8): Will the scales balance or
will one arm go down? This question produces some
very interesting results. Four- and five-year-olds can make
accurate predictions for scales A and C, but they get B
and D wrong. Nine-year-olds can get problems A and C
right, as well as problem B, but they still get problem D
wrong. Fourteen-year-olds typically get problems A and
B right but are less likely to be successful with problem
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C than the younger children! Only at seventeen are they
likely to solve all the problems correctly. Robert Siegler
has explained how this curious pattern of results comes
about from an expansion in what children have discov-
ered about what makes things balance.12

Five-year-olds know that weight matters and that you
have to have an equal amount of weight on each arm of
the scale to get it to balance. But that’s all they know.
They get problems A and C right because these problems
can be solved simply by taking weight into account. But
they are systematically wrong about problems B and D,
because here, attending only to weight gives the wrong
answer.

Nine-year-olds have discovered that the position of
weight as well as the amount of weight is relevant to
balance: further away from the fulcrum is “heavier.” But
they still don’t know how to integrate position and weight,
and they use information about position rather selec-
tively. Nine-year-olds look at the weights first. If these
are equal, they go on to consider the position of the
weights. But if the weights are not equal, they ignore
position. So they can successfully solve just those prob-
lems the five-year-old can solve and those in which weight
is equal but position is not (B). But they are still system-
atically wrong on problem D, because here they attend
only to weight.

Fourteen-year-olds know that position must be taken
into account as well as weight, but what they do not
know is how to do it. Their extra understanding actually
puts them at a disadvantage: they can solve the problems
in which handling weight and position separately gives
the same answer (A and B), but they do not know what
to do when these two cues are in conflict (C and D), so
they simply guess. Because they are guessing, they have
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a fifty-fifty chance of being right, which for problem C
gives them a worse chance of success than the five- or
nine-year-olds, who are right for the wrong reason. Only
seventeen-year-olds have learned enough about the in-
terrelationship between weight and position to take both
into account in solving the problems.

Although fourteen-year-olds are less successful than
younger children in some versions of the balance prob-
lem, their extra knowledge is not entirely a handicap.
They know they are only guessing on some of the prob-
lems, and they know they need to attend to weight and
position in every case: these things put them in a very
good position to learn through feedback from the task.
In contrast, younger children may simply be mystified
about why, in some cases, their answer is wrong, even
though they have taken everything that (to them) seems
relevant into account. They do not know where the prob-
lem lies or what to attend to, and are thus in a weak
position to learn from their experience in the task.

In fact, however, by changing what children attend to,
we can radically alter what they can learn and what
problems they can solve.13 Five-year-olds learn less from
experience with the balance task than eight-year-olds do,
which is not surprising: five-year-olds typically do not
even notice the position of the weights, much less realize
that position is relevant, and they cannot learn anything
about the role of position if they do not even notice it.
Siegler found that simply by teaching five-year-olds to
pay attention to the position of the weights, they were able
to learn as much from the task as the eight-year-olds.

Success in solving many problems is less a matter of
age than of the information we have and the strategy
that information suggests. In the balance scale problem,
eight-year-olds can easily be taught to use a strategy that
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integrates information about weights with information
about position. They can then solve balance problems as
successfully as seventeen-year-olds.

Understanding Creates New Mental Tools
Acquiring richer concrete knowledge about a task brings
children more than new strategies. As Susan Carey has
discovered, it can alter the kinds of concepts a child can
use and the types of reasoning that are possible.14 New
types of reasoning create new tools for problem-solving.

Carey studied the development of children’s under-
standing of the concept of animacy, and how different
degrees of understanding affected their reasoning. As we
have seen, even very young babies can differentiate be-
tween animate and inanimate things. By the age of three,
children usually recognize as alive the same things an
adult would: for all their make-believe, three-year-olds do
not really expect their dolls, or other inanimate things,
to eat or sleep or behave like living creatures. But how
young children think about animacy is different in im-
portant ways from how older children understand it.

Children four to seven years old do not really under-
stand what a biological entity is or how it functions. If
you ask them what is inside their body, they will tell you
about the things they have seen going in and out, such
as food and blood, but they do not mention the digestive
organs or the circulatory system. If you ask them why
living things defecate, children of this age might say, for
example, that it is to “stop the body from getting too
full.” If they know they have a heart, they will say that
its function is to let you feel things (like love), but they
do not mention its role as a pump. They will tell you that
a brain is for thinking with but hotly deny that it has
anything to do with walking or wiggling your toes.
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Because six-year-olds do not understand how bodies
work, they do not understand the factors that hold all
the members of a category together; that is, they do not
have a list of the characteristics that define membership
in that category. The only basis on which they can rec-
ognize the members of a particular category is through
their similarity: they look like other members of that
category. So, in reasoning about animacy, these children
can only draw inferences on the basis of similarities: the
more something looks like a typical member of the cate-
gory, the more confident the child is that it will behave
like a member of that category. For children four to seven
years old, the most familiar example of a living thing is
a human being. Monkeys and dogs look fairly like peo-
ple, so children of this age believe that they are alive and
do the things living creatures do, like eating and breath-
ing and defecating. But rose bushes and trees do not look
much like people, so the children infer that these things
are not alive and do not behave like living things.

By contrast, most ten-year-old children have gathered
a lot more biological information. They know that the
brain regulates all bodily functions, and that feeding and
defecating are the two end points of a process of diges-
tion, which functions to transform raw materials into
building blocks for the body and energy. This additional
information does much more than simply enrich chil-
dren’s understanding. It allows them to understand the
definition of a living thing: to be animate is to be a bio-
logical entity; all biological entities share the same prob-
lems and solve them in much the same ways; all living
things must eat, defecate, and reproduce. Anything that
does these things is a biological entity.

When children understand the definition of a given
category, they acquire a more sophisticated basis for draw-
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ing inferences about the members of that category. They
can recognize things as belonging to that category, what-
ever they look like, and draw inferences from the very
fact of category membership, rather than from similarity.
Trees and rose bushes can be recognized as animate, even
though they are not at all like human beings, our stereo-
type of living things, because they share the defining
properties of a living organism. Reasoning based on cate-
gory definitions produces different answers than reason-
ing based on similarity. Category-based reasoning rests
on principles and on understanding rather than on ex-
trapolation from simple perceptual processes. And cate-
gory-based inference is much more useful in formal,
analytical reasoning than the fuzzier kind of inference
based on similarity.

For the child, having a theory about how things work
opens up new avenues for discovery through inference
and insight. Moving from a similarity-based to a definition-
based concept changes the child’s perception of what it
is about a category that is important.15 For a young child
relying on similarity to understand the concept “baby,”
being tiny is a core characteristic. But as soon as children
discover that a baby is a “newborn offspring,” they re-
alize that size is only a peripheral concomitant: a creature
can be huge and still be a baby—a baby whale, for
instance. As a child’s understanding grows, elements
that were at the core of the child’s understanding of a
concept move to the periphery, and vice versa.

Since the change from a similarity- to a definition-
based understanding of concepts is the result of increasing
knowledge, the transition occurs at different times for
different concepts.16 A child may have very little informa-
tion in one area, and so make inferences through similar-
ity in that context, but be very well informed in another
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area, and so able to draw definition-based inferences in
reasoning about that topic. Although three- and four-
year-olds have difficulty in making definition-based in-
ferences for complex concepts like animacy, they regu-
larly make such inferences for other concepts that are
easier to understand, like “fish.” Rochel Gelman and
Ellen Markman showed four-year-olds pictures of a tropi-
cal fish, a dolphin, and a shark. The dolphin and the
shark looked very similar, but the tropical fish and the
shark were given the same label (“fish”).17 The children
had to decide whether the shark breathed in the same
way as the dolphin or in the same way as the tropical
fish. These three- and four-year-old children ignored what
the creatures looked like and used the category informa-
tion to infer that the shark breathed like the tropical fish.
Even babies as young as a year may be able to draw
inferences based on category definitions with some sim-
ple concepts.18

The transition from similarity-based reasoning to
definition-based reasoning is related not to age but to the
individual’s level of expertise in a particular area. Even
adults use similarity-based reasoning in contexts where
they have a weak understanding. For example, Michelene
Chi found that students beginning a college study of
physics tended to group problems that looked similar
together and treated them the same way in trying to
solve them.19 Expert physicists, on the other hand, ignore
what a problem looks like and group problems together
on the basis of the underlying principles involved. The
categories recognized by expert and novice physicists
can cut right across one another, as Figure 9 shows. For
both adults and children, the kinds of concept we use in
solving problems and the kinds of inference we can
make are heavily dependent on how much information
we have and how well we understand the problem.
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Figure 9
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Using Skills Effectively

Of course, knowledge about the concrete details of the
task at hand is not the only kind of knowledge that
increases throughout childhood. Children also become
more adept at knowing when to use their skills. Some-
times this is because they gradually become more aware
of what those skills are, and of how they function. John
Flavell and his associates have found that children be-
come increasingly aware of the limitations of human mem-
ory and of the need for ruses (like repeating something
over and over in order to memorize it) to help memory
along.20 Some researchers believe that such “metacogni-
tive” awareness—that is to say, awareness of one’s men-
tal processes—is a key element in the young child’s de-
veloping ability to deploy skills effectively in solving
problems. Nonetheless, it is increasingly clear that con-
crete knowledge of the task also has an important part
to play in creating such metacognitive awareness and in
allowing children to deploy their skills effectively.

Drawing Analogies
One important factor in deploying skills effectively in
solving problems is the ability to draw analogies. If you
can recognize that a new problem is analogous to an-
other problem you already know how to solve, you may
be able to solve the new one by tackling it with the same
strategies you used for the old one.

Young children are notoriously bad at drawing analo-
gies between one problem and another. Even ten- and
eleven-year-olds can be surprisingly poor at this and
may need clues to help them find a useful analogy. Ac-
cording to Piaget, this is because one needs fairly sophis-
ticated logical skills to draw analogies21—skills that do
not develop until eleven or twelve years of age. But new
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research is showing that the ability to draw analogies
depends not so much on logic as on having a rich enough
understanding of different situations to be able to recog-
nize a useful analogy.

Let’s look at what is involved in drawing analogies:

A bicycle is to handlebars as a ship is to . . . ?

The correct answer is a “rudder.” Very few children
under ten can answer correctly because few have the
right knowledge. The relationship between handlebars
and rudders is actually rather esoteric. The two things
do not look alike and do not operate in the same way.
Their connection is only that each is a steering mecha-
nism. Children with no experience of boats may not
realize that they have steering mechanisms, and still less
what those mechanisms might be. Young children may
not even understand that handlebars steer a bicycle and
are not simply something to hold on to.

Studies by Usha Goswami and Ann Brown have found
that even very young children can draw analogies when
they have enough information about the two areas being
compared to be able to recognize the point of analogy.22

Three-year-olds can often solve such analogies as:

Chocolate is to melted chocolate as snow is to . . . ?

A richer knowledge of a wider range of things means
that older children are able to recognize many more
analogies than their younger siblings and are thus able
to transfer skills and strategies more effectively from one
problem to another. The impact of this ability on their
success in problem-solving is enormous: the better-in-
formed older child can often solve a problem by analogy,
whereas the younger, less well-informed child, unable to
see the analogy, must work the solution out from scratch,
a much harder task.
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Planning How to Solve a Problem
Even the ability to plan how to tackle a problem depends
more on the richness of the child’s information about the
task than on any age-related change in basic planning
ability. Traditionally, we thought that young children had
only a very limited ability to plan. They certainly weren’t
very successful in the tasks that measure planning in
older children or adults. But new research using situ-
ations more suited to infants shows that they can—and
do—construct plans and solve problems in both lab tasks
and everyday activities. Of course, we cannot be sure
exactly how the infant’s skills compare with an adult’s,
since we use very different tasks to measure these skills
at different ages. But the evidence suggests that, although
younger children may be less successful in planning than
their elders, even babies use very much the same plan-
ning strategies as everyone else.

Trial and error. The simplest problem-solving plan is to
choose a likely way of solving the problem and try it out.
If that does not work, you can try another likely course.
It is quite obvious that young babies use this kind of
strategy—an infant may swing its hands about randomly
trying to hit a crib rattle—which is really little more than
trial and error. But this simple kind of plan is not unique
to babies. Even scientists plan like this in certain circum-
stances—where, for example, there is nothing else to go
on. Edison discovered how to make an effective filament
for light bulbs by trying out hundreds of possibilities, one
after the other, until he found one that worked, because
he did not have enough information about the problem to
home in on the solution in a more focused way.

Even when both infant and adult use a trial-and-error
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strategy in searching for the solution to a problem, they
often go about it in different ways. Two- or three-year-
olds will choose successive things to try out in no par-
ticular order, while twelve-year-olds will work system-
atically through a coherent sequence of possibilities. Older
children are more likely to be more focused and more
sophisticated in the things they try. But these differences
are not the direct result of the child’s age: in those situ-
ations where a child has more experience than an adult,
the shoe can be on the other foot (as any parent strug-
gling with their child’s latest computer game can testify!).

Analyzing subgoals. A more sophisticated approach to
planning is to analyze what needs doing and what order
to do it in. For instance, we might imagine two cloths, one
with a toy on it, lying on a table. The problem is which
cloth to pull to get the toy? Peter Willatts found that babies
of nine months can planfully choose which cloth to pull
when there are only two cloths, but even at twelve months
they get confused if they have to choose among three
cloths.23 By the age of two, however, children have no
difficulties with the task.

Children’s ability to anticipate and plan continues to
expand throughout early childhood. William Fabricius
asked children to plan a route to collect baby stuffed
animals from buckets and return them to their mothers
(see Figure 10).24 Four-year-olds were not very successful
in planning direct routes. They zigzagged backwards
and forwards in collecting the baby animals, retracing
their steps. By the age of five, however, most children
planned more efficient and economical routes. What is
interesting about this task is that even the four-year-
olds spontaneously corrected their mistakes as they went
along, which implies that they are to some extent con-
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cerned about organizing their problem-solving efficiently.
It seems, then, that younger children are only less suc-
cessful, not less inclined to plan.

Sometimes infants as young as nine months can con-
struct quite elaborate plans, breaking a problem down
into subgoals and systematically working through each
one. Willatts studied babies trying to get a toy, which
was under a cover on the far end of a cloth, which in
turn was behind a screen.25 The baby had to follow a
three-step plan—move the screen, pull the cloth, and lift
the cover—to get the toy. Very young babies approached
this problem in a rather haphazard way, but by the age
of nine months, they could often use such a three-step
plan successfully.

Of course, the planning involved in Willatts’ task is
not really very taxing. The infant does not need to choose
what to do first because of the way the task is set up.
The screen is nearest, and the infant has to move it before
it can grasp the cloth. Many problems require a more
complicated sort of planning. The child has to choose
what order to do things in as well as what to do. This
sort of planning is more difficult for young children.

In another study, Willatts changed the problem so that
there was a barrier across the cloth. This barrier was out
of the baby’s reach but could be moved by grasping a
handle attached to it and positioned next to the cloth.
This task involves two subgoals: removing the barrier
and pulling the cloth. Here it is important to get the two
actions in the right order. If the child pulls the cloth first,
the barrier will dislodge the toy from the cloth, leaving
it out of reach. Twelve-month-olds had great difficulty
with this task, and only a third of eighteen-month-olds
took the barrier away first on even half of their attempts.
Two- and three-year-olds normally solve the problem
successfully.
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The ability to plan which action to take first develops
right through childhood. David Klahr and his colleagues
studied this skill using a version of the familiar “Tower
of Hanoi” problem (see Figure 11).26 In the basic version
of this task, you have to move a stack of disks from one
peg to another, one disk at a time, and never put a larger
disk on top of a smaller one. Klahr and Robinson modi-
fied the task to make it easier for children to remember
the rules: instead of disks, they used “monkey cans” of
different sizes—a “daddy” can (biggest), a “mommy”
can (middle sized), and a “baby” can (smallest). With
these cans, the usual rule is reversed and concretely
enforced: a smaller can cannot be put on top of a larger
one, since it won’t fit. The child did not need to rely on
memory to recall what the goal was: there were two
complete sets of the puzzle, one showing the solution
and the other ready for the child with the cans in the
“start” positions. By varying the start position, Klahr and

Child’s side
(Goal state)

Experimenter’s side
(Initial state)

Figure 11
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Robinson could alter the number of steps the child had
to plan for to solve the problem.

The emphasis in the Tower of Hanoi problem is on
planning the right order in which to make moves and
which of the two spare poles to use at each step. With
simpler problems, whose solution needed only two steps,
60 to 70 percent of three- and four-year-olds, and all the
five- and six-year-olds, were able to plan effectively. Two-
thirds of five-year-olds and nearly all the six-year-olds
also made perfect plans when this involved looking four
moves ahead, although few of the four-year-olds could
do this. Over half of the six-year-olds continued to come
up with perfect plans when six moves were needed.

What Affects the Child’s Ability to Plan?
These developmental changes in planning how to solve
problems are puzzling. Some psychologists have sug-
gested that the ability to plan ahead depends on memory
capacity.27 Planning what needs to be done and working
out the order in which to do it impose a definite load on
memory. These researchers also believe that an individ-
ual’s memory capacity increases during childhood, which
explains why younger children cannot plan as many
steps ahead as their elders: their memories are smaller.

The idea of physiological limits on the memory capac-
ity a child brings to the task of planning is quite appeal-
ing. Robbie Case has produced some interesting evi-
dence that children’s ability to solve problems is indeed
related to the memory load imposed by a particular
task.28 The more demanding the task, the older children
are likely to be when they can successfully solve it. It is
far from clear, however, that this is the whole story. The
amount of information a child—or an adult—can hold
in mind at one time is not fixed in an absolute way. Most
adults can hold around seven unrelated items in mind—
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say, seven different things on a shopping list. But if we
are able to organize the shopping list and group items
together, we can hold many more. For instance, organiz-
ing the list into categories (fruits, cleaning materials, dog
food) may help us to remember three times as many
things as we could if everything were unconnected. The
way we understand and organize information affects
how much we can hold in mind at any one time.

Memory limits are certainly not the only thing that
affects a child’s ability to plan. According to Ann Brown
and Judy DeLoache, anyone, of any age, can be robbed
of the ability to plan effectively if they have insufficient
knowledge of the task at hand to allow an adequate
recognition of what is and is not relevant.29 As we saw
earlier, even accomplished scientists like Edison cannot
always plan effectively. Brown and DeLoache believe
that younger children more often plan poorly because of
the relatively small amount of knowledge they have so
far acquired rather than their age.

To plan effectively, the child needs to know what fac-
tors are relevant, what strategies are appropriate or avail-
able, and how effective different strategies are. In a task
you have not met before, or don’t understand very well,
it can be very difficult to get a clear picture of these
things. There may be no option but to go by trial and
error. In such situations, children do not really know
what they are doing. Rather than being able to anticipate
and plan intelligently for what may come next, they are
pretty much at the mercy of events. A slightly more
sophisticated knowledge of the task may overcome some
of these problems and allow the child to begin planning
in a systematic way. But partial understanding of a task
can produce variable results, as we saw in the case of
Siegler’s balance task: the five-year-olds know enough
to answer systematically but not enough to understand
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why some of their answers are systematically wrong.
Not understanding the limitations of a strategy can re-
duce the payoffs from planning ahead. If taking the
trouble to work out the answer is (apparently) only ran-
domly successful, then why waste the effort? Guessing
may be just as good. Factors like this may explain why
young children will plan in simple situations but act
impulsively without planning in more complex ones.
Where the cost of planning is slight, or the payoff cer-
tain, it may be worth trying to plan rigorously, but the
payoffs may not be big enough to encourage the young
child to plan in complex or poorly understood situations.
Knowing the limitations of your knowledge and solution
strategies, on the other hand (as the fourteen-year-olds
do in Siegler’s balance scale task), can allow you to
choose more selectively and more accurately when to use
what you know in planning and when it is just as well
to guess.

Brown and DeLoache’s account of children’s problems
with planning fits very well with Annette Karmiloff-
Smith’s theory of what it is that changes as children’s
problem-solving becomes more sophisticated and more
successful.30 Studying a wide range of problem-solving
tasks, Karmiloff-Smith has identified three major phases
through which the child passes on the way to competent
mastery of a given aspect of a problem: the data-driven
phase, the theory-driven phase, and the metatheory-driven
phase. Phases are not like stages of development: a child
can simultaneously be in the data-driven phase in one
task and in the metatheory-driven phase in another. Which
phase a child has reached in a particular task is a matter
of the child’s degree of knowledge and experience with
that specific task domain.

The first phase is the position of a novice. When we
first tackle a new problem, our knowledge is fragmen-
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tary and disconnected. We do not know how one thing
relates to another, and we are not in a good position to
make predictions or understand what happens as we try
to solve the problem. At this state of knowledge, we tend
to take a trial-and-error approach, and to let those as-
pects of the task we can use for feedback drive our
actions. An individual at this state of knowledge is nec-
essarily “data-driven,” but “data-driven” actions can be-
come very efficient and successful.

As we learn more and make new discoveries, things
become a little more organized, and we can discern a
clearer structure. At this second phase, we can begin to
put things together, try to figure out how one thing
connects to another, and develop theories that allow us
to make predictions. Having a theory means that we can
approach problems in a more planful fashion.31 We can
become “theory-driven” problem-solvers.

Trying to solve problems with no guiding theory can
be very ineffective. A child may notice that one thing is
successful and another is not but have no basis for un-
derstanding why, or for planning the next move. But
acting solely in terms of a theory can be just as damag-
ing: an incorrect or inadequate theory can blind us to
information the theory does not cover and prevent us
from using feedback that does not fit the theory or from
making new discoveries.32 Ideal problem-solving would
not only be theory driven, it would also involve theories
structured to allow even unexpected input from the task
to be examined and explored. This last is the essence of
a mature approach to monitoring the success of one’s
reasoning and regulating it in an intelligent and planful
way. It requires more sophisticated knowledge than a
theory-based approach, but it also demands an explicit
recognition that one’s theory is only a theory. This sort
of sophistication is the third, or metatheory phase.
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Karmiloff-Smith has shown that the sequence of data-
driven, theory-driven, and metatheory-driven phases she
has identified occurs in many different types of problem-
solving as children develop into more sophisticated
problem-solvers in each domain. The whole three-phase
cycle can occur over and over in a particular task as the
child’s first triumph over some aspect of the task uncov-
ers a new aspect of the problem.

In sum, work like that of Brown, DeLoache, and
Karmiloff-Smith explains why it is that children have
difficulty in planning their problem-solving and why
this difficulty gradually declines. Each step forward in
planning depends on a step forward in what you know
about the specifics of the task. You cannot effectively
monitor the progress of a method of solution if you do
not have a coherent method in mind or if you are over-
loaded with apparently disconnected bits of information.
You cannot planfully decide between several alternative
courses of action if you do not know that different op-
tions exist or if you do not know the relative advantages
and disadvantages of each alternative. You cannot reflect
on the relationship between different courses of action if
you cannot represent those actions in a useful way. Thus
increases in specific knowledge of the task are essential
for the development of the more abstract and reflective
metacognitive knowledge that allows us to monitor and
regulate problem-solving successfully.

The Child as a Novice Problem-Solver

The research I have discussed in this chapter shows that
the development of problem-solving is, in many ways,
just the opposite of what we have traditionally believed.
Problem-solving has its roots in innately specified skills,
rather than in specifically logical constructions. The de-
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velopment of problem-solving depends on an increase
in factual information to a far greater extent than we
previously supposed. Skill develops in fragments, since
knowledge in each domain grows at its own pace, rather
than passing through general stages encompassing all
types of problems. Although general processes do play
a role in problem-solving, they are more dependent on,
and more intertwined with, factual knowledge than we
used to think. What the child knows about a problem
domain is a critical factor in how he or she addresses
that problem. Changes in what an individual typically
knows in infancy, childhood, and adolescence play a
vital role in creating the developmental changes we see
in problem-solving.

The important role played by information and under-
standing in the development of problem-solving skill is
underlined by studies comparing expert adult problem-
solvers with novices. Being an expert problem-solver in
one area does not mean that you will be an expert at
solving all types of problems. Typically, experts in solv-
ing problems in one area (such as chess or science) are
quite poor at solving other kinds of problems (like fixing
the plumbing or composing an opera)—and vice versa.
Equally, expertise in solving a particular type of problem
does not depend on higher than average general intelli-
gence. What experts have over novices is not more gen-
eral ability, but rather, a better informed and richer way
of looking at problems in their particular area of exper-
tise, one that is based on their more varied and extensive
experience.

Adrian De Groot’s studies of chess players offer a
good illustration of expertise.33 Experts at chess have
learned to recognize patterns that are simply invisible to
a novice. Where the novice worries about thirty-two
separate pieces, the expert may be thinking about just
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three patterns. Chess problems look a lot simpler to the
expert than they do to the novice. In addition, the expert
will have experience of many games of chess, and so will
be able to anticipate how the game will develop, which
the novice cannot. By remembering past games, the ex-
pert may be able to recall good strategies for particular
problems, while the novice will have to work out what
to do from scratch—a much more difficult task. Knowl-
edge and experience, rather than general ability or spe-
cial intelligence, create expertise and simplify problem-
solving. This is just as true of child chess experts as of
adult ones—Michelene Chi has shown that chess expertise
depends less on age than on rich representations of the
problem.34

There is a sense in which the young child is a “univer-
sal novice” in comparison with older children or adults.
Inevitably, young children have had less experience than
their elders in most areas because they have had less
time to make the discoveries or to identify the informa-
tion that is common to an adolescent or adult. As we
have seen, the richer representations of a topic that come
from greater information and experience can fundamen-
tally change the individual’s concepts in that area and
the inference he or she can draw. They can even reduce
the extent to which the individual must work at identi-
fying the nature of the problem and the best strategy to
use in solving it. Small wonder that young children’s
problem-solving is usually so much less sophisticated
and successful than that of their elders!
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4/Working through a
Problem and Discovering
New Strategies

Success in solving problems depends on the kinds of
inferences children are able to draw, the aspects of the
task they recognize and understand, and the strategies
they bring to the problem. As we saw in the last chapter,
these things change throughout childhood as children
gain experience and knowledge about the problem at
hand. Yet, while this goes some way toward explaining
why a child may succeed—or not succeed—in solving a
given problem, it does not tell the whole story. Problem-
solving is a dynamic activity that draws on processes for
bringing skills and knowledge to bear in particular situ-
ations.

The Dynamics of Solving Problems

This chapter will look at the processes that shape chil-
dren’s problem-solving as they actually interact with the
task. The same dynamic processes are involved whether
the problem-solver is two or twenty years old, even if the
results produced by those processes at different ages—or
by different individuals—are sometimes quite different.

What are the key problem-solving processes? Let’s go
back to the example at the beginning of Chapter 1: Simon
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and James, wrestling with the problems of building a
shelter from the odds and ends lying around the yard.
Games like this often start with a clear idea of the goal—
a shelter “just like Robinson Crusoe’s in the film,” or a
fortress, or some such. As the children engage the task,
their idea of what the final shelter should be like almost
always shifts, becoming less ambitious in some ways and
more ambitious in others. The realities of the situation
(the obvious absence of a natural cave in the backyard,
Mother’s objections to their cannibalizing the toolshed
for materials, and the like) often constrain children’s idea
of what they are trying to do. At the same time, the idea
of the final goal continues to grow and change right
through the game as new discoveries create new options:
finding a broomstick may suggest a flagpole, for exam-
ple; burlap sacking could become curtains or a hammock.

Almost all problem-solving involves this constant up-
dating and modifying of goals. Some problems seem to
have a very specific, clearly defined goal (2 � 5 � ?, for
example). But even here, there may be subgoals to be
decided on (such as whether to go for accuracy by work-
ing out the right answer or for speed by guessing at it,
and so on). An important part of solving a problem is
discerning what the goals are, and a key element in that
process is the interaction between the child and the prob-
lem, and the feedback that comes from addressing the
problem in different ways.

Along with changes in goals, children’s strategies evolve
as they interact with the task. In my example, the two
children began by trying to balance branches of bracken
on top of the shelter to make a roof, heaping them by
armfuls any old way. By the end of the afternoon, they
had abandoned this approach and were working sys-
tematically across the roof interweaving each individual
bracken branch with the others. Simon and James dis-
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covered from experience that heaped up bracken falls
off, while woven bracken stays where they want it, and
they changed their approach accordingly.

This process of learning from interacting with the task
is one of the key aspects of problem-solving. How do
children do it? What sort of feedback do they use? How
do they figure out what is wrong when their strategy
does not work out?

The example of the two boys building their shelter also
illustrates another crucial aspect of problem-solving, one
that we often tend to neglect. As they worked on the
shelter, the boys encountered problems they had never
met before: how to move a gatepost far too heavy for a
grown man to lift; what to substitute for ropes to tie
things together. Solving novel problems like these calls
for an act of creativity, an inventive move that will take
the child to a strategy or an idea that is entirely new—at
least to that individual. Not all problems call for such
acts of creativity; some can be solved by carefully choos-
ing the order in which to proceed (like the Tower of
Hanoi) or which of several possibilities to pursue (as in
the arithmetic problem above). But many problems re-
quire creative thinking.

Children are astonishingly resourceful in coming up
with new strategies and solutions as they solve prob-
lems. How do they do it? How, in my example, did
Simon and James hit upon the idea of sliding their gate-
post across rollers, or using thatching instead of rope?
Feedback from a task can tell children they are doing the
wrong thing, but how do they then go on to discover, or
invent, a better approach?

The key processes in solving problems—choosing be-
tween strategies, responding to feedback, and inventing
new strategies—have something important in common.
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They are about change—from initial to later strategies
and from known to new strategies. Change is the essence
of problem-solving.

Selecting for Success

Researchers such as Robert Siegler and his associates
have emphasized that children almost always have more
than one potential strategy to use in solving a problem.1
A baby trying to put a square peg in a round hole can
bang the peg up and down harder and harder, or twist
it about, or try a new hole—or simply throw the aggra-
vating object away. If we watch children trying to solve
problems, we will often see a succession of different
strategies being used in quite a short period of time—
two or three, say, over a span of five minutes. How does
the child choose which strategy to start with and which
to use next? And how over a longer period—sometimes
within an hour, sometimes over a number of years—does
the strategy first chosen come to change?

The details of any problem normally offer a number
of cues that match up with situations a child has encoun-
tered before. Various courses of action come to mind
(such as banging the peg harder or twisting it in the
“square peg” problem), and each of these strategies has
a sort of “history” in the child’s experience. That is to
say, each strategy has been used successfully or unsuc-
cessfully in various situations. The more successful a
strategy has been in a particular situation, the more likely
it is that the child will choose it again in that situation,
as well as in other, seemingly similar tasks. Siegler found
that children choose the strategy most associated with
success, so if a particular child has been very successful
in solving other “putting-blocks-into-things” problems
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by using a “brute force” strategy, something like banging
the peg harder and harder will also be the first strategy
the child chooses in the square peg–round hole problem.

Siegler’s account of how a child chooses the initial
approach to a problem also explains how that child goes
on to choose other strategies, and in time comes to prefer
a more appropriate strategy as a first choice.2 Each en-
counter with the task adds to the “history” of the strategy
the child tries out. If the child solves the problem, the
association between that strategy and success is strength-
ened, and the child becomes even more likely to use that
strategy for that type of problem. But if the child does
not solve the problem, the association of that strategy
with success weakens. Eventually, it may fall below some
threshold, to be replaced by a different strategy more
highly associated with success than the original one. This
alternative strategy is then chosen for the task, and is
likely to become the child’s first choice in encounters
with new problems of a similar kind.3

Siegler’s account also explains why children’s approach
to problem-solving can sometimes be inconsistent, using
a variety of strategies and seeming not to prefer one over
another. When a child is new to a problem, he or she
may have no one strategy that is definitively associated
with success. Instead, there may be two or three possi-
bilities, each with a relatively limited history, a low as-
sociation with success in that type of task, and little to
choose from between them. For example, a baby who is
new to the problem of putting varying shapes into dif-
ferent-sized holes may have been as unsuccessful in try-
ing a different hole (because she has not happened to
find the right one) as in whacking the peg or twisting it
around. There is no clear basis for choosing among these
three strategies, so which one the child chooses will
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reflect idiosyncrasies in the child or in the problem, and
will vary from one attempt to another.

Siegler has found that there is a threshold below which
children do not seem to discriminate between strategies.4
So long as different strategies are all within a certain
range in terms of their association with success, a child
is no more likely to select one strategy than another. Only
when one strategy becomes sufficiently more associated
with success than its competitors does the child system-
atically choose that strategy. And different children set
this “threshold of distinctiveness” differently. One child,
for example, might begin to try different holes in the
“square peg” problem systematically as soon as that
strategy is, say, 20 percent more associated with success
than any other. Another child might continue to sample
all the possible strategies until trying a new hole is 80
percent more associated with success than its rivals. It is
not yet clear what accounts for this difference between
one child and another, but its implications for how fast
and even what different children can learn are quite
obvious.

Siegler’s work also explains why, after having discov-
ered it, a child might not immediately start to use the
best strategy for a given problem. The strategy of trying
a different hole in the “square peg” problem has no
“history” for a child who is using it for the first time.
Even though it is successful, the association with success
may still be smaller than that built up for other strategies
in similar tasks, such as the brute force strategy. Until the
new strategy has had a chance to cross the threshold of
distinctiveness, it is not likely to be systematically chosen.

That a strategy’s association with success is both the
vital factor determining which strategy a child chooses
in first approaching a problem and the key to changes
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in strategy during problem-solving is really an old idea
in a new context. The basic mechanism for change is
competition between different responses until one be-
comes more clearly associated with success than another.
Learning through selective competition between responses
is a universal mechanism for development and change.
Processes of this sort were studied by animal psycholo-
gists in the first part of this century, and are the basis on
which much of animal behavior is explained. The pro-
cess of selecting things because they are successful is also
the mechanism through which evolution works: success-
ful individuals (or strategies) survive and go on to breed
(or be used again), whereas unsuccessful ones die out (or
are not used) and become extinct.

Some researchers believe that the process of selecting
for success can wholly explain the dynamic processes of
change in problem-solving. David Klahr and his associ-
ates have written computer programs to simulate how
children learn to solve problems (like the balance scale
described in Chapter 3) using the competitive selection
principle as the key to the process of developing more
successful strategies.5 These computer simulations are
quite impressive: they often behave very much as real
children do in tackling the same problems. They provide
strong evidence of the problem-solving power of the
process of selection for success.

This approach, however, does not explain all the ef-
fects we see in children’s problem-solving. For example,
“selection for success” focuses on how skill develops
from efforts to avoid failure. A great deal of the change
that we see in a child’s approach to solving a problem is
produced in just this way. But if selection for success
were the only process of change in problem-solving, we
would not expect children to move away from successful
strategies once they had adopted one consistently—there
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should be no reason to make such a change—yet chil-
dren do move away from consistently successful strate-
gies. Obviously, changes in problem-solving must also
result from other processes. Furthermore, the process of
selecting for success can explain how a child comes to
choose which of several known strategies to use and how
these strategies might get refined and improved. But it
does not explain how a child might discover a new,
qualitatively different strategy that is not already in his
or her repertoire. Only strategies the child has already
used can acquire a “history,” or be compared to other
strategies. So where do entirely new strategies come from?

Learning from Success

Problem-solving involves the process of trying out strate-
gies in the search for a solution and dropping the unsuc-
cessful ones. But surprisingly often, children who have
already discovered a successful strategy will alter and
improve it in ways that cannot be directly explained as
responses to feedback about success or failure.

In the course of her research, Annette Karmiloff-Smith
has described many examples of children who alter al-
ready successful strategies as they tackle problems.6 For
example, children of seven to twelve years were asked
to make a map so that they could drive a toy ambulance
from a house to the hospital on a “road” drawn on a
long roll of paper. The child first drove the ambulance
on a practice run “without the patient” to discover the
route. The route had many T junctions, where one turn-
ing led to a cul-de-sac and the other to the hospital. Some
of these had landmarks, such as trees or zigzags, but
others did not. The paper was always partly rolled up
(see Figure 12), so that the child could not look ahead
and see which turning was the right one in advance. The

Working through a Problem / 69



child’s problem was to find a way of recording the route
accurately, so that the ambulance could drive directly to
its destination on the real run “with the patient.”

The children in Karmiloff-Smith’s study had no dif-
ficulty in devising ways of making maps of this route,
and they used many different styles. Some children drew
complete maps of the whole route in miniature. Others
drew each individual turning, ignoring the straight road
in between, and used marks, arrows, or colors to show
which way to turn. Still others used the landmarks, cre-
ating descriptions such as “turn toward the trees . . . then
take the zigzag side” and so on. Some children simply
noted the direction of the turning: “turn left . . . right . . .
left . . . left.”

Some of the styles children adopted for recording the
route could not accommodate every turning, and the
children tended to modify these strategies as they went
along, as we would expect. A child who was recording
landmarks such as trees or zigzags, for example, would
run into problems on those turnings that had no land-
marks. But other styles would allow a successful map to

      Figure 12
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be made of the whole route. Any system for recording
whether the turning was to the left or to the right would
work, whether it depicted the information in words or
as a drawing (see Figure 13a). What is most interesting
about Karmiloff-Smith’s results is that children often al-
tered these successful strategies too, sometimes introduc-
ing new detail into the drawing (see Figure 13b). Effects
of this sort are not driven by feedback from the task or
selection for success in any obvious way.

Changes in successful strategies of the kind described
by Karmiloff-Smith show that, like associations with suc-
cess, conceptual understanding also plays a role in the
evolution of problem-solving strategies. Karmiloff-Smith
believes that the changes children make in successful
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strategies reveal the activity of processes that are always
striving to make more sense of things.7 Having a strategy
that will solve the problem creates a space for reflecting
on that strategy and finding other ways to represent
what is going on more explicitly—and perhaps discover-
ing things that were only implicit before but which can
now be more explicitly represented. These discoveries can
then feed back to embellish or improve the strategy in
ways that reflect not simply the literal requirements of
the task in hand but the child’s growing understanding.

This conceptual process for change in problem-solving
is not in conflict with the feedback-driven process of
selecting for success described by Siegler. Rather, it is an
extra layer of processing that builds on the successful
strategies selection for success provides. It need not be a
conscious or deliberate process: children may be quite
unaware of exactly why they have altered a successful
strategy.

Shifting between Similar Strategies

This process—making new discoveries by reflecting on
the elements implicit in a successful strategy—begins to
explain where new strategies come from. Many quite
striking changes in children’s problem-solving may come
about in just this way. Certainly, there are a great many
instances in which a new strategy is clearly related to an
old one, the new strategy taking more efficient advan-
tage of elements that were only implicit in the old. Robert
Siegler and Eric Jenkins’s study of children learning to
add up small numbers provides one such example.8

Five- to seven-year-old children may know as many
as four different strategies for adding small numbers,
such as 5 � 3, together:
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Remembering: they can try to remember what the
answer was last time.

Counting everything out: they can count out each of
the numbers on their fingers—one, two, three,
four, five on the left hand, for example, and one,
two, three on the right—and then count all the
raised fingers across both hands: one, two, three,
four, five, six, seven, eight.

Counting on from the larger number: they can take the
larger number for granted and count out only the
smaller one on their fingers, starting from five:
five, six, seven, eight.

Decomposing: with more difficult sums, such as 12 �
3, children of this age may decompose the sum
into easier elements, such as 12 � 3 � 10 � (2 � 3).

Five- to seven-year-olds tend to vary which of these
strategies they use, depending on the details of the prob-
lem. With some sums, a child may be confident that
remembering the answer will work out, but with other
types of sums, retrieving the answer from memory may
not have been much associated with success in the past,
and so the child chooses another strategy. Children select
the strategy that is most likely to work successfully for
each individual problem.

Younger children do not know many strategies for
adding numbers together; few four-year-olds know about
counting on from the larger number, for instance. But by
testing children regularly over a number of weeks, Siegler
and Jenkins were able to follow how some of these chil-
dren discovered it. At first, the majority of them added
numbers together by counting everything out, one num-
ber on each hand, and then recounting across all the
fingers. Discovering the “counting on” strategy involved
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Figure 14

1, 2, 3, 4, 5, ...1, 2, 3, 6, 7, 8

5, ...6, 7, 8

1, 2, 3, 4, 5,

First strategy: counting everything out.

Final strategy: counting on from the first number.

1, 2, 3, 4, 5, ...6, 7, 8

Intermediate strategy: counting out the first number and
then counting on.
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a separate, intermediary step, as Figure 14 shows. Hav-
ing counted out the first of the numbers to be added on
the left hand, as in the original strategy, the child contin-
ues, counting the second number on from the first (say-
ing “six, seven, eight”) without explicitly counting out
those three fingers first. This strategy is only a slight
modification of the original “count everything out” strat-
egy, but it leads the way to a further step: not counting
out the first figure before starting the addition. The child
has discovered the “counting on” strategy through a
sequence of small steps that build on elements implicit
in the original strategy.

Discovering Something Different

Not all new strategies seem so continuous with the old
as those in Siegler’s study of children mastering addi-
tion. Often in problem-solving, a child needs to abandon
the original approach completely and search for an en-
tirely new type of strategy, rather than simply drawing
forth the implicit elements of the old one. A child build-
ing a bridge with wooden blocks might begin by using
a strategy that focuses on finding spans of sufficient
length to rest across simple supports. But if the gap to
be bridged is longer than the longest block, the child will
have to switch from attending to length and focus on
the entirely different problem of constructing counter-
balance supports for two shorter spans.

When there is a qualitative strategy change of this
kind, it can be hard to see how the new strategy relates
to the old—and even where the new strategy came from.
Yet detailed studies of children’s problem-solving are
beginning to show us how qualitative changes in strat-
egy come about. In fact, it is often possible to trace a
continuous thread between an old and a new strategy,
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even where the two strategies are very different in char-
acter. The initial strategy a child uses to tackle a problem
makes some aspects of the problem seem very salient or
relevant and others less so. The child attends to the
salient factors and, in the course of working out the goals
and subgoals suggested by the seemingly salient factors,
discovers aspects of the task that were not apparent
before. These discoveries arise directly out of feedback
from the original strategy. New discoveries lead to shifts
in which factors the child sees as relevant to the problem,
and so to shifts in what the child attends to. As the
child’s attention moves to these new factors, his or her
behavior and interaction with the task change. This in
turn brings the child new kinds of feedback from the
task, making it possible to go on to still further discov-
eries, and so on. No one new discovery need be very big:
a succession of quite small discoveries gradually creates a
continuous stream of steps, each a little different from,
but overlapping with, what went before, gradually easing
the child from one strategy to another, very different one.

This process is illustrated by an example from a study
I did of children building bridges with wooden blocks.9
The children in this experiment were given a tub of
blocks of different shapes and sizes. A mat on the floor
had a river painted across it, and banks painted on either
side. The problem was to build a bridge across the river,
so that “people could get across safely.” It would not be
possible to put any blocks in the river, because “it is a
very dangerous river, very deep, with very fast water.”
None of the blocks was long enough to form a single
span from one side to the other.

Most five-year-old children have a great deal of dif-
ficulty with this problem, and many cannot solve it at
all. But some do successfully discover what needs doing.
Lucy, aged five, began the task by trying to build a
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simple support bridge. Her plan was to find a block long
enough to span the river and to rest it across two sup-
ports, one on either side of the river. She spent some time
looking for the longest blocks and measuring different
blocks up against the river. She tried long thin blocks
and long fat blocks (see Figure 15), and then she tried
the same blocks again. After eleven separate attempts to
solve the problem this way (and breaking off to accuse the
experimenter of not having brought the right blocks!),
she finally concluded that none of the blocks was long
enough to span the river.

At this point, Lucy’s basic strategy suggests a new
subgoal: if no one block is long enough to cross the river
by itself, make a longer span by using two. In this second
phase of problem-solving, Lucy quickly found two blocks

          Figure 15
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that together could stretch across the river. The problem
of length was solved! But how could the two spans be
fastened together? She tried them in various relation-
ships: abutting, end on, with the left-hand block overlap-
ping the right-hand one, and vice versa (see Figure 16).
Her new goal became finding a way of fastening the
blocks together. After trying various possible ways the
two spans might meet mid river for a while—sometimes

Figure 16
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pressing the blocks together in position as if to make
them stick—Lucy did something rather surprising (though
it is something Piaget observed in a similar task): she put
a small block between the two spans at the point where
they met in mid river and squeezed the whole arrange-
ment together tightly (Figure 17). The small block was
apparently intended to act as a “fastener” to stop the two
spans from falling apart. Obviously, the plan did not
work. Lucy quickly recognized that the “fastener” had
not improved the situation and removed it.

Up to this point, Lucy had not paid much attention to
the towers she had built on either side of the river. She
had put them in place at the very beginning and then
left them alone. Nor had she tried to secure the spans to
the towers, or even to rest the spans on the towers
unsupported. She never let go of the blocks she was
trying out. She either held them in place by gripping
along the length of each block or by pressing very firmly
down on the tower end (see Figures 15 and 16).

It happened that, when Lucy attempted to fasten the
two spans together with the small block (Figure 17), she
tried to support the structure by pressing down over one
tower (gently, and hopefully, letting go to see if the
bridge would work). When this effort failed, she went
back to holding the two spans in place by pressing heav-

Figure 17
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ily on each span above the towers. Did this last experi-
ence suggest to her the idea of fastening the spans to the
towers, rather than fastening them together? It seems
likely that it did, for Lucy now began to work on how
to fasten the spans down to the towers.

During this third phase of problem-solving, Lucy tried
out a variety of blocks as “fasteners,” placing each one
in turn on top of the span, where it rested on the tower.
In effect, the small block replaced her hand as a fastener.
A striking thing about this phase is that Lucy clearly had
no understanding of how a block might help fasten a
span in place: all the blocks she tried out were far too
light to counterbalance the weight of the span. She sys-
tematically chose small, light blocks and did not try to
manipulate the weight of the “fastener” at all (Figure 18).
From this and other errors it is plain that Lucy concep-
tualized these blocks as fastenings, or as surrogate hands,
rather than as weights. None of her efforts were at all
successful, and she alternated between trying to fasten
the spans to the towers and reverting fruitlessly to her
original plan of finding one block long enough to span
the river by itself (Figure 19).

Although Lucy was not very successful in fastening
the spans to the towers in this third phase, the fact that
she adopted this plan was a significant step in her prob-
lem-solving process. For the first time, she had begun to
put blocks in the right position to act as counterweights
for the spans, even though she herself did not yet under-
stand, or intend to use, counterweights. Because she has
put the blocks in the right place, Lucy will now get
feedback that is relevant to the idea of counterbalance,
even though she thinks she is looking for a fastener. As
she proceeds, she will discover that heavier “fasteners”
are more successful than lighter ones, and this feedback
will then be available for her to explore. Lucy’s interac-
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tion with the task generated by her goal of fastening can
potentially lead her to pay attention to weight, and thus
to a counterbalance solution.

This is just what happened. Eventually, Lucy noticed
that bigger blocks worked better as fasteners than smaller
ones: the bridge still fell in at the middle, but the effort
needed to hold the spans in place was greater when the
fastener was smaller. Lucy began systematically to choose
bigger blocks to try as fasteners. She noticed that big-
ger blocks were heavier and began to try more than one
block on each end of the bridge (Figure 20 top) to in-
crease the weight. But the more blocks she balanced up
as fasteners, the more unstable the towers became. Lucy
then moved on to a new goal: devising more stable
towers to support a big enough weight to fasten the span
in place (Figure 20 bottom).

In this fourth phase of problem-solving, Lucy was
directly attending to the principal factors relevant to

Figure 19
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building a counterbalance bridge: the amount and posi-
tion of the weight and the problems of balance. She was
finally able to build a successful, stable counterbalance
bridge and thus solved the problem (Figure 21). It is not
at all clear that Lucy herself fully understood the princi-
ples underlying her strategy, or that she would have
been able to describe or explain them at all well. Quite
likely, the key principles remained implicit in her strat-
egy, rather than being explicitly articulated. Nonetheless,
Lucy’s strategy exposed her to all the right feedback to
allow her to go on and discover the principles of coun-
terbalance in an explicit way.

This example clearly shows how a succession of tiny
steps, each arising from the child’s current problem-solv-
ing, can gradually lead to major changes in strategy and
understanding. The evolution of goals and subgoals stem-
ming from the old strategy can inspire new, radically
different strategies. Two important points emerge from

Figure 20

Working through a Problem / 83



in-depth studies of processes like these. First, the devel-
opment of new, qualitatively different strategies is an
interactive process that relies on feedback from the task
rather than on processes entirely internal to the child.
Second, what feedback a child notices is itself deter-
mined by the strategy the child is using. Some strategies
direct the child toward factors relevant to the solution,
while others do not.

The role of a particular strategy in directing a child’s
attention is clearly illustrated in Lucy’s efforts: as long
as her plan was to find the longest block, she did not
notice the relevance of weight. At each decision point in
her problem-solving, Lucy and the other five-year-olds
who were successful in solving the “bridge” problem
made choices that led them toward new subgoals, which
were effective in directing them to the right factors. Other
children took other routes and were not successful. Al-
most all five-year-olds begin this task by looking for the
longest block. Some never give up on this; instead of
moving on to the goal of trying to make a longer block
out of two, they simply widen their search for the “miss-
ing” block that will be long enough. Their strategy is
reasonable, but it directs them away from the factors
relevant to solving the problem. Not all five-year-olds who
do decide to build a longer block go on to the instructive
subgoal of “fastening” things together (though virtually
all who completed the task did do just that). Some chil-
dren become fixated on the idea of a third (illegal) tower

Figure 21
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in the middle of the river to support the free ends of the
two spans. But again, this strategy diverts them from the
factors relevant to counterbalance, and none of the chil-
dren who adopted it solved the problem successfully.
Some children tried to make cardboard barges to support
the central tower, or to build dams further up the river
to overcome the “danger” that prohibited this approach.
Others were diverted into more esoteric and surreal realms.
Jack (aged five) began to build a third tower in the
middle of the river to support the two spans he had
chosen. The experimenter said, “Oh-oh! Whoosh! It’s a
very dangerous river, look, the water runs so fast, it
rushes the blocks away . . .” After a pause, the child
countered with, “Well, the strongest man in all the world
comes along, and he builds the tower!” And after the
“strongest man” had also been “whooshed away” the
child said, “He swims back, and he drinks all the water!
Then he builds the tower anyway.”

Strategy-Driven Change

The particular strategy children use can determine what
discoveries they can make and thus what new strategies
they can invent or explore, even in situations where they
may already be solving the problem successfully.

Take, for example, the Twenty Questions game. In this
parlor game, one player secretly chooses an object (when
children play, the choice is usually made from a tray of
objects). The other player(s) must find out what the se-
cret object is by asking questions that can only be an-
swered by “yes” or “no.”

Playing with the sixteen variously colored objects shown
in Figure 22, children five to ten years old can solve the
problem successfully, but they use a range of different
strategies. Older children tend to try to narrow down the
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search by asking about a whole group of objects with a
single question: “Is it a car?” In this way they eliminate
all the cars if the answer to the question is “No!” Almost
all nine-year-olds use this strategy, while less than 50
percent of seven-year-olds and 40 percent of five-year-
olds approach the problem in this way. Instead, these

Figure 22
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younger children ask about each object individually, iden-
tifying it in one of several different ways. It is often quite
difficult to get children to switch from asking about
individual objects to asking about groups of objects be-
fore the age of about eight. What I have found most
interesting about the results of this task is that perhaps
20 percent of children at both five and seven years will
spontaneously switch to asking about groups of objects
during the course of playing a few games of Twenty
Questions. What is even more interesting, making this
switch is associated with certain strategies for identifying
individual objects but not with others.

In a study I carried out, children used four different
strategies for identifying individual objects:

1. Touching: touching a particular object and saying no
more than “That one?”

2. Naming: indicating an object by touching or
pointing and saying the object’s name (“the car?”).

3. Adjective: indicating an object by touching or
pointing and mentioning some property of the
object (“the red one?”).

4. Full description: providing a unique description of
the object (“the red car?”).

Children using the “touching” strategy and the “full
description” strategy seldom made any change in their
approach, and none of these children ever switched to
asking about a group of objects. But every child who
began the experiment using the “naming” or “adjective”
strategies moved to another strategy at some point dur-
ing the game, and over half of the children of both ages
who used these two strategies switched to asking about
a group of objects. Table 1 shows the strength of the
relationship between the child’s initial strategy and the
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likelihood of making this change to a qualitatively dif-
ferent approach.

This kind of effect is intriguing. The children were not
told to play quickly or to ask as few questions as possi-
ble; they were under no external pressure to improve or
change their approach, and all the strategies for identi-
fying individual objects were successful in solving the
problem. Nor was there any objective difficulty attached
to any of the strategies. The “naming” and the “adjec-
tive” strategies seem to present a problem, in that each
provides only a partial, and therefore a potentially am-
biguous verbal identification (which car or red one does
the child mean?), but in fact, there was no ambiguity:
children using these strategies clarified their question by
touching or pointing out the object they meant.

Nonetheless, the potential for ambiguity inherent in the
“naming” and the “adjective” strategies was the key
factor triggering the children’s switch to questions about
groups of objects. These strategies direct the child’s at-
tention to the possibility that ambiguity might arise from
the presence of more than one car or more than one red
thing. These two strategies thus make the presence of a
group of similar objects salient, while the “touching” and

Table 1 Changes in strategy as a function of the child’s initial
strategy

Initial strategy

Children changing
to any other
strategy (%)

Children changing from
asking about individual
objects to asking about

groups (%)

Touch  10  0
Name 100 55
Adjective 100 50
Description  17  0
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“full description” strategies do not. By noticing that there
are groups of things and that the answer to a given
question might apply equally to all members of a group, the
child begins to look in the right direction to discover or
invent the strategy of asking directly about a group of
objects.

There is nothing inherent in the “naming” or the “ad-
jective” strategies that makes them draw the child to-
ward asking about groups of objects. The effect comes
from the interaction of these strategies with the task at
hand. If the objects used are changed, so that there is no
potential ambiguity to be made salient by the “naming”
or the “adjective” strategy, these two strategies are no
more associated with switching to questions about groups
of objects than are the “touching” and “full description”
strategies.

Each object in Figure 23, for example, can be uniquely
identified by a basic category name of the kind Eleanor
Rosch has shown five-year-olds prefer (“car,” for exam-
ple, rather than “vehicle”).10 Playing with these objects,
five-year-olds who identify single objects by name are
no more likely than those using touch to switch to asking
about groups of objects—or to make any other change
in their strategy. In fact, with these materials, few chil-
dren made any sort of change in their strategy, and none
switched from asking about individual objects to asking
about groups, a marked contrast to the results we see
when children play with the objects shown in Figure 22.
This cannot be explained by saying that the children
playing with the objects in Figure 23 did not happen to
think of the idea of asking about groups of objects, or
that they could not see groupings of these objects. Half
of the children in this study had just played Twenty
Questions with the objects in Figure 22 and had been
chosen for the second task because they had spontane-
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Figure 23
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ously asked about groups of objects in that first game.
In addition, all the children sorted the objects into cate-
gories (vehicle, fruit, furniture, clothing) spontaneously
when asked to put like things together after the game.
The strikingly different results produced by the two col-
lections of objects (summarized in Table 2) show that the
strategy of identifying the objects by name only induces
change when the detailed context of the task makes
names potentially ambiguous.

Do Problem-Solving Processes Develop?

The dynamic processes of ongoing problem-solving—se-
lection for success, reflecting on and making explicit
what was only implicit in previous strategies, and the
processes that generate new strategies through the inter-
action between goals and feedback—do not change dur-
ing the course of childhood. These processes operate in
the same way from birth to adulthood. Indeed, babies
could not develop if this were not so: the dynamic pro-
cesses of problem-solving are essential tools for concep-

Table 2 Changes in strategy as a function of the child’s initial
strategy, for five-year-olds using the objects shown in
Figure 22 and Figure 23

Initial
strategy

Children changing
to any other
strategy (%)

Children changing
from asking about
individual objects
to asking about

groups (%)

Figure 22 Figure 23 Figure 22 Figure 23

Touch  .17  .42    0    0
Name .100  . 0   50    0
Adjective N.A. N.A. N.A. N.A.
Description  .10 N.A.  . .0 N.A.
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tual development as a whole. They provide the means
by which the child’s abilities grow.

Of course, the fact that infants and adolescents have
the same dynamic processes for problem-solving does
not mean that a two-year-old and a fifteen-year-old will
make the same discoveries in a given task or be equally
capable of solving it. Differences in knowledge and ex-
perience generally mean that younger and older indi-
viduals adopt quite different strategies when they first
address a problem. Different strategies mean different
discoveries and different probabilities of success, as we
have seen. Young children are less successful in solving
problems than their elders not because they are any less
adept at the dynamics of problem-solving but because
they are more likely to start out with weaker strategies.
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5/ The Social Context of
Children’s Problem-Solving

Infants and children have an immense curiosity about
the world and a determined drive to understand the
things going on around them. In a profound sense, young
children are the authors and architects of their own prob-
lem-solving skills: actively engaging the world; explor-
ing and making discoveries; interpreting, structuring,
and organizing information about tasks and about the
effects of differing courses of action, all the while build-
ing up the experience on which problem-solving exper-
tise is based.

Nonetheless, the child’s own resources are not enough
to achieve skilled, mature problem-solving. In some cases,
it is quite obvious that an individual child working alone
is unlikely to discover the requisite knowledge and skills.
There are many things, such as the population of New
Zealand, the date of Neil Armstrong’s moon walk, the
nature of electricity, the cross-product rule for solving
balance scale tasks, how to bake meringues, and so on,
that children cannot be expected to discover firsthand,
even from hints and clues. These things must be passed
on by other people.

Even in situations that seem to rely only on our per-
ceptions of the physical world, social factors often play
a critical role. Take, for instance, Piaget’s famous conser-
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vation task: the child is shown two beakers of different
shapes, one of which contains some water. The water is
poured from one beaker to the other, and the child must
say whether the amount of water is still the same, even
though it now reaches a different height on the beaker.
The correct answer to the problem is usually taken to be
that there is still the same amount of water.

But this is not strictly true, in fact, as Paul Light and
Anne-Nelly Perret-Clermont have pointed out.1 The first
beaker will still be damp inside when the water is poured
out of it. Some water must therefore be left behind, so
the answer that the amount in the second beaker is “the
same” is, strictly speaking, wrong. It is the right answer
only in light of the shared definitions of what is or is not
relevant to the task at hand.2 A key part of becoming a
mature problem-solver is learning the shared assump-
tions and meanings of our culture—learning what is
regarded as a good solution to a problem and what is not.

In fact, sharing the task of solving a problem turns out
to be one of the key processes through which children
learn the skills they need to become mature problem-
solvers. Children learn a lot from watching other people,
from listening, and even from simply solving problems
in a social setting.3 They love to do things with other
people—to join in with the chores and help out, to play
games or tackle puzzles sociably. Joining in and working
collaboratively with someone else makes a powerful con-
tribution to how a child’s skills develop.

“Two Wrongs Can Make a Right”

One of the striking things about childhood is the amount
of time children spend playing together, collaborating on
games and sharing the task of solving problems. Even
when neither one starts out with any particular expertise,
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pairs of children can be much more successful in solving
a problem than a child working alone.4 To some extent,
this is undoubtedly because each child can make just that
little contribution the partner would not have thought of
otherwise. But we are beginning to identify a range of
complex processes that help children to learn better from
working collaboratively.

Two children collaborating on a problem may have
different levels of understanding of the problem itself, or
different background knowledge and assumptions. This
can lead to a conflict of views, in which one child’s
perceptions and strategy directly challenge and stretch
the other’s. Willem Doise and his collaborators suggested
that such conflicts should put powerful pressure on chil-
dren to change their conceptions and develop new strate-
gies.5 Conflict of this kind between perspectives is just
what Jean Piaget believed to be essential for real change
in a child’s skills.6

Collaborations between children with different ap-
proaches can certainly be productive. But it does not
seem to be the conflict between views per se that is critical
in determining whether a collaboration is productive or
fruitless. Rather, it is the form of the interaction between
the collaborators. “Two wrongs can make a right,” the
quotation that heads this section, comes from a study
by Martin Glachan and Paul Light, who looked at how
pairs of children collaborated with one another in solv-
ing problems.7 Often, the two collaborators would each
bring a different strategy to the problem, neither one
necessarily the best. If they could find a way to share the
decision-making as they addressed the problem, they
could learn a new, more sophisticated strategy than either
individual had devised to begin with. A pair working
together in this way is more likely to discover a better
strategy than either individual would working alone.
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The way such collaborations work is this: The shared
decisions are influenced by the two different strategies
the children have brought to the task. The children jointly
agree on moves that neither would have thought of on
his or her own. This effectively disrupts both children’s
original strategies and, through processes similar to those
discussed in Chapter 4, opens up the range of feedback
available to them. New feedback brings the possibility
of new discoveries and of movement toward a strategy
more effectively focused on the problem in hand. In
effect, the interaction between two wrong strategies can
speed up the discovery of the right one.

Not all collaborations between children are so fruitful.
Sometimes children with different strategies simply can-
not find a way to share decisions. Perhaps their differing
strategies are too much in conflict to allow any agree-
ment over what to try, or perhaps the individual children
cannot find a way to take account of each other’s opin-
ions. If there is no joint decision-making, the children do
not gain much from working together. What typically
happens is that one child dominates, leaving the other with
nothing to do but watch passively. The dominant chil-
dren in such partnerships are, in effect, problem-solving
by themselves, and make (or don’t make) exactly the
same discoveries they would have made working alone.

Passive children in such lopsided partnerships, how-
ever, do sometimes gain: if the dominant partner has the
better strategy, the passive spectator can sometimes learn
from the experience. The key factor seems to be whether
passive partners have a chance to work out conflicts
between the understanding and expectations that come
from their own strategy and the feedback that comes from
the strategy the dominant partner is pursuing. Willem
Doise has found that in problems like the Tower of Hanoi,
in which problem-solving focuses on physical activity,
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the dominant partner can be so much in control of the
action that the passive partner has no chance to under-
stand what is going on, and so, no chance to learn from
the experience.8 But with other kinds of problems the
dominant children may explain their strategy and thus
give their partner a chance to understand the task and
interpret the feedback from it. So long as the dominant
child is using the better strategy, the passive partner can
learn something useful.

Learning by Joining In

The Russian psychologist Lev Vygotsky proposed that the
process of joining in some activity, particularly the expe-
rience of sharing problem-solving with a skilled partner,
is one of the major ways through which children acquire
their skills.9 Vygotsky showed that the level of skill a
child can produce is very much a matter of how much
support the child has from the environment—especially
from other people. For instance, a three-year-old may be
quite successful in packing a suitcase for an overnight
stay with a parent’s help but quite unable to make an
appropriate plan, or to complete the task effectively, by
herself. The adult’s help structures the task and guides
the child, allowing her to do something that is beyond
her individual capacity. Vygotsky argued that by stretch-
ing the child’s efforts in this way, the adult allows the
child both the opportunity and the means for developing
new skills. As the child masters more, the adult can give
less support until the child is able to manage the problem
successfully on her own.

James Wertsch provides a good description of this
process through an account of how a young child learns
to solve jigsaw puzzles by sharing the activity with a
parent.10 At first, the child has no conception of what a
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jigsaw puzzle is, still less any idea of how to go about
completing one. The parent explains the activity, sug-
gesting that solving jigsaw puzzles is fun. The first few
times they tackle a jigsaw together, almost all the activity
comes from the parent: the adult works through the
puzzle, spreading the pieces out, commenting on what
needs doing, searching for the next piece, showing how
it snaps into place—and encouraging the child to join in.
At this stage, the child may do little more than perhaps
snap in a few pieces in positions the parent has sug-
gested. The way this sort of interaction develops is fa-
miliar to most parents and teachers: as the child’s grasp
of the puzzle improves, the adult’s contribution gradu-
ally lessens, and the child takes on more and more of the
problem-solving. The child begins to join in the search
for the right pieces, while the parent offers suggestions
or clues (“Do you think this could be the right piece?”
or “How about if you try that piece up the other way?”)
in place of the more direct instructions given to the
absolute beginner (“Try this piece . . . turn it up the other
way”). For an older, more experienced child, the adult
might do no more than offer general advice (“You could
have another look at the picture on the box . . . why don’t
you leave that bit and come back to it when you’ve done
the easy parts?” and so on).

What is going on here is that, initially, the parent is
providing all the problem-solving skill the child lacks—
from identifying the goal right through to shaping the
details of the solution. The interaction between the child
and the adult allows the child to join in and solve a
problem way beyond his or her individual grasp. Be-
cause the adult is providing so much support, the child
is free to learn a little here and a little there, without
having to worry about the overall problem all at one
time. By withdrawing support in stages when the child
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is ready to take over, the adult helps the child expand
what he or she can do and stretch toward mastering the
whole process of solving jigsaws.

Jerome Bruner and David Wood have given symbiotic
interactions of this kind the evocative name “scaffold-
ing.”11 Children learn many skills through such scaf-
folded support from an adult. But the child in Wertsch’s
example is not just learning about the specific skills of
solving jigsaw puzzles; symbiotic relationships like this
also teach children more general skills. Parents who in-
terrupt their puzzle-solving to reflect on what to do next
or to evaluate their progress are also teaching the child
to plan and to monitor how successful their problem-
solving has been so far. Children can learn such things
as how to cope with persistent difficulties (give up? lay
the pieces aside and come back to them later? carry on
until it’s fixed?) by cooperating with others in such situ-
ations.

Parents seem to be naturally disposed toward symbi-
otic, scaffolded interactions with their children. Stuart
McNaughton and Jane Leyland,12 for example, found
that mothers helping their three-year-olds to solve jigsaw
puzzles adapt the amount of support they provide to
reflect the difficulty of the task or the skills of the child;
they give more help when the task is harder or when a
child struggles more with the problem. But even so,
parents differ in how effectively they “scaffold” their
child’s problem-solving.13

Vygotsky’s work suggests that scaffolded relationships
are most effective when the parent provides enough sup-
port to stretch the child’s problem-solving just the right
amount: far enough to let the child achieve something
new, which he or she could not have done alone, but not
so far that the child cannot comprehend or learn from
the experience.14 Vygotsky called this optimal area the
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“zone of proximal development,” in other words, the
area of skill the child is ready to master next. Children
learn most from experiences of shared problem-solving
that take them beyond their existing skill and into this new
area. It seems that some parents—and presumably some
teachers too—are better than others at creating scaffolds
that take an individual child into the zone where he or
she will learn the most.

Success in building effective scaffolds for a child’s
emerging skills seems to be related to parents’ tutoring
style. Michael Pratt and his colleagues have found that
the parents who provide the best scaffolds—and whose
children learn the most as a consequence—are those who
manage to combine sensitivity to the child’s need for
support and nurturance with a firm, demanding style of
communicating and enforcing rules.15

Pratt’s results fit very well with David Wood’s study
of mothers helping their four- to five-year-old children
to build a pyramid (see Figure 24).16 The task is quite
difficult for children of this age: they must choose blocks
of the right size and shape for each layer of the pyramid,
put the blocks together in a particular order and orien-
tation, and work through the layers in the right order.
Few five-year-olds can manage this unaided. Wood iden-
tified five levels of support a parent might provide, in-
creasing in the degree of directiveness and decreasing in
the amount of responsibility left to the child as one goes
down the list:

Level 1:  General verbal encouragement
Level 2:  Specific verbal instruction
Level 3:  Assists choice of material
Level 4:  Prepares material for assembly
Level 5:  Demonstrates an operation17

Children whose mothers simply demonstrated the prob-
lem-solving did not learn much from this task. Equally,
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children whose mothers did not point or demonstrate,
but relied on verbal instructions, did not learn much:
they were not successful in solving the problem alone
after the session with their mother. The mothers who
taught their children the most were those who used both
verbal instructions and demonstrations, and tailored the
exact form of their help to the situation.18 Such mothers
might begin with a verbal suggestion but offer a demon-
stration if the child did not understand or could not
follow it. In effect, they would respond to the child’s dif-
ficulties by providing firmer direction and further dem-
onstration. Once the child had grasped a point success-
fully, mothers with this successful tutoring style would
let the child take the initiative. It is easy to see why this
style is effective: it is very responsive to the child’s imme-
diate situation. By stepping in to help the child around
difficulties, the mother circumvents anxiety and frustra-
tion, and by backing off when the child is more success-
ful, she clears space for her child to explore and make
discoveries.19

Barbara Rogoff has coined the name guided participation
for successful scaffolding interactions like those iden-
tified by Wood and Pratt. She defines guided participa-
tion as a collaborative process in which adult and child
share problem-solving, the adult explaining and sup-
porting the child’s efforts, but both the adult and child
involved in the process of making decisions.20 It is quite
clear from Rogoff’s research that these last two elements
are critical if the child is to be able to learn from the
interaction. Interacting with another child who happens
to be expert in the task does not teach the child as much
as interacting with an adult. Take, for example, the task
of planning a route to various stores on a map (see Figure
25). Rogoff tested what nine-year-old children would
learn if they tackled this task with a peer who had
previously been trained to complete the task expertly, or
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Figure 25
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with an adult partner.21 Children learned more from their
interaction with the adult. The expert child does not
explain or share the decision-making to the extent that
the adult does. Simply demonstrating a skilled solution
is not the best way to teach.

Of course, it is not just young children who learn by
joining in with a more experienced problem-solver. Ap-
prentices, whether in a trade, a science, or a sport, learn
a great deal from working in collaboration with an ex-
pert and through the same processes: sharing decision-
making and gradually taking on more responsibility.

Tasks and Contexts in Teaching Skills

It is much easier to teach children to solve some kinds
of problems than it is others. It is easier, for example, to
teach them to handle familiar, everyday problems than
to deal with the kinds of problems they encounter in school
work. Virtually all normal ten-year-olds have learned to
navigate their way around their own community, though
many may have problems interpreting maps in a geog-
raphy lesson. Or a child who can work out what is
wrong with a roller skate—and fix it—may find it very
hard to understand the same principles when they are
taught in a physics lesson.

Why are some things easier to teach than others? Two
factors seem to have a crucial effect: first, the kind of skill
that is to be taught; and second, the extent to which the
skill is taught in the context of purposes and meanings
the child can understand.

The Kind of Skill to Be Taught
The easiest problem-solving skills to teach are the every-
day skills the child needs over and over again: how to
choose what to wear, how to use a particular piece of
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equipment, how to fix a snack, and so on. With recurring
problems like this, we can teach the child quite specific,
concrete skills: rules for matching clothes to events, for
example, or precise recipes for baking cookies or for
operating a microwave oven. The child can develop a
body of experience with a given problem and then can
draw on this and on analogy, rather than on more ab-
stract or analytical skills, in facing new versions of the
problem. Concrete problem-solving skills are much the
easiest to teach and to learn.

The hardest kind of skills to teach are those in which
the child must learn to apply an abstract principle or to
analyze a situation and construct a strategy from scratch.
Many of the things we want children to learn in school
are of this kind: the child must learn the abstract principle
of writing a poem, not a specific procedure for writing
any one particular poem. Or the child might have to
learn to apply general principles in designing an experi-
ment in physics. In teaching this kind of skill, showing
the child concrete examples of what to do is not enough.
Children do learn to abstract principles from concrete
examples for themselves, as Jerome Bruner and Helen
Kenney’s study (described in Chapter 2) shows.22 But
learning an abstract principle from concrete examples is
hard, and it takes time. Helping a child to do this is a
more subtle and complex process than teaching a con-
crete skill.

Purposes and Meanings
It is easier to teach children in contexts where they under-
stand and share the goals that motivate problem-solving
than in contexts where the goal seems meaningless or
incomprehensible.23 Meaningful purposes motivate chil-
dren. They provide a structure for the use of skills that
is simply not present when the child cannot understand

The Social Context / 105



the reason for the activity. The same is just as true for
adults. Imagine yourself on a beach. Someone asks you
to help dig out a large bank of soil from the cliff and
insists that it must be done with bare hands, not shovels.
Your response is likely to be very much affected by the
reason you are given for doing it: that is, you are more
likely to work hard, to follow instructions carefully, and
to figure out better ways of approaching the problem if
you are told that a child is buried under the bank than
if the task is proposed as a game with no real purpose.

The commitment children show to solving problems
whose purpose they understand is an important factor
in their success. Whether they are working toward a goal
they have set for themselves or on a chore with an
obviously desirable target (like changing a plug to make
the TV work), seeing the point of achieving the goal
motivates them not only to persist but to pay attention
to the details of the problem, both key factors in learning.

Problems with a real purpose offer further advantages.
The reason for tackling a problem also plays an impor-
tant role in structuring the process of solving it. For
example, if a child helps in fixing the lock to the front
door of the house, the importance of the activity is ap-
parent. At the same time, the purpose defines the char-
acter of the solution: the problem is not fixed until the
lock will hold the door shut. Solutions that would restore
the lock’s appearance, such as gluing the broken pieces
together, can be easily identified as wrong. The glue is
too weak to hold. Solutions that produce a strange-look-
ing lock, like improvised levers made by bending the
remains of the original ones, are right if they do the job.
If the child were mending an old lock for no particular
reason, there would be no basis for choosing between a
cosmetic fix and an ugly but functional one.

We are only just beginning to explore the ways in
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which purposes structure goals in children’s problem-
solving. But some studies have already produced strik-
ing illustrations. Mary Gauvain and Barbara Rogoff asked
children of six to nine years old to play in a specially
built “funhouse,” in which there were a number of rooms,
each decorated in a different and distinctive way (see
Figure 26).24 Some of the rooms (for example, the flower
room) were “dead ends”: you had to go back out the
same way you came in. Other rooms (for example, the
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slide room) were “passageways” leading from one area
to another. Half of the children were asked to explore the
funhouse until they had a good understanding of the
best path for making their way through it without get-
ting stuck anywhere. The other half were asked to ex-
plore until they had a good grasp of the overall layout.
After playing in the funhouse, each child was asked
questions to establish how well he or she could recall the
route between two points and the overall layout of the
space. Both groups of children remembered the routes
through the funhouse equally accurately, but those who
had been specifically asked to explore the layout remem-
bered far more about dead-end rooms and about the
relative position of rooms, such as the “Sesame Street”
room and the flower room. In effect, the purpose motivat-
ing the child’s exploration affected the information the
child gathered, and how that information was structured
and could later be used.

Evidence of how purposes structure our problem-solv-
ing comes from studies of other skills too. There is the
salutary story of a study of the ability of Kpelle tribesmen
to sort objects into categories.25 The tribesmen sorted
things into functional categories (putting a hoe with a
potato) rather than making the more taxonomic catego-
ries researchers expected mature adults to make (put-
ting the hoe with other tools and the potato with other
foods). The tribesmen justified their actions by saying
these were the sortings a wise man would make. When
the experimenter asked them what sorting a fool would
make, they produced the taxonomic categories the ex-
perimenter had expected in the first place! The reason
for making the classification determined the way the
Kpelle solved the problem. This same phenomenon has
also been described in many other situations:26 for both
adults and children all over the world, everyday clas-
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sifications are functional rather than taxonomic or logi-
cal. When we organize a closet shelf, a dresser drawer,
or even a kitchen cupboard, we put things where they
will be most useful, making groupings that are practical
rather than consistent. Only classifications made for the
sake of making classifications are exhaustive, complete,
or logical. Because it defines the goal, the purpose behind
a problem can serve as the linchpin around which prob-
lem-solving skills are organized.

The purpose of a task also plays a fundamental role
in bringing skills to bear in another way. Often, in solv-
ing a problem, we are not aware of the possible skills we
might use. Rather, the appropriate skill comes to mind
as we recognize what the goal is: it is stored in the context
of that purpose and associated with solving problems of
that type. When problem-solving is detached from famil-
iar or comprehensible purposes, the very processes by
which children retrieve skills from memory is disrupted.

Some researchers, such as Margaret Donaldson,27 be-
lieve that there is little difference between young chil-
dren and adults in their ability to learn to bring prob-
lem-solving skills to bear in situations where there is a
clear and comprehensible purpose to the task. Where
children have difficulty is in those situations where skills
have to be exercised for their own sake—called forth from
memory without any of the usual cues and prompts.
How does the child develop the ability to decontextual-
ize skills in this way, to detach them from their original
purposes and use them as ends in themselves? Formal
schooling is the key factor in this process.28 Schools ask
children to solve a great many problems, from learning
to multiply large numbers to memorizing vast bodies of
facts or translating from one language to another. No one
explains why these skills are useful or what the point of
learning them might be. Children themselves often com-
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plain about this (“What’s the point of learning Latin? The
Romans are all dead”; “I don’t need to learn all this math
stuff, I’ve got a calculator”—two protests recently heard
in my house). Children quickly pick up on the fact that
such complaints are considered irrelevant: what matters
in school is learning to produce skills on demand in
order to pass tests that show how well one can do it. In
effect, what schooling gives the child is repeated practice
in using skills outside any functional context.

Confidence and Control

There is something very special about learning to solve
a problem in a social context. A toddler helping a parent
to mend a broken lock is likely to feel a strong pride in
the achievement and a sense of belonging, of having
contributed to an activity that really matters to the par-
ent. Success in solving problems—and other people’s
belief in our success—makes us feel competent and con-
fident at any age. Children especially need that kind of
confidence if they are to become good problem-solvers.

A study by Robert Hartley shows just how much im-
pact confidence—or the lack of it—can have on chil-
dren’s problem-solving.29 He looked at how a group of
disadvantaged children normally solved problems: they
were impulsive, they did not plan things effectively or
monitor how well things were going, and they did not
go back and correct their mistakes. Hartley asked these
children to solve the same kind of problems again, but
this time, they were to pretend to be the brightest child
in the class and do things the way that child would. The
children instantly became less impulsive, more planful,
and began to notice and correct their mistakes. And they
were far more successful in solving the problems!

Hartley discussed the test with the children afterwards.
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One child’s interview illustrates how his low opinion of
himself undermined his usual problem-solving:

Adult: Do you usually do better than the person you
acted like or worse?

Child: Worse.

Adult: Why?

Child: Because I’m Paul Hanworth.

This child clearly had skills he did not normally use
because he did not think of himself as good at solving
that type of problem. He had concluded that he was not
as able as his peers, and that social information was
holding him back.

Other studies underline the impact of children’s expe-
rience of failure on their subsequent success in solving
problems. The effect can be very powerful. If we give a
group of twelve-year-olds anagrams to solve—half of the
children quite easy anagrams and the other half impos-
sible ones—we will find that there is a marked difference
between the two groups in their later success in solving
a fairly easy anagram like “hirac.” The children who had
successfully solved a number of anagrams earlier will be
much more successful than those who experienced a
depressing failure. This phenomenon is called “learned
helplessness.”30 Some researchers have found that even
relatively short episodes of being unsuccessful in one
particular task can measurably lower a child’s school
achievement in other types of task for a while.

Studies like these suggest that children’s problem-solving
could be improved if parents and other adults could help
them be more confident about their own abilities. But this
is easier said than done.31 It is very difficult to convince
children that they are better at some skill than they ac-
tually are. Children are sharply aware of their own rank-
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ing in the classroom or among their siblings. They know
who comes top in tests in each subject and who gets
a parent’s praise for solving problems at home. This
sort of awareness is almost impossible to suppress, even
in progressive schools, which put a lot of effort into
playing down any sort of competition between children.
An adult who tries to persuade children who rank very
low in their science class that they are competent at
science runs the risk of being patronizing and is unlikely
to convince. The best one could hope for is to help the
child not to feel bad about coming in last. This almost
certainly brings many benefits, but it is not very likely
to lead a child to get much better at solving problems in
science classes.

Schools and parents have often tried to get around this
problem by doing things to raise the child’s morale and
self-esteem in general. Many teachers, for example, be-
lieve that experiencing some success in sports can build
an overall confidence that will spill over and help the child
to tackle problems in other areas. But this does not work
very well. Children base their confidence about their
skills on their experiences with those skills, so confidence
is tied quite closely to particular types of problem-solv-
ing.32 A boy may know that he is good at spelling and
at sports, but at the same time be worried about his poor
skills in science or math. There is little reason why chil-
dren should reevaluate their prowess in science just be-
cause they have become more confident in their athletic
abilities.

Children pick up messages about their competence all
the time, not just in school. Children whose offers to help
at home are impatiently brushed aside learn that their
help is not valued, that other people do not expect them
to make a useful contribution or to be able to manage
the task. They conclude that they are not competent. The
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proud three-year-old who has been invited to help—
even if only by holding the tools or putting a finger just
so when asked—gets a very different message. The way
we decide whether to let a child help with or tackle a
particular problem can play an important part in deter-
mining whether that child grows into a confident indi-
vidual who expects to manage, to be able to solve prob-
lems, or one who is too anxiously insecure or too sure
of failure even to try.

The powerful impact that confidence, or the lack of it,
can have on a child’s problem-solving and the difficulty
of improving a child’s self-confidence in helpful ways
pose a problem for teacher and parent. Perhaps the best
we can do here is to bias our reactions in the direction
of providing the most positive feedback possible—prais-
ing what can be praised and offering criticism only con-
structively, and lightly. Studies of the relationship be-
tween different styles of parenting certainly support this
approach: children who are highly successful problem-
solvers tend to have parents who praise more and criti-
cize less.33

Growing at Their Own Pace?

Just how much do social processes determine children’s
progress toward expert problem-solving? Are there con-
straints on what a child can learn from other people at
any given point?

Of course, it is painfully obvious that there are indeed
limits on what children of different ages can be taught.
We can teach eight-year-olds to use a cross-product rule
for balance scale tasks not normally mastered until the
age of seventeen, but we would be lucky indeed to teach
them fourth order differential equations. We can teach a
three-year-old the letters of the alphabet, but usually not
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the rules of chess. We can teach an eighteen-month-old
to roll out cookie dough and cut out shapes, but not to
prepare a complex casserole or cross a road in safety, and
so on.

Building on What You Know
Where do these limits on what a child can be taught
come from? In part, they reflect what the child already
knows. Almost every piece of knowledge or skill that we
have presupposes, and rests on, some other piece of
knowledge or skill: You cannot begin to understand al-
gebra if you do not know that letters of the alphabet can
represent unknown numerical quantities. You cannot learn
to tap dance if you have not yet mastered walking. At
some level, we have known this for a long time. Many
researchers, from learning theorists to Jean Piaget, whose
approach is very different, to more recent thinkers in the
field, have all emphasized that children cannot be ex-
pected to learn something unless they already have the
appropriate background knowledge and skills.34

This point is so obvious that no teacher or parent is
likely to disagree—in principle. But in practice, trouble
can arise because adults are not always good at identi-
fying what an individual child already knows, or articu-
lating what he or she needs to know, to master some new
skill. We forget that a concept (such as “alive”) may mean
one thing to a three-year-old and something quite differ-
ent to a thirteen-year-old; or that a five-year-old and an
eight-year-old may attend to quite different aspects of a
task (as in the balance scale task) even though they may
use the same strategy in solving it. We set out with the
best of intentions, but few parents or teachers can hon-
estly say that they have never left a child more confused
than he or she was before being “helped.” Too often we
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forget that, while such failures may leave the adult frus-
trated (or even irritated), they often leave the child anx-
ious and upset. Responsibility for the failure ought to lie
with the adult, but it is too often felt only by the child.

Determining what an individual child already under-
stands in some problem-solving situation can be dif-
ficult. Children are often too confused to be able to say
exactly what they need to have explained again or too
shy to say they have not understood. For a parent or a
teacher, there is little to go on but commonsense expec-
tations, and we can easily get it wrong. What would we
need to teach children to enable them to solve the prob-
lem of constructing a self-assembly bookcase on the basis
of the manufacturer’s instructions? All the elements of
the problem (the various parts of the bookcase and the
required hardware) are given, and the instructions osten-
sively provide a complete plan of the work. One manu-
facturer in England actually boasts that all its products
can be assembled by a child of twelve, yet many grown
people are perplexed, frustrated, and sometimes defeated
by such tasks. Why? In cases like these, the instructions
often presuppose skills and experience so obvious to
those who write them that they see no need to explain,
but which the rest of us do not possess. Parents—and
teachers—can sometimes underestimate the complexity
of what a child will need to learn to master each new
step in problem-solving, and produce confusion and mis-
understanding as a consequence.

In fact, we are only just beginning to realize exactly how
much background information is involved in any problem-
solving skill. So much of what a human being knows is
tacit, implicit in other things, or taken for granted—and
thus effectively invisible. Only when we try to program
a computer to simulate human problem-solving—to learn
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a new concept or use a particular strategy—do we con-
front in detail the full extent and complexity of the knowl-
edge required for these things.

Opportunities to Learn
What children already know and what is demanded for
the next step are not the only constraints on the speed at
which they learn to solve various kinds of problems.
Opportunities for learning also have a major effect: how
can you master chess if you have never seen the game,
or solve the problem of mending a broken alarm clock
unless you try?

To some extent, the physical environment constrains
children’s opportunities for tackling particular kinds of
problems. All children interact with, and so have the
opportunity to learn about, such fundamental phenom-
ena as gravity. But different environments mean that
individual children will inevitably have different oppor-
tunities to observe and participate in problem-solving of
any given type. For example, children living in houses
with large yards and gardens can try their hand at solv-
ing the problems involved in building a shelter or a fort,
like the two boys in Chapter 1. Those living in apart-
ments, however, will have fewer opportunities for games
of this type, and thus, fewer opportunities to learn how
to tackle the problems that arise.

But as researchers such as Barbara Rogoff, Mary
Gauvain, and Shari Ellis have pointed out, children’s
opportunities to address different kinds of problems are
controlled primarily by adults—by their parents and their
teachers.35 We shape the lives of children and students
by controlling their experience in order to avoid prob-
lems we believe too difficult for them, and steering them
toward the activities we think appropriate for their age
and abilities.
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Of course, controlling children’s exposure to different
kinds of problems in this way is to some extent a natural
part of the scaffolding process we saw earlier. But Rogoff
and her colleagues point out that the choices we make
about what activities our children encounter are not wholly
driven by the child’s own needs and abilities:36 the adults
in one culture may have quite different expectations than
those in another about what is appropriate for a child of
a given age, and they will provide their children with
quite different opportunities for mastering problem-solv-
ing as a consequence. In Europe and North America, for
example, girls of ten or eleven years old are still children
and do not marry. The idea that they might cope with
the problems of housekeeping or motherhood would
seem absurd to their parents. But in other cultures, girls
of this age do marry, and are expected to deal with the
problems of domestic life. An eight-year-old Nigerian
boy might be dispatched with the family’s herd of cattle
or goats and be expected to deal with the problems of
finding water and grazing, or fending off predators. His
contemporaries in Britain or the United States are scarcely
trusted to wash the dishes, let alone take sole responsi-
bility for the family’s main asset, although 150 years ago
these children might have worked down a coal mine or
in a factory. Rogoff has identified cultural differences in
what we expect of children right through from infancy to
adulthood.37 In Western societies, most babies are weaned
from the breast by six months—which to most African
mothers would seem a brutally young age to force a
child to cope with this loss. Around the world, the aver-
age age for weaning is two-and-a-half. In most cultures,
puberty is the beginning of adult life, with all its respon-
sibilities and rights. In Western cultures, adolescents are
still treated as children. Yet despite the differences be-
tween cultures, children live up to the expectations of
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the society around them, more or less. Indian and Afri-
can children behave as their societies expect them to, as
do French and American children.

Rogoff’s studies of how adult control over children’s
opportunities to explore different kinds of problems de-
termines the pattern and pace of their development are
fascinating. To the extent that such processes operate, the
factors that determine the development of problem-solv-
ing skill are as much social as cognitive.
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6/ Conclusions

Chapter 1 posed several questions about the origins of
the child’s growing expertise in solving problems. Does
it come from basic changes in mental skills, in the very
ability to reason, as the child grows older? If so, exactly
how do these skills change? Or is the growth of prob-
lem-solving more a matter of practice, of learning to
apply skills successfully in new contexts? Just what do
children do when they try to solve problems and how
do they get better at it? As we have seen, the answers to
these questions are complex. The research reviewed in
this book shows how our understanding of the issues
has evolved over the past twenty years—and is still
evolving.

The Nature of the Child’s Developing Skills

Jean Piaget suggested that logical structures were the
essential base on which problem-solving depends.1 For
Piaget, the child’s growing mastery of problem-solving
reflected an increasing sophistication in logical skill, which
develops through regular stages. At any one stage, the
child’s reasoning is characterized by a particular kind of
logic, and has the same quality, more or less, across
different kinds of task. But this view has been severely
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challenged by other lines of research. First, as we saw in
Chapter 2, even adult reasoning does not draw on logical
skill to anything like the extent Piaget assumed. If adults
do not rely on logic to solve problems, how can we
interpret children’s progress toward adult reasoning as
a matter of increasing logical skill? Second, children’s
skills vary from one situation to another much more than
one would expect if these skills depended on abstract,
general processes such as logic.

The discovery of variation in skill from one context to
another has radically changed our understanding of what
is involved in problem-solving. Instead of being driven
by abstract skills like logic, problem-solving draws deeply
on knowledge of the particular concrete detail of the task
in hand. What you know about a task determines how
you plan to tackle the problem, what strategies you con-
sider, and how you interpret feedback, as we saw in
Chapter 3. Increased understanding makes new kinds of
mental tools, such as principled inferences, available to
the child. The theories and expectations children build
up about a given type of problem determine what analo-
gies they can draw, and so, what skills they can recognize
as relevant or can bring to bear.

Expertise in problem-solving grows out of the child’s
expanding knowledge and experience of particular types
of problems. Because skill is so tightly tied to knowledge
of a particular task or domain, problem-solving expertise
can develop at different paces in different contexts. This
is why a child—or an adult—can be a skilled problem-
solver in one context but a complete novice in another.
The child starts out as a novice in all types of problem-
solving and gradually develops expertise through the
experience.

From this new perspective, many of the things that
once seemed so puzzling about children’s problem-solving
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now start to make sense. For example, in some situations,
even very young children can surprise us with their skill
as problem-solvers. In other situations, much older chil-
dren surprise us with their failures. But our surprise
comes only from our false assumption that problem-
solving skill ought to be consistent across different tasks
or across different versions of the same task. Once we
abandon that assumption, we are free to look more closely
at the situations in which younger and older children
succeed or fail, and to discover that the patterns of vari-
ation we see in children’s success and failure are not
really surprising at all.

Very young infants are far more capable than we have
supposed. They are born with the tools and interests they
need to interact with others and learn from and about
the world. So it should not surprise us if an infant’s
problem-solving in areas such as interpreting facial ex-
pressions, where the child is likely to have an innate
predisposition to build on, is quite sophisticated. Success
in this domain need have no implications for the infant’s
problem-solving in areas that are of less instinctive inter-
est or relevance.

Similarly, it is not surprising that the six-year-old seems
so adept a problem-solver in some areas of everyday
life, but is unsophisticated in most experimental tests of
problem-solving, in schoolwork, and the like. Such a
child may be an expert, as it were, in relation to some
familiar kinds of problem, but a novice with respect to
others. Since problem-solving success depends on rich
representations of the problem and on possible solu-
tions associated with expert knowledge, we should not
expect children to be consistent in solving problems across
all areas.

A striking aspect of the differences between younger
and older problem-solvers is that the older ones are often
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quicker to learn in some new context, or quicker to work
out how to solve a problem for themselves. This is not
always true, of course, as most adults who lived through
the craze of Rubik’s cube or who are currently struggling
with their children’s Nintendo computer games will know.
And sometimes there is a child prodigy who masters
complex problems better than most adults could: Mozart,
for example, producing brilliant performances at the age
of five. These instances of reversed age effect might well
reflect the fact that prodigies, and games buffs, will at-
tend to their chosen area for many hours, days, weeks,
and even months. Few adults have either the opportu-
nity or the inclination to put in so much time or effort.

Generally, that older individuals learn and solve prob-
lems more quickly should not surprise us if we reflect
on the fact that the older individual is more likely to have
richer knowledge than the young child, and not just in
one area but in many. Knowledge is cumulative, not
simply in the sense that one step in understanding a
particular problem depends on another, but also in the
sense that richer knowledge in one area allows an indi-
vidual to see more connections between different areas.
As we noted in relation to the child’s ability to use
analogies, the more knowledge an individual has, the
more analogies he or she will be able to draw—and to
use—in solving problems or in organizing and learning
new material. Rich knowledge across many areas broad-
ens the range of analogies that can be considered in ad-
dressing a new problem and thus increases the chances
of finding a helpful way to represent what needs to be
done. The increasing ability to transfer skills from situ-
ation to situation is a powerful thing indeed: the more
analogies you can recognize, the more likely it is that you
can behave planfully, even in unfamiliar situations.

Some theorists, such as Jerry Fodor and Howard Gard-
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ner, have suggested that the fact that problem-solving
skill is so tied to domain-specific knowledge reflects the
underlying structure of intelligence.2 They suggest that
human intelligence is divided up into many different
compartments or “modules” in one way or another. Gard-
ner, for example, suggests that children have one type of
intelligence for mathematical problems, a second for mu-
sical problems, a third for linguistic reasoning, and so
on. These various “intelligences” are different in kind
from one another, and develop and operate quite sepa-
rately and independently, each drawing on its own spe-
cial kind of process.

Ideas like Gardner’s are intriguing but controversial.
There are, for example, some kinds of process that seem
to operate across all sorts of different domains. I de-
scribed some of these in Chapter 4. The processes by
which a child chooses a strategy in tackling a new prob-
lem, adjusts that strategy in the light of feedback, or
discovers new strategies seem to be fundamentally the
same in many different domains. Other theorists have
criticized Fodor and Gardner, arguing that processes like
these could not operate so generally if intelligence were
really compartmentalized into separate modules for each
type of skill.3

An alternative interpretation of the relationship be-
tween domain-specific knowledge and general processes
can be simply represented through the metaphor of a
food processor. There may be a single set of machinery
for planning problem-solving, selecting strategies, devis-
ing new ones, and so on (the food processor), through
which many different kinds of specific knowledge (the
foodstuffs) are processed. The food processor needs food-
stuffs to operate. But just how it operates and what it
produces depend on what is put into it. A mixture of
flour and fat has its own distinctive character and blends

Conclusions / 123



together at its own distinctive pace, and it comes out
looking and tasting quite different from a mixture of
bananas and milk, say, although both have gone through
the same process. What you put into the machine deter-
mines how the machine operates and what comes out;
the machine itself stays the same.

Malleable Skills

Piaget believed that there was little scope for improving
the young child’s problem-solving.4 Real change in a
child’s skills depended on the construction of new logi-
cal structures in the child’s mind, and adults—and the
social world as a whole—could have only a limited role
in this process. Logical understanding had to be built by
processes internal to the child. Each individual child had
to do this at his or her own pace and could not be hurried
along.

The research I have described in this book suggests a
very different picture. Change and growth in problem-
solving skill reflect increasing information and experi-
ence. Given the right opportunities and experiences, quite
striking changes can occur in a relatively short time. Far
from being helpless to influence development, social in-
teractions play a critical role in the child’s progress: skills
are transmitted through social interactions, particularly
through sharing the process of problem-solving with a
more skilled adult; and the social world structures and
controls the child’s access to opportunities to gain new
expertise.

Just how malleable are the child’s skills? Could every
child be as expert at a given type of problem-solving as
the best if he or she had the right opportunities and
experiences? We don’t yet know. The question is closely
related to the problem of why there are such clear indi-
vidual differences between one child and another, both
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in their skill as problem-solvers and in their attitudes to
tackling problems. Why is it that Lesley is so very much
more successful than her brother in almost every area of
problem-solving? Why is she faster to make new discov-
eries or to adopt a new strategy? Why does she seek out
opportunities to tackle fresh problems, while her brother
avoids them at all costs? The research we have looked at
here offers some clues: Lesley may be quicker to recog-
nize that a strategy is associated with success, in the way
Siegler described,5 and so may be able to learn faster,
from less experience, than her brother can. Or she may
happen to have been luckier and selected strategies that
were more fruitful in yielding new discoveries than her
brother did, and so have been more successful and gained
more confidence. Perhaps she had better experiences of
sharing problem-solving with her parents or more op-
portunities to do so than her brother.

As yet, no one has fully worked through the question
of the origins of individual differences in problem-solving.
Can we fully explain such effects in terms of the factors
we have already identified in exploring the development
of problem-solving skills, or are there other, perhaps
more genetically fixed factors involved as well?

New Directions

Recent research has explained a great deal about the
fascinating and varied phenomena of children’s problem-
solving. It has made sense of many issues that seemed
separate and disjointed before and given us new ways
of interpreting what we see in our everyday interactions
with children.

Of course, there are many interesting questions to which
we still have no answer, such as how general skills and
specific knowledge fit together and where individual
differences in skill come from. But that is the nature of
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research: there will always be another question to an-
swer, and each new discovery opens up new questions.

For me, the biggest mystery of all is still the question
I posed at the beginning: why is problem-solving some-
times such fun? That is, why do human beings go look-
ing for problems to solve instead of just doing the things
we can already do? What function does problem-solving
serve to make it so attractive and to justify its fundamen-
tal role in childhood activities? In a real sense, problem-
solving is at the heart of what we mean by intelligence.
The ability to identify a goal, work out how to achieve
it, and carry out that plan is the essence of every intelli-
gent activity. But the core of problem-solving is also that
it produces change: in the child’s understanding of the
task, in the strategy the child uses to deal with it, and so
on. Could it be that the processes of solving problems are
so fundamental because they provide the very machin-
ery and motor producing cognitive development itself?

This last issue is the next major question in under-
standing problem-solving. Some theorists have argued
that problem-solving processes are powerful and perva-
sive enough to produce all the conceptual growth and
change we see through childhood. Others, most notably
Piaget, have argued that this is not so, and that there
must be other, endogenous processes more specifically
focused on yielding developmental change. Is this con-
troversy just a matter of definition? The answer will
depend on what we choose to include in the category
“problem-solving processes.” But the real challenge is an
empirical one: can we fully explain all the changes in
children’s skills and understanding through processes
like those I have described? Answering this question sets
the agenda for the next step forward in understanding
cognitive development.
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