
Cell Cycle 
Control

Eishi Noguchi
Mariana C. Gadaleta Editors

Mechanisms and Protocols
Second Edition

Methods in 
Molecular Biology   1170



       M E T H O D S  I N  M O L E C U L A R  B I O L O G Y       

Series Editor
John M. Walker

School of Life Sciences
University of Hertfordshire

Hatfield, Hertfordshire, AL10 9AB, UK

 For further volumes:
  http://www.springer.com/series/7651     

http://www.springer.com/series/7651


     



 Cell Cycle Control 

 Mechanisms and Protocols

Second Edition 

 Edited by 

    Eishi Noguchi and Mariana C. Gadaleta   
Department of Biochemistry and Molecular Biology, Drexel University College of Medicine, 

Philadelphia, PA, USA    

                                  



 ISSN 1064-3745                            ISSN 1940-6029 (electronic)
ISBN 978-1-4939-0887-5      ISBN 978-1-4939-0888-2 (eBook) 
 DOI 10.1007/978-1-4939-0888-2 
 Springer New York Heidelberg Dordrecht London 

 Library of Congress Control Number: 2014938993 

 © Springer Science+Business Media New York   2005, 2014 
 This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is 
concerned, specifi cally the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction 
on microfi lms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, 
computer software, or by similar or dissimilar methodology now known or hereafter developed. Exempted from this 
legal reservation are brief excerpts in connection with reviews or scholarly analysis or material supplied specifi cally for 
the purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the work. 
Duplication of this publication or parts thereof is permitted only under the provisions of the Copyright Law of the 
Publisher’s location, in its current version, and permission for use must always be obtained from Springer. Permissions 
for use may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution 
under the respective Copyright Law. 
 The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not 
imply, even in the absence of a specifi c statement, that such names are exempt from the relevant protective laws and 
regulations and therefore free for general use. 
 While the advice and information in this book are believed to be true and accurate at the date of publication, neither 
the authors nor the editors nor the publisher can accept any legal responsibility for any errors or omissions that may be 
made. The publisher makes no warranty, express or implied, with respect to the material contained herein. 

 Printed on acid-free paper 

 Humana Press is a brand of Springer
Springer is part of Springer Science+Business Media (www.springer.com)  

 Editors 
   Eishi   Noguchi   
  Department of Biochemistry 

and Molecular Biology 
 Drexel University College of Medicine  
 Philadelphia, PA, USA 

     
Mariana   C. Gadaleta   
  Department of Biochemistry 

and Molecular Biology
Drexel University College of Medicine
Philadelphia, PA, USA          

www.springer.com


v

 Modern cell cycle research began by elucidating the functions of cyclin-dependent kinases 
(CDKs). Subsequent investigations have revealed that the cell cycle is coordinated through 
a complex network of various cellular processes. Defects in this control system can lead to 
genetic instability and drive an array of genetic disorders, most notably, cancer. It is thus 
essential to holistically understand how the cell cycle is governed and how this regulation 
affects other cellular processes and homeostasis. It is noteworthy that much of what is 
known about cell cycle regulation depends heavily on enormous research efforts using a 
variety of model organisms, from yeast to mammals. The basic knowledge and techniques 
used in these model systems have been well documented in the previous cell cycle protocol 
book. In this new volume,  Cell Cycle Control: Mechanisms and Protocols, Second Edition,  
which consists of a completely new set of reviews and protocols, we provide a comprehen-
sive guide to technical and theoretical advancements in the fi eld. Beginning with the over-
views of various cell cycle regulations, we present the most current protocols and 
state-of-the-art techniques used to generate latest fi ndings in cell cycle regulation. We 
believe that this title will be a valuable resource for a wide audience, ranging from the expe-
rienced cell cycle researchers looking for new approaches to the junior graduate students 
giving their fi rst steps in cell cycle research.  

    Philadelphia, PA, USA  Eishi     Noguchi 
     Mariana     C.     Gadaleta    

  Pref ace       
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    Chapter 1   

 Cell Cycle-Regulated Transcription: Effectively Using 
a Genomics Toolbox 

           Sara     L.     Bristow    ,     Adam     R.     Leman    , and     Steven     B.     Haase    

    Abstract 

   The cell cycle comprises a series of temporally ordered events that occur sequentially, including DNA 
 replication, centrosome duplication, mitosis, and cytokinesis. What are the regulatory mechanisms that 
ensure proper timing and coordination of events during the cell cycle? Biochemical and genetic screens 
have identifi ed a number of cell-cycle regulators, and it was recognized early on that many of the genes 
encoding cell-cycle regulators, including cyclins, were transcribed only in distinct phases of the cell cycle. 
Thus, “just in time” expression is likely an important part of the mechanism that maintains the proper 
temporal order of cell cycle events. New high-throughput technologies for measuring transcript levels have 
revealed that a large percentage of the  Saccharomyces cerevisiae  transcriptome (~20 %) is cell cycle regu-
lated. Similarly, a substantial fraction of the mammalian transcriptome is cell cycle-regulated. Over the past 
25 years, many studies have been undertaken to determine how gene expression is regulated during the 
cell cycle. In this review, we discuss contemporary models for the control of cell cycle-regulated transcrip-
tion, and how this transcription program is coordinated with other cell cycle events in  S. cerevisiae . In 
addition, we address the genomic approaches and analytical methods that enabled contemporary models 
of cell cycle transcription. Finally, we address current and future technologies that will aid in further under-
standing the role of periodic transcription during cell cycle progression.  

  Key words      Saccharomyces cerevisiae   ,   Cell cycle  ,   Periodic transcription  ,   Transcription factor network  , 
  Cyclins  ,   Cyclin-dependent kinases (CDKs)  

1      Introduction 

 Successful cell division requires complete duplication of genetic 
material followed by equal segregation into two cell bodies, result-
ing in two identical daughter cells. Historically, the cell cycle has 
been divided into four phases—Gap 1 (G1), Synthesis (S), Gap 2 
(G2), and Mitosis (M)—that describe the chronological order of 
different events observed in normally cycling cells. The bulk of 
duplication and segregation events occur in S and M phases. 
During S phase, both DNA and centrosomes are duplicated 
(Fig.  1 ). Duplicated centrosomes separate in order to form the 
poles of the mitotic spindle responsible for segregating sister 
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 chromatids (Fig.  1 ). Sister chromatid segregation is initiated during 
M phase, or mitosis (Fig.  1 ).

   G1 and G2 were termed “gap” phases, as they separate the 
 visibly observable events of S and M phase. Although no overt 
 cellular changes or events are observed during G1 and G2, cells are 
interpreting signals from their extracellular and intracellular envi-
ronments to ensure that conditions are appropriate for cellular 
division events. In early G1, cells interpret extracellular signals 
(e.g., nutrient abundance, mating pheromone) to decide whether 
to commit to a new cell cycle. Following this point of commitment 
(called START in  Saccharomyces cerevisiae ), cells prepare for entry 
into S phase by activating the expression of genes required for 
duplicating DNA and centrosomes (Fig.  1 ). In G2, cells interpret 
intracellular signals from checkpoint pathways that monitor 
whether duplication events have been completed with fi delity, and 
whether the mitotic spindle apparatus is functional. 

 Each cell cycle event—such as DNA replication, centrosome 
duplication, and chromosome segregation—is a complex process 
that requires the coordination of many different proteins acting 
together to complete the task at hand. In turn, each of these com-
plex events must be coordinately controlled with the other events. 
What, then, are the mechanisms that orchestrate the complex set of 
events required for cellular division? Over the past three decades, an 
overwhelming number of studies have identifi ed and characterized 
two proteins that act in a complex to trigger cell cycle events: 
cyclins and cyclin-dependent kinases (CDKs). Both biochemical 
and genetic approaches have shown that, throughout the cell cycle, 
CDKs are activated by different cyclins, whose role is to activate 
and inhibit different events at the proper time and in the proper 
order (reviewed in [ 1 – 3 ]). More recently, it has been shown that up 
to a fi fth of the  S. cerevisiae  genome, including cyclins themselves, 

  Fig. 1    Cell-cycle progression in  Saccharomyces cerevisiae . Budding yeast serves 
as an excellent model system to study the cell cycle. Timing and regulation of 
events are conserved across species. More importantly, the phase of the cell 
cycle can be deduced by observing the state and size of the bud, the future 
daughter cell       
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is transcribed once per cell cycle [ 4 – 7 ]. This set of genes is often 
referred to as the cell cycle-regulated transcriptional program. The 
precise nature of this temporal transcriptional program may serve 
as another mechanism to ensure proper timing and ordering of cell 
cycle events. 

 Historical models of cell-cycle regulation have proposed that 
cyclin/CDK activity directs transcription factors to initiate gene 
expression at the proper time [ 8 ] (reviewed in [ 9 – 11 ]). However, 
recent studies have shown that cell cycle-regulated transcription 
has the capacity to occur largely in the absence of CDKs [ 5 ,  12 ]. 
These fi ndings suggest that some other regulatory mechanism is 
responsible for controlling periodic transcription and coordinating 
cell cycle events. To better understand and characterize this con-
trol module, single gene studies have given way to genome-wide 
experimental approaches that measure global gene expression 
dynamics [ 4 – 7 ]. These studies require unbiased quantitative 
 analyses tailored both to the experimental method and to the over-
arching biological question. Here, we will discuss both current and 
future experimental and analytical methods used to address the 
seemingly simple questions: What portion of the genome is cell 
cycle-regulated? And how is this transcription program coordi-
nated with other cell cycle events?  

2    Cell Cycle-Regulated Transcription 

   With the advent of modern molecular biology, measuring mRNA 
levels in cells became a regular test to address whether genes are 
regulated at the transcriptional level. For genes involved in the cell 
cycle, understanding gene regulation at the transcriptional level 
requires measuring mRNA abundance over time in synchronous 
populations of cells as they progress through the cell cycle. Histones 
were the fi rst genes identifi ed whose expression oscillates periodi-
cally during the cell cycle [ 13 ]. Classifying histone gene expression 
as cell cycle-regulated was done by correlating the timing of his-
tone mRNA expression with the timing of DNA replication over 
the course of several cell cycles [ 13 ]. Over the following decade, 
ten more genes involved in cell cycle events were also identifi ed as 
being expressed in a periodic manner— HO  [ 14 ],  CDC21  [ 15 ], 
 CDC9  [ 16 ],  RAD6  [ 17 ],  SWI5  [ 18 ],  CDC8  [ 19 ],  POL1  [ 20 ], 
 DBF4  [ 21 ],  PRI1  [ 22 ], and  DBF2  [ 23 ]. For each of these genes, the 
defi nition of periodic is anchored to the correlation of gene expres-
sion with an observable cell cycle event that is known to occur only 
once per cycle. The periodic expression of these genes was discov-
ered while investigating the function of each gene during cell cycle 
events. Is periodic expression of cell cycle genes a global phenom-
enon or specifi c to just a small set of genes? In total, approximately 
100 periodically expressed budding yeast genes were identifi ed one 

2.1  Identifying 
Periodic Transcripts

Cell Cycle Transcription
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at a time using northern blots. However, a technology that is able 
to measure transcript dynamics at a genome- wide level was neces-
sary not only to quantify the proportion of genes that is periodi-
cally transcribed but also to understand how cell cycle-regulated 
transcription is coordinated with cell cycle progression. 

 The microarray is one method developed to measure mRNA 
levels of many genes in an organism [ 24 ]. Several genome-wide 
studies utilizing microarrays have been reported that focus on iden-
tifying periodic genes with respect to the cell cycle in synchronized 
populations of budding yeast cells. Cho and colleagues identifi ed 
416 genes as being cell cycle-regulated at the transcriptional level by 
visual inspection of transcript dynamics [ 4 ]. Spellman and colleagues 
identifi ed 800 genes that demonstrate oscillations in transcript levels 
during the cell cycle using quantitative methods including a Fourier 
transform and Pearson correlation [ 7 ]. Pramila and colleagues found 
991 cell cycle-regulated transcripts using a permutation-based 
method developed by de Lichtenberg and colleagues [ 6 ,  25 ]. 
Orlando and colleagues identifi ed 1,275 periodically expressed 
genes also using a permutation-based method [ 5 ,  25 ]. Overall, 
between the three studies using quantitative methods to identify 
periodic genes, 440 cell cycle-regulated genes are shared [ 5 – 7 ]. 

 Although each study identifi es slightly different sets of periodic 
genes, it is clear that many more genes are regulated at the transcrip-
tional level during the cell cycle than previously thought. Differences 
between periodic gene lists from each study result from a combina-
tion of experimental design and quantitative analysis. Further dis-
cussion of these differences is addressed in a later section. 

 Is the phenomenon of cell cycle-regulated transcription  specifi c 
only to budding yeast? Additional studies in fi ssion yeast and 
human cells have measured gene expression dynamics in synchro-
nized cells to determine the scope of periodic transcription in these 
organisms. In fi ssion yeast, three genome-wide studies identifi ed a 
limited number of periodic genes [ 26 – 28 ]. Unlike budding yeast, 
fewer genes were classifi ed as cell cycle-regulated; less than 800 
genes were identifi ed by each study. Similar to budding yeast, the 
consensus between studies is very low, with only 171 genes shared 
between all analyses [ 26 – 28 ]. Two studies in human cell lines have 
classifi ed fewer than 1,000 periodic genes [ 29 ,  30 ]. The low num-
bers of periodic genes may be due to the larger genome size, unde-
tected alternative splicing of introns, or the diffi culty involved in 
synchronizing fi ssion yeast or human cell lines. While budding 
yeast has the largest number of identifi ed periodic genes, cell cycle- 
regulated transcription is also clearly observed in fi ssion yeast and 
human cell lines, suggesting that this phenomenon is conserved 
between organisms. Moreover, the transcriptional regulation of some 
orthologs in the evolutionarily diverged yeast species  S. cerevisiae  
and  S. pombe  have been shown to be conserved [ 31 ]. With improved 
experimental approaches and mRNA measuring technology, the 
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characterization of periodic gene expression will become more 
tractable in other model systems. 

 Two questions arise from the fi nding that the transcriptional 
program is conserved across eukaryotes: (1) what is the signifi cance 
of cell cycle-regulated transcription and (2) what mechanisms coor-
dinate this large transcriptional program with cell cycle progression?  

  Many hypotheses have been posed to explain the importance of 
cell cycle-regulated transcription. The explanations can be general-
ized into three categories. While all are plausible reasons for 
 regulating gene expression timing during the cell cycle, it is not 
currently possible to discriminate between the multiple  hypotheses. 
Moreover, each potential hypothesis is not mutually exclusive and 
may be true for only a subset of cell cycle-regulated genes. 

 The fi rst category postulates that cell cycle-regulated transcrip-
tion is a mechanism to expend energy resources effi ciently, as tran-
scription and translation are energetically expensive. This concept 
is often referred to as “just in time” transcription, in which gene 
products that function at a specifi c cell cycle interval are expressed 
only when needed (Fig.  2a ) (reviewed in [ 10 ,  32 ,  33 ]). A variation 
on this fi rst explanation has been referred to as the “Sleeping 
Beauty” situation, which takes into account the full lifetime of a 

2.2  Signifi cance of 
Cell Cycle- Regulated 
Transcription

  Fig. 2    Signifi cance of the periodic transcription program. ( a ) Genes are expressed 
only during the cell-cycle phase needed. Genes required for DNA replication are 
expressed during S phase. ( b ) The temporal order of gene expression may aid in 
the construction of a protein complex only needed once per cycle. ( c ) While protein 
levels of cell-cycle regulators may remain constant, posttranslational modifi ca-
tions may alter the activity of the proteins       
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cell or tissue, rather than the completion of a single cell cycle ([ 7 ], 
reviewed in [ 9 ]). Whether it is a single budding yeast or a popula-
tion of cells that form tissues in an organism, active cellular division 
occurs during only a portion of a cell’s overall life cycle. Micro-
organisms are subject to environmental constraints and will divide 
when conditions (nutrients, temperature, growth factor signaling, 
etc.) permit, but not when the local environment is not amenable 
to cell division. Therefore, much of the life of a single cell is spent 
outside the cell cycle, in a state of rest or quiescence. However, 
once a signal is received to initiate cellular division, the cells are 
poised to complete cell cycle events with the proper genes expressed 
at the correct time.

   A second proposal for the importance of cell cycle-regulated 
transcription centers on building a required structure only once 
per cell cycle (Fig.  2b ) (reviewed in [ 32 ,  33 ]). For example, 
 proteins required for DNA replication are loaded onto DNA in 
different stages. The components of the replication complex are 
periodically transcribed themselves, lending to the temporal events 
that are required for DNA replication. A pre-initiation complex 
fi rst binds to DNA replication origins and is only activated when 
elements are phosphorylated by S-phase cyclin/CDK. Other com-
ponents required for replication are then synthesized, recruited to 
origins, and replicate DNA (reviewed in [ 34 ]). Further, mitotic 
cyclin/CDK activity inhibits the reformation of pre-initiation 
complexes until the following cell cycle [ 35 ]. This mechanism 
ensures that the complex required to trigger DNA replication is 
only built once and thus acts as a layer of control to prevent 
re-replication. 

 A third category of hypotheses centers on renewing pools of 
unmodifi ed protein. Gene products that are posttranslationally 
modifi ed may no longer be active or be responsive to additional 
signaling. Therefore, periodic transcription provides a pool of 
unmodifi ed product that is able to carry out cell cycle events 
(Fig.  2c ) (reviewed in [ 9 ]). For example, Swi6, a component of 
transcription factor complexes SBF and MBF, is phosphorylated in 
S phase after START to localize it to the cytoplasm [ 36 ]. Periodic 
transcription of  SWI6  may provide a new pool of the Swi6 protein 
to induce transcription at START. 

 Despite varying hypotheses on the physiological importance 
of the cell cycle-regulated transcriptional program, the underlying 
requirement for proper expression timing during the cell cycle has 
led to the development of a sophisticated program for cell cycle 
transcription control. Additionally, transcriptional regulation of 
these genes may represent only a single layer of control; post-
translational modifi cations such as cyclin/CDK phosphorylation 
have also been shown to play a critical role in proper coordination 
of cell cycle events. Understanding how periodic transcription is 
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regulated and is coordinated with other cell cycle events may lead 
to insight into the importance of such a substantial periodic tran-
scriptional program.  

  How does the cell generate a large and continuous program of 
temporally ordered gene transcription throughout the cell cycle? 
In order to understand how this is done, we need to understand 
the transcriptional regulators. As more and more transcripts were 
identifi ed as periodic during the cell cycle, focus turned to the reg-
ulators that activated or inhibited transcription—transcription 
 factors (TFs). To identify the regulators that control activation or 
repression of periodic transcription in budding yeast, researchers 
utilized genetic tools, promoter sequence information, and physi-
cal localization studies [ 37 – 39 ]. Not surprisingly, a number of TFs 
were found to regulate distinct subsets of periodic genes through-
out the cell cycle (reviewed in [ 9 – 11 ,  33 ]). A list of known TFs 
involved in cell cycle-regulated transcription and relevant informa-
tion on their activation timing and regulation by cyclin/CDKs is 
shown in Table  1 .

   The TFs identifi ed possess three striking qualities that suggest 
potential modes of regulation for the periodic transcription pro-
gram. First, many of the TFs that play a role in controlling cell 
cycle-regulated transcription are themselves periodically tran-
scribed (reviewed in [ 11 ]). For TFs that act in complexes, at least 
one TF is periodically expressed. This observation suggests that a 
portion of genes may be cell cycle-regulated due to the periodic 
expression of their regulators. Second, cyclin/CDK activity has 
been found to affect the activity of many of these transcription factors. 

2.3  What Are 
the Regulators 
of Periodic 
Transcription?

     Table 1  
  Transcription factors that are known to play a role in activating or repressing periodic transcription 
during the cell cycle   

 TF  Phase  Function  Representative target  CDK target?  CDK regulation 

 SBF  G1/S  Activator   CLN1   Yes [ 52 ]  Inhibitory 

 MBF  G1/S  Activator   POL1   Yes [ 98 ]  Unknown 

 Yhp1  G1/S  Repressor   CLN3   No  N/A 

 Yox1  G1/S  Repressor   SWI4   No  N/A 

 Nrm1  G1/S  Co-repressor  N/A  Yes [ 99 ]  Unknown 

 Hcm1  S  Activator   NDD1   No  N/A 

 SFF  G2/M  Activator   CLB2   Yes [ 61 ,  63 ]  Activating 

 Ace2  M/G1  Activator   NIS1   Yes [ 64 ]  Inhibitory 

 Swi5  M/G1  Activator   SIC1   Yes [ 65 ]  Inhibitory 

Cell Cycle Transcription
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In these cases, cyclins that are expressed during any of these phases 
have the capacity to affect TF activity (Table  1 ). Additionally, this 
regulation can be either activating or inhibitory depending on the 
TF (Table  1 ). These fi ndings, coupled with cyclin deletion experi-
ments, imply that cell cycle-regulated gene expression is also mod-
ulated by cyclin/CDK activity [ 40 – 42 ]. Finally, genome-wide 
binding data have shown that these TFs also bind to the promoters 
of other TFs shown to regulate periodic gene expression [ 8 ,  43 ,  44 ]. 
In fact, TFs expressed late in the cell cycle have been shown to bind 
to the promoters of TFs responsible for early periodic gene expres-
sion [ 45 ]. This fi nding demonstrates that the TFs controlling the last 
wave of periodic transcription may also activate the fi rst TFs in the 
following cycle. Taken together with global views of transcript 
dynamics from microarray experiments [ 7 ], it was proposed that a TF 
network could account for the periodic nature of the TFs themselves 
and the entire periodic transcription program ([ 8 ,  44 ], reviewed in 
[ 9 – 11 ]). Models for how the TF network is integrated with cyclin/
CDK activity and cell cycle events will be discussed below. 

 Several versions of TF networks that control cell cycle- regulated 
transcription have been proposed [ 5 ,  6 ,  8 ,  12 ,  44 ]. Understanding 
which TFs are included in the network is an important outstanding 
question. For the purposes of this review, we will focus on how a 
transcriptional signal is transmitted through a version of the tran-
scription network (Fig.  3 ).

   Concurrent with passage through START and the commitment 
to the cell cycle, the heterodimeric TFs SBF and MBF  activate a large 
program of periodic genes involved in budding, centrosome duplica-
tion, and DNA replication. SBF and MBF share a trans-activating 
subunit, Swi6 [ 46 ], and each have a distinct DNA-binding subunit, 
Swi4 and Mbp1, respectively [ 47 ,  48 ]. Activation of SBF and MBF 
centers on feedback loops that include G1 cyclin/CDKs and the 
transcriptional co-repressor Whi5 [ 40 ,  41 ,  49 ,  50 ] (Fig.  3 ). Activation 
begins when Cln3/Cdk1 phosphorylates Whi5, triggering its dis-
sociation from SBF complexes and the activation of transcription of 
SBF targets. Two of these targets are the genes encoding the 
G1-cyclins; Cln1 and Cln2. Cln1/Cdk1 and Cln2/Cdk1 kinase 
complexes also phosphorylate Whi5, triggering further dissociation 
from SBF complexes and export from the nucleus. Following activa-
tion, a series of transcriptional repressors and B-type cyclins inacti-
vate SBF and MBF in a series of negative feedback loops. SBF 
activates the  YOX1  and  YHP1  genes, and in turn, their gene prod-
ucts repress the transcription of the gene encoding the SBF compo-
nent, Swi4 [ 51 ]. Moreover, SBF transcriptional activity is repressed 
by Clb2 [ 52 ], after a cascade of transcriptional activation that trig-
gered the expression of the  CLB2  gene (Fig.  3 ). The transcriptional 
activity of MBF is modulated by its direct target and co-repressor 
 NRM1  [ 53 ] (Fig.  3 ). Thus, positive feedback loops contribute to 
the full activation of SBF and MBF, while negative feedback loops 
serve as the “OFF switch” for their activity. 

Sara L. Bristow et al.
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 SBF and MBF transmit a transcriptional signal to activator 
Hcm1 [ 54 ] that is responsible for expression of genes required for 
chromosome segregation, centrosome dynamics, and budding 
during late S phase [ 6 ] (Fig.  3 ).  HCM1  is periodically transcribed, 
and its protein levels are also periodic, closely mirroring the behav-
ior of  HCM1  mRNA [ 6 ]. Moreover, Hcm1 activates the synthesis 
of the SBF co-repressor  WHI5  and Swi-fi ve factor (SFF) subunit 
 NDD1  [ 6 ] (Fig.  3 ). SFF, a TF complex composed of Fkh1, Fkh2, 
Ndd1, and Mcm1 [ 55 – 59 ], activates a set of periodic genes referred 
to as the “ CLB2  cluster” during G2/M phase ([ 7 ,  60 ], reviewed in 
[ 9 – 11 ]). SFF activity is modulated through a positive feedback 
loop with the B-type cyclin Clb2 [ 52 ]. SFF activates  CLB2  gene 
transcription [ 60 ], which in turn binds CDK and further stimulates 
components of SFF to increase its transcriptional activity [ 61 – 63 ] 
(Fig.  3 ). SFF transmits the periodic transcriptional signal by acti-
vating transcription of genes encoding TFs  ACE2  and  SWI5  [ 60 ] 
(Fig.  3 ). Ace2 and Swi5 share a number of targets (Ace2 also 
 activates a number of unique targets only in daughter cells) and 
activate periodic transcripts involved in the transition between late 
M phase and the beginning of early G1 of the subsequent cell cycle. 

  Fig. 3    Cell-cycle transcription network. An interconnected network of transcription factors that demonstrate 
how a transcriptional signal could be passed through the cell cycle. Note that this is just one representation of 
a TF network. Based on signifi cance cutoffs and TFs included, different networks may be constructed.  Boxes  
are nodes.  Green , transcriptional activators;  red , transcriptional repressors;  blue , posttranslational modifi ca-
tions.  Arrows  signify either an upstream promoter binding to the promoter of the downstream target ( black 
arrows ) or a posttranslational modifi cation that affects the activity of the TF ( blue arrows ). Nodes are placed on 
a cell-cycle timeline based on time of peak expression in wild-type cells (Color fi gure online)       
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While Ace2 and Swi5 are transcribed during G2/M, their activity 
is inhibited by Clb2/CDK-dependent cytoplasmic sequestration 
[ 64 ,  65 ]. Mitosis triggers the destruction of Clb2, and thus, Swi5 
and Ace2 can return to the nucleus and bind to the promoters of 
their target genes. Swi5 and Ace2 bind to the promoter of  CLN3  
to activate  CLN3  expression and thus begin a new cycle of tran-
scription [ 45 ] (Fig.  3 ). Currently, these TFs, in addition to other 
TFs that potentially regulate periodic transcription, are being fur-
ther studied to better understand the connections with each other 
and with cyclin/CDKs.  

  Although the periodic transcriptional program during the cell cycle 
could be explained by a network of sequentially activated transcrip-
tion factors, cyclin/CDK regulation of network TF activities could 
be critical for the proper execution of the program. 

 A series of studies have been carried out to determine the 
 relative contributions of cyclin/CDKs and the transcription factor 
network on periodic transcription during the cell cycle. The fi rst 
study to address this question measured the effect of S phase and 
mitotic cyclin/CDKs on periodic transcription by deleting all six of 
these cyclins ( clb1,2,3,4,5,6 ) in budding yeast. These cells are kept 
alive by the inducible overexpression of Clb1; in the absence of 
Clb1, cells arrest due to the absence of all S-phase and mitotic 
cyclin/CDK activity, resulting in their inability to initiate DNA 
replication, centrosome duplication, or mitosis. However, the 
arrested cells continue to carry out G1 events, including budding 
and G1-specifi c transcription [ 66 ]. What happens to the rest of the 
periodic transcriptional program in these cells? In a synchronous 
population of early G1 cells lacking all S-phase and mitotic cyclins 
(synchronized by centrifugal elutriation), global gene expression 
dynamics were measured by microarray. Strikingly, compared to 
the expression dynamics of genes normally periodic in wild-type 
cells, 70 % of genes remain periodic in the absence of both S-phase 
and mitotic cyclins and in the absence of cell cycle progression, 
with a period very similar to normally cycling cells [ 5 ]. These fi nd-
ings suggest that S-phase and mitotic CDKs are not required for 
the execution of the majority of the cell cycle-transcriptional 
 program, and that this program can continue to oscillate even in 
arrested cells. 

 How then is the periodic transcriptional program maintained 
in arrested cells? Included in the 70 % of genes that remain periodic 
in these cells are many of the TFs involved in modulating periodic 
transcription throughout the cell cycle [ 5 ,  8 ,  44 ]. Using these peri-
odic TFs and binding information, Orlando and colleagues were 
able to construct a mathematical model of the TF network. Model 
simulations indicated that the TF network itself could sustain oscil-
lation independent of S-phase and mitotic cyclin/CDKs and cell 
cycle progression [ 5 ]. This fi nding led to the proposal that a TF 

2.4  Roles of Cyclin/
CDKs and a 
Transcription Factor 
Network in Controlling 
the Periodic 
Transcriptional 
Program
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network may function as an underlying cell cycle oscillator that 
controls the periodic transcriptional program ([ 5 ], reviewed in [ 33 ]). 

 In yeast and somatic cells, several experiments have shown that 
cyclin/CDKs have the capacity to alter TF activity. What is the 
effect that cyclin/CDK feedback acting on TF activity has on 
 transcriptional oscillations? Comparing transcriptional dynamics 
reveals that the overall amplitude of periodic gene expression 
dynamics decreases as cyclin/CDK activity is removed [ 12 ]. 
Additionally, the period of transcriptional oscillations also increase 
with decreasing cyclin/CDK activity [ 12 ]. These observations 
suggest that cyclin/CDK activity plays an important role in regu-
lating the amplitude and period of transcriptional oscillations. In 
addition to cyclin/CDK feedback on the TF network, cyclins 
themselves are periodically transcribed (reviewed in [ 9 – 11 ,  33 ]). 
Yet in the absence of CDK activity, cell cycle progression is halted. 
A study showed that in the absence of all S-phase and mitotic 
cyclins, except for a single S-phase cyclin, periodic cycles of DNA 
replication occur together with transcriptional activation of the 
S-phase cyclin [ 12 ]. This observation implies that cyclin/CDK 
activity also acts as an effector of the TF network oscillator. 

 Taken together, these results led to the proposal of a new 
model of cell-cycle regulation (Fig.  4 ) [ 12 ]. A TF network acts as 
an oscillator that drives the timing of periodic transcription, includ-
ing transcription of cyclin genes. Cyclins (in complex with CDKs) 
then feedback onto the TF network via phosphorylation to con-
tribute robust transcriptional oscillations. Phosphorylation of a TF 
is capable of enhancing or reducing transactivation of the TF’s 
 target genes, thus “fi ne-tuning” the TF network output during the 
cell cycle. Additionally, cyclin/CDKs also act as effectors of the TF 
network to trigger cell cycle events in the proper order (Fig.  4 ). 
This model is different from previous cell cycle models in that a TF 

  Fig. 4    Model of cell-cycle regulation. A transcription factor network is responsible 
for regulating the timing of the periodic transcriptional program, including cyclins. 
Cyclins, in complex with CDKs, then act as effectors to trigger events at the 
proper time after periodic synthesis       
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network, rather than cyclin/CDK activity, acts as the oscillator that 
keeps the timing and ordering of cell cycle progression, and func-
tions to control the temporal program of transcription. Although 
the mechanism by which the timing of cell cycle oscillations is 
 different, the process by which cell cycle events are triggered by 
cyclin/CDKs is not different. The activation of different events in 
the proper order is dependent both on transcriptional oscillations 
and cyclin/CDK activity. However, it remains to be determined 
how a TF network oscillator is coupled to other cell cycle events 
and cyclin/CDK activity.

   An important factor in designing experiments to address 
 still- open questions is the use of technologies and analytical tools 
available to measure periodic transcription. Here we will discuss 
many of the technologies that have been used in the past as well 
as the computational tools that exist to identify periodic behaviors. 
Each technology and analytical tool has its own advantages and 
drawbacks, and it is critical to choose the right combination of the 
two in order to most completely distinguish between the models 
described above.   

3    Assaying Cell Cycle-Regulated Transcription 

 Over the past three decades, we have learned that periodic gene 
transcription is not simply a phenotype of a small subset of cell 
cycle-regulated genes. In fact, a large portion of the budding yeast 
genome is periodically transcribed [ 4 – 7 ]. Models of cell cycle- 
regulated transcription have evolved over the years and this evolu-
tion was enabled by new experimental approaches and analytical 
methods. First, single gene approaches demonstrated that a hand-
ful of genes were transcribed periodically. Then, with the advent of 
genome-wide approaches, a global view of transcript dynamics 
demonstrated that many more genes have the capacity to oscillate. 
The analytical methods used to defi ne periodicity also changed 
with each of these experimental approaches. Here, we will discuss 
the strengths and limitations of each. 

  The fi rst sets of periodic genes were identifi ed in budding yeast by 
northern blotting [ 67 ] (reviewed in [ 68 ,  69 ]). Although this 
method was able to classify a number of genes as periodically tran-
scribed, the major limitation of northern blotting is scalability. 
Northern blotting is limited to testing only a handful of genes at a 
time. So while it was useful for asking whether any specifi c gene 
might be cell cycle-regulated, it was not a particularly useful tool 
for discovering new periodic genes. Additionally, because only a 
small number of genes could be assayed on each blot, the temporal 
and quantitative relationships between all periodic genes could not be 
determined. Thus, a global view of the program and the regulatory 

3.1  Single Gene 
Approaches

Sara L. Bristow et al.



15

mechanisms that governed them could not be easily discerned by 
this approach. Often, a gene was defi ned as periodically transcribed 
if dynamics matched the period of observable events. For example, 
histones were shown to be transcribed in concert with DNA repli-
cation during every cell cycle [ 13 ]. 

 Quantitative real time PCR (qRT-PCR) is a more recent 
 technology developed to measure mRNA levels at a single gene 
level. While not many studies have utilized qRT-PCR to measure 
mRNA dynamics during the cell cycle, this approach is also able to 
provide transcript dynamics.  

  Transcription microarrays have proven to be very useful in reveal-
ing genome-wide transcriptional behaviors in a variety of different 
systems. Microarray approaches facilitated the discovery of new 
cell cycle-regulated genes. In fact, several studies demonstrated 
that a substantial portion of the budding yeast genome is periodi-
cally transcribed ([ 4 – 7 ], reviewed in [ 32 ]). This approach also 
revealed that transcripts rise and fall in a continuum throughout 
the budding yeast cell cycle, and that clusters of genes with similar 
behaviors were likely to be co-regulated [ 7 ]. 

 However, the substantial differences in periodic gene lists gen-
erated by these studies demonstrate that even global studies must 
be analyzed critically to understand methods used to defi ne cell 
cycle-regulated transcription. Several factors, including experimen-
tal methods and defi nition of periodicity, play a role in the different 
periodic gene lists generated by each report. 

 A series of differences in experimental approach may contrib-
ute to low agreement between the results of these studies. First, 
the methods to synchronize populations of cells varied between 
each study, resulting in starting populations that were released 
from a variety of cell cycle phases. Depending on the starting 
 population, periodic mRNAs expressed during cell cycle phases 
immediately following release may be more synchronous than 
those mRNAs in later cell-cycle phases as populations become 
more asynchronous. This observation may be due to the following 
factors: (1) normally cycling cells complete cellular division at dif-
ferent rates and (2) different synchronizations result in starting 
populations that vary in level of synchrony [ 31 ]. Second, each 
research group used different microarrays with different sets of oli-
gos to represent the budding yeast genome. These differences may 
play a role in discrepancies between mRNA measurements. Third, 
the method of labeling and hybridizing mRNAs to the chips varied 
between the groups, which may result in differences in the quanti-
fi cation of mRNA levels. Fourth, Spellman and colleagues and 
Pramila and colleagues hybridized mRNA from an asynchronous 
population of cells labeled with a different fl uorescent probe to 
each chip as a control in addition to the synchronized pools 
of labeled mRNA [ 6 ,  7 ]. This was meant as a way to control for 

3.2  Transcription 
Microarrays
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differences across different microarray chips. Alternatively, Cho 
and colleagues and Orlando and colleagues only hybridized the 
synchronized pools of mRNA to each chip [ 4 ,  5 ]. This approach 
generates a direct measure of mRNA levels relative to other time 
points from the synchronized time course. Finally, each group used 
different methods to normalize the microarrays with each other 
for  consistent measures of gene expression both within and across 
microarrays, which can affect the resulting dynamic range of 
expression measurements. An important factor to consider is the 
differences in experimental approaches that measure and quantify 
gene expression dynamics when comparing the various studies cen-
tered on identifying cell cycle-regulated transcription. 

 In addition to differences in experimental approaches, each 
study utilized different methods to classify genes as periodically 
transcribed. Similar yet distinct defi nitions of periodic are embed-
ded within each of the different methods applied to identify cell 
cycle-regulated transcripts. As described in Subheading  2.1 , these 
four groups exploited different methods to classify a set of periodic 
genes. Two features play prominent roles in describing periodicity; 
each method integrates these features differently. The fi rst feature 
addresses the oscillatory nature of gene expression dynamics. 
Whether by visual inspection or by some quantitative approach, a 
necessary component of any of these analyses requires identifying 
genes that are expressed once per cell cycle across multiple cycles. 
The second feature addresses the dynamic range of the queried 
genes. This attribute is much more subjective in nature, as it is 
unclear what minimum dynamic range is above stochastic noise 
within a synchronous population of cells. Additional quantitative 
methods exist to measure the periodicity of gene expression 
dynamics and defi ne periodic behavior in a variety of ways [ 70 ]. 
Therefore, it is important to have an understanding of how you 
want to defi ne periodic genes and select a computational algorithm 
that best matches your assumptions.  

  A more recent experimental approach to measuring gene expres-
sion in cells is RNA-Sequencing (RNA-seq). This method provides 
a new way to measure transcript levels in cells and can benefi t many 
biological systems when gene expression microarrays are not effi -
cient [ 71 ]. First, RNA-seq requires much less starting RNA. This 
is advantageous when studying a system in which cells are in short 
supply. Second, RNA-seq allows for measuring the abundance of 
multiple transcript isoforms. This benefi t is especially helpful in 
organisms that possess introns because microarrays usually do 
not distinguish between different splice variants of the same tran-
scribed gene. Finally, RNA-seq has a much larger dynamic range 
compared to gene expression microarrays [ 71 ]. A major drawback 
of current RNA-seq methodologies is the lack of standardized 
 normalization approaches, especially in time-series experiments. 

3.3  RNA Sequencing
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This drawback is critical when comparing time points across the 
cell cycle. While few groups have used RNA-seq to study cell cycle-
regulated transcription, with continued development of experi-
mental and analytical techniques, this technology may provide a 
way to gain a better insight into the scope of periodic gene 
expression.  

   The past 15 years have seen massive strides in the characterization 
of cell cycle gene expression. Many techniques have allowed us to 
elucidate the dynamics of cell cycle transcription (Table  2 ). 
However, much still needs to be done to understand the molecular 
mechanisms governing transcription dynamics during the cell cycle.

   One important method for developing regulatory models 
involves detecting the physical interaction between a TF and a 
 target gene promoter. Using Chromatin Immunoprecipitation 
approaches (ChIP) coupled with microarray or RNA-sequencing 
(ChIP-chip or ChIP-seq) provides information on where a particu-
lar TF binds genome-wide. Such localization studies enable the 
construction of global transcription factor networks that describe 
the regulatory interactions of the cell cycle transcription program 
[ 8 ,  39 ,  43 ,  44 ,  54 ,  72 ,  73 ]. 

 Most publicly available large-scale ChIP-chip datasets were 
derived from asynchronous populations of cells. Thus, these exper-
iments lack any temporal information about dynamic TF binding. 
Moreover, TFs that bind very strongly to a target gene promoter 
for only a short amount of time yield a “low” signal that resembles 
a regulator that only binds weakly to a promoter throughout the 
cell cycle. Thus, it is likely that short-lived TF/promoter interac-
tions are under-represented in these data sets. Both of these issues 
could be rectifi ed by performing ChIP approaches on synchro-
nized cells. However, performing a single replicate of a ChIP-chip 
or ChIP-seq experiment over 10 time points for all  S. cerevisiae  TFs 

3.4  Mapping 
Relationships Between 
Transcription Factors 
and Their Targets by 
Physical Interaction 
Approaches

   Table 2  
  A summary of approaches used to determine cell-cycle transcript abundance   

 Approach  Detection 
 Population/
single cell  Target measurement 

 Target 
amplifi cation 

 Northern blot  RNA  Population  Preselected probes  No 

 Microarray  RNA  Population  Preselected ORFs 
(all annotated genes) 

 Yes 

 RNA-sequencing  RNA  Population  Unbiased  Yes/no 

 RNA-FISH  RNA  Single cells  Preselected probes  No 

 Reverse 
transcription PCR 

 RNA  Population  Preselected primers  Yes 
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would require ~2,000 ChIP experiments followed by the same 
number of microarray hybridizations or sequencing runs. Presently, 
this is an effort that is currently beyond the capacity of most labs. 

 In budding yeast, ChIP-chip and associated computational 
studies have shown that many different TFs can bind within the 
promoter region of a single gene [ 8 ,  39 ,  43 ,  44 ,  54 ,  72 ,  73 ]. While 
ChIP studies have been informative in determining the physical 
association of a DNA-binding protein with a given promoter, these 
studies do not reveal the degree to which multiple TFs bind in a 
coordinated or exclusive fashion. Furthermore, binding studies do 
not reveal the functional relationships between multiple TFs bound 
at the same promoter. Since transcriptional regulators can promote 
or repress transcription (some TFs can perform both tasks), there 
are several different logical combinations that can defi ne the tran-
scription of a given gene (Fig.  5 ).

   A primary goal of the fi eld is to understand the functional 
 targets of cell cycle transcription factors. However, physical inter-
action data can only predict binding, and binding does not predict 
function. Therefore, to determine the downstream targets of TFs in 
vivo, one can use genetic approaches to observe changes in target 
gene behavior directly.  

  Gene knockout experiments are straightforward methods to begin 
characterizing TF-target relationships in budding yeast. Nonessential 
TFs may be deleted and, in theory, their targets should have altered 
expression. This method had been used  successfully to identify 
gene targets with altered expression upon deletion of cell cycle 
TFs [ 74 ]. The method can even be combined with microarray or 

3.5  Genetic 
Approaches 
to Transcriptional 
Target Discovery

  Fig. 5    Logics of multiple transcription factors regulating a single target affect its 
synthesis. Depending on the combinations of transcription factors that bind to 
the promoter of a single target, they may work together (AND logic) or may work 
separately (OR logic). Repressors most likely override any activators that may be 
bound at the same time (AND NOT logic). Depending on the number and combi-
nation of potential regulators, other logics may be possible       
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other whole-genome analysis to determine expression changes 
among large numbers of genes [ 75 ]. However, this method does 
not necessarily demonstrate direct TF-target relationships between 
the deleted TF and gene expression. In some instances, the deletion 
of TF1 could alter the expression of another TF2, resulting in 
expression changes for the targets of TF2. Therefore, these methods 
are often tied to physical interaction data to strengthen the argu-
ment for a direct relationship [ 74 ,  75 ]. 

 An alternative method to TF deletion is conditional TF expres-
sion. Using an inducible TF, one can determine the state of tran-
scription prior to and post TF induction, while controlling and 
monitoring the timescale of gene activation/repression. Budding 
yeast researchers have long relied on inducible promoter constructs 
to turn on gene expression and monitor the outcome. The replace-
ment of an endogenous promoter with the GAL promoter has 
allowed for induction of transcription via a shift to galactose- 
containing medium [ 76 ]. The use of the GAL-inducible promoter, 
among others, allows a researcher to turn on gene expression of a 
TF and then monitor the effect on target genes. However, after the 
shift to galactose medium, the TF must be expressed, translated, 
and then activate/repress gene expression of its targets. Thus, there 
is a desire to shorten the time from induction to the activation/
repression of target genes. 

 Instead of inducing TF expression, one can induce TF localiza-
tion to the nucleus using a hormone-induced localization. To con-
struct an estradiol-induction system, a Gal4-DNA binding domain 
was fused to the human estrogen receptor [ 77 ,  78 ]. The addition 
of estradiol hormone results in the localization of the fusion pro-
tein to the nucleus and binding to Gal4 transcriptional targets. 
This massive shift in localization leads to the rapid binding of Gal4 
targets without concern for protein level thresholds for transactiva-
tion. McIsaac and colleagues employed microarrays to monitor 
temporal changes in global transcription in asynchronous popula-
tions and found that the targets of Gal4 transactivation were 
quickly upregulated, as soon as 5 min after estradiol treatment 
[ 79 ]. By sampling mRNA levels at several time points after induc-
tion, one can determine direct transcriptional targets and observe 
the activation/repression dynamics. Using a similar system, one 
can identify the targets of many of the yeast cell-cycle TFs employ-
ing an induction system in asynchronous populations of cells and 
monitoring the fi rst genes to respond, thus identifying the direct 
targets of the TF. The forced expression of these targets should 
be readily detectable over the background expression in an asyn-
chronous population (low amplitude changes may require cell 
cycle synchronization to be observed). 

 As mentioned for physical interactions in Subheading  3.4 , tem-
poral dynamics are important for determining fi rst-order targets of 
a TF. A systematic analysis of cell cycle TFs would be possible, using 
4–5 time points after induction, thus reducing the time and cost of 
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such an experiment compared to ChIP analysis of TFs throughout 
the cell cycle. Combining the identifi cation of TF targets with exist-
ing data on expression dynamics of the TFs themselves will help 
to build a temporal network of transcription regulation during the 
cell cycle. 

 Ideally, data from physical interaction studies can be combined 
with data from genetic experiments in order to develop high con-
fi dence molecular models. Additional information can be gained 
by approaches that identify global changes in chromatin structure, 
such as nucleosome dynamics. Nucleosome positioning experi-
ments identify chromatin that is accessible to TFs. However, recent 
work on temporal dynamics of nucleosome binding at promoters 
suggests that TFs can actually induce nucleosome position changes 
once they bind a site, while some sites which are “accessible” to 
TFs remain transcriptionally inactive [ 80 ]. These experiments help 
to build a model describing the transactions at a promoter. By cor-
relation, this information can be associated with expression timing 
and provide additional information to describe mechanisms of 
gene activation and repression during the cell cycle. As these 
experiments do not directly probe the activation/repression of 
genes, expression analysis upon induction of TF localization to the 
nucleus remains a more direct observation of transcriptional activ-
ity at TF targets. 

 Much stands to be gained from leveraging both physical 
and genetic approaches. The data eventually yielded from these 
approaches will ultimately allow us to develop quantitative meth-
ods to integrate and interpret present and future “big data.” 
Designing future experiments in the context of cell cycle dynamics 
and with the understanding that several regulators may contribute 
to target gene regulation will provide the information necessary for 
the challenging analyses to come. The use of genetic experiments 
may direct the strategic implementation of physical interaction 
studies that may prove too costly on a larger scale (or vice versa). 
Thus, collection of physical and genetic data will only strengthen 
our ability to understand cell-cycle TF regulation.  

  The ability to quantify the levels of RNA in a cell at any given 
moment, in an unbiased manner, is the Holy Grail for developing 
a precise understanding of cell cycle-regulated transcription. The 
fi eld has come a long way from original expression studies, and 
new technologies are continuously being developed to address 
issues with sensitivity, noisy data, and population effects. However, 
in overcoming some of the current obstacles, one must understand 
potential pitfalls and biases introduced by the various methods 
used to measure transcript levels, which are especially important 
while implementing methods that measure expression over time. 
Improving current approaches and developing novel assays will 
allow the fi eld to continue to move forward. 

3.6  Gaps 
in Knowledge 
and the Future
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 One of the key improvements needed in cell cycle gene expression 
analysis is the removal of amplifi cation bias. Microarray analysis 
and RNA sequencing protocols typically use a reverse transcription 
step to produce a complementary DNA or RNA, which is then 
amplifi ed to add a fl uorophore to the nucleic acid. The introduc-
tion of these amplifi cation steps during any RNA detection assay 
increases the risk that some RNA species are preferentially ampli-
fi ed over others. To prepare libraries representing an mRNA popu-
lation, the use of poly-thymidine primers to amplify cDNA from 
purifi ed RNA leads to a preference for mRNAs with longer poly-
adenine tails, altering the representative population in the ampli-
fi ed pool. 

 One possible solution is the use of single-molecule sequencing 
technologies to eliminate the amplifi cation steps of RNA-seq 
and microarray methods [ 71 ]. So-called third-generation single- 
molecule sequencing removes the requirement for RNA amplifi ca-
tion from the assay [ 81 ,  82 ]. These sequencing technologies have 
longer read lengths than current deep-sequencing technologies, 
making sequencing of an entire mRNA possible. Critically, a formi-
dable problem for these technologies is the improvement of the 
sequencing accuracy which currently sits at ~85 % for PacBio 
sequencing and ~75–90 % for Nanopore sequencing [ 83 ,  84 ]. 
With these accuracy rates, the possibility that a read does not iden-
tify the correct gene is substantial. Recently, it has been shown that 
aligning single molecule sequencing with reads from amplifi cation 
based sequencing (such as Illumina) greatly enhances the accuracy 
of single molecule sequencing while still allowing for quantitation 
to be performed in a no-amplifi cation manner, increasing the 
 viability of the technology, but increasing the cost and effort 
involved [ 85 ,  86 ]. With the introduction of these technologies to 
RNA- Seq, the biases of amplifi cation-based methods should be 
greatly reduced. 

 While great advances have been made in removing artifacts 
and biases from microarray and sequencing methods, they do not 
address a main concern that many researchers harbor: the fact that 
these methods detect average transcript levels in a population. To 
eliminate this problem, many have made use of RNA fl uorescence 
in situ hybridization, or RNA-FISH [ 87 ]. RNA-FISH uses a 
fl uorophore- conjugated nucleotide probe to detect target RNAs in 
fi xed cells. The foci generated by the probe are visualized by 
microscopy, and each focus represents an mRNA contained within 
a cell at that moment. Barcoding FISH probes and ultraresolution 
microscopy has lead to the potential for identifying and quantify-
ing more transcripts than available fl uorophore colors [ 88 ,  89 ]. 
Using RNA-FISH, one can determine the actual number of tran-
scripts at a time point in a single cell. Observing multiple cells, one 
can determine the range of transcript abundance at a given time in 
a collection of single cells, which helps understand the distribution 
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of RNA abundance in a population in a way that cannot be 
 determined using methods that rely on purifi ed RNA from a popu-
lation of cells (microarray, RNA-seq, etc.). 

 The drawbacks to this method are also inherent to working 
with single cells. For each time point, many cells must be labeled 
and analyzed to obtain statistically signifi cant results. Furthermore, 
the method requires cells to be fi xed. Hence, transcript dynamics 
cannot be measured in the same cells over a period of time. 
Therefore, a time course using an RNA-FISH approach still sam-
ples a population, albeit in a manner that allows for individual 
mRNA molecules to be quantifi ed. The ability to determine the 
number of mRNA transcripts in cells at a time point serves as a 
complementary approach to the whole transcriptome approaches 
described above. 

 Methods for tracking RNA in live cells have been developed to 
expand temporal observations and localization behavior [ 90 ]. 
These methods rely on inserting hairpin-forming sequences to the 
noncoding regions of the mRNA. These hairpin constructs are rec-
ognized by virus-derived hairpin-recognition proteins. The best 
characterized of these systems is the MS2 reporter [ 91 ,  92 ]. The 
hairpin-binding protein domain can be detected as they are typi-
cally fused to a fl uorescent reporter. MS2 stem-loop repeats are 
integrated into the mRNA of interest and co-expressed in a cell 
with the bacteriophage derived MS2-binding protein fused to a 
fl uorescent reporter. When the mRNA is expressed, the stem-loop 
structures fold and are recognized by the MS2-binding domain, 
generating fl uorescent foci that can be tracked within a living cell. 

 The system was originally described in yeast, where it was used 
to follow  ASH1  mRNA as it was traffi cked from the nucleus to the 
bud [ 93 ]. Since the introduction of the system, it has been effec-
tively used in a variety of eukaryotes and expanded to a two-color 
system [ 94 ,  95 ]. Still, live-cell imaging using reporters has typically 
shied away from quantitation and has been used more extensively 
for localization experiments. The RNA hairpin-binding approach 
is, so far, relatively unproven in systems where mRNA levels are 
dynamically regulated over time (though some efforts have been 
made to quantify mRNA by foci in prokaryotes [ 96 ,  97 ]). For 
example, the  ASH1  experiment described above observed mRNA 
localization dynamics, not abundance. A major limitation of prob-
ing mRNAs by FISH or by hairpin-binding proteins is the intro-
duction of bias to the analysis while limiting scale. Using these 
methods, an experimenter can only determine the transcript levels 
of the specifi c mRNAs that they have targeted for analysis. 
Therefore, examining correlation or coherence with other tran-
scripts is not yet possible with this approach. In time, the ability to 
multiplex probes may expand the experimental arsenal of probe 
targets. Certainly, with advances in fl uorescent probe development 
and live cell imaging, the potential remains for RNA binding 
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probes to yield fruitful results in the fi eld of cell cycle transcription. 
Currently, the fi eld still benefi ts from data collected at the popula-
tion level as well as in single cells. 

 Presently, there does not appear to be a “cure-all” experiment 
that generally addresses the concerns of those studying cell-cycle 
transcription. The most benefi t appears to come from integrating 
the data the fi eld has already collected. Using a growing body of 
correlative data can increase the confi dence in understanding the 
coordination of periodic transcription with other cell cycle events 
and the coordination of two major regulators: a TF network and 
cyclin/CDKs. Quantitative methods that integrate existing data 
with an understanding of all possible limitations will greatly increase 
our current knowledge and help direct specifi c experiments to 
address new hypotheses in cell-cycle transcription.      
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    Chapter 2   

 Cell Cycle Regulation by Checkpoints 

              Kevin     J.     Barnum     and     Matthew     J.     O’Connell    

    Abstract 

   Cell cycle checkpoints are surveillance mechanisms that monitor the order, integrity, and fi delity of the 
major events of the cell cycle. These include growth to the appropriate cell size, the replication and integ-
rity of the chromosomes, and their accurate segregation at mitosis   . Many of these mechanisms are ancient 
in origin and highly conserved, and hence have been heavily informed by studies in simple organisms such 
as the yeasts. Others have evolved in higher organisms, and control alternative cell fates with signifi cant 
impact on tumor suppression. Here, we consider these different checkpoint pathways and the conse-
quences of their dysfunction on cell fate.  

  Key words     Checkpoint  ,   DNA damage  ,   Cell cycle  ,   Genome stability  ,   Mitosis  

1      Introduction 

 The cell cycle is the series of events in which cellular components 
are doubled, and then accurately segregated into daughter cells. 
In eukaryotes, DNA replication is confi ned to a discrete Synthesis 
or S-phase, and chromosome segregation occurs at Mitosis or 
M-phase. Two Gap phases separate S phase and mitosis, known as 
G1 and G2. These are not periods of inactivity, but rather periods 
where cells obtain mass, integrate growth signals, organize a repli-
cated genome, and prepare for chromosome segregation. 

 The central machines that drive cell cycle progression are the 
cyclin-dependent kinases (CDKs). These are serine/threonine pro-
tein kinases that phosphorylate key substrates to promote DNA 
synthesis and mitotic progression. The catalytic subunits are in 
molar excess, but lack activity until bound by their cognate cyclin 
subunits, which are tightly regulated at both the levels of synthesis 
and ubiquitin-dependent proteolysis. Cyclin-binding allows inac-
tive CDKs to adopt an active confi guration akin to monomeric 
and active kinases. Layered on top of this regulation, CDK activity 
can also be negatively regulated by the binding of small inhibitory 
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proteins, the CKIs, or by inhibitory tyrosine phosphorylation which 
blocks phosphate transfer to substrates. 

 Checkpoints emerged as a series of cell cycle dependencies. 
In seminal studies in the fi ssion yeast  Schizosaccharomyces pombe , 
Mitchison and colleagues determined that cell size was a determinant 
of cell division [ 1 – 4 ]. Further, Rao and Johnson used human cell 
fusion experiments [ 5 – 8 ], and determined a dependency between 
S phase and mitosis. That is, nuclei undergoing S phase could delay 
mitotic entry of a G2 nucleus, whereas mitotic cells stimulated 
nuclei to prematurely enter mitosis. In addition, studies in oocytes 
had determined a similar relationship between S phase and mitosis 
[ 9 ,  10 ]. In addition, Weinert and Hartwell utilized the cell cycle 
arrest induced by DNA damage in the budding yeast  Saccharomyces 
cerevisiae  to identify the fi rst DNA damage checkpoint genes [ 11 , 
 12 ], which has subsequently been expanded in several systems into 
a detailed signaling pathway, with signifi cant overlap of signals 
making mitosis dependent on the completion of DNA replication 
[ 13 – 16 ]. Similarly, the mitotic arrest caused by microtubule inhib-
itors was utilized to identify the fi rst spindle checkpoint genes in 
 Saccharomyces cerevisiae  [ 17 ,  18 ], again  leading to a highly con-
served checkpoint pathway that governs chromosome segregation 
[ 19 ]. It is these checkpoints acting as feed- forward signalers that 
give the cell cycle its remarkable fi delity, and ensure normal devel-
opment and tissue homeostasis.  

2    The Checkpoints 

 There has been enormous progress in the molecular dissection of 
various cell cycle checkpoint pathways. In many cases, this is very 
detailed with close dissection of posttranslational modifi cations, 
structural biology, enzyme kinetics, and so on. It would take a 
textbook to adequately detail all these events, which we do not 
attempt to do here. Rather, we will focus on the key concepts and 
regulatory events, and refer the reader to excellent articles that 
describe the molecular details of these pathways [ 19 – 25 ]. 

  In order to maintain cell size and ensure that each daughter cell is 
endowed with the appropriate amount of genetic and biosynthetic 
material, cells must, on average, exactly double their contents 
before division. Control of cell size is critical for regulating  nutrient 
distribution for the cell and for regulating organ size and function 
in multicellular organisms. The existence of cell size checkpoints 
has been proposed for allowing cells to coordinate cell size with 
cell cycle progression. Cell size checkpoints have been observed in 
G1 and G2. Early evidence for these checkpoints came from obser-
vations that the size of new daughter cells after mitosis affects 
cell cycle progression: large daughter cells speed up progression 

2.1  Cell Size Control
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through G1 and/or G2, and small daughter cells delay exit from 
these growth phases [ 26 ,  27 ]. However, different species and cell 
types vary widely in the location of these checkpoints within the 
cell cycle, and thus in how the cell cycle is affected in response to 
change in cell size. 

 Not surprisingly, much of what is known about size check-
points at the molecular level is based on regulation of the proteins 
involved in G1 and G2/M progression. Control of the G1 cell size 
checkpoint has been studied most extensively in budding yeast, 
where the cyclin Cln3, which activates Start, regulates cell size [ 28 , 
 29 ]. Control of the G2/M cell size checkpoint has been studied 
most extensively in fi ssion yeast, where Cdc25 and Wee1 respond 
to cell size and nutritional status in their control of the Cdc2-cyclin 
B complex [ 30 ,  31 ]. 

 One proposed mechanism for control of cell size is via the 
monitoring of protein translation. Ribosomal mass, and thus trans-
lational activity, should correlate with the size of the cell, so it is 
thought that there is some product of translation called a “transla-
tional sizer” that increases in abundance with cell size and that 
exerts control over the cell cycle after a certain amount has accu-
mulated [ 32 ]. Cln3 and Cdc25 are both proposed translational 
sizers. This hypothesis also offers an explanation for how cell size 
and the cell cycle respond to nutritional status. In yeast, several 
signaling pathways, including the PKA and TOR pathways, are 
proposed to mediate nutrient control of the cell cycle, and the 
unifying characteristic of these pathways is that they control ribo-
some biogenesis, such that translational activity serves as a cellular 
indicator of nutritional status. 

 Another mechanism by which cells may coordinate cell size with 
cell cycle progression is via monitoring of cell geometry. The fi ssion 
yeast  S. pombe  is shaped like a cylinder and grows lengthwise prior to 
division. A protein called Pom1 localizes to the tips of the cell and 
halts cell cycle progression via regulation of the Cdr1-Cdr2- Wee1-
Cdc2 axis, which is centrally placed in a region called the interphase 
node. At longer cell lengths, Pom1 can no longer infl uence this 
complex, and the cell cycle can progress to M phase [ 33 ,  34 ]. 
Though this system may depend on the relatively unique cell shape 
of  S. pombe , it raises the question of whether similar mechanisms 
exist in other species. 

 While a number of explanations for coordination of cell cycle 
and cell size have been offered, it is possible that any number of 
them function simultaneously in a cell. How they are all integrated, 
however, remains unclear.  

  Throughout interphase, DNA damage elicits a cell cycle arrest that 
allows time for repair pathways to operate prior to commitment to 
subsequent phases of the cell cycle. The source of DNA damage 
may be intrinsic, such as intermediates of metabolism, attrition of 

2.2  DNA Damage 
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telomeres, oncogene overexpression, and DNA replication errors. 
Alternatively, there are many extrinsic sources of DNA damage 
ranging from sunlight, to carcinogens, ionizing radiation or 
other anticancer therapeutics. While there are many lesion-specifi c 
responses for DNA repair, different lesions in genomic DNA acti-
vate common checkpoint pathways whose goal is to maintain 
CDKs in an inactive state until the lesion is removed. Broadly 
speaking, DNA damage checkpoints can be separated into those 
controlled by the tumor suppressor and transcription factor p53, 
and those ultimately under the control of the checkpoint kinase 
Chk1, and we will consider the latter fi rst. 

 The Chk1 pathway is highly conserved from yeast to man. The 
components of the pathway have come largely from genetic screens 
in the yeasts among damage-sensitive mutants [ 11 ,  14 ,  35 – 38 ], 
with some additional components identifi ed in mammalian cells 
[ 39 – 42 ]. Chk1 is activated by all known forms of DNA damage, 
though this is more effi cient in S- and G2-phase than in G1, and 
restricted to post-replicative lesions [ 15 ,  36 ,  43 ] .  The diversity of 
activating lesions suggested a common intermediate, which is 
single- stranded DNA coated by Replication Protein A (RPA), and 
containing a primer template junction [ 13 ,  44 ]. Complexes of 
checkpoint proteins assemble on the RPA-coated DNA, including 
a protein kinase known as ATR (Ataxia Telangiectasia and Rad3- 
Related) in humans that is targeted by its interacting protein 
ATRIP, and a PCNA-related clamp called the 9-1-1 complex 
(Rad9-Rad1-Hus1) that is loaded by a variant Replication Factor 
C (RFC) complex. Following phosphorylation by ATR, BRCT- 
domain mediator proteins are recruited to these sites. There are 
more mediators in mammals than in the yeasts, but they serve the 
same purpose: the recruitment of Chk1, which undergoes activat-
ing phosphorylation by ATR, and is then released to maintain the 
mitotic CDK Cdc2 in its Y15 phosphorylated and inactive state. 
Chk1 phosphorylates both the kinase (Wee1) and phosphatase 
(Cdc25) that regulate Y15 phosphorylation. This leads to increased 
Wee1 stability and decreased Cdc25 activity and/or protein levels. 
Subsequently, Chk1 is subject to dephosphorylation by type 1 
phosphatases [ 45 – 47 ], and the cells resume cycling into mitosis. 

 In  S. cerevisiae,  the upstream signaling events are identical to 
those described above, but the effector kinase is different. Although 
Chk1 is conserved, the major effector is an unrelated kinase known 
as Rad53 [ 48 ,  49 ]. Moreover, the point of cell cycle arrest is not 
the G2–M transition, but the metaphase to anaphase transition. 
This is brought about by Rad53 controlling the activity of the 
cohesin protease, separase, through phosphorylation of its regula-
tor securin [ 50 ]. This damage-induced mitotic arrest is not seen in 
other species including fi ssion yeast, and notably human mitotic 
cells are unable to mount a delay to mitotic progression [ 51 ]. 
Further, another kinase known as Dun1 is activated in budding 
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yeast [ 52 ], which controls transcriptional responses to DNA damage 
including activation of ribonucleotide reductase, the enzyme 
required for dNTP synthesis. 

 In higher organisms, the transcription factor p53 is a critical 
component of DNA damage checkpoints [ 25 ], particularly in G1 
phase. p53 is regulated by a plethora of posttranslational modifi ca-
tions, including N-terminal phosphorylation on serine-15, which is 
catalyzed by ATR and its cousins ATM (Ataxia Telangiectasia 
Mutated) and DNA-PKcs (DNA-dependent protein kinase, catalytic 
subunit). Similar to ATR, these kinases are targeted to double- strand 
DNA breaks by interacting proteins: the MRN (Mre11-Rad50-Nbs1) 
complex for ATM, and the Ku70-Ku80 complex for DNA-PKcs. 
Activated p53 is stabilized through protection from its E3 ubiquitin 
ligase Mdm2, and as a tetramer transactivates the expression of a 
large number of genes, including the cyclin-dependent kinase inhibi-
tor (CKI) p21. Through this mechanism, G1 CDKs are inhibited, 
and DNA damage is repaired prior to DNA replication. However, 
p53 can also repress the expression of genes, and is required for 
 prolonged G2 arrest in the face of persistent DNA damage [ 53 ,  54 ]. 
Moreover, p53 can direct the alternative cell fates of apoptosis or 
senescence [ 55 ]. Indeed, the cell cycle arrest function of p53 seems 
to be a later adopted function, as  Drosophila  p53 regulates apoptosis, 
but not cell cycle progression [ 56 ].  

  S phase marks a particularly vulnerable time for cells to cope with 
DNA damage. Not only must lesions be repaired as in G1 and G2 
cells, but they also act as a physical impediment to the replicative 
polymerases. DNA replication is initiated at specifi c sites, the replica-
tion origins. These are epigenetically defi ned by a number of  proteins 
that ensure they fi re (start replicating) once and only once per cell 
cycle. Replication origin fi ring is controlled by the phosphorylation 
of two proteins, Cdt1 and Cdc6, which is catalyzed by both CDKs 
and the Dbf4-dependent protein kinase (DDK) Cdc7. Such phos-
phorylation not only initiates replication but also leads to degrada-
tion of these proteins, and hence the origin cannot refi re [ 57 ]. 

 When the polymerase and its associated proteins (the replisome) 
encounter a blockade to progression, it is imperative that the repli-
some remains stably associated with the replicating chromatid so that 
replication can resume once the blockade is removed. Such block-
ades can be modifi ed dNTPs, abasic sites, protein–DNA complexes, 
or result from the depletion of dNTPs. This replisome stabilization 
is the function of the intra-S-phase checkpoint. 

 The effector kinase of the intra-S-phase checkpoint is known as 
Cds1 in fi ssion yeast or Chk2 in humans. Despite its related name, 
Chk2 is not biochemically or functionally related to Chk1. Cds1/
Chk2 has an N-terminal phospho-S/T-binding Forkhead- Associated 
(FHA) domain followed by a kinase domain. Upon replication stall-
ing, the replisome component Mrc1 (Mediator of the replication 
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checkpoint) is phosphorylated by ATR. This creates a binding site 
for Cds1/Chk2, which is then phosphorylated by ATR, and then 
fully activated by autophosphorylation [ 58 ]. Activated Cds1/Chk2 
then stabilizes the stalled replisome by phosphorylation of several 
subunits, notably the MCM helicase [ 59 ,  60 ]. In budding yeast, the 
Rad53 kinase serves the function of Cds1/Chk2. Like Cds1/Chk2, 
Rad53 has an N-terminal FHA domain followed by a kinase domain. 
However, Rad53 has an additional C-terminal FHA domain not seen 
in Cds1 that is important in its activation by DNA damage [ 61 ].  

  Upon stabilization, the replisome may stay in position until the 
blockade is removed or dNTPs restored. Alternatively, the cell can 
employ post-replication repair pathways to bypass the lesion, either 
by recruiting mutagenic bypass polymerases, or switching tem-
plates by recombination and then replicate using the other nascent 
strand as a template [ 62 ]. In either case, checkpoints must be 
employed to ensure mitosis is not attempted until replication is 
complete, or else cells run the risk of reduced ploidy. It is clear that 
mitotic entry is blocked via Y15 phosphorylation of Cdc2, and that 
the checkpoint components that act upstream of mediator recruit-
ment are required for this [ 36 ,  37 ,  63 ]. How this leads to cell cycle 
delay remains less than clear. 

 If the source of the blockade is DNA damage, then the Chk1 
pathway is activated as described above. However, if the blockade 
is due to dNTP depletion only, for example by hydroxyurea treat-
ment, Chk1 is not activated and yet the cells will not enter mitosis 
[ 64 ]. Some studies have concluded that Cds1 also regulates cell 
cycle progression [ 65 ,  66 ]. However, if cells lack Cds1, then the 
stalled replisome disassociates from its template, a process known 
as fork collapse, and this is seen as DNA damage that activates 
Chk1. Consequently, it is diffi cult to experimentally separate the 
phenomena of replication fork stability and function for the effec-
tor kinases. 

 A more extreme uncoupling of the dependency of mitosis on 
prior replication can be seen when fi ssion yeast cells lack both Y15 
kinases (Wee1 and Mik1), or when origin fi ring proteins are deleted 
[ 67 ]. In these cases, cells enter lethal mitoses from G1, a process 
originally termed mitotic catastrophe, a moniker that has subse-
quently been used to describe mitotic death in mammalian cells. 

 In order to maintain ploidy, there is an equally important 
dependency relationship to ensure one round of replication per 
cell cycle. This can be uncoupled when degradation of Cdt1 and 
Cdc6 is defective [ 68 ], and replication origin fi ring becomes con-
stitutive. Complete rounds of S phase without mitosis can also be 
observed in fi ssion yeast when the CKI Rum1 is overproduced 
[ 69 ]. Similarly, cells devoid of mitotic cyclins bypass mitosis [ 70 ], 

2.4  S–M Dependency
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suggesting these confer knowledge of a G2 state [ 71 ]. In each of 
these situations, mitosis is completely bypassed, and ploidy con-
tinues to increase.  

  The segregation of sister chromatids at anaphase is under the 
mechanical control of the mitotic spindle. The spindle is comprised 
of microtubules and several motor proteins at both the centro-
somal and kinetochore ends, plus additional motors that provide 
force between overlapping microtubules that do not attach to 
kinetochores [ 72 ]. It is essential that spindle attachment occurs in 
a bi-oriented fashion such that sister chromatids are under tension 
at metaphase, and attached to both poles of the spindle. Once all 
kinetochores are attached and aligned at the metaphase plate, 
 anaphase can proceed as is promoted by the activity of a large E3 
ubiquitin ligase known as the Anaphase-Promoting Complex or 
Cyclosome (APC/C). This ligase targets a number of proteins, but 
most essential are the mitotic cyclins, which abolishes CDK activity, 
and securin, the degradation of which allows separase to be released 
and cleave cohesin complexes at the kinetochores. APC activity is 
controlled by two accessory proteins: Cdc20, which functions up to 
the metaphase–anaphase, and Cdh1, which continues to facilitate 
APC-mediated ubiquitination once cyclin and separase degrada-
tion has begun [ 73 ]. Once sister chromatid cohesion is released, 
spindle tension and the associated motor proteins enable sister 
chromatids to move apart and form identical daughter nuclei. 

 The spindle checkpoint functions to prevent activation of 
APC Cdc20  under conditions where kinetochores are not occupied 
by spindle microtubules, or are attached but not under tension (for 
example, when attached to the same pole, known as a merotelic 
attachment). Under these conditions, the spindle checkpoint pro-
tein Mad2 (Mitotic Arrest Defi cient) inhibits Cdc20 activity both 
in the context of Cdc20 at unattached kinetochores, where it forms 
a mitotic checkpoint complex, and at APC-bound molecules. 
Cdc20 is also regulated by the mitotic checkpoint kinase Bub1 
in yeast (Budding uninhibited by benomyl) and its cousin Bub1R in 
mammals. As Cdc2 is inactive, so is APC, and hence, cells cannot 
enter anaphase. 

 The spindle checkpoint includes a number of other proteins, 
with the list growing with evolutionary complexity. In addition, 
the formation of the spindle and the detection and correction of 
spindle defects are under the control of the Polo, Aurora, and 
NIMA-related (Nek) kinases [ 74 ,  75 ]. In this regard, the spindle 
checkpoint shares the same basic premise as those controlling DNA 
integrity discussed above—prevent a cell cycle transition while 
other effectors correct a genome-altering defect. However, the 
mitotic checkpoint is unique in that it functions to maintain CDK 
activity, whereas those functioning in interphase aim to maintain 
CDK inactivity.   

2.5  The Mitotic 
Spindle Checkpoint
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3    The Fate of Checkpoint Dysfunction in Human Disease 

 Depending on the severity of the cell cycle defect, checkpoint 
 dysfunction can result in outcomes ranging from cell death to cell 
cycle reprogramming, which can lead to cancer. In the case of 
p53 loss, arguably the most common genetic defect in cancer, 
several cell fate decisions are affected. Among these are a lack of 
CDK control by p21, and hence a loss of the G1 checkpoint. 
However, p53 can also direct cells into apoptosis and/or senes-
cence, and so the physiological consequence of p53 in cancer is 
both at the level of cancer etiology and the ability for therapies 
to kill cells [ 25 ]. Interestingly, p53 loss presents a heightened 
requirement for the Chk1 pathway, which is often up-regulated 
in cancer cells, and required for the viability of many cancer cells 
[ 15 ,  16 ,  76 ]. Hence, there has been a lot of interest in targeting 
Chk1 [ 77 ] and its substrate Wee1 [ 78 ] as a therapeutic regimen 
in the clinic. 

 Loss of the Chk1 pathway in a fi ssion yeast only manifests a 
signifi cant phenotype with extrinsic DNA damage, or when com-
bined with DNA repair defects [ 79 ]. Entry into mitosis with frag-
mented or incompletely repaired chromosomes does not trigger 
the spindle checkpoint, which only measures kinetochore attach-
ment. Therefore, such mitoses are either immediately lethal or 
result in a signifi cant loss of chromosomal fragments. In mouse 
and in  Drosophila,  the Chk1 pathway is essential for passage 
through early embryogenesis [ 80 ,  81 ]. However, this is a bottle-
neck of rapid cell cycling, and the S–M dependency is critical for 
genome integrity. Similarly, conditional Chk1 loss is lethal in some 
tissues and cell lines [ 82 – 84 ], though not others [ 76 ,  82 ,  85 ,  86 ], 
where again proliferation rates may be critical. Nevertheless, muta-
tions in Chk1 pathway genes in human cancers are extremely rare 
(if at all existent). While cancers exhibit genome instability, they 
cannot survive in the complete absence of genome integrity 
checkpoints. 

 A characteristic of most solid tumors is highly aneuploid karyo-
types. Chromosome loss and rearrangement is a rapid means to 
tumor suppressor loss and oncogene activation. However, while 
mutations in the spindle checkpoint genes have been reported, 
they are comparatively rare [ 87 ]. Still, with the complexity of the 
mitotic apparatus and extreme consequence of whole chromosome 
loss or gain, modest dysfunction can have profound consequences. 
As with the DNA integrity checkpoints, where high level DNA 
damage tends to induce cell death, altering the dynamic instability 
of spindle microtubules can also be lethal, with the advantage that 
spindles are only present in cycling cells.  
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4    Conclusions 

 We have described here the basic principles behind the common 
cell cycle checkpoints. They share the feature of detecting a defect 
in the division program, and then sending signals forward to alter 
the oscillations of CDK activity and therefore cell cycle events. 
Some aspects of checkpoint signaling remain to be clarifi ed or 
determined (known unknowns), either as a simple principle, or in 
the context of human development and disease. Doubtless, we will 
uncover unforeseen aspects of checkpoint signaling (unknown 
unknowns), and the ever-growing arsenal of highly sophisticated 
experimental tools and technologies will enable a more complete 
picture of the remarkable fi delity of the cell cycle.     
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    Chapter 3   

 Interplay Between the Cell Cycle and Double-Strand 
Break Response in Mammalian Cells 

           Kate     Beishline     and     Jane     Azizkhan-Clifford    

    Abstract 

   The cell cycle is intimately associated with the ability of cells to sense and respond to and repair DNA dam-
age. Understanding how cell cycle progression, particularly DNA replication and cell division, are regu-
lated and how DNA damage can affect these processes has been the subject of intense research. Recent 
evidence suggests that the repair of DNA damage is regulated by the cell cycle, and that cell cycle factors 
are closely associated with repair factors and participate in cellular decisions regarding how to respond to 
and repair damage. Precise regulation of cell cycle progression in the presence of DNA damage is essential 
to maintain genomic stability and avoid the accumulation of chromosomal aberrations that can promote 
tumor formation. In this review, we discuss the current understanding of how mammalian cells induce cell 
cycle checkpoints in response to DNA double-strand breaks. In addition, we discuss how cell cycle factors 
modulate DNA repair pathways to facilitate proper repair of DNA lesions.  

  Key words     Checkpoint  ,   Chk2  ,   Chk2  ,   ATM  ,   ATR  ,   Double-strand breaks  ,   Homologous recombination  

1      Introduction 

 Ataxia telangiectasia mutated kinase (ATM), ataxia telangiectasia- 
Rad3 related kinase (ATR), and DNA-protein kinase (DNA-PK) 
are phosphatidyl-inositol 3 kinase-like kinases (PI3KKs), which are 
essential signaling molecules for activation of the cellular response 
to DNA lesions ( see  reviews in refs.  1 – 3 ). The PI3KKs function by 
responding to sensor proteins that detect various DNA lesions and 
activating a cascade of events to facilitate repair processes. The 
PI3KKs are essential for stalling cell cycle progression and promot-
ing DNA repair. Downstream targets of the damage response 
kinases have proven to be important in activation of cell cycle 
checkpoints; most notably, the checkpoint kinases, Chk1 and 
Chk2. Chk2 activation can take place throughout the cell cycle 
[ 4 ]. In contrast, Chk1 activation and phosphorylation occurs pri-
marily in S and G2, when ATR is activated in response to the for-
mation of single stranded DNA products. Chk1 and Chk2 modify 
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a number of downstream targets important for maintaining cell 
cycle arrest in the presence of DNA damage. 

 This review briefl y discusses cell cycle dynamics, specifi cally the 
preparation for DNA replication during G1, initiation of DNA 
replication during S phase, and the progression from G2 into mito-
sis (M phase). The factors discussed are those known to be associ-
ated with the DNA damage-induced cell cycle response, with a 
focus on studies using mammalian cells. We then discuss in detail 
the current understanding of damage-induced cell cycle check-
points. Due to the absolute necessity for cell cycle regulation in 
double-strand break repair, discussion will focus specifi cally on 
double-strand breaks (DSBs). DSBs are recognized and repaired 
primarily by homologous recombination (HR) or non- homologous 
end joining (NHEJ), which repair DSBs resulting from direct 
damage or damage arising from replication-associated lesions. 
Other types of DNA lesions can activate damage-induced arrest 
through activation of Chk1 and Chk2, but these are not the main 
focus of this review. It is important to note that a large volume of 
literature has addressed these processes in model systems, specifi -
cally in yeast, and these data fully support the similarity of the path-
ways among eukaryotes [ 5 ]. In addition, we discuss what is known 
about cell cycle-regulated DNA repair, and the relevance of this 
regulation in oncogenic signaling.  

2    Cell Cycle Progression 

  Progression through the G1 phase of the cell cycle involves 
 coordinated regulation of Cyclin–Cdk complexes and key transcrip-
tional regulators (reviewed in refs.  6 ,  7 ). Following mitosis, mitogen-
activated signaling increases Cyclin D expression. There are three D 
type cyclins, which seem to be regulated in a cell type- dependent 
manner (reviewed in ref.  7 ). Cyclin D1, discussed here, associates 
with Cdk4 or Cdk6, and as a complex they phosphorylate a number 
of important factors required for progression through G1. The initial 
progression through G1 is considered to be mitogen-dependent due 
to the requirement for mitogenic stimulation of cyclin D1 transcrip-
tion. The most important target of the active Cyclin D1–Cdk4/6 
complex is retinoblastoma protein (pRB). Hypo-phosphorylated 
pRB interacts with hypo- phosphorylated E2F1, which blocks its 
transcriptional activity; E2F1 transcriptionally upregulates a number 
of factors that are needed for progression from G1 to S phase. 
Phosphorylation of pRB by active Cyclin D1–Cdk4/6 complex 
results in the release of E2F1, which transcriptionally activates Cyclin 
E, and thereby promotes additional phosphorylation of pRB by 
Cyclin E–Cdk2. Once a threshold of pRB phosphorylation is reached, 
E2F1 levels are suffi cient to promote mitogen-independent progres-
sion through G1 into S. The transition from mitogen dependence to 
independence is called the restriction point. 

2.1  G1–S Transition
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 The Cyclin E–Cdk2 complex requires the removal of  inhibitory 
phosphorylation on Cdk2 to reach full activity. Cdc25 phospha-
tases remove phosphate groups on the Cdk molecules allowing for 
full activation of the Cyclin–Cdk complexes. There are three mam-
malian Cdc25 proteins, Cdc25A, B, and C; Cdc25A likely func-
tions as the primary phosphatase, as it is the only family member 
whose gene knockout is embryonic lethal. Cdc25A is required 
throughout the cell cycle, while Cdc25B/C are preferentially 
important for the entrance into mitosis ([ 8 ], reviewed in refs.  9 ,  10 ). 
Along with the phosphorylation of other factors, Cyclin E–Cdk2 
primes the cells for S-phase entry and is essential for the formation 
of active pre-initiation complexes at origins of replication. Prior 
to the entry into S phase, origins of replication (ORIs) must be 
licensed and loaded with the replication initiation machinery to 
ensure proper fi ring of replication origins (reviewed in ref.  11 ). 
During early G1, pre-replication complexes associate with ORI 
sequences. First, Orc1 binds to the ORI and recruits Cdc6 and 
Cdt1, which are responsible for recruiting the helicases, MCM2-7. 
DDK (Dbf4/Drf1-dependent kinase) directly phosphorylates the 
MCMs and Cdc45. These modifi cations facilitate the loading of 
Cdc45 onto origins, the critical step in activation of MCMs. These 
events then facilitate downstream phosphorylation of the MCMs 
by active Cyclin E–Cdk2 in late S phase.  

  The transition from G2 into M phase involves a number of checks 
and balances and is regulated primarily by Cyclin B1–Cdk1 
(reviewed in refs.  7 ,  12 ). Cyclin B1 relies on the activation of 
Cyclin A–Cdk2 and its modifi cation of transcription factors that 
transcriptionally upregulate Cyclin B1. This provides an activation 
loop where Cyclin B1, which solely controls the entry into mitosis, 
can only be activated in the presence of Cyclin A. Upregulation of 
Cyclin B1 then begins in late S phase and peaks in G2. Cdk1 levels 
are kept high to ensure that Cyclin B1 is the rate-limiting factor in 
the activation of mitosis. During interphase, Cyclin B1–Cdk1 
complex is held in its inactive state at centrosomes. Wee1 and Myt1 
kinases maintain inhibitory phosphorylation of the Cyclin B1–
Cdk1 complex. To initiate entry into mitosis, Cdc25A is required 
to dephosphorylate Cdk1 and allow for activation of the Cyclin 
B1–Cdk1 complex. Once activated, Cdk1 phosphorylates its nega-
tive and positive regulators Wee1 and Cdc25A, respectively, to 
maintain activation. Phosphorylation of Wee1 by Cdk1 facilitates 
the recruitment of Plk1, which further phosphorylates Wee1, lead-
ing to its polyubiquitination and degradation. In addition, Plk1 
phosphorylates Cdc25A during mitosis, which facilitates its nuclear 
accumulation to enhance its activity on essential substrates. All 
these events allow for maximal activation of Cyclin B1 and the 
progression into mitosis. The APC complex then degrades Cyclin 
B1 at the end of mitosis to ensure that its activity is lost prior to 
entry into a new G1 phase.   

2.2  G2–M Transition
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3    Damage-Activated Cell Cycle Arrest 

 As discussed earlier, ATM and ATR are the two main activator 
kinases that function in damage-induced cell cycle arrest. Their 
activity suppresses cell cycle progression, supports activation of 
repair pathways, promotes the open chromatin structure required 
for repair, facilitates repair, and also may promote programmed cell 
death in the context of excessive or sustained DNA damage (for 
review  see  refs.  1 ,  3 ). Which kinase functions during damage recog-
nition is dependent on when in the cell cycle damage occurs, and 
how the damage is recognized (Fig.  1 ).

    The cell has both transcriptional and non-transcriptional mecha-
nisms that prevent S-phase entry in the presence of DNA damage, 
specifi cally double-strand breaks. All G1 arrest pathways are initiated 
by the activation of ATM (reviewed in refs.  13 – 16 ). Initially, ATM 
stalls the cell cycle through the phosphorylation and activation of 
cell cycle checkpoint protein, Chk2. Chk2 kinase will directly exert 
control over the cell cycle by modulating the activation of Cdks 
(Fig.  2 ). In addition, Chk2 and ATM can target transcription factors 
themselves to modulate downstream activation of cell cycle inhibi-
tory factors (Fig.  3 ).

3.1  Damage-Induced 
G1–S Checkpoint

  Fig. 1    ATM–Chk2 and ATR–Chk1 cell cycle regulation. ATM and Chk2 are the 
 primary kinases responsible for checkpoint activation in G1 and G2 phases of the 
cell cycle. ATR and Chk1 kinases are activated by ssDNA substrates and, for this 
reason, are the primary responders to DNA replication- associated double-strand 
breaks and stalled replication forks. They are also activated downstream of ATM 
during G2 phase by recognition of processed ssDNA ends of double-strand breaks       
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    ATM functions directly upstream of Chk2, phosphorylating 
it on Thr68, allowing for Chk2 auto-phosphorylation, oligomer-
ization, and activation [ 17 ]. During the G1–S checkpoint, Chk2 
phosphorylates Cdc25A, thereby mediating its degradation. This 
allows for key inhibitory residues on Cdk2 to remain phosphory-
lated, thereby inhibiting the transition into S phase [ 18 ,  19 ], which 
requires the activity of the Cyclin E–Cdk2 complex. This inhibi-
tion of Cdk2 relies entirely on posttranslational modifi cations and 
the proteasomal degradation pathway. Compared to other mecha-
nisms that require transcriptional upregulation of factors, this 
response is rapid but is limited by the fact that the Chk2-Cdc25A 
pathway is only capable of inhibiting further activation of Cdk2. 
Experiments have shown that in cells damaged during late G1, 
inhibition of progression into S phase is not strong, allowing cells 

  Fig. 2    Transcription-independent G1 arrest. The initial suppression of G1 pro-
gression is mediated by posttranslational modifi cation of Cdc25A by Chk2. Chk2 
is activated by ATM. Phosphorylation of Cdc25A suppresses its phosphatase 
activity, which is required for proper Cdk activation ( grey arrows ). In the absence 
of Cdk activity, cells cannot progress through G1 phase and into S phase       
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to enter S phase regardless of checkpoint activation and thereby 
resulting in accumulation of chromosomal breaks in the subse-
quent G2 phase [ 20 ]. This likely represents the cell’s inability to 
suppress the Cdk2 pathway in the face of a high level of Cyclin 
E–Cdk2 activation. Supportive of this notion, once cells have 
passed the G1 restriction point, E2F1 initiates a positive feedback 
loop to further activate Cyclin E–Cdk2 [ 16 ]. 

 Additionally, Cyclin D1 has been shown to be a direct target 
of ATM through phosphorylation of Thr286 [ 21 ]. This residue is 
critical for the suppression of Cyclin D1 in normal S phase. This 
phosphorylation likely modulates its ubiquitin-mediated degrada-
tion, since degradation is dependent on ATM and another 
unrelated kinase, GSK3β, in response to genotoxic stress [ 22 ]. 

  Fig. 3    Transcription-dependent G1 arrest. ATM indirectly modulates transcriptional 
regulation of cell cycle progression through direct modifi cation of transcription 
factors, e.g., p53, other factors, e.g., Mdm2, or indirectly through activation 
of Chk2, which can further modulate transcription factors e.g., p53, E2F1. The 
downstream consequence of these events is the up regulation of factors such as 
p21, which inhibit Cdk2 activity       
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This suppression would likely only function in checkpoint activa-
tion in cells that have undergone DNA damage early in G1 phase, 
when Cyclin D1 is most active. 

 Cells damaged early in G1, prior to or at the restriction point, 
are capable of activating a stronger checkpoint response. It has 
been shown that these cells move more slowly into S phase than 
cells damaged in late G1; however, the ability to progress into 
S phase in the presence of DNA damage suggests a general ineffi -
ciency of the G1–S checkpoint response, regardless of where in G1 
the damage is incurred [ 23 ]. 

 In addition to direct modulation of the cell cycle regulators, 
progression into S phase is transcriptionally regulated through an 
ATM–p53-mediated response (Fig.  3 ). The transcription factor 
p53 and its negative regulator Mdm2 are both phosphorylated by 
ATM [ 24 ,  25 ]. In addition, Chk2 further phosphorylates p53 in 
response to DNA damage signaling [ 26 – 28 ]. These modifi cations 
stabilize p53 through blocking Mdm2-mediated degradation [ 26 ]. 
Active p53 can then transcriptionally upregulate the Cdk inhibitor, 
p21 (WAF1/CIP1), which inhibits S-phase entry through its 
 binding to Cyclin E and Cyclin D complexes and inhibiting their 
Cdk- mediated activities [ 29 ,  30 ]. Evidence suggests the phosphor-
ylation of p53 is also dependent on the activation of other damage 
response complexes, such as the BRCA1–BARD1 complex [ 31 ]. 
These factors are required for p53-dependent G1–S arrest, and 
their depletion compromises the p53-dependent upregulation of 
p21 induced by ionizing radiation [ 31 ]. Due to the requirement 
for transcription, p53-mediated cell cycle arrest is a much slower 
process, but is essential for complete inhibition of S-phase entry 
[ 23 ,  32 ,  33 ]. Transcriptional modulation is likely secondary to the 
modifi cation of the Cyclin–Cdk complexes themselves, possibly to 
sustain arrest. 

 In parallel to the p53 modulation, progression into S phase can 
be controlled through the modifi cation of E2F1. E2F1 is phos-
phorylated by Chk2 in response to damage, which results in its 
stabilization, increased transcriptional activation, and downstream 
apoptotic signaling [ 34 ]. Early studies showed that Chk1 and 
Chk2 phosphorylate pRb to enhance its interaction with E2F1, 
and inhibit E2F1-dependent transcription [ 35 ]. More recent 
reports suggest that DNA damage results in multiple pools of post-
translationally modifi ed E2F1 molecules that promote or inhibit 
specifi c E2F1 functions differentially [ 36 ]. There is evidence of 
cross-talk between p53 and E2F1; E2F1 can bind p53 at promot-
ers such as p21 and BAX, and attenuate p53-dependent induction 
of transcription, thereby blocking p53-mediated cell cycle arrest 
[ 37 ]. A full understanding of how the different pools of E2F1 may 
be participating in its confl icting activities during DNA damage 
checkpoint activation is needed to fully appreciate how this factor 
modulates checkpoint activation during G1. 

Cell Cycle and Double-Strand Break Response
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 Other factors have been shown to be essential for the 
 ATM- mediated cell cycle arrest during G1. p53-binding protein 1 
(53BP1) associates with chromatin around DNA double-strand 
breaks throughout the cell cycle [ 38 ]. It has been shown to associ-
ate with topoisomerase-binding protein 1 (TopBP1) during the 
G1 phase of the cell cycle, and this interaction is associated with 
inhibition of progression from G1 into S phase [ 38 ], likely through 
maintaining ATM-mediated signaling. TopBP1 has also been 
shown to be associated with intra-S phase checkpoint responses 
resulting from replication stress, but in this case, it acts down-
stream of ATR, not ATM [ 39 ,  40 ]. In addition, the MRN complex 
(Mre11–Rad50–-Nbs1) is necessary for full and sustained ATM 
activation in G1 and throughout the rest of the cell cycle. The 
MRN complex may affect modifi cation of specifi c downstream 
 targets, which suggests that it is also required for full G1–S check-
point arrest [ 41 ].  

  Once the cell passes through G1 and enters S phase, DNA damage 
can interfere with normal replicative processes. The intra-S phase 
checkpoint is hypothesized to function in two ways: the fi rst and 
seemingly primary function is to decrease the fi ring of late origins; 
secondarily, the elongation process itself is slowed, by the pausing 
and slowing of replication fork progression (reviewed in refs.  42 , 
 43 ). ATR is the primary kinase functioning during the intra-S 
phase checkpoint. ATR and its downstream target Chk1 can mod-
ify origin complexes, as well as stabilize the components of the 
replication fork during stalling (Fig.  4 ). These events allow for 
slow progression through S phase to permit repair of lesions that 
could otherwise cause genetic changes during replication.

   Replication stress is thought to increase the ssDNA around 
replication forks. Uncoupling may occur when the replication 
machinery runs into DNA lesions, and the replicative helicases 
continue to unwind the DNA without further DNA synthesis, cre-
ating ssDNA substrates for RPA. Increased binding of RPA to 
ssDNA recruits ATR via its accessory factor ATRIP [ 44 – 46 ]. 
Through a separate mechanism, the 9-1-1 complex, composed of 
Rad9–Hus1–Rad1, is recruited to the replication fork and sup-
ports ATR activation [ 47 ,  48 ]. TopBP1 is also recruited to the 
lesion, where it can interact with ATRIP and facilitate the activa-
tion of ATR through its auto-phosphorylation [ 40 ,  49 ]. ATR can 
then activate its substrates, most importantly Chk1, phosphorylat-
ing it on two main serine residues, S317 and S345 [ 50 ,  51 ]. Chk1 
acts similarly to Chk2 in G1 arrest, suppressing Cyclin–Cdk- 
dependent activities through inhibition of Cdc25A phosphatase, as 
well as suppressing other replication-promoting functions. 
Canonical ATR signaling suggests that, unlike ATM, ATR must be 
recruited to damaged DNA (RPA-bound ssDNA) for activation. 

3.2  Intra-S Phase 
Checkpoint
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 ATR signaling can inhibit fi ring of origins when DNA damage 
occurs in S phase. Origin fi ring is regulated by the loading and 
activation of the MCM helicase complex and Cdc45. This process 
requires decreasing trimethylation of histone H3 on lysine 4 
(H3K4me3), a modifi cation known to inhibit Cdc45 binding. 
In response to DNA damage, the enzyme responsible for the 
H3K4me3 modifi cation, the lysine methyltransferase MLL, is sta-
bilized through phosphorylation by ATR [ 52 ]. During S phase, 
MLL is normally degraded by the SCF skp2  ubiquitin ligase [ 53 ]; ATR 
phosphorylation prevents this degradation to maintain H3K4me3 
modifi cation and thereby inhibit Cdc45 activity at origins. In addi-
tion, inhibition of Cdc25A phosphatase by Chk1 prevents the 
dephosphorylation and inactivation of Cdk2 [ 54 ]. This supports 
the suppression of Cyclin E–Cdk2 and Cyclin A–Cdk2 complexes, 
which are required for fi ring of replication origins and progression 

  Fig. 4    Intra-S phase checkpoint. Evidence suggests that the ATR–Chk1 cascade 
can function at the origin to stabilize replication intermediates and promote fork 
progression. ATR binds directly to replication forks, promoting stabilization when 
the forks meet a DNA lesion. ATR may function distal to progressing replication 
forks to suppress late origin fi ring. In addition, Chk1 can signal directly to S-phase 
Cyclin E–CDK2 complex to inhibit origin fi ring       
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through S phase into G2. Cyclin E–Cdk2 is vital for association of 
the initiation factor Cdc45 with chromatin at origins; suppression 
of Cdk activation by Cdc25A actively prevents Cdc45 association 
and origin fi ring [ 55 ]. 

 Conversely, there is some evidence that ATR can support 
 origin fi ring. When replication forks stall at regions of DNA dam-
age, dormant origins nearby can fi re to promote replication 
 progression. ATR can phosphorylate the MCM2 helicase subunit 
at  origins, a phosphorylation event that supports PLK1 recruit-
ment and origin fi ring [ 56 – 59 ]. This was shown to support fi ring 
only of dormant origins, and not unfi red late origins, suggesting 
that ATR may also function in the recovery of replication after 
recognition and repair of damaged forks. 

 In addition to preventing origin fi ring in the presence of DNA 
damage, the ATR checkpoint pathway can stabilize the replication 
fork machinery to promote proper repair or damage bypass 
when forks meet DNA lesions. During fork stalling, the replication 
machinery must be maintained stably associated with the replica-
tion fork. Dissociation of the replication machinery, can lead to 
fork reversal and formation of aberrant DNA structures that can be 
targeted by nucleases, leading to further damage. There is evidence 
indicating that factors of the replication pausing complex or fork 
protection complex (FPC), which include Timeless and Tipin, help 
maintain replication fork structure and support ATR checkpoint 
signaling in the presence of DNA damage in S phase [ 60 ]. Under 
normal cellular conditions, the FPC helps in coordinating helicase 
and polymerase activities at replication forks to ensure that the 
enzymatic functions of fork machinery stay coupled during fork 
slowing or stalling [ 61 – 66 ]. Timeless, Tipin, and Claspin,  members 
of the FPC, have all been shown to be important in ATR–Chk1 
activation in response to DNA damage in S phase [ 67 – 70 ]. Claspin 
is thought to participate in the regulation of fork progression speed 
and was shown to directly participate in the recruitment of Chk1. 
Claspin-dependent recruitment of Chk1 allows it to associate with 
ATR at replication forks and be activated [ 71 – 74 ]. Timeless and 
Tipin likely participate by stabilizing the binding of Claspin at rep-
lication forks, in addition to maintaining DNA polymerase α asso-
ciation with stalled forks, making participation of these factors in 
Chk1 activation less direct but still important [ 67 ,  68 ,  75 ]. 

 Other complexes support ATR–Chk1 signaling in response to 
S-phase DNA damage. Fanconi anemia (FANC) factors and other 
related factors form complexes that respond to replication forks 
that have stalled or collapsed at DNA crosslinks. Independently 
of the other nine FANC family members, FANCM localizes to 
replication forks to stabilize and maintain fork progression [ 76 ]. 
FANCM helps to support repair and proper replication in response 
to DNA damage. Chk1 seems to function upstream by stabilizing 
FANCM to promote its activities, but additional evidence suggests 
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that FANCM may provide some stabilization of Chk1 as well [ 76 ], 
making it important for suppressive signaling during S phase. 

 Coordinated checkpoint responses during S phase help sup-
port the completion of S phase and full replication of the cell’s 
genetic material. Release from the checkpoint likely occurs in sev-
eral ways; most obvious among these is the suppression of ATR 
activity by the shortening of ssDNA stretches that result from 
 progressing replication. Checkpoint inactivation can also occur 
through proteasomal degradation of Chk1, which is favored by the 
same phosphorylation events that promote Chk1 activity [ 77 ]. In 
addition, Claspin can be targeted for degradation to promote 
Chk1 inactivation [ 78 – 80 ]. This regulation of Chk1 activity and 
stability suggests tight regulation of the activity of Chk1 during 
S phase in order to maintain proper but reversible cell cycle arrest. 
Additional repair factors including Mre11, Brca2, and Rad51 have 
been shown to be important for proper S phase checkpoint func-
tions, which is likely due to their participation in recombination- 
dependent repair [ 81 – 85 ].  

  Cell cycle arrest during G2 is essential to prevent cells with unre-
solved DNA lesions from progressing into mitosis, when cells are 
most sensitive to damage due to suppressed repair. Evidence sug-
gests that cell cycle arrest during G2 is complex and requires a 
large amount of damage. Chk2 and Chk1 are activated by the same 
factors during G2–M as during G1 and S (reviewed in refs.  16 , 
 62 ). ATM seems to be the initial kinase activated by damage in G2, 
and provides downstream activation of Chk2 (reviewed in refs.  13 , 
 62 ). This occurs immediately, but is unable to sustain cell cycle 
arrest during G2 on its own. Activation of ATR and its subsequent 
activation of Chk1 occurs downstream of ATM–Chk2 signaling 
and seems to be necessary for sustained arrest during G2 (reviewed 
in ref.  62 ) (Fig.  5 ).

3.3  G2–M 
Checkpoint

  Fig. 5    G2–M checkpoint arrest. Both the ATM and the ATR pathways of damage-
induced checkpoint arrest can function during the G2 phase. Evidence suggests 
that ATM acts primarily to stall the cell cycle in the presence of double-strand 
breaks. Further suppression is maintained by downstream activation of ATR–Chk1 
in the presence of ssDNA intermediates processed for HR-based repair. The 
downstream consequence of ATM/ATR and Chk2/Chk1 activation is the suppres-
sion of Cyclin B–Cdk1 activity, which is required for entry into M phase       
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   In response to DSBs in G2, there is coordinate activation of 
ATM, the MRN complex, and Brca1–CtIP to allow for DSB pro-
cessing and the formation of RPA-coated ssDNA, which is then 
bound by ATR to initiate the downstream activation of Chk1. This 
processing and activation of the ATR–Chk1 pathway functions to 
sustain cell cycle arrest in G2 phase to allow for the slower DNA 
repair by homologous recombination [ 86 – 90 ]. The processing of 
the ssDNA ends requires the nuclease activity of Mre11 [ 91 ,  92 ], 
as well as the phosphorylation of Brca1 on S1423 and binding of 
the nuclease CtIP [ 93 – 96 ]. Similar to S phase checkpoint activa-
tion, recruitment of the 9-1-1 complex is also needed for proper 
suppression of the G2–M transition by ATR [ 97 ,  98 ]. 

 In G2, Cyclin B1–Cdk1 activity, which is required for prog ression 
from G2 into mitosis as well as to inhibit entrance into M phase, must 
be suppressed. Initial Cdc25C phosphorylation by Chk1 and Chk2 
increases interaction between Cdc25C and 14-3- 3, which impedes its 
nuclear localization and decreases protein levels, leading to rapid G2 
arrest in a dose-independent manner [ 18 ,  19 ,  99 ,  100 ]. Sustained 
arrest is dose dependent and is most easily seen when making com-
parisons between wild-type cells and cells depleted of ATM, Nbs1, or 
Brca1 [ 65 ]. Studies have shown that 20 or more double-strand breaks 
are required for prolonged G2 arrest [ 66 ,  101 ,  102 ]. 

 Cdk2 interacts with Cyclin A throughout the S and G2 phases 
and can function to positively regulate G2–M checkpoint arrest. 
Active Cdk2 is maintained through S phase into G2 phase. Cdk2 
that is activated in S phase would not be subject to inhibition by 
Cdc25C, which is induced by damage occurring in the G2 phase. 
Cells lacking Cdk2 are unable to exclude Cdk1 from the nucleus, and 
have impaired activation of Chk1 in response to radiation [ 103 ]. In 
addition, Cdk2 participates in stabilizing Cdc6, a factor that binds to 
the ATR–Chk1–Cdc25A complex and contributes to arrest [ 103 ]. 
Cdc6 functions in the loading of replicative helicases during prepara-
tion for S phase; however, depletion of Cdc6 causes aberrant entrance 
into mitosis and its over-expression induces G2–M arrest [ 104 – 109 ]. 
Cdc6 modulates anaphase progression by binding to and inhibiting 
Cdk1, thereby participating in the G2–M checkpoint [ 103 ]. 

 The importance of other factors, such as MDC1 and 53BP1, for 
G2–M checkpoint activation and maintenance is likely through their 
activities at DSBs where they amplify the ATM/ATR signaling cas-
cades [ 110 ]. Although a role for p53-dependent regulation of G2–M 
arrest has been proposed, how p53 promotes checkpoint activation 
or maintains checkpoint signaling during G2 is not fully understood.   

4    Cell Cycle Factors and Double-Strand Break Repair 

 In addition to stalling the cell cycle to accommodate the time 
needed to repair damaged DNA, the cell cycle checkpoint pro-
teins, as well as the Cdks can facilitate activation of repair path-
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ways to ensure that the cell utilizes the appropriate repair 
mechanisms. This allows for the highest fi delity repair possible 
during each  portion of the cell cycle. The strongest evidence 
seems to suggest that the homologous recombination factors are 
activated in S and G2–M to allow HR only during these portions 
of the cell cycle when homologous sister chromatids are available 
as repair templates. 

 The earliest example of cell cycle regulation of HR is the modi-
fi cation of the nuclease CtIP by the Cdks, specifi cally Cdk2. Two 
independent groups have identifi ed conserved sites CtIP-S327 
[ 111 ] and CtIP-T847 as sites phosphorylated by Cdks [ 112 ,  113 ]. 
These modifi cations modulate CtIP’s interaction with its binding 
partner Brca1 and its ability to promote end resection, an essential 
priming event in HR repair [ 111 – 114 ]. Secondarily, the Cdk mod-
ifi cation of CtIP helps enhance the interaction between CtIP–
Brca1 and the MRN complex, helping stimulate the nuclease 
activity of Mre11 [ 115 ]. Cdk2, the S-phase Cdk, modifi es CtIP to 
enhance its activity during S and G2 phases of the cell cycle, when 
resection and HR repair are optimal [ 116 ]. End resection, driven 
by Mre11 and CtIP is a key event in the process of HR and is irre-
versible, suggesting that the choice to repair by HR over NHEJ is 
highly regulated by the cell cycle checkpoints. 

 In addition to the upstream factors, cell cycle regulatory 
 proteins modulate a number of downstream HR repair enzymes. 
RPA, the single-strand-binding protein, is phosphorylated on 
 multiple serine residues, by ATR and Cdks, which optimize RPA 
binding to ssDNA [ 117 ,  118 ]. Downstream of RPA, both Rad51 
and its binding partner Brca2 are modulated by checkpoint kinases 
and Cdks to facilitate events in HR. Both Chk2 and Chk1 have 
been shown to phosphorylate Rad51 and modulate its interaction 
with Brca2, an interaction that is required for Rad51 recruitment 
to and loading onto RPA-coated ssDNA [ 119 ]. In addition, Cdk- 
dependent phosphorylation of Brca2 inhibits the Brca2–Rad51 
interaction and, in the context of the cell cycle, has been shown to 
inhibit HR upon entry into M phase [ 120 ]. Finally, there is some 
evidence that 53BP1, a key factor in the decision to repair by HR 
or NHEJ in G2 phase, is a target of Cdks in yeast and vertebrates; 
however, there is an incomplete understanding of how these modi-
fi cations may affect 53BP1 function [ 121 ].  

5    Concluding Remarks 

 There is strong and growing evidence for critical and highly 
 regulated interplay between cell cycle progression and the DNA 
damage response. Many DNA damage factors are directly involved 
in normal cell cycle progression, such as BRCA1 and MRN. 
Moreover, cell cycle factors control repair pathways to ensure high 
fi delity repair. It is likely that there are a number of yet undiscovered 
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factors that will prove to be essential for activating and maintaining 
checkpoints, as well as controlling reentry into the cell cycle. In 
addition, we know very little about how cell cycle factors infl u-
ence the choice between repair pathways, and further studies are 
needed to elucidate these processes and their contribution to 
genomic stability.     
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    Chapter 4   

 Cell Cycle Regulation by Protein Degradation 

           Deanna     M.     Koepp    

    Abstract 

   Cell division is controlled by a highly regulated program to accurately duplicate and segregate chromosomes. 
An important feature of the cell cycle regulatory program is that key cell cycle proteins are present and 
active during specifi c cell cycle stages but are later removed or inhibited to maintain appropriate timing. The 
ubiquitin–proteasome system has emerged as an important mechanism to target cell cycle proteins for deg-
radation at critical junctures during cell division. Two key E3 ubiquitin ligase complexes that target key cell 
cycle proteins are the Skp1–Cul1–F-box protein complex and the anaphase-promoting complex/cyclosome. 
This chapter focuses on the role of these E3 ubiquitin ligases and how ubiquitin- dependent degradation of 
central cell cycle regulatory proteins advances the cell cycle.  

  Key words     Cell cycle  ,   Ubiquitin  ,   Proteasome  ,   Ubiquitin ligase  ,   Anaphase-promoting complex  , 
  Cyclosome  ,   Skp1/Cul1/F-box protein complex  ,   Cyclin  ,   Cyclin-dependent kinase  

1      Introduction 

 Cells are driven to grow and divide by a coordinated series of 
events collectively called the cell cycle. An important feature of the 
cell cycle regulatory program is that specifi c proteins are present 
and active during critical cell cycle stages but then are removed or 
inhibited to maintain appropriate timing. The ubiquitin–proteasome 
system has emerged as an important regulatory mechanism to 
 target cell cycle proteins for degradation at critical junctures during 
cell division. 

 Progression through the cell cycle is accomplished primarily by 
the activity of a family of kinases, the cyclin-dependent kinases 
(CDKs). The ubiquitin–proteasome system is key to regulating 
the activity of CDKs and other cell cycle factors, many of which are 
CDK targets. The activity of CDKs is controlled such that specifi c 
kinase complexes are active only during critical cell cycle transi-
tions. CDK activity is regulated by access to partner proteins, 
cyclins, and inhibitory complexes, the cyclin-dependent kinase 
inhibitors (CKIs). Many key cell cycle factors in addition to those that 
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directly affect CDK activity are also targeted for ubiquitin- mediated 
proteolysis. Moreover, pathways that intersect with the cell cycle 
regulatory program, such as checkpoint systems, stress responses, 
and nutrient sensing and signaling pathways are regulated by the 
ubiquitin–proteasome system, thus indicating the wide impact this 
system has on cell proliferation in general. However, this chapter 
focuses on the role of ubiquitin-dependent degradation in the core 
cell cycle regulatory program.  

2    The Ubiquitin–Proteasome System 

 The formation of ubiquitin conjugates requires the activity of three 
enzymes (Fig.  1a ). A ubiquitin-activating enzyme (E1)  covalently 
attaches to the small polypeptide ubiquitin [ 1 ] and transfers it to 
an E2 or ubiquitin-conjugating enzyme [ 2 ]. The E2 transfers 
ubiquitin to a substrate protein, often with a third enzyme, the 
ubiquitin ligase (E3) [ 3 ]. Multiple rounds of this cycle lead to 
polyubiquitination of the substrate protein [ 4 ]. Because ubiquitin 
contains multiple lysine residues, there are different types of link-
ages that can be used to generate ubiquitin chains. To be recog-
nized and destroyed by the 26S proteasome, a protein is frequently 
modifi ed with a chain of at least four ubiquitins, typically using 
lysine 48 (K48) chain linkages [ 5 ]. Ubiquitin receptor proteins 
recognize ubiquitin chains and target the modifi ed protein to the 
regulatory subunit of the 26S proteasome (reviewed in ref.  6 ). At 
the proteasome, ubiquitin chains are trimmed and cleaved by the 
action of de-ubiquitination enzymes and the substrate protein 
is unfolded to enter the central core of the proteasome, which is 
composed of proteases that sever peptide bonds [ 6 ,  7 ]. The sub-
strate protein is digested to short stretches of amino acids and 
released from the proteasome; these short peptides are eventually 
cleaved to free amino acids by isopeptidases in the cytosol [ 6 ,  8 ].

   The primary means of specifi city in this process is provided by 
the E3 ubiquitin ligase. As such, ubiquitin ligases are prime targets 
for regulation themselves. Restricting access to E3 ubiquitin ligases 
or controlling their activities has signifi cant impacts on the ubiqui-
tination of their respective substrate proteins. Two types of ubiquitin 
ligases have substantial roles in regulating cell cycle transitions, the 
Skp1–Cul1–F-box protein (SCF) complex family and the anaphase- 
promoting complex/cyclosome (APC/C) (reviewed in refs.  9 – 11 ). 
The SCF and APC/C complexes belong to a broader family of 
cullin–RING ubiquitin ligases (CRLs). RING domain- containing 
proteins are important for interacting with E2 enzymes, whereas 
cullin proteins often serve as scaffolds to assemble multicompo-
nent E3 complexes [ 10 ]. 

Deanna M. Koepp



63

  The SCF family is one of the largest groups of E3 ubiquitin ligases 
and has many targets throughout the cell cycle, but a substantial 
number of core cell cycle components during the G1-to-S phase 
transition. The SCF has four components, Skp1, Cdc53/Cul1 
(the cullin protein), an F-box-containing protein, and the RING 
 protein Rbx1/Roc1/Hrt1 [ 12 – 18 ] (Fig.  1b ). Skp1 and F-box 
proteins interact with each other via the F-box domain. F-box pro-
teins act as adapters between substrates and the rest of the E3 com-
plex [ 12 ]. There are multiple SCF complexes, and the F-box protein 
that is bound determines the specifi city of the complex. Many F-box 
proteins contain repeat domains in their C-termini, which are 
involved in binding the substrate protein (reviewed in ref.  19 ). 

2.1  The SCF 
Ubiquitin Ligase 
Complex

  Fig. 1    ( a ) Schematic diagram of the ubiquitination of a substrate protein targeted for degradation by the protea-
some. Ubiquitin ( ovals ) is fi rst attached to the E1 ubiquitin-activating enzyme and then is transferred to the E2 
ubiquitin-conjugating enzyme. The E3 ubiquitin ligase recognizes and binds the substrate protein. The coordi-
nated effort of the E2 and E3 enzymes transfers ubiquitin to a lysine side chain on the substrate protein. Multiple 
rounds of this cycle can produce polyubiquitin chains on the substrate, which is then targeted to the proteasome. 
( b ) The architecture of the APC/C and SCF E3 ubiquitin ligases, two E3 complexes in the CRL family that target 
many cell cycle factors for ubiquitin-mediated destruction. Each complex contains a RING protein (Rbx1 in SCF, 
Apc11 in APC/C) and a cullin scaffold protein (Cul1 in SCF, Apc2 in APC/C). There are many substrate adaptor 
proteins called F-box proteins in the SCF complex, which interact with the Skp1 bridging protein via the F-box 
domain, whereas the APC/C has two substrate adaptors (Cdc20 and Cdh1). The APC/C contains a number of 
other proteins that contribute to its function and regulation that are not conserved with the SCF complex       
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 Access to F-box proteins is often regulated to control 
 ubiquitination of substrates. For example, in many SCF com-
plexes, phosphorylation of the target protein is required for inter-
action with its cognate F-box protein [ 19 ]. Furthermore, F-box 
proteins themselves are often unstable and targeted for degrada-
tion, either through autoubiquitination or distinct E3 ubiquitin 
ligases [ 20 – 22 ].  

  The APC/C is a large, multicomponent ubiquitin ligase complex 
composed of more than a dozen individual proteins and is active 
during mitosis through G1. The RING-containing protein Apc11 
interacts with E2 enzymes, and the cullin protein Apc2 serves as a 
scaffold (reviewed in ref.  11 ) (Fig.  1b ). Substrate adaptor proteins 
for the APC/C include Cdh1 (Hct1/Ste9/Fzr) and Cdc20 (Slp1/
Fzy) [ 23 ], which interact with substrate proteins by  recognizing 
specifi c degradation domains called degrons (reviewed in refs. 
  24 – 27 ). The degrons recognized by the APC/C include the D-box 
and KEN box, each of which is a short conserved sequence (6–9 
amino acids) [ 28 ,  29 ]. 

 The activity of the APC/C is regulated by CDK phosphoryla-
tion of core APC/C components [ 30 ] and pseudo-substrate inhib-
itors [ 31 – 33 ], which help to limit the function of the complex to 
mitosis and G1. Interestingly, recent work suggests that in higher 
eukaryotes, the APC/C functions with an E2 enzyme that prefer-
entially builds lysine 11 (K11) ubiquitin chain linkages to target 
substrates for degradation by the proteasome [ 34 ].   

3    Major Cell Cycle Transitions 

 Each cell cycle must accomplish two key steps: the accurate  duplication 
of genetic material during S phase and the precise  segregation of 
chromosomes into two daughter cells during mitosis. These pro-
cesses are highly conserved, and the role of ubiquitin- dependent 
proteolysis is critical to each step. The periodicity of CDK activity, 
low at the end of mitosis through early G1 and then high during the 
remainder of the cell cycle, is accomplished in part by the proteolysis 
of cyclins and CKIs at specifi c transitions. 

  Both the APC/C and the SCF complexes have important roles in 
the regulation of the G1-to-S phase transition (Fig.  2 ). Moreover, 
these two complexes control each other’s activities, thus enforcing 
another level of periodicity in the cell cycle.

   During G1 phase, CDK activity is kept in check by the accu-
mulation of CKIs. In budding yeast, the key CKI that must be 
degraded at the G1-to-S phase transition to initiate S phase is Sic1 
and was the initial substrate that led to the identifi cation of SCF 
complexes. The SCF Cdc4  complex recognizes Sic1 phosphorylated 

2.2  The APC/C 
Ubiquitin Ligase 
Complex

3.1  Progression 
from G1 Phase 
Through DNA 
Replication
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by G1-CDKs, leading to degradation of Sic1 and accumulation of 
CDK activity required for S-phase entry [ 12 ,  35 – 38 ]. In higher 
eukaryotes, CKIs p21 Cip1 , p27 Kip1 , and p57 Kip2  are recognized by a 
different SCF complex, SCF Skp2  [ 39 – 42 ]. Skp2 contains a leucine- 
rich repeat (LRR) domain that binds phosphorylated targets. 
For example, p27 Kip1  is phosphorylated by the G1/S CDK cyclin 
E/Cdk2 on threonine 187 prior to recognition by Skp2 [ 40 ,  41 ]. 
In addition, the SCF Skp2  complex often requires the small cofactor 
Cks1 to associate with specifi c substrates, including p27 Kip1  [ 43 ,  44 ]. 
Interestingly, the APC/C Cdh1  complex plays a role in maintaining 
the accumulation of CKIs in G1 phase by targeting Skp2 for ubiq-
uitin-mediated degradation [ 21 ,  22 ], but this is overcome in late 
G1 by the transcription of S-phase cyclins that leads to increased 
CDK activity. One phosphorylation target of S-CDKs is Cdh1, 
which reduces its association with the APC core complex and con-
tributes to inactivation of the APC/C ubiquitin ligase as cells 
progress into S phase [ 30 ,  45 ,  46 ]. 

 The G1- and S-phase cyclins are also targeted for degradation 
by the proteasome. In yeast, the G1 cyclin Cln2 undergoes auto-
phosphorylation, leading to recognition and ubiquitination via the 
SCF Grr1  complex and subsequent proteolysis by the proteasome 
[ 13 ,  47 – 49 ]. This mechanism helps to keep G1 cyclin levels in 
 balance for subsequent cell cycles. In human cells, cyclin D1, a G1 
cyclin, is phosphorylated on threonine 286 by GSK-3β and 
 sub sequently targeted for ubiquitination and degradation by the 
SCF  Fbx4- alpha B crystallin  complex [ 50 – 52 ]. In this complex, alpha B 
crystallin functions as a cofactor in substrate recognition [ 52 ]. 

  Fig. 2    Ubiquitin-mediated degradation of key cell cycle proteins during G1 and S phases of the cell cycle. A  line  
matches the cell cycle protein with the E3 ubiquitin ligase that targets it for ubiquitination and subsequent 
degradation by the proteasome. For details, please see text       
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 A critical CDK in the G1-to-S phase transition is the cyclin E/
Cdk2 complex, which has roles in the promotion of S phase and cen-
trosome duplication (reviewed in ref.  53 ). Cyclin E is targeted for 
ubiquitin-mediated destruction by the SCF Fbw7 (hCdc4/Ago)  complex 
after the combined action of Cdk2 and GSK-3β phosphorylation 
 [ 54 – 57 ]. Fbw7 is a highly regulated F-box protein, with its activity 
modulated by dimerization, isoform-specifi c activation, and de- 
ubiquitination enzymes [ 58 – 61 ]. The budding yeast homolog of 
Fbw7, Cdc4, targets the S-phase cyclin Clb6 for ubiquitination after 
phosphorylation by CDKs Cdc28 or Pho85 [ 62 ]. In contrast, a sec-
ond S-phase cyclin in yeast, Clb5, is targeted for ubiquitin- mediated 
turnover by the APC/C Cdc20  complex during mitosis [ 63 ]. 

 In addition to the regulation of CDK activity, progression 
through G1 into S phase is a critical time for cells to prepare chro-
matin for the initiation of DNA synthesis. During early G1, 
 replication origins are “licensed” by the assembly of pre-replicative 
(pre-RC) complexes (reviewed in ref.  64 ). Two proteins that are key 
to this process are Cdc6 and Cdt1, which work to load the MCM 
replicative helicase onto origins [ 65 – 70 ]. In higher eukaryotes, 
components of the origin recognition complex (ORC) must fi rst 
bind to origin DNA to begin pre-RC assembly, whereas in yeast, 
ORC remains bound to chromatin throughout the cell cycle [ 71 ,  72 ]. 
These processes are regulated to limit DNA replication to once per 
cell cycle, and one mechanism used to accomplish this is ubiquitin-
mediated proteolysis. 

 There are multiple degradation mechanisms that control Cdc6 
and Cdt1 levels. In budding yeast, Cdc6 is unstable throughout 
the cell cycle, but the best studied proteolytic pathway involves 
SCF Cdc4  recognition of Cdc6 after CDK phosphorylation begin-
ning at the G1-to-S phase transition and continuing into mitosis 
[ 73 ,  74 ]. During G1, Cdc6 is targeted by a distinct ubiquitin ligase 
in the HECT family called Tom1 [ 75 ]. In humans, Cdc6 is 
degraded in early G1 via the action of the APC/C Cdh1  complex, but 
as G1 progresses, phosphorylation by CDK protects Cdc6 from 
degradation by shielding it from interaction with Cdh1 [ 76 ,  77 ]. 
During G1, Cdt1 is targeted for ubiquitination by the SCF Skp2  
complex [ 78 ], but a more effi cient degradation mechanism involves 
another CRL family member, CUL4-DDB1, and PCNA as a nec-
essary cofactor after initiation of DNA synthesis [ 79 – 81 ]. In addition, 
the Orc1 subunit of the origin recognition complex is also degraded 
after the start of the DNA replication in part via the action of the 
SCF Skp2  complex in human cells [ 82 ]. 

 Another mechanism used to limit DNA replication to once per 
cycle involves the inhibitor geminin. Geminin is a small protein in 
higher eukaryotes that binds and inhibits the activity of Cdt1 after 
initiation of DNA replication to restrict origin licensing to early in 
the cell cycle [ 83 ,  84 ]. At the end of mitosis and throughout G1, 
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degradation of geminin is accomplished by the activity of the 
APC/C Cdh1  complex [ 83 ]. In this way, Cdt1 is released from inhi-
bition during G1 to contribute to pre-RC assembly.  

  The identifi cation of mitotic cyclins and the mechanisms that 
 control their periodicity have provided key insights into the 
nature of cell cycle progression (Fig.  3 ). During S and G2 phases, 
mitotic cyclins are transcribed, but mitotic CDKs are held inac-
tive by the action of an inhibitory kinase, Wee1 [ 85 ]. This allows 
the pool of mitotic CDKs to grow in number; these complexes 
are then rapidly activated as cells transition from G2 to M phase. 
One mechanism that contributes to the rapid activation of mitotic 
CDKs is the degradation of Wee1 [ 86 ]. In response to phosphor-
ylation by cyclin B/Cdk1, Wee1 is recognized by one of the two 
SCF  complexes, SCF βTRCP  and SCF Tome-1 , in higher eukaryotes 
[ 87 ,  88 ]. The regulation of the budding yeast homolog of Wee1 
by  ubiquitin- dependent degradation is conserved, but the mech-
anisms are more complex and involve a separate family of ubiqui-
tin ligases [ 89 ,  90 ]. Such divergences are commonly observed in 
cell cycle proteolytic pathways in that the general degradation 
profi les are conserved but the specifi c ubiquitin ligases involved 
may be distinct.

   As previously mentioned, the APC/C is inactive during S and 
G2 phases of the cell cycle and this is accomplished via multiple 
mechanisms. In metazoans, the inhibitor Emi1 binds to APC/C 

3.2  Progression 
Through G2 
into Mitosis 
and Mitotic Exit

  Fig. 3    Ubiquitin-mediated degradation of key cell cycle proteins during G2 and M phases of the cell cycle. 
A  line  matches the cell cycle protein with the E3 ubiquitin ligase that targets it for ubiquitination and subse-
quent degradation by the proteasome. For details, please see text       
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and prevents association with other APC/C substrates [ 31 ]. 
Interestingly, Emi1 is an F-box protein that is not part of a 
 functional SCF ubiquitin ligase [ 31 ]. As cells enter M phase, cyclin 
B/Cdk1 and polo-like kinases phosphorylate Emi1, targeting it 
to SCF βTRCP  for ubiquitin-mediated degradation [ 91 – 94 ]. The 
removal of Emi1 allows the activation of APC/C Cdc20  by cyclin B/
Cdk1. Key cell cycle substrates of APC/C Cdc20  are mitotic cyclins 
(cyclins A and B in higher eukaryotes, Clb2 in yeast) and securin 
(Pds1 in yeast) [ 95 – 97 ]. 

 Ubiquitination and degradation of mitotic cyclins are critical 
to mitotic exit and resetting the cell cycle by reducing CDK activ-
ity. Indeed, the recognition that the mitotic cyclin B was degraded 
by the ubiquitin–proteasome system was the fi rst insight into the 
regulation of the cell cycle by proteolysis [ 95 ,  96 ,  98 – 100 ], thus 
opening a new and ever-growing fi eld. As mitotic cyclin levels 
drop, CDK activity levels fall. The metaphase-to-anaphase  transition 
is accomplished by the degradation of securin [ 97 ], which up until 
this point has held the protease separase inactive. When the APC/
C Cdc20  becomes active, securin is recognized and degraded, leading 
to the release of separase, which cleaves the cohesin complexes 
holding sister chromatids together [ 101 – 104 ]. In late mitosis, 
APC/C Cdc20  is inactivated by a number of mechanisms, including 
ubiquitin-mediated proteolysis of Cdc20, via autoubiquitination in 
yeast or APC/C Cdh1  in metazoans [ 105 ,  106 ]. APC/C Cdh1  remains 
active through mitotic exit and into G1, keeping mitotic cyclin 
levels low and helping to regulate G1 progression as described in 
the previous section.   

4    Concluding Remarks 

 The periodicity of the cell cycle program is an integral feature nec-
essary for cell growth and proliferation. The ubiquitin proteasome 
system is critical to maintaining the periodic nature of the cell cycle 
program by targeting specifi c core cell cycle factors for degrada-
tion. This chapter focused only on our current understanding of 
the role ubiquitin-mediated proteolysis plays in the degradation 
of central cell cycle factors and in contributing to key cell cycle 
transitions, but the ubiquitin–proteasome system infl uences many 
other pathways that directly regulate the cell cycle, including 
 spindle assembly, chromatin condensation, DNA replication check-
point signaling, and DNA damage checkpoint signaling. The 
complexity of the role of the ubiquitin–proteasome system and 
how it intersects with cell cycle programming are only beginning 
to be understood.     
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    Chapter 5   

 Linking Chromosome Duplication and Segregation 
via Sister Chromatid Cohesion 

              Adam     R.     Leman     and     Eishi     Noguchi    

    Abstract 

   DNA replication during S phase generates two identical copies of each chromosome. Each chromosome is 
destined for a daughter cell, but each daughter must receive one and only one copy of each chromosome. 
To ensure accurate chromosome segregation, eukaryotic cells are equipped with a mechanism to pair the 
chromosomes during chromosome duplication and hold the pairs until a bi-oriented mitotic spindle is 
formed and the pairs are pulled apart. This mechanism is known as sister chromatid cohesion, and its 
actions span the entire cell cycle. During G1, before DNA is copied during S phase, proteins termed cohes-
ins are loaded onto DNA. Paired chromosomes are held together through G2 phase, and fi nally the cohesins 
are dismantled during mitosis. The processes governing sister chromatid cohesion ensure that newly repli-
cated sisters are held together from the moment they are generated to the metaphase–anaphase transition, 
when sisters separate.  

  Key words     Sister chromatid cohesion  ,   SMC proteins  ,   Cohesin  ,   Adherin/kollerin  ,   DNA replication  , 
  Cohesinopathy  ,   Replication fork  ,   Genomic integrity  ,   S phase  ,   Chromosome segregation  

1       Introduction 

 During the cell cycle, new organelles, membranes, cytosol, and 
genetic materials are all generated to give rise to two new cells. 
Even during processes that promote asymmetrical cell divisions, 
arguably, the most important cell-cycle processes revolve around 
duplication and segregation of the entire genome, so that both 
daughter cells inherit the exact same genetic material. 

 During S phase, genomic DNA is replicated and packaged into 
chromatin. The identical copies of each chromosome are known as 
sister chromatids, and they are tightly associated together through 
G2 phase and early mitosis. During metaphase of mitosis, sister 
chromatids are associated with the mitotic spindle, aligned along 
the central axis of the cell, and one sister from each pair is associ-
ated with a separate spindle pole under tension. At the metaphase–
anaphase transition, sister chromatid cohesion is relieved, and the 
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microtubule spindle-pulling forces separate each sister chromatid 
pair and move one copy of the entire genome to one pole. The 
spindle-pulling forces continue until the cell is divided, and two 
separate cells are generated at cytokinesis. 

 Sister pairing calls for the physical tethering of the sister 
 chromatids to each other. The primary proteins responsible for this 
tethering comprise the cohesin complex. Cohesins are well conserved 
throughout eukaryotes, and the processes governing cohesion are 
generally conserved as well. The cohesin complex must be loaded 
onto DNA during G1 phase prior to DNA replication. For sister 
chromatid cohesion to be established, the newly replicated DNA 
copies are encircled by the cohesin complex in S phase. Finally, owing 
to the elaborate regulation during mitosis, cohesin- mediated sister 
chromatid-pairing ends, allowing for equal segregation of the 
genome to each daughter    cell. In this review, we discuss the structure 
of the cohesin complex, how it is loaded onto DNA, the link between 
DNA replication and cohesion establishment, and fi nally how the 
cohesin is released from sister chromatids during mitosis.  

2     The Cohesion Complex 

 Cohesin is a four-subunit complex comprising “structural mainte-
nance of chromosomes (SMC)”-type proteins and non-SMC-type 
proteins. SMC-type proteins exist in all three domains of life 
(eukaryota, prokaryota, and archaea), and eukaryotic cells have 
several SMC proteins that help govern a variety of cellular pro-
cesses [ 1 ]. Smc1 and Smc3 form the cohesin complex with non- 
SMC subunits, Scc1 and Scc3, and function in sister chromatid 
cohesion [ 2 ]. We focus on this cohesin complex in this review; 
however, various other complexes containing SMC proteins are 
involved in the preservation of genome integrity. The Smc2–Smc4 
complex is known as condensin and works during mitosis to com-
pact chromosomes [ 3 ,  4 ]. The Smc5–Smc6 complex contributes 
to various genome maintenance processes including homologous 
recombination [ 5 – 7 ]. Furthermore, Rad50, a component of the 
MRN complex, is also an SMC family member and initiates DNA 
double-strand break processing [ 8 ]. While these SMC family 
 proteins are involved in diverse roles in genomic integrity, their 
structures are remarkably similar (reviewed in ref.  9 ). 

 These proteins are characterized by a conserved modular 
 structure, possessing a long coiled-coil region interrupted by a 
dimerization domain (also known as a hinge domain) and the 
amino (N)- and carboxyl (C)-termini domains that contain Walker 
A and Walker B ATP-binding motifs, respectively. Because the 
coiled-coil region folds at the hinge domain, and the N- and 
C-termini are brought together to create a nucleotide-binding 
domain (NBD), each monomer of SMC proteins forms a structure 
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reminiscent of two spheroid objects connected by a fl exible chain 
(Fig.  1a ) [ 10 ,  11 ].

   The overall structure of the cohesion SMC proteins helps to 
defi ne the function of the cohesin complex and its role in tethering 
sister chromatids. While the precise shape of the cohesion complex 
has yet to be fully sorted out (discussed below), the structures of 
the major components of the cohesion complex have been deter-
mined. The cohesin SMC proteins exist as an Smc1–Smc3 het-
erodimer in the cell, with two 50-nm extensions protruding from 
the interacting hinge domain (Fig.  1a ) [ 2 ]. The heterodimer is 
brought to a closed form by Scc1, which is a member of kleisin 
protein family [ 2 ,  12 ,  13 ]. Scc1 interacts with NBD domains of 
both Smc1 and Smc3, generating a ring with a diameter of approx-
imately 45–50 nm (Fig.  1b ) [ 2 ,  13 ,  14 ]. Within this tripartite com-
plex, paired sister chromatids are trapped and physically kept in 
close proximity. The cohesins then keep the sister chromatids jux-
taposed within multiple complexes loaded on every chromosome. 
Localization analyses place the cohesin complex at intervals of 
~20 kb throughout the genome [ 15 ,  16 ]. 

  Fig. 1    Models of cohesin structure. ( a ) The general structure of the Smc1/3 
 proteins. A nucleotide-binding domain with ATPase activity (NBD) connected by a 
coiled-coil domain to a hinge domain. ( b ) The cohesin complex as a ring. ( c ) The 
cohesin ring as a 2:2:2 complex of Smc1/Smc3/Scc1. ( d ) The cohesin complex 
as a bracelet or links in a chain. ( e ) The cohesin complex “handcuff” model. The 
 black  and  white bars  denote the sister chromatids       
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 Apart from the core ring-forming subunits, the functional 
cohesin complex requires the Scc3 subunit [ 17 ,  18 ]. In vertebrates, 
there are two Scc3 homologs, known as stromal antigen (SA) or 
STAG proteins, SA1/STAG1 and SA2/STAG2 [ 19 ]. Although 
Scc3 is not a structural subunit of cohesin, it is essential for cell 
growth in yeast and is required for proper cohesion processes 
[ 18 ,  20 ]. Scc3 binds directly to Scc1, and together these proteins 
mediate cohesin interaction with other proteins required for regula-
tion of sister chromatid cohesion throughout the cell cycle [ 2 ,  21 ]. 

 The structure of the cohesin complex in vivo is still a topic for 
discussion in the fi eld. Several different models of cohesin complex 
entrapment of DNA have been proposed, and each has different 
implications for the overall cohesin complex stoichiometry. The 
most prominent model of cohesin complex structure is that of a 
tripartite ring made of Smc1–Smc3–Scc1 [ 2 ,  22 ]. This ring encir-
cles sister chromatid pairs within its diameter with a 1:1:1 stoichi-
ometry (Fig.  1b ). As an alternative possibility, it has been proposed 
that these rings could be concatenated to increase the ring diame-
ter. In this model, the interacting faces each still associates with the 
same subunit, but on a different molecule (with a stoichiometry of 
2:2:2, 3:3:3, etc.) (Fig.  1c ) [ 23 ]. Instead of one ring holding two 
chromosomes, another model posits that the rings can form links 
such as on a chain. In this model, each ring holds one chromosome 
and also another cohesin ring (Fig.  1d ) [ 24 ]. Finally, a handcuff 
model has been proposed in which closed cohesin rings are bridged 
by an Scc3 molecule, a shape reminiscent of handcuff around two 
arms [ 25 ,  26 ] (Fig.  1e ). The strongest evidence so far has been for 
1:1:1 tripartite rings forming cohesin complexes in vivo on circular 
minichromosomes in yeast, but further work will defi ne whether 
this conformation is universal [ 27 ].  

3     Loading Cohesin Prior to DNA Replication 

 To properly pair chromosomes and to reduce pairing errors, sister 
chromosomes need to be held together as soon as they are dupli-
cated. Rather than loading cohesin complexes after DNA replica-
tion, the rings are loaded onto the parental DNA prior to DNA 
replication. Vertebrates perform this process almost immediately 
after the parental DNA is separated from its sister copy, during 
telophase at the end of mitosis. In fungi, the cohesin loading occurs 
during G1 phase. In both cases, a conserved protein complex per-
forms the loading. In yeast, two proteins, Scc2 and Scc4, form a 
complex and are responsible for cohesin loading (Fig.  2 ) [ 28 ]. In 
mammals, orthologs of these proteins are known as NIPBL and 
MAU2, respectively, and form a cohesin-loading complex. In the 
literature, this complex is often referred to as adherin, but it 
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was recently proposed to rename the complex kollerin to avoid 
confusion with cadherin proteins [ 23 ]. Neither subunit in the 
loading complex has enzymatic function. It is thought that the 
function of the adherin/kollerin complex is to facilitate or stimu-
late the ATPase activity of the Smc1 and Smc3 proteins to load 
them onto DNA. The ATPase activity of the Smc1/3 proteins is 
involved in loading of cohesin rings onto DNA [ 29 ,  30 ]. However, 
an ATPase mutation, which permits ATP binding but ATP hydro-
lysis, in Smc1 and Smc3 still allows for the loading of the cohesin 
ring complex onto DNA, although the association is not stable. 
This indicates that the cohesin complex can be recruited to chro-
matin without ATPase activity, but likely not in the conformation 
required for proper chromosome cohesion [ 31 ]. Strikingly, the 
localization of these mutant cohesin complexes is similar to that of 
Scc2/4,  suggesting that ATP binding by SMCs is involved in ini-
tial recruitment and association of cohesins with chromatin, but 
transition to a stable cohesin loading on DNA and subsequent 
relocalization of cohesins require ATP hydrolysis.

   What might the hydrolysis of ATP do to load cohesin rings 
onto DNA? Interestingly, the answer may come at the opposite 

  Fig. 2    Redistribution of cohesins by transcription. ( a ) The Scc2/Scc4 complex 
loads cohesin complexes onto chromatin. ( b ) The transcription machinery pushes 
some cohesin complexes to the end of open reading frames. ( c ) Cohesins inter-
act with CTCF proteins bound at the edge of open transcription       
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ends of Smc1/3 molecules, the hinge domain. There are several 
lines of evidence that the complex opens at the Smc1–Smc3 hinge 
domains to trap or encircle chromatin. Gruber et al. fused Smc1 
and Smc3 hinge domains. This fusion construct was lethal to bud-
ding yeast, whereas fusion constructs that permanently connect 
SMC subunits and Scc1 (Smc1–Scc1 and Smc3–Scc1) were not 
[ 32 ]. These experiments suggest that the ring opens at the hinge 
domain. How then could ATP hydrolysis at the NBD, which is at 
the opposite end of each SMC subunit, affect the hinge domain 
interface? Investigation of Rad50, an SMC family protein involved 
in DNA double-strand break processing, revealed that ATP hydro-
lysis at the NBD induces a conformational change of the entire 
protein [ 33 ]. The dimerization- and nucleotide-binding domains 
of Rad50 are separated by a long coiled coil of about 50 nm [ 34 ]. 
In spite of this long distance, upon ATP hydrolysis at its NBD, 
Rad50 undergoes a conformational change that rotates and releases 
Rad50 from dimerization at the hinge-domain equivalent [ 35 ]. 
Therefore, a similar conformational change may occur in the 
Smc1–Smc3 hinge interaction upon ATP hydrolysis at the NBD, 
leading to ring opening. Once the ring is opened, the next step is 
to trap sister chromatids and close the ring. The dimerization of two 
hinges from Smc1 and Smc3 is dependent on two independent 
interaction surfaces of each hinge. This confi guration creates a small 
donut-like structure at the hinge [ 2 ]. Mutational analysis of the 
hinge domains of Smc1/3 has shown that the interaction between 
two separate faces on each hinge domain is required for stable asso-
ciation of cohesin with chromatin. Mutations within either interface 
resulted in lethal defects of sister chromatid cohesion, presumably 
due to the inability to close the ring and stably load cohesins onto 
chromatin [ 36 ]. Therefore, cohesin loading involves two processes: 
ATP hydrolysis to open the complex at the hinge interface, followed 
by securing interactions of the hinge domains of Smc1/3 to close 
the ring for stable chromatin association. 

 To successfully tether sister chromatids together, cohesin 
 complexes must be loaded at many sites on each chromosome. 
Therefore, cohesin loading occurs throughout the genome. 
However, the loading sites are species specifi c, although there is 
no major difference in the quality of sister chromatid cohesion. 
In yeast, cohesin loading is especially concentrated at centromeres 
and telomeres [ 37 ]. Interestingly, in  Xenopus , the pre-replication 
complexes (pre-RCs) forming at replication origins recruit the 
Scc2–Scc4 complex [ 38 ,  39 ]. This recruitment links origins of 
 replication to cohesin loading. Other factors at both origin and 
cohesin- loading sites facilitate the loading of cohesins. In yeast, 
kinetochore proteins as well as replication fork proteins are 
required for proper loading of cohesins at the centromere and for 
subsequent stability of pericentromeric cohesion [ 40 ]. Strikingly, 
kinase activity known to regulate origin fi ring is also required for 
cohesin loading in  Xenopus . The recruitment of the adherin/kollerin 
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 complex to the pre-RC is dependent upon the DDK (Dbf4–Cdc7) 
kinase, which acts on pre-RCs [ 41 ]. It appears that mechanisms 
linking cohesin loading to other processes have somewhat diverged 
in evolution; however, each leads to successful loading of cohesin 
complexes. 

 Although cohesins are loaded at Scc2–Scc4 sites, some cohes-
ins do not stay localized at the same sites for the duration of the 
cell cycle. In yeast, large numbers of cohesin rings can be “pushed” 
or “slid” away from their original loading sites and moved into 
intergenic regions (Fig.  2 ) [ 37 ,  42 ]. Since these sites are often at 
the end of open reading frames or at regions of convergent tran-
scription, the model is that the transcription elongation complex 
facilitates the translocation of cohesins away from transcriptionally 
active sites to heterochromatin regions, usually proximal to euchro-
matin. In mammalian cells, the outcome is the same, but the 
mechanism may be different. The majority of NIPBL/Scc2- 
binding sites colocalize with cohesin rings; however, the cohesin 
ring sites far outnumber NIPBL sites, and most cohesin ring sites 
do not have coincident NIPBL binding [ 43 ,  44 ]. These results are 
consistent with the model that mammalian cohesin can be loaded 
at NIPBL/Scc2–Mau2/Scc4 sites and then relocated elsewhere 
(Fig.  2 ). However, in higher eukaryotes, cohesin rings might not be 
displaced by transcription machinery as seen in yeast. For example, 
 Drosophila  genes contain cohesins even when actively transcribed 
[ 45 ]. Therefore, the relocation of cohesin rings after loading may 
occur by a different process. In metazoans, the transcriptional 
repressor CTCF uses its zinc-fi nger domains to recognize DNA 
sequences containing CCCTC repeats. CTCF is found in numer-
ous sites on the genome and has a variety of roles in chromatin 
architecture and transcription regulation (reviewed in ref.  46 ). 
Interestingly, CTCF has a role in determining cohesin ring sites on 
DNA (Fig.  2 ). Cohesin loading is not dependent on CTCF, but 
the localization of a large subset of cohesin complexes is dictated 
by CTCF [ 16 ]. The tethering of cohesin rings to CTCF appears to 
act through SA2 (Scc3), which binds the CTCF C-terminus, and 
this interaction appears to contribute to CTCF functions in tran-
scription insulation [ 47 ]. Although this study explains how cohe-
sin complexes are associated with CTCF sites, no clear mechanism 
has been found for translocating cohesin rings from NIPBL sites to 
CTCF sites.  

4     Establishment of Sister Chromatid Cohesion During DNA Replication 

 Sister chromatid cohesion is established during DNA replication 
and maintained until the two sisters separate in mitosis. Cohesin 
complexes are loaded onto DNA and associated with chromatin 
prior to DNA replication. However, these cohesins are not yet 
engaged in sister chromatid cohesion. Initially, it was unclear 
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whether cohesin paired chromatids during DNA replication or 
after replication was completed. To test whether sister chromo-
some cohesion could be established during S phase or during G2 
(after the genome has been duplicated), Uhlmann and Nasmyth 
placed the  SCC1  gene under an inducible promoter and restricted 
Scc1 production to G1 or G2 phase in budding yeast [ 48 ]. When 
Scc1 was expressed in G1 phase (before DNA replication), the cells 
paired their chromosomes properly. However, when Scc1 expres-
sion was turned on only in G2 (after DNA replication), cells failed 
to pair their chromosomes, leading to chromosome missegrega-
tion and cell death [ 48 ]. The temporal requirement for Scc1 is 
consistent with the requirement of the adherin/kollerin cohesin 
loader complex, which is dispensable after G1 [ 49 ]. Thus, the 
cohesin ring subunits must be present when Scc2–Scc4 mediates 
their loading. Further, mutation in a critical arginine fi nger within 
the ATPase-active site suggests that Smc1/3-mediated ATP hydro-
lysis only occurs during cohesin loading during G1 in yeast [ 49 ]. 
Thus, the complete cohesin complex must be loaded onto chroma-
tin prior to DNA replication to establish sister chromatid cohesion 
[ 48 ]. In addition, cohesion establishment requires involvement of 
replication factors moving with the replication fork in order to pair 
the sister chromosomes during S phase without displacing the cohe-
sin ring from the chromatin [ 49 ]. Therefore, cohesin complexes are 
loaded prior to DNA replication, remain associated with chromatin 
during DNA replication, and then fully establish sister chromatid 
cohesion during DNA replication. Because sister chromatids are in 
close proximity immediately after DNA replication at the replication 
fork, cells are able to eliminate the need to search for sister chroma-
tids, thus increasing the fi delity of sister chromatid cohesion. 

 Upon DNA replication, the cohesin complex undergoes a 
transition, leading to a more secure association with chromatin. 
Fluorescent recovery after photobleaching (FRAP) experiments 
show that, after cohesion is established during S phase in mamma-
lian cells, cohesin complexes are far more stably associated with 
DNA [ 50 ]. One of the major S-phase factors involved in establish-
ment of sister chromatin cohesion is the acetyltransferase Eco1, 
which is also known as Ctf7 [ 18 ,  51 ]. In animals, two genes encode 
for the acetyltransferase. In humans, the Eco1 homologs are known 
as Esco1/2 (or EFO1/2), and in  Drosophila , they are called san and 
deco; both acetyltransferases are required for cohesion in animals 
[ 52 – 54 ]. In yeast, Eco1 appears to progress with the replication 
fork during DNA replication [ 37 ]. Although the Eco1 acetyltrans-
ferase activity leads to the establishment of cohesion, Eco1 does 
not promote a direct interaction of cohesin and DNA. Instead, it 
appears that Eco1-dependent acetylation leads to a stabilization of 
cohesin complexes on chromatin. The target of Eco1/Ctf7 acety-
lation activity is known to be two lysine residues near the NBD on 
the Smc3 [ 55 – 57 ]. 
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 The exact mechanism by which Eco1/Ctf7-dependent Smc3 
acetylation stabilizes cohesion is unknown, but several models have 
been put forward. In the fi rst model, Smc3 acetylation negatively 
regulates ATP binding by Smc3 and breaks the ATP-loading and 
-hydrolysis cycle of cohesin loading. This leads to stabilization of 
the cohesin complex on chromatin while preventing oligomeriza-
tion of SMC proteins that could negatively affect sister chromatid 
cohesion. This is supported by the fact that acetyl-mimetic muta-
tions of Smc3 restore viability of cells with lethal ATP-hydrolysis 
mutations of the same molecule [ 58 ]. In the second model, Smc3 
acetylation appears to have an effect on suppressing anti-cohesion 
factors, such as Wapl and Pds5, that bind to the cohesin complex 
[ 59 ,  60 ]. Mutations in budding yeast Wpl1 (Wapl homolog)  rescue 
a mutant allele of Eco1 ( eco1 - 1 ), demonstrating that these proteins 
have counteracting activities in cohesion [ 55 ]. Furthermore, when 
Wpl1 and Pds5 are deleted in yeast, the requirement for Eco1-
dependent acetylation of Smc3 is abolished, and cells remain viable. 
This is presumably due to the suppression of the anti- cohesion 
establishment activity of the Wpl1–Pds5 complex during S phase 
[ 61 ,  62 ]. Interestingly, Eco1/Ctf7 activity is continuously required 
to maintain Smc3 acetylation, but it is dispensable after DNA rep-
lication, further supporting the model that the acetylated form of 
Smc3 is only required for cohesion establishment during S phase, 
but not for cohesion maintenance after DNA replication has been 
completed [ 18 ,  51 ,  61 ]. Thus, Smc3 acetylation by Eco1/Ctf7 
may counteract an antiestablishment activity of Wapl and Pds5 in 
order to establish cohesion. In vertebrate animals, this appears to 
occur through recruitment of an essential cohesion protein, 
Sororin, which stabilizes cohesin on chromatin [ 63 ,  64 ]. Sororin is 
required only in the presence of Wapl, suggesting that Sororin 
counteracts Wapl after it is recruited to acetylated cohesins [ 65 ]. 
However, this mechanism may not be universal, because no Sororin 
homolog has been identifi ed in yeast.  

5     Establishing Cohesion at the Replication Fork 

 The establishment of cohesion at the replication fork is, as men-
tioned previously, a clever mechanism to pair sister chromatids as 
soon as they are generated. While most work has focused on how 
replication fork proteins impact chromosome cohesion pheno-
types, proper establishment of cohesion also plays an important 
role in DNA replication. It has been shown that by restricting 
Smc3 acetylation, DNA replication speed is reduced [ 66 ]. Eco1 is 
a replisome-associated acetyltransferase and travels with the repli-
some during DNA replication (Fig.  3 ) [ 49 ,  67 ,  68 ]. Overexpression 
of the polymerase clamp PCNA rescues temperature- sensitive 
mutants of Eco1 in budding yeast [ 51 ]. PCNA is a heterotrimeric 
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clamp that coordinates a myriad of interactions between replication 
and other processes [ 69 ]. Eco1 binds PCNA at its PCNA-interacting 
protein (PIP) box domain. The PIP box domain is conserved 
throughout Eco1 homologs, including the human variant Esco2 
[ 68 ]. Since Eco1 interacts with PCNA, one can imagine a model in 
which Eco1 travels with the replication fork and acetylates Smc3 sub-
units of cohesin complexes as they are encountered by the replication 
fork, establishing cohesion as the replisome  progresses (Fig.  3 ).

   During DNA replication, PCNA is loaded onto DNA 
 continuously by a fi ve-subunit clamp loader known as replication 
factor C (RFC) complex [ 70 ]. An alternative RFC complex con-
taining Ctf18 (RFC Ctf18 ) is capable of loading PCNA onto DNA 
and is required for proper sister chromatid cohesion [ 49 ,  66 ,  71 – 75 ]. 
Indeed, PCNA localization to chromatin is dramatically reduced in 
 ctf18  mutants, rendering these cells more sensitive to genotoxic 
agents [ 49 ]. However, replication and cohesion establishment 
still occur in  ctf18  cells, indicating that this function is not essential 
for cohesion establishment. An open question is how RFC Ctf18 - 
mediated PCNA loading enhances cohesin establishment in a man-
ner different from the canonical RFC complex. It is possible that 
RFC Ctf18  loads PCNA specifi cally at sites of cohesin localization or 
loads a modifi ed PCNA that interacts more effi ciently with Eco1. 
RFC Ctf18 -dependent promotion of cohesion establishment may be 
indirect, in which RFC Ctf18  might serve to increase replisome integ-
rity or maintain the replisome in a confi rmation in such a way that 
the replisome can smoothly progress through cohesin-associated 
chromosome sites. 

  Fig. 3    Interactions between the cohesins and the replisome establish sister chro-
matid cohesion. Localizing the Eco1 acetyltransferase to the replisome through 
PCNA interaction allows for cohesion establishment at the replication fork. 
Factors such as the FPC and RFC Ctf18  stabilize the replisome and ensure that the 
replisome structure is amenable to cohesion establishment       
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 Proteins involved in replisome structure and stability also play 
a role in proper cohesion establishment during DNA replication 
(Fig.  3 ). Representative of these include Mrc1/Claspin, Ctf4/
And-1, and the replication fork protection complex (FPC). Mrc1/
Claspin, which interacts with DNA polymerase ε and the MCM 
helicase, moves with the replication fork and mediates the signal 
of stalled replication forks to activate the replication checkpoint 
[ 76 – 78 ]. The Ctf4/And-1 protein acts as a linker between the 
MCM helicase and the DNA polymerase α-primase complex while 
promoting proper cohesion establishment [ 79 – 82 ]. The FPC, which 
consists of the Timeless and Tipin proteins in metazoans, plays a 
critical role in replisome stabilization and replication checkpoint 
signaling and is also involved in promoting sister chromatid cohe-
sion (reviewed in ref.  83 ). Although it is still largely unknown how 
this complex serves as a cohesion-promoting factor, depletion or 
mutation of FPC components in a variety of eukaryotic organisms 
leads to a cohesion defect [ 84 – 91 ]. It has been proposed that the 
FPC coordinates leading- and lagging-strand DNA synthesis pro-
cesses at the replication fork [ 92 ,  93 ]. Ineffi cient lagging-strand 
synthesis may cause a long stretch of single-stranded DNA, gener-
ating a large loop structure at the replication fork. Such a large 
replication fork structure with the replisome components would 
render the replisome unable to pass through the cohesin ring com-
plex [ 49 ]. Consistent with this notion, lagging-strand processing 
has been linked with Smc3 acetylation. Eco1 interacts with Fen1, a 
fl ap endonuclease required for Okazaki fragment maturation, pos-
sibly positioning the acetyltransferase to act on Smc3 as it localizes 
to the lagging-strand processing machinery [ 94 ,  95 ]. 

 As mentioned above, effi cient lagging-strand synthesis appears 
to be a key determinant of sister chromatid cohesion establish-
ment. In both mammalian cells and budding yeast, Fen1 associates 
with the ChlR1 (Chl1 in yeast) protein, a member of the FANCJ 
DNA helicase family [ 95 ,  96 ]. The loss of ChlR1 leads to sister 
chromatid cohesion defects in yeast and mammalian cells [ 97 – 101 ]. 
Biochemical studies revealed that ChlR1 stimulates Fen1 fl ap 
endonuclease activity in vitro, and loss of Fen1 itself also leads to 
cohesion defects with striking similarity to the cohesion defects 
associated with ChlR1 depletion [ 96 ], indicating the intimate link 
between lagging-strand processing at the replication fork and sister 
chromatid cohesion. It appears that ChlR1 and FPC operate in the 
same pathway to promote sister chromatid cohesion. Studies in 
human cells show that ChlR1 co-purifi es with the FPC and that 
both the FPC and ChlR1 are found to interact with cohesin com-
plexes by immunoprecipitation [ 89 ,  101 ]. ChlR1 overexpression 
rescues cohesion defects caused by FPC depletion, while Chl1 
overexpression suppresses the sensitivity of FPC mutants to geno-
toxic agents in fi ssion yeast [ 86 ,  89 ]. Furthermore, downregula-
tion of FPC or ChlR1 causes profound defects in replication 
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recover after replication stress [ 89 ,  102 ]. Considering that ChlR1 
interacts with Fen1 [ 96 ], it is highly possible that the FPC and 
ChlR1 act together to facilitate lagging-strand synthesis to accom-
modate proper establishment of sister chromatid cohesion at the 
replication fork. 

 In addition to the direct involvement of lagging-strand synthesis 
in sister chromatid cohesion, the replisome itself may also need to 
be stabilized when it passes through the cohesin-bound chromo-
some regions. It is proposed that the fork stalls transiently at the 
sites of cohesin complexes, necessitating fork stabilization [ 103 ,  104 ]. 
Indeed, the FPC and ChlR1/Chl1 are involved in maintaining 
replisome stability when the replication fork stalls, probably at the 
lagging strand [ 83 ,  102 ]. It is also important to note that RFC Ctf18  
is involved in both fork stabilization and sister chromatid cohesion 
[ 86 ]. Interestingly, loss of RFC Ctf18  results in reduced levels of 
Smc3 acetylation [ 66 ]. In addition, RFC Ctf18  stimulates the helicase 
activity of ChlR1, suggesting the role of RFC Ctf18  in lagging-strand 
processing. Therefore, it is possible that fork stabilization and effi -
cient lagging-strand synthesis are required for effi cient acetylation 
of Smc3 by Eco1 acetyltransferase at the replication fork. Since 
Eco1 physically associates with PCNA [ 68 ], the localization of 
Eco1 at the fork may be dependent on PCNA loaded by RFC Ctf18  
and also on Fen1 engaged at the lagging strand. Such a molecular 
confi guration may provide a condition for effi cient Smc3 acetyla-
tion that promotes fork progression through cohesin-bound chro-
mosome regions. An alternative explanation is that uncoupling the 
lagging strand from the leading strand creates a structure that is 
incompatible with passage through the cohesin complex. Additional 
studies are needed to disentangle these possibilities and determine 
the relationship between replisome progression and cohesion 
establishment.  

6     G2/M Phase: Maintaining and Disassembling Chromosome Cohesion 

 Once sister chromatid cohesion is established, it must be main-
tained until cells segregate sister chromosomes at anaphase. Upon 
the completion of DNA replication in budding yeast, cohesion 
establishment is ended by the Clb2–Cdk1 complex-dependent 
phosphorylation of Eco1 [ 105 ]. This phosphorylation greatly 
enhances the targeting of Eco1 to the SCF Cdc4  ubiquitin ligase 
complex, leading to the degradation of Eco1 [ 106 ]. There is one 
notable exception: in response to DNA damage, Eco1 is stabilized, 
and cohesin complexes need to be loaded at the sites of DNA dam-
age for a proper DNA damage response [ 107 – 109 ]. Therefore, in 
the absence of DNA damage, chromosome cohesion must be 
maintained on chromosomes after DNA replication, since Eco1 is 
not available to reestablish cohesion. 
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 After DNA replication, cohesin complexes are rendered far 
more stable on chromatin than prior to S phase. FRAP studies in 
both yeast and humans show that the turnover of cohesin  complexes 
on chromatin is greatly reduced in G2 [ 36 ,  50 ,  110 ]. In human 
cells perhaps one-third of cohesin complexes are stably associated 
with chromatin for the duration of G2 phase, a dramatic increase 
from the ~25-min residence time of G1 cohesin complexes [ 50 ]. 
In this state, cohesins stably pair sister chromatids until  mitosis 
where the process of removing cohesin complexes is highly regu-
lated (Fig.  4 ).

   How is then cohesion maintained? It appears that Smc3 
acetylation has a key role in this mechanism. Major factors 
involved in cohesion maintenance include Scc3 and Pds5. In the 
absence of functional Scc3 or Pds5, the levels of cohesin on 
DNA are reduced [ 18 ,  111 ]. As described below, Pds5 appears 
to protect Smc3 from deacetylation by Hos1/HDAC8 deacety-
lase during G2 phase through early mitosis. Since cohesion main-
tenance and subsequent cohesin removal are tightly coordinated, 

  Fig. 4    The cohesin complex is opened by two mechanisms at mitosis. G2 cohesins 
are stabilized and protected from dissociation and complex opening. On chromo-
some arms, mitotic kinases phosphorylate multiple targets, reducing Sororin 
 inhibition of Wapl and opening the cohesion complex at the Smc3–Scc1 interface. 
At centromeres and pericentromeres, the APC destroys securin, activating sepa-
rase and leading to Scc1 degradation and complex opening       
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the mechanisms that  stabilize cohesin complexes on chromatin 
must be  effi ciently deactivated to facilitate removal of cohesin 
complexes during mitosis. 

 Cohesin complexes distributed over each chromatid pair in the 
eukaryotic genome must be disassembled at the proper time every 
cell cycle. The dismantling of cohesion completes the task of the 
cohesin complexes that pair the sister chromatids until they are 
separated equally to two daughter cells. Two distinct processes 
are initiated during mitosis to remove cohesin complexes (Fig.  4 ). 
First, during prophase and metaphase much of the cohesin com-
plexes localized to chromosome arms are released. This action is 
followed by destroying cohesin complexes at pericentromeric 
regions at the metaphase–anaphase transition, allowing the segre-
gation of sister chromatids to opposing poles. Together, these pro-
cesses remove all functional cohesin complexes from the DNA. 

 First, removal of cohesin complexes from the chromosome arms 
requires the antiestablishment factor Wapl [ 59 ,  60 ]. Interestingly, 
Wapl-mediated alleviation of cohesion does not require degradation 
of cohesins, whereas later stage cohesin removal does. Instead, 
Wapl-associated cohesin removal involves opening of the cohesin 
complex at the Smc3–Scc1 interface [ 112 ]. This is counteracted by 
Smc3 acetylation, which represses Wapl- mediated cohesin opening 
[ 112 ,  113 ]. Therefore, maintaining Smc3 acetylation is vital to 
 preserving cohesion until prometaphase. By preventing the Wapl-
dependent cohesin opening, Pds5, in concert with Scc3, protects 
Smc3 acetylation from a deacetylase known as HDAC8 (Hos1 in 
budding yeast) [ 114 ]. 

 It appears that the concerted effort of several kinases on  cohesin 
complexes effectively deactivate the protective activity of Pds5 and 
Sororin, the latter of which stabilizes acetylated  cohesins by coun-
teracting Wapl activity [ 63 ,  65 ,  115 ,  116 ]. Consistent with this 
idea, phosphorylation of SA2 (Scc3 ortholog) is required for the 
dissociation of cohesins during prophase and prometaphase [ 117 ]. 
Mitotic cyclin–CDK complexes phosphorylate  Xenopus  XSA1/2 
(Scc3 orthologs) in vitro [ 19 ]. Plk1 activity is required for allevia-
tion of cohesion during mitosis, where  Xenopus  Scc3 orthologs are 
phosphorylated in a Plk1-dependent manner [ 118 ]. Furthermore, 
proteomics approaches indicate that both Pds5 and Wapl are phos-
phorylated by mitotic kinases [ 116 ]. Sororin- dependent antago-
nization of Wapl is also regulated by mitotic kinases. During mitosis, 
aurora B and cyclin–CDK complexes phosphorylate Sororin, thus 
freeing Wapl from its inhibition [ 119 ]. From these studies, one 
could imagine a mechanism by which mitotic kinases further stimu-
late Wapl activity (by removal of Sororin) while deactivating Pds5 
to allow deacetylation of Smc3 and opening of cohesin complexes. 
It is also possible that phosphorylation of cohesin complexes pro-
motes Smc3 deacetylation (Fig.  4 ). These actions lead to robust 
cohesin complex release from DNA on chromosome arms. 
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 Interestingly, the process of cohesin removal at centromeric/
pericentromeric regions is Wapl independent. The centromeric 
regions of sister chromosomes are protected during metaphase by the 
Shugoshin (Sgo1) protein [ 120 ]. When SA2 mitotic phosphorylation- 
site mutants were expressed, cohesion defects and the mitotic arrest 
phonotype of Sgo1-defi cient cells were  alleviated, suggesting that 
Shugoshin prevents phosphorylation of Scc3 to preserve cohesion 
until Shugoshin is destroyed [ 121 ]. Indeed, Shugoshin is activated 
by mitotic cyclin–CDK activity and associates with centromeres dur-
ing mitosis [ 122 ]. At the centromere, Shugoshin recruits PP2A, a 
phosphatase that prevents the phospho-regulation of cohesin sub-
units [ 123 ]. The localization of PP2A to centromeres prevents 
the Wapl-mediated mechanism of cohesin removal by preventing 
phosphorylation of key cohesin components. Therefore, another 
mechanism must control cohesin removal at the centromeric and 
pericentromeric regions of chromosomes. 

 Sister chromatid separation should ideally occur during ana-
phase as this is when sister chromosomes migrate to opposite poles 
of the mitotic spindle. Cohesion of chromosome arms is removed 
before the metaphase–anaphase transition, leaving only centro-
meric cohesion to tether sister chromatids to each other. This 
leaves a relatively small area of each chromosome held by cohesins 
left to remove. At the onset of anaphase, the Scc1 subunit of the 
tripartite cohesin complex undergoes a proteolytic cleavage by a 
protein known as separin or separase [ 124 ,  125 ]. The separin pro-
tein is bound and rendered inactive by securin, preventing prema-
ture activity [ 126 ,  127 ]. Securin is a target of the anaphase-promoting 
complex (APC), a ubiquitin ligase complex that becomes active at 
the metaphase–anaphase transition [ 128 ,  129 ]. Securin has been 
characterized as one of the major targets (along with the mitotic 
cyclin) for the APC Cdc20  complex in yeast cell-cycle regulation 
[ 130 ]. Once securin is degraded, separin/separase is free to cleave 
Scc1 and relieve chromosome cohesion, allowing sister chromatids 
to be pulled to their respective poles by the mitotic microtubule 
spindle (Fig.  4 ). At this point, chromosomes are unpaired and free 
of cohesin complexes. Prior to the next DNA replication round, 
cohesins are loaded again and the cycle is iterated.  

7     Cohesinopathies: Broken Rings That Compromise Genomic Integrity 

 The regulation of genetic inheritance is critical for the reproductive 
and cellular health of humans. Although not discussed in this 
review, meiotic chromosome cohesion uses a similar mechanism to 
that of mitotic sister chromatid cohesion, and failure to properly 
pair chromosomes during meiosis can lead to trisomy disorders 
such as Downs, Edwards, or Patau syndromes [ 131 ]. However, 
most types of aneuploidy are incompatible with development. 
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In analyses of human spontaneous abortions, it has been observed 
that over 35 % are trisomic or monosomic [ 132 ]. It has been pro-
posed that this high rate of chromosomal abnormalities is due to 
chromosome cohesion defects during meiosis, probably due to the 
fact that cohesion must be maintained for many years in human 
oocytes (reviewed in ref.  133 ). 

 Autosomal or spontaneous mutations in the cohesion estab-
lishment and maintenance pathways can also lead to syndromes in 
humans that are collectively known as cohesinopathies. The severity 
of these disorders underlines the importance of maintaining proper 
sister chromosome cohesion during development and cell prolif-
eration in tissue maintenance. Cornelia de Lange syndrome (CdLS) 
is a human disease characterized by short stature, craniofacial/limb 
abnormalities, seizures, and mental retardation. In addition, many 
CdLS patients die of gastrointestinal problems or pneumonia, sug-
gesting immune-system problems in these patients [ 134 ]. CdLS is 
caused by mutations in cohesion proteins NIPBL (the human Scc2 
homolog), Smc1, or Smc3 [ 135 – 138 ]. Mutations in NIPBL, the 
cohesin loader, have a stronger effect and lead to a more serious 
form of CdLS. Recently, mutations in HDAC8, the Smc3 deacety-
lase, have also been identifi ed in some CdLS patients with previ-
ously uncharacterized mutations [ 139 ]. 

 Interestingly, cells derived from CdLS patients display strong 
sensitivity to DNA-damaging agents [ 140 ]. This suggests that 
some phenotypes of the disease could result from improper DNA 
repair responses, yet most CdLS patients do not have increased 
tumor incidence. Roberts syndrome has a similar clinical presenta-
tion to CdLS, although it is caused by mutations in Esco2 acetyl-
transferase [ 141 ]. 

 A recently characterized disease, Warsaw breakage syndrome 
(WABS), has been attributed to the loss of functional DDX11/
ChlR1 DNA helicase, which plays a critical role during S phase to 
establish proper sister chromatid cohesion [ 101 ,  102 ,  142 ,  143 ]. 
Mutations to both alleles of the  DDX11 / CHLR1  gene lead to 
WABS, which is characterized by severe developmental defects, 
including microcephaly, growth and mental retardation, and facial 
dysmorphy [ 143 ]. The fi rst WABS patient was reported to carry 
biallelic mutations in the  DDX11 / CHLR1  gene, including a 
splice-site mutation and a carboxyl-terminal deletion [ 143 ]. More 
recently, a new homozygous mutation in  DDX11 / CHLR1  was 
identifi ed in siblings with many of the symptoms associated with 
WABS, confi rming the role of  DDX11 / CHLR1  mutations in 
WABS [ 144 ]. Interestingly, the phenotypic presentation of WABS 
is a combination of those seen in patients with mutations in cohe-
sion establishment proteins (such as Roberts syndrome or CdLS) 
and in Fanconi anemia pathway, which plays a critical role in the 
repair of DNA interstrand cross-links during DNA replication 
[ 145 ], further confi rming the role of DDX11/ChlR1 in sister 
chromatid cohesion during S phase. 
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 The processes of cohesin establishment, maintenance, and 
 dissolution are tightly regulated through the cell cycle. The ability to 
coordinate chromosome cohesion with DNA replication is critical 
for proper sister chromatid pairing during S phase, thereby allow-
ing for their equal segregation at mitosis. Unlocking these 
 mechanisms is an important research focus of genome maintenance 
mechanisms. However, much work remains to understand how the 
processes occurring at the replication fork are linked to cohesin 
complexes. Importantly, CdLS cells have increased genotoxic sen-
sitivity [ 140 ], and WABS cells show combined phenotypes of 
Fanconi anemia and the cohesinopathies, including abnormal 
chromosome segregation and sensitivities to interstrand cross- 
linking agents [ 143 ]. These fi ndings indicate the inseparable con-
nection between sister chromatid cohesion and DNA replication/
repair pathways. By studying the mechanisms of these diseases and 
developing possible therapeutic strategies, we will have a unique 
opportunity to further characterize the complicated interplay 
between DNA replication and cohesion processes.     
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    Chapter 6   

 The Greatwall–PP2A Axis in Cell Cycle Control    

           Peng     Wang    ,     Marcos     Malumbres    , and     Vincent     Archambault    

    Abstract 

   Cell cycle progression is largely controlled by reversible protein phosphorylation mediated by cyclically 
activated kinases and phosphatases. It has long been known that cyclin B–Cdk1 activation triggers mitotic 
entry, and the enzymatic network controlling its activation and inactivation has been well characterized. 
Much more recently protein phosphatase 2A (PP2A) together with its B55 regulatory subunit has been 
recognized as the major activity dephosphorylating Cdk1 targets. Moreover, PP2A-B55 activity is high in 
late M phase and interphase, but low at mitotic entry. A series of discoveries in the fl y and frog model 
systems have uncovered the molecular mechanism mediating this regulation. The Greatwall (Gwl) kinase 
activates endosulfi nes, which become specifi c inhibitors of PP2A-B55. Cdk1-dependent activation of Gwl 
at mitotic entry leads to PP2A-B55 downregulation, which synergizes with Cdk1 activation to promote 
the phosphorylated states of several mitotic substrates. Much less is known on the mechanisms inactivating 
Gwl and endosulfi nes at mitotic exit. Recent reports show the importance of spatiotemporal regulation of 
Gwl, endosulfi nes, and PP2A-B55 for cell cycle progression. The various systems and cell types differ in 
their dependence on the Gwl–PP2A axis for cell cycle progression. Moreover, this pathway also regulates 
gene expression in yeast, and this function could be conserved in metazoans.  

  Key words     Cell cycle  ,   Mitosis  ,   Mitotic exit  ,   Greatwall  ,   PP2A  ,   B55  ,   Endosulfi ne  ,   Cdk1  

1       Cyclin B–Cdk1 Commands Mitotic Entry 

 Activated cyclin B–Cdk1, also known as maturation-promoting 
factor (MPF), triggers mitotic or meiotic entry by phosphorylating 
a large number of substrates [ 1 ]. These phosphorylation events 
promote the reorganization of the cellular architecture, including 
mitotic spindle assembly, chromosome condensation, and nuclear 
envelope breakdown (NEB). This large-scale phosphorylation 
campaign is highly coordinated. Before mitotic entry, Cdk1 is 
inhibited by the Wee1 and Myt1 kinases by phosphorylation at 
Thr14 and Tyr15. As cyclin B levels rise, partially active cyclin 
B–Cdk1 contributes to the activation of the Cdc25 phosphatase, 
which removes inhibitory phosphates on Cdk1. Meanwhile, 
with the reinforcement of Plk1, active Cdk1 launches counterat-
tacks on its inhibitory kinases Wee1/Myt1 through direct 
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 phosphorylation to initiate their inactivation. These mechanisms 
contribute to a switch-like activation of MPF, leading to a rapid 
mitotic entry [ 2 ] (Fig.  1 ).

   The decisive effect of cyclin B–Cdk1 activity on mitotic entry 
is the result of the phosphorylation of a plethora of substrates, 
perhaps hundreds of them. It has been diffi cult to ascribe essential 
roles to individual phosphorylation sites on Cdk1 substrates in the 
major cellular changes occurring at mitotic entry. In addition to its 
effect on other enzymatic regulators of mitotic entry and exit, 
cyclin B–Cdk1 phosphorylates several effectors, including proteins 
involved in cellular rearrangements. For example, Cdk1-dependent 
phosphorylation of lamins appears to be important for NEB [ 3 ], 
phosphorylation of condensin promotes chromosome condensa-
tion [ 4 ], and phosphorylation of several microtubule-associated 
proteins contributes to the alteration of microtubule dynamics and 
helps the formation and proper function of the mitotic spindle [ 5 ]. 
Most cyclin B–Cdk1 substrates are not degraded but are dephos-
phorylated at mitotic exit.  

2     PP2A-B55 Opposes Cyclin B–Cdk1 

 The importance of periodical cyclin–Cdk activity for cell cycle pro-
gression was recognized early on, already from the identifi cation of 
the fi rst cyclin as a cyclically appearing protein in sea urchin 
embryos [ 6 ]. Different types of cyclins were subsequently 
identifi ed, with differences in the cell cycle events they regulate. 

cyclin B-Cdk�

Gwl

Cdc��

PP�A-B��

Plk�

Phosphorylated
Substrates
→ MITOSIS

endos.

Wee�
Myt�

  Fig. 1    Wiring model for the control of mitotic entry.  Rectangles  are kinases, and 
 ovals  are phosphatases. Activation events are indicated by  pointed arrows , and 
inhibition events are indicated by  blunt-ended arrows . Cyclin B–Cdk1, Cdc25, 
Plk1, Gwl, and endosulfi nes promote mitotic entry, whereas PP2A-B55, Wee1, 
and Myt1 repress mitotic entry. See text for more details       
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Much investigation then explored to what extent different cyclin 
subunits confer molecular substrate specifi city to the Cdks or 
whether total Cdk activity levels were responsible for ordering the 
cell cycle events [ 7 ,  8 ]. However, it was generally assumed that 
constitutive phosphatase activity would suffi ce in reversing Cdk 
substrate phosphorylation at mitotic exit. 

 Discoveries in budding yeast profoundly altered this view. In 
this system, the phosphatase Cdc14 was shown to dephosphorylate 
several Cdk1 substrates at mitotic exit [ 9 ]. Moreover, Cdc14 was 
regulated in the cell cycle by an elegant mechanism. Upon comple-
tion of anaphase through the bud neck, a signalling cascade, the 
mitotic exit network (MEN) was triggered, leading to its pan- 
cellular release from a nucleolar sequestration [ 10 ]. Because there 
are Cdc14 sequence orthologs in higher eukaryotes, many expected 
that the role of Cdc14 in reversing phosphorylation by Cdk1 at 
mitotic exit would be conserved. So often before, budding yeast 
had been bringing understanding of conserved mechanisms of cell 
cycle control. However, strong evidence for such a role for Cdc14 
orthologs in animals is still lacking [ 11 ]. 

 Results obtained in fl ies and frogs suggested that protein 
phosphatase 2A (PP2A) played an important role in this process. 
PP2A is a heterotrimeric protein composed of a structural subunit 
(A), a catalytic phosphatase subunit (C), and a regulatory or an 
adaptor subunit (B) [ 12 ]. At least four subtypes of regulatory sub-
units exist (B55/B, B56/B′, B″, and B′′′), with several members 
of each subtype in humans. Drosophila mutants in  twins  ( tws ), the 
sole subunit of the B55 subtype, showed a strongly reduced ability 
to dephosphorylate Cdk1 substrates [ 13 ]. Moreover, Tws was 
required for anaphase [ 14 ]. Forms of PP2A had been found to 
oppose cyclin B–Cdk1 in human cell extracts [ 15 ] and in cycling 
Xenopus egg extracts [ 16 ]. In human cells, immunostaining exper-
iments revealed that a pool of PP2A-B55 localized to microtubules 
and that its phosphatase activity was low in G2 and M but high in 
interphase [ 17 ]. The authors tried to imagine the possible mecha-
nisms of regulation at play. 

 More recently, it was shown that PP2A-B55δ is cell cycle 
regulated in Xenopus egg extracts, following an opposite pattern 
to cyclin B–Cdk1 (high in interphase and low in M phase), and 
that this regulation is crucial for mitotic entry and exit [ 18 ,  19 ]. 
Moreover, PP2A-B55δ was relatively specifi c for a model Cdk1 
substrate [ 18 ]. In mammalian cells, an RNAi screen coupled to 
live-cell imaging of cell division identifi ed PP2A-B55α as the major 
phosphatase needed for mitotic exit events, including spindle disas-
sembly and nuclear envelope reformation [ 20 ]. In parallel, both 
PP2A-B55α and PP2A-B55δ activities, the two ubiquitous iso-
forms of the B55 mammalian family, were shown to be required 
for mitotic exit in mouse cells [ 21 ]. Other phosphatases, including 
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PP1, are likely to contribute to mitotic exit, and this is being 
investigated [ 21 ,  22 ]. But the role of PP2A-B55 enzymes in antag-
onizing Cdk1 in higher eukaryotes is clear. 

 However, in  S. cerevisiae , PP2A-Cdc55 (B55) promotes 
mitotic entry [ 23 ] and represses mitotic exit by promoting the 
nucleolar sequestration of the Cdc14 phosphatase [ 24 ,  25 ]. The 
localization and enzymatic activity of PP2A-Cdc55 are regulated 
in the cell cycle partly by Zds1 and Zds2, two paralogs that appear 
to lack orthologs in higher eukaryotes [ 23 ,  25 ,  26 ]. At face value, 
the roles of phosphatases in cell cycle regulation of the budding 
yeasts and animals show shocking discrepancies in the cell cycle 
machinery of otherwise highly similar molecular systems.  

3     Greatwall Assists Cyclin B–Cdk1 by Antagonizing PP2A-B55 

 Two independent genetic screens in Drosophila and one RNAi 
screen in S2 cells identifi ed Greatwall (Gwl) as an important mitotic 
kinase [ 27 – 30 ]. Its name comes from initial phenotypic observa-
tions that suggested that the gene acted to protect the structure of 
mitotic chromosomes [ 28 ]. The authors recognized that the 
chromosome condensation defects observed in  gwl  mutant fl ies’ 
neuroblasts could refl ect a reduction in cyclin B–Cdk1 function. 
A gain of Gwl function in syncytial embryos caused mitotic defects 
when the activity of Polo kinase was reduced [ 29 ]. Yet, the down-
stream substrate and molecular process controlled by Gwl remained 
unknown. Sequence alignments showed that the Gwl kinase was 
conserved from yeasts to vertebrates [ 28 ] ( see  Table  1  for names of 
components of the Gwl–PP2A axis in different organisms). The 
single kinase domain of Gwl is interrupted by a very long stretch of 
protein sequence that we now know to serve in the spatial regula-
tion of Gwl (discussed below).

   Biochemical experiments in Xenopus egg extracts provided 
some crucial clues regarding the regulation of Gwl. Immuno-
depletion of Gwl from M phase-arrested egg extracts induced 

   Table 1  
     Names of proteins of the Gwl–PP2A axis in different organisms   

  Protein function    D. melanogaster    X. laevis    H. sapiens    S. cerevisiae  

 Kinase  Gwl  Gwl  MASTL (Gwl)  Rim15 

 Phosphatases  PP2A-Tws  PP2A-B55α  PP2A-B55α  PP2A-Cdc55 
 PP2A-B55δ  PP2A-B55δ 

 Phosphatase 
inhibitors 

 Endos  Endosulfi ne 
(ENSA) 

 Endosulfi ne 
(ENSA) 

 Igo1 

 Arpp19  Arpp19  Igo2 
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mitotic exit despite high cyclin B–Cdk1 activity [ 31 ]. Moreover, 
the addition of low concentrations of okadaic acid, known to 
inhibit PP2A, restored the M-phase state when Gwl was depleted, 
suggesting that the function of Gwl was to inhibit PP2A [ 32 ]. It 
was quickly shown that PP2A-B55 was the specifi c downstream 
phosphatase antagonized by Gwl [ 19 ,  32 ], but the molecular 
mechanism of this function remained unknown. 

 A major breakthrough came from the identifi cation by two 
independent groups of endosulfi ne (ENSA) and Arpp19, two small 
homologous proteins, as substrates of Gwl in Xenopus extracts 
[ 33 ,  34 ]. These proteins provided the missing link between Gwl 
and PP2A-B55. Once phosphorylated, endosulfi ne and Arpp19 
(here together referred to as endosulfi nes) become specifi c inhibi-
tors of PP2A-B55 (and not other forms of PP2A). These fi ndings 
led to a model whereby activation of Gwl at mitotic entry leads to 
inhibition of PP2A-B55, promoting the accumulation of phos-
phorylated forms of Cdk1 substrates [ 35 ]. 

 The identifi cation of endosulfi nes as Gwl substrates is the result 
of heroic biochemical screens. The determination of ENSA as a key 
substrate of Gwl [ 33 ] was also aided by the observation made ear-
lier in Drosophila mutants of  endosulfi ne  ( endos ), where female 
meiosis fails to progress to the normal metaphase I arrest, despite 
normal cyclin B–Cdk1 activity [ 36 ], a situation reminiscent of the 
mitotic exit observed in Xenopus extracts depleted of Gwl [ 31 ]. 
While this biochemical work in Xenopus extracts was being 
conducted, two independent genetic screens for enhancers and 
suppressors of a gain-of-function allele of Gwl in Drosophila eggs 
identifi ed mutation in PP2A-B55/Tws subunit genes and in  endos , 
respectively [ 37 ,  38 ]. The two studies went on to show that the 
Gwl–endosulfi ne–PP2A-B55 mechanism proposed in frogs was 
conserved in fl ies and was important for mitosis and meiosis. 
Experiments in human cells and in mice also confi rmed that the 
pathway contributes to cell cycle regulation in mammals, where 
Gwl is also known as microtubule-associated serine threonine-like 
kinase (Mastl) [ 21 ,  39 ,  40 ].  

4     Importance of the Gwl–PP2A Axis for Cell Cycle Regulation in Various Systems 

 Unlike Cdk1, Gwl is not essential for mitotic entry in all systems. 
In Drosophila,  gwl  null mutants mostly die during development 
but occasionally develop to adulthood, albeit with various 
morphological defects [ 29 ]. Examination of  gwl  mutant neuro-
blasts or Gwl RNAi-depleted cells in culture shows chromosome 
and spindle defects, but cells do enter mitosis [ 28 – 30 ]. In addi-
tion, a recent genetic model in the mouse has shown that the 
kinetics of mitotic entry are not altered in the absence of Gwl, 
whereas most Gwl-null cells display mitotic aberrations and  defective 
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chromosome  segregation [ 41 ]. Gwl-defi cient mouse embryos also 
display an accumulation of aberrant mitotic cells in vivo [ 41 ]. Previous 
results from Gwl silencing in mammalian cells described a delay in 
G2, accompanied by increases in anaphase bridges and multinucle-
ation, but not a highly penetrant cell cycle arrest [ 39 ,  40 ]. Cells in 
these studies were synchronized by different protocols that result 
in certain levels of DNA damage, and the delays in G2 may there-
fore be a consequence of the requirements for Gwl in checkpoint 
recovery [ 42 ,  43 ]. Therefore, the inhibition of PP2A-B55 by the 
Gwl pathway is not essential for mitotic entry in unperturbed cell 
cycles but may have a critical role in the recovery from stress condi-
tions. However, to what extent other members of the Mastl kinase 
family (Mast1–4) can compensate for the absence of Gwl needs to 
be explored. 

 Only a fraction of mitotic phosphorylation substrates may 
require protection from PP2A-B55 in mitosis, and their identity 
remains to be established. One of these crucial substrates appears 
to be PRC1, a protein required for microtubule bundling and 
 central spindle function during cytokinesis. Cdk1 phosphorylates 
PRC1 in early mitosis to prevent its interaction with microtu-
bules [ 44 ]. It was recently shown that PP2A-B55 is responsible for 
dephosphorylating PRC1 at the Cdk1 site and that Gwl and ENSA 
activities are required to delay PP2A-B55 activity towards PRC1 
until late anaphase [ 45 ]. Failure to delay PP2A-B55 activation causes 
premature PRC1 recruitment to microtubules and central spindle 
contraction before sister chromatids have completed segregation. 
It remains to be seen whether the proposed Gwl-dependent delay 
between the onset of cyclin B and securin degradation and PP2A-
B55 activation in mitotic exit is refl ected on a majority of PP2A-B55 
substrates. 

 While inactivation of Gwl does not prevent mitotic entry in 
Drosophila or vertebrate cells, depletion of Gwl from mitotic 
Xenopus egg extracts causes inactivation of cyclin B–Cdk1 and 
complete exit from the mitotic state [ 31 ]. This result alone suggests 
an essential role for Gwl in the maintenance of M phase, at least in 
eggs. It has even been shown that Gwl is an essential component 
of the MPF (together with cyclin B–Cdk1) as originally defi ned as 
a biochemical activity necessary and suffi cient for M-phase entry 
[ 46 ]. A Drosophila mutant allele of Gwl that disrupts its function 
specifi cally in the female germline has been shown to cause sterility 
and a failure to maintain the normal metaphase I arrest in eggs [ 29 ]. 
Thus, meiosis could depend more heavily on Gwl than could 
mitosis [ 47 ]. As Gwl is also required for meiotic maturation in pig 
oocytes [ 48 ], it is very likely to be essential for female  meiosis in 
humans. 

 The components of the Gwl–PP2A axis are conserved in yeasts. 
In  S. cerevisiae , Rim15 (Gwl) and Igo1/2 (endosulfi nes) are not 
required for unperturbed cell cycles. Yet, they are needed for 
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timely mitotic entry under temperature stress [ 49 ]. That Rim15 
and Igo1/2 promote mitotic entry may appear surprising because 
inhibition of PP2A-Cdc55 is known to promote mitotic exit [ 24 ]. 
Although phosphorylation of Igo1 and Igo2 by Rim15 enables 
them to bind and inhibit PP2A-Cdc55 in vitro, genetic results sug-
gest that Igo1 and Igo2 positively regulate PP2A-Cdc55 [ 49 ]. 
Therefore, although the Gwl–PP2A axis does contribute to cell 
cycle regulation in yeast, its mechanism may differ from that in 
higher eukaryotes. Alternatively, some aspects of the Gwl–PP2A 
pathway may be more complex than proposed in our current sim-
ple models and conserved between animals and yeast.  

5     Spatiotemporal Regulation of the Gwl–PP2A Axis 

 In vitro experiments have shown that Gwl activation depends on 
its phosphorylation by cyclin B–Cdk1 at mitotic entry and by an 
unprecedented mechanism involving an intramolecular rear-
rangement of Gwl [ 31 ,  50 ,  51 ]. The identity of the phosphatases 
that inactivate Gwl and endosulfi nes and precisely when this 
occurs in the cell cycle is currently unknown. Neither Gwl nor 
endosulfi nes or PP2A-B55 has been shown to be cell cycle regu-
lated by ubiquitin- dependent proteolysis. Yet, other levels of con-
trol can contribute to regulate the pathway. Our tendency to 
interpret genetic and biochemical results as simple wiring dia-
grams (Fig.  1 ) can lead us to forget that enzymes and substrates 
alike are organized heterogeneously in the cell, sometimes even 
sequestered away in different compartments. It is therefore para-
mount to carefully examine the spatiotemporal dynamics of 
mitotic entry and exit regulators if we are to truly understand cell 
cycle regulation (Fig.  2 ).

   Spatial regulation is clearly important for cyclin B–Cdk1 acti-
vation. As it begins to become active in the cytoplasm, cyclin B–
Cdk1 promotes its autophosphorylation on cyclin B and its nuclear 
import [ 52 – 54 ]. This mechanism allows a sharp transition at 
mitotic entry that promotes proper coordination of subsequent 
mitotic events. Meanwhile, B55 regulatory subunits (likely con-
tained in PP2A-B55 holoenzymes) are suspiciously cytoplasmic [ 55 ]. 
Because cyclin B is phosphorylated by Cdk1, it could be a target 
for dephosphorylation by PP2A-B55, thus imposing the need to 
physically separate cyclin B–Cdk1 and PP2A-B55 at mitotic 
entry [ 54 ]. 

 At the time of its initial identifi cation in Drosophila, Gwl was 
observed to be nuclear in interphase and to become dispersed in 
the cytoplasm after NEB [ 28 ]. We have recently found that 
Drosophila and human Gwl become cytoplasmic and excluded from 
the nucleus for a few minutes in prophase, before NEB [ 41 ,  56 ]. 
The enigmatic central region of the Gwl protein, interrupting the 
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kinase domain, turned out to serve as a platform for this spatial 
regulation. It contains nuclear localization signals (NLSs) and is 
the target of multiple phosphorylation events. In Drosophila, 
phosphorylation of Gwl by Polo and cyclin B–Cdk1 in the central 
region of Gwl promotes its cytoplasmic localization in prophase [ 56 ]. 
Murine Gwl exhibits a similar behavior in cell culture, and its 
nuclear exclusion in prophase has been shown to require its own 
kinase activity and its activation by cyclin B–Cdk1- dependent 
phosphorylation in its kinase domain [ 41 ]. Drosophila Gwl kinase-
dead mutants also fail to become excluded from the nucleus in 
prophase (unpublished observations). Therefore, multiple mecha-
nisms appear to collaborate to ensure the effi cient translocation of 
Gwl from the nucleus to the cytoplasm before NEB, suggesting 
the functional importance of Gwl translocation. In yeast, the 
nucleocytoplasmic localization of Rim15 is regulated by phosphor-
ylation, although this process has not been fi nely dissected [ 57 ]. 
The precise mechanisms mediating the translocation of Gwl may 
differ between organisms, especially events associated with the 
 central region of Gwl, which is poorly conserved in sequence. 

 Rescue experiments in fl ies and mammalian cells in culture 
showed that both the nuclear localization of Gwl and its nuclear 
exclusion in prophase are required for its function [ 41 ,  56 ], indi-
cating the importance of the spatiotemporal regulation of this 
kinase during the cell cycle. We have proposed that the nuclear 
localization of Gwl may poise it for effi cient and timely activation 
by cyclin B–Cdk1 in the nucleus in prophase [ 41 ,  56 ]. It will be 
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  Fig. 2    Spatial model for the Gwl–PP2A axis in the control of mitotic entry. In interphase, cyclin B–Cdk1 is 
largely inactive, while PP2A-B55 is active. Both cyclin B–Cdk1 and PP2A-B55 are mostly cytoplasmic, while 
Gwl is nuclear. In early prophase, cyclin B–Cdk1 begins to shuttle into the nucleus and becomes active through 
the auto-amplifi cation loop (not shown). In the nucleus, cyclin B–Cdk1 activates Gwl. Gwl then translocates to 
the cytoplasm, where it is positioned to antagonize PP2A-B55 by phosphorylating endosulfi nes (not shown). As 
a result, the cyclin B–Cdk1/PP2A-B55 ratio is high throughout the cell before NEB       
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interesting to determine to what extent Gwl’s relocalization to 
the cytoplasm helps antagonize PP2A-B55 in prophase. 
Endosulfi nes are small enough proteins to diffuse freely through 
the nuclear pores, and therefore the nucleocytoplasmic localization 
of Gwl should have little effect on the localization of phosphory-
lated endosulfi nes, unless their diffusion is restricted in some way. 
Unphosphorylated Drosophila Endos can interact with Tws 
(B55) in vitro [ 47 ], suggesting that its nucleocytoplasmic diffusion 
may be restricted by PP2A-Tws. Intriguingly, expression of 
mutant forms of Gwl that fail to be excluded from the nucleus in 
prophase prolonged mitosis, even in the presence of endogenous 
Gwl,  suggesting that nuclear PP2A-B55 activity in prophase is 
required for mitotic progression. Additional work is required to 
test these models. 

 In yeast, like in animals, Rim15 phosphorylation of Igo1 and 
Igo2 at mitotic entry promotes their interaction with PP2A-Cdc55 
and inhibition of its phosphatase activity [ 49 ,  58 ]. However, yeast 
PP2A-Cdc55 promotes mitotic entry and inhibits mitotic exit, 
unlike its animal orthologs. Recently, surprising genetic results 
suggested that Igo1 and Igo2 positively regulate the function of 
PP2A-Cdc55 at mitotic entry, and phosphorylation of Igo1 and 
Igo2 by Rim15 helped the nuclear export of PP2A-Cdc55 [ 49 ]. 
The cytoplasmic pool of PP2A-Cdc55 is known to promote mitotic 
entry, and it also depends on Zds1/2 [ 23 ]. Whether PP2A-B55 is 
also subject to changes in nucleocytoplasmic localization at cell 
cycle transitions in metazoans is unknown.  

6     Other Functions of the Gwl–PP2A Pathway 

 In yeast, the Rim15–Igo1/2 pathway was fi rst recognized for its 
requirement for entry into quiescence, partly by promoting the 
stability of mRNAs important for the G0 program [ 57 ,  59 ]. The 
role of endosulfi nes in inhibiting PP2A-B55 found later in higher 
eukaryotes suggested that Igo1/2 might act through PP2A- 
Cdc55 in promoting quiescence. This has been confi rmed geneti-
cally. The Rim15–Igo1/2–PP2A-Cdc55 pathway is required for 
transcriptional regulation and mRNA stabilization leading to entry 
into quiescence (G0) [ 58 ]. The transcription factor Gis1 was 
identifi ed as an important effector in this process; its dephosphory-
lation by PP2A-Cdc55 is inhibited by Igo1/2 [ 58 ]. 

 While the Rim15 pathway can contribute to cell cycle pro-
gression in yeast, conversely, the Gwl pathway could function in 
the regulation of transcription and mRNA stability in higher 
eukaryotes. Drosophila  endos  mutant oocytes show reduced levels 
of Twine phosphatase (Cdc25) and Polo kinase, two positive regu-
lators of meiotic entry, but how this occurs is unknown [ 36 ]. 
In Drosophila,  gwl  and  endos  mutant oocytes show morphological 
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abnormalities [ 29 ,  60 ] that could be partly due to misregulation of 
transcription and mRNA stability, two crucial processes as the 
maternal contribution is being synthesized in oogenesis. 
Alternatively, the  endos  mutant oocyte phenotypes could refl ect a 
role in osmotic regulation at the level of ion channels based on 
reports showing such functions for endosulfi ne in mammalian sys-
tems [ 61 ]. Whether endosulfi nes require phosphorylation by Gwl 
in these other  physiological functions is unknown. However, we 
note that while a lack of Gwl in Drosophila oocytes causes a failure 
to maintain a metaphase I arrest [ 29 ], a lack of Endos causes a 
failure to reach  metaphase I [ 36 ]. Thus, Endos may fulfi ll func-
tions independently of Gwl. Interestingly, Endos is conserved in  C. 
elegans , but Gwl is not, and no effect on mitosis or meiosis could 
be detected in  endos  mutants [ 47 ]. The function and regulation of 
endos in this system are still unclear.  

7     Perspective 

 The discovery of the Gwl–PP2A axis and its role in the regulation 
of mitosis has revealed the existence of a major battleground in the 
enzymatic war that takes place in the cell cycle. Much remains to 
be investigated before we can get a full picture of the molecular 
actors and how they function together in this process. If the Gwl–
endosulfi ne and Rim15–Igo1/2 pathways seemed at fi rst to 
control completely different processes in animals and in yeasts, it 
should be no surprise that they now appear increasingly similar in 
function. Deeper biochemical and cell biological investigations of 
the Gwl–PP2A module and its relationship to other mitotic regula-
tors would lead to a better understanding of the spatiotemporal 
control of the cell cycle as a whole.     

  Acknowledgements  

 Work on the Gwl–PP2A axis in V.A.’s lab is supported by the 
Canadian Institutes of Health Research (CIHR). V.A. also holds a 
New Investigator Award from the CIHR. P.W. holds a studentship 
from the Fonds de recherche du Québec—Santé (FRQ-S). IRIC is 
supported in part by the Canadian Center of Excellence in 
Commercialization and Research, the Canada Foundation for 
Innovation, and the FRQ-S. Work in M.M.’s laboratory was 
funded by grants from Bayer Pharma AG, Fundación Ramón 
Areces, MINECO (SAF2012-38215), the OncoCycle Programme 
(S2010/BMD-2470) from the Comunidad de Madrid, and the 
European Union Seventh Framework Programme (MitoSys project; 
HEALTH-F5-2010-241548).  

Peng Wang et al.



109

   References 

    1.    Morgan DO (2007) The cell cycle: principles 
of control, Primers in Biology. New Science, 
London  

    2.    Lindqvist A, Rodriguez-Bravo V, Medema RH 
(2009) The decision to enter mitosis: feedback 
and redundancy in the mitotic entry network. J 
Cell Biol 185(2):193–202  

    3.    Dessev G, Iovcheva-Dessev C, Bischoff JR, 
Beach D, Goldman R (1991) A complex con-
taining p34cdc2 and cyclin B phosphorylates the 
nuclear lamin and disassembles nuclei of clam 
oocytes in vitro. J Cell Biol 112(4):523–533  

    4.    Kimura K, Hirano M, Kobayashi R, Hirano T 
(1998) Phosphorylation and activation of 13S 
condensin by Cdc2 in vitro. Science 
282(5388):487–490  

    5.    Glotzer M (2009) The 3Ms of central spindle 
assembly: microtubules, motors and MAPs. 
Nat Rev Mol Cell Biol 10(1):9–20  

    6.    Evans T, Rosenthal ET, Youngblom J, Distel 
D, Hunt T (1983) Cyclin: a protein specifi ed 
by maternal mRNA in sea urchin eggs that is 
destroyed at each cleavage division. Cell 
33(2):389–396  

    7.    Stern B, Nurse P (1996) A quantitative model 
for the cdc2 control of S phase and mitosis in 
fi ssion yeast. Trends Genet 12(9):345–350  

    8.    Bloom J, Cross FR (2007) Multiple levels of 
cyclin specifi city in cell-cycle control. Nat Rev 
Mol Cell Biol 8(2):149–160  

    9.    Visintin R, Craig K, Hwang ES, Prinz S, Tyers 
M, Amon A (1998) The phosphatase Cdc14 
triggers mitotic exit by reversal of Cdk- dependent 
phosphorylation. Mol Cell 2(6):709–718  

    10.    Bardin AJ, Amon A (2001) Men and sin: 
what’s the difference? Nat Rev Mol Cell Biol 
2(11):815–826  

    11.      Mocciaro A, Schiebel E (2010) Cdc14: a 
highly conserved family of phosphatases with 
non- conserved functions? J Cell Sci 123 (Pt 
17):2867–2876  

    12.    Lambrecht C, Haesen D, Sents W, Ivanova E, 
Janssens V (2013) Structure, regulation, and 
pharmacological modulation of PP2A phos-
phatases. Methods Mol Biol 1053:283–305  

    13.    Mayer-Jaekel RE, Ohkura H, Ferrigno P, 
Andjelkovic N, Shiomi K, Uemura T, Glover 
DM, Hemmings BA (1994) Drosophila 
mutants in the 55 kDa regulatory subunit of 
protein phosphatase 2A show strongly reduced 
ability to dephosphorylate substrates of 
p34cdc2. J Cell Sci 107(Pt 9):2609–2616  

    14.    Mayer-Jaekel RE, Ohkura H, Gomes R, Sunkel 
CE, Baumgartner S, Hemmings BA, Glover 

DM (1993) The 55 kd regulatory subunit of 
Drosophila protein phosphatase 2A is required 
for anaphase. Cell 72(4):621–633  

    15.    Ferrigno P, Langan TA, Cohen P (1993) 
Protein phosphatase 2A1 is the major enzyme 
in vertebrate cell extracts that dephosphory-
lates several physiological substrates for cyclin- 
dependent protein kinases. Mol Biol Cell 
4(7):669–677  

    16.    Lee TH, Turck C, Kirschner MW (1994) 
Inhibition of cdc2 activation by INH/PP2A. 
Mol Biol Cell 5(3):323–338  

    17.    Sontag E, Nunbhakdi-Craig V, Bloom GS, 
Mumby MC (1995) A novel pool of protein 
phosphatase 2A is associated with microtubules 
and is regulated during the cell cycle. J Cell 
Biol 128(6):1131–1144  

     18.    Mochida S, Ikeo S, Gannon J, Hunt T (2009) 
Regulated activity of PP2A-B55 delta is crucial 
for controlling entry into and exit from mitosis 
in Xenopus egg extracts. EMBO J 
28(18):2777–2785  

     19.    Castilho PV, Williams BC, Mochida S, Zhao Y, 
Goldberg ML (2009) The M phase kinase 
Greatwall (Gwl) promotes inactivation of 
PP2A/B55delta, a phosphatase directed 
against CDK phosphosites. Mol Biol Cell 
20(22):4777–4789  

    20.    Schmitz MH, Held M, Janssens V, Hutchins 
JR, Hudecz O, Ivanova E, Goris J, Trinkle- 
Mulcahy L, Lamond AI, Poser I, Hyman AA, 
Mechtler K, Peters JM, Gerlich DW (2010) 
Live-cell imaging RNAi screen identifi es PP2A- 
B55alpha and importin-beta1 as key mitotic 
exit regulators in human cells. Nat Cell Biol 
12(9):886–893  

      21.    Manchado E, Guillamot M, de Carcer G, 
Eguren M, Trickey M, Garcia-Higuera I, 
Moreno S, Yamano H, Canamero M, 
Malumbres M (2010) Targeting mitotic exit 
leads to tumor regression in vivo: modulation 
by Cdk1, Mastl, and the PP2A/B55alpha, delta 
phosphatase. Cancer Cell 18(6):641–654  

    22.    Wurzenberger C, Gerlich DW (2011) 
Phosphatases: providing safe passage through 
mitotic exit. Nat Rev Mol Cell Biol 
12(8):469–482  

      23.    Rossio V, Yoshida S (2011) Spatial regulation 
of Cdc55-PP2A by Zds1/Zds2 controls 
mitotic entry and mitotic exit in budding yeast. 
J Cell Biol 193(3):445–454  

     24.    Queralt E, Lehane C, Novak B, Uhlmann F 
(2006) Downregulation of PP2A(Cdc55) 
phosphatase by separase initiates mitotic exit in 
budding yeast. Cell 125(4):719–732  

Greatwall–PP2A



110

     25.    Queralt E, Uhlmann F (2008) Separase 
cooperates with Zds1 and Zds2 to activate 
Cdc14 phosphatase in early anaphase. J Cell 
Biol 182(5):873–883  

    26.    Wicky S, Tjandra H, Schieltz D, Yates J 3rd, 
Kellogg DR (2010) The Zds proteins control 
entry into mitosis and target protein phospha-
tase 2A to the Cdc25 phosphatase. Mol Biol 
Cell 22(1):20–32  

    27.    White-Cooper H, Carmena M, Gonzalez C, 
Glover DM (1996) Mutations in new cell cycle 
genes that fail to complement a multiply 
mutant third chromosome of Drosophila. 
Genetics 144(3):1097–1111  

       28.    Yu J, Fleming SL, Williams B, Williams EV, Li 
Z, Somma P, Rieder CL, Goldberg ML (2004) 
Greatwall kinase: a nuclear protein required for 
proper chromosome condensation and mitotic 
progression in Drosophila. J Cell Biol 164(4):
487–492  

        29.    Archambault V, Zhao X, White-Cooper H, 
Carpenter AT, Glover DM (2007) Mutations 
in Drosophila Greatwall/Scant reveal its roles 
in mitosis and meiosis and interdependence 
with polo kinase. PLoS Genet 3(11):e200  

     30.    Bettencourt-Dias M, Giet R, Sinka R, 
Mazumdar A, Lock WG, Balloux F, 
Zafi ropoulos PJ, Yamaguchi S, Winter S, 
Carthew RW, Cooper M, Jones D, Frenz L, 
Glover DM (2004) Genome-wide survey of 
protein kinases required for cell cycle progres-
sion. Nature 432(7020):980–987  

       31.    Yu J, Zhao Y, Li Z, Galas S, Goldberg ML 
(2006) Greatwall kinase participates in the 
Cdc2 autoregulatory loop in Xenopus egg 
extracts. Mol Cell 22(1):83–91  

     32.    Vigneron S, Brioudes E, Burgess A, Labbe JC, 
Lorca T, Castro A (2009) Greatwall maintains 
mitosis through regulation of PP2A. EMBO J 
28(18):2786–2793  

     33.    Mochida S, Maslen SL, Skehel M, Hunt T 
(2010) Greatwall phosphorylates an inhibitor 
of protein phosphatase 2A that is essential for 
mitosis. Science 330(6011):1670–1673  

    34.    Gharbi-Ayachi A, Labbe JC, Burgess A, 
Vigneron S, Strub JM, Brioudes E, Van- 
Dorsselaer A, Castro A, Lorca T (2010) The 
substrate of Greatwall kinase, Arpp19, controls 
mitosis by inhibiting protein phosphatase 2A. 
Science 330(6011):1673–1677  

    35.    Lorca T, Castro A (2012) The Greatwall 
kinase: a new pathway in the control of the cell 
cycle. Oncogene 32(5):537–543  

      36.    Von Stetina JR, Tranguch S, Dey SK, Lee LA, 
Cha B, Drummond-Barbosa D (2008) alpha- 
Endosulfi ne is a conserved protein required for 

oocyte meiotic maturation in Drosophila. 
Development 135(22):3697–3706  

    37.    Rangone H, Wegel E, Gatt MK, Yeung E, 
Flowers A, Debski J, Dadlez M, Janssens V, 
Carpenter AT, Glover DM (2011) Suppression 
of scant identifi es Endos as a substrate of great-
wall kinase and a negative regulator of protein 
phosphatase 2A in mitosis. PLoS Genet 7(8):
e1002225  

    38.    Wang P, Pinson X, Archambault V (2011) 
PP2A-twins is antagonized by greatwall and 
collaborates with polo for cell cycle progression 
and centrosome attachment to nuclei in dro-
sophila embryos. PLoS Genet 7(8):e1002227  

     39.    Burgess A, Vigneron S, Brioudes E, Labbe JC, 
Lorca T, Castro A (2010) Loss of human 
Greatwall results in G2 arrest and multiple 
mitotic defects due to deregulation of the 
cyclin B-Cdc2/PP2A balance. Proc Natl Acad 
Sci U S A 107(28):12564–12569  

     40.    Voets E, Wolthuis RM (2010) MASTL is the 
human orthologue of Greatwall kinase that 
facilitates mitotic entry, anaphase and cytokine-
sis. Cell Cycle 9(17):3591–3601  

         41.    Alvarez-Fernandez M, Sanchez-Martinez R, 
Sanz-Castillo B, Gan PP, Sanz-Flores M, 
Trakala M, Ruiz-Torres M, Lorca T, Castro A, 
Malumbres M (2013) Greatwall is essential to 
prevent mitotic collapse after nuclear envelope 
breakdown in mammals. Proc Natl Acad Sci 
U S A 110(43):17374–17379  

    42.    Peng A, Yamamoto TM, Goldberg ML, Maller 
JL (2010) A novel role for greatwall kinase in 
recovery from DNA damage. Cell Cycle 
9(21):4364–4369  

    43.    Peng A, Wang L, Fisher LA (2011) Greatwall 
and Polo-like kinase 1 coordinate to promote 
checkpoint recovery. J Biol Chem 286(33):
28996–29004  

    44.    Mollinari C, Kleman JP, Jiang W, Schoehn G, 
Hunter T, Margolis RL (2002) PRC1 is a 
microtubule binding and bundling protein 
essential to maintain the mitotic spindle mid-
zone. J Cell Biol 157(7):1175–1186  

    45.    Cundell MJ, Bastos RN, Zhang T, Holder J, 
Gruneberg U, Novak B, Barr FA (2013) The 
BEG (PP2A-B55/ENSA/Greatwall) pathway 
ensures cytokinesis follows chromosome sepa-
ration. Mol Cell 52(3):393–405  

    46.    Hara M, Abe Y, Tanaka T, Yamamoto T, 
Okumura E, Kishimoto T (2012) Greatwall 
kinase and cyclin B-Cdk1 are both critical con-
stituents of M-phase-promoting factor. Nat 
Commun 3:1059  

      47.    Kim MY, Bucciarelli E, Morton DG, Williams 
BC, Blake-Hodek K, Pellacani C, Von Stetina 

Peng Wang et al.



111

JR, Hu X, Somma MP, Drummond-Barbosa 
D, Goldberg ML (2012) Bypassing the 
Greatwall-endosulfi ne pathway: plasticity of a 
pivotal cell-cycle regulatory module in 
 Drosophila melanogaster  and  Caenorhabditis 
elegans . Genetics 191(4):1181–1197  

    48.    Li YH, Kang H, Xu YN, Heo YT, Cui XS, Kim 
NH, Oh JS (2013) Greatwall kinase is required 
for meiotic maturation in porcine oocytes. Biol 
Reprod 89(3):53  

       49.    Juanes MA, Khoueiry R, Kupka T, Castro A, 
Mudrak I, Ogris E, Lorca T, Piatti S (2013) 
Budding yeast greatwall and endosulfi nes con-
trol activity and spatial regulation of 
PP2A(Cdc55) for timely mitotic progression. 
PLoS Genet 9(7):e1003575  

    50.    Vigneron S, Gharbi-Ayachi A, Raymond AA, 
Burgess A, Labbe JC, Labesse G, Monsarrat B, 
Lorca T, Castro A (2011) Characterization of 
the mechanisms controlling Greatwall activity. 
Mol Cell Biol 31(11):2262–2275  

    51.    Blake-Hodek KA, Williams BC, Zhao Y, 
Castilho PV, Chen W, Mao Y, Yamamoto TM, 
Goldberg ML (2012) Determinants for activa-
tion of the atypical AGC kinase greatwall during 
M phase entry. Mol Cell Biol 32(8):1337–1353  

    52.    Gavet O, Pines J (2010) Activation of cyclin 
B1-Cdk1 synchronizes events in the nucleus 
and the cytoplasm at mitosis. J Cell Biol 
189(2):247–259  

   53.    Gavet O, Pines J (2010) Progressive activation 
of CyclinB1-Cdk1 coordinates entry to mito-
sis. Dev Cell 18(4):533–543  

     54.    Santos SD, Wollman R, Meyer T, Ferrell JE Jr 
(2012) Spatial positive feedback at the onset of 
mitosis. Cell 149(7):1500–1513  

    55.    Janssens V, Goris J (2001) Protein phospha-
tase 2A: a highly regulated family of serine/
threonine phosphatases implicated in cell 
growth and signalling. Biochem J 353(Pt 3):
417–439  

       56.    Wang P, Galan JA, Normandin K, Bonneil E, 
Hickson GR, Roux PP, Thibault P, Archambault 
V (2013) Cell cycle regulation of Greatwall 
kinase nuclear localization facilitates mitotic 
progression. J Cell Biol 202(2):277–293  

     57.    Pedruzzi I, Dubouloz F, Cameroni E, Wanke 
V, Roosen J, Winderickx J, De Virgilio C 
(2003) TOR and PKA signaling pathways con-
verge on the protein kinase Rim15 to control 
entry into G0. Mol Cell 12(6):1607–1613  

      58.    Bontron S, Jaquenoud M, Vaga S, Talarek N, 
Bodenmiller B, Aebersold R, De Virgilio C 
(2013) Yeast endosulfi nes control entry into 
quiescence and chronological life span by 
inhibiting protein phosphatase 2A. Cell Rep 
3(1):16–22  

    59.    Talarek N, Cameroni E, Jaquenoud M, Luo X, 
Bontron S, Lippman S, Devgan G, Snyder M, 
Broach JR, De Virgilio C (2010) Initiation of 
the TORC1-regulated G0 program requires 
Igo1/2, which license specifi c mRNAs to 
evade degradation via the 5'-3' mRNA decay 
pathway. Mol Cell 38(3):345–355  

    60.    Drummond-Barbosa D, Spradling AC (2004) 
Alpha-endosulfi ne, a potential regulator of 
insulin secretion, is required for adult tissue 
growth control in Drosophila. Dev Biol 
266(2):310–321  

    61.    Bataille D (2000) Endosulfi nes: novel regula-
tors of insulin secretion. Drug News Perspect 
13(8):453–462    

Greatwall–PP2A





113

Eishi Noguchi and Mariana C. Gadaleta (eds.), Cell Cycle Control: Mechanisms and Protocols, Methods in Molecular Biology,
vol. 1170, DOI 10.1007/978-1-4939-0888-2_7, © Springer Science+Business Media New York 2014

    Chapter 7   

 Cell Cycle Regulation by the Nutrient-Sensing Mammalian 
Target of Rapamycin (mTOR) Pathway 

           Elisabet     Cuyàs    ,     Bruna     Corominas-Faja    ,     Jorge     Joven    , 
and     Javier     A.     Menendez   

    Abstract 

   Cell division involves a series of ordered and controlled events that lead to cell proliferation. Cell cycle 
progression implies not only demanding amounts of cell mass, protein, lipid, and nucleic acid content but 
also a favorable energy state. The mammalian target of rapamycin (mTOR), in response to the energy 
state, nutrient status, and growth factor stimulation of cells, plays a pivotal role in the coordination of cell 
growth and the cell cycle. Here, we review how the nutrient-sensing mTOR-signaling cascade molecularly 
integrates nutritional and mitogenic/anti-apoptotic cues to accurately coordinate cell growth and cell 
cycle. First, we briefl y outline the structure, functions, and regulation of the mTOR complexes (mTORC1 
and mTORC2). Second, we concisely evaluate the best known ability of mTOR to control G1-phase pro-
gression. Third, we discuss in detail the recent evidence that indicates a new genome stability caretaker 
function of mTOR based on the specifi c ability of phosphorylated forms of several mTOR-signaling com-
ponents (AMPK, raptor, TSC, mTOR, and S6K1), which spatially and temporally associate with essential 
mitotic regulators at the mitotic spindle and at the cytokinetic cleavage furrow.  

  Key words     Cell cycle  ,   mTOR  ,   mTORC  ,   Nutrients  ,   Energy status  ,   Mitosis  ,   AMPK  ,   Raptor  ,   S6K1  

1      Introduction 

 Cell division in mammals involves ordered and controlled molecu-
lar events, which are structured in four distinct phases: two gap 
phases, G1 and G2, where cells typically grow and protein synthe-
sis occurs; the S phase, during which DNA is replicated; and the 
M phase, during which cells undergo mitosis, followed by a fi nal 
cytokinesis. There is also a G0 phase, in which cells remain in a 
quiescent or a resting state until the necessary conditions are pres-
ent to enter the cycle. Progress through each phase of the cell cycle 
is under the strict control of different molecules, e.g., cyclins, 
cyclin- dependent kinases (CDKs), and CDK inhibitors (CDKIs), 
all of which play crucial roles in the regulation of the multiple cell 
cycle events. Furthermore, to ensure the correct order of events 



  Fig. 1    mTOR and the mammalian cell cycle. ( a ) G1 and G2 are the gaps between mitosis and S phase and 
between S phase and mitosis, respectively. G1 is where critical decisions are made as to whether to enter a 
resting quiescent stage (G0) or to continue cycling and commit to replicating the genome and mitosis. Rb 
exists in different phosphorylation stages, i.e., unphosphorylated (G1–postmitotic, before the restriction point), 
hypophosphorylated (at the point in G1 where the growth factor-dependent cycling decision is made [R]), and 
hyperphosphorylated (G1/pre-S). The Rb hypophosphorylated state occurs after phosphorylation by cyclin 
D–CDK4/6, and this process leaves Rb associated with E2F such that E2F is unable to activate transcription. 
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and to guarantee that cells complete the cell cycle, there are three 
major checkpoints: (1) the entry into S phase (G1/S checkpoint), 
known as the restriction (R) point; (2) the entrance of mitosis 
(G2/M checkpoint); and (3) a fi nal spindle checkpoint to ensure 
that conditions remain suitable for the cell to complete cell division 
(cytokinesis). Importantly, the progression through the cell cycle 
must ensure that a proliferating cell has captured enough energy 
and cell mass (protein, lipid, and nucleic acid content) to give rise 
to two daughter cells. Indeed, cell cycle progression demands a 
large supply of nutrients to ensure that the energy supply and pro-
tein synthesis are adequate to support cell growth (i.e., increase in 
cell size), proliferation, and accumulation of biomass. Most cells 
respond to these changing needs by altering the balance between 
energy-producing (catabolic) and energy-consuming (anabolic) 
processes, which require the coordination of complex metabolic 
pathways. The signaling network that regulates cell metabolism, 
growth, proliferation, and survival is controlled by the mammalian 
target of rapamycin (mTOR), which responds to a variety of stimuli, 
such as energy status, nutrients, stress, or growth factors. Indeed, 
the mTOR cascade serves a unique function in coordinating 
nutrient availability and energy metabolism by cell responses to 
growth factors. Here, we review how the nutrient-sensing mTOR- 
signaling cascade molecularly integrates nutritional and mitogenic/ 
anti-apoptotic cues to accurately coordinate cell growth and cell 
cycle (Fig.  1 ).

Fig. 1 (continued) Rb becomes hyperphosphorylated after the activation of cyclin E–CDK2 such that E2F can 
dissociate from Rb and can initiate the transcription of genes that are required for progression into S phase 
such as cyclin E, thus generating a positive feedback loop to aid in the progression through G1/pre-S. 
Suppressing mTOR results in arrest late in G1, and cells arrested with rapamycin are smaller than the untreated 
cells, which is consistent with a role of mTOR as a nutritional sensor that restricts cell growth in the absence 
of nutrients [ 98 ,  149 ]. ( b ) The mTOR-dependent checkpoint that senses whether there is suffi cient nutrition for 
a cell to double size prior to committing to replicate the genome and divide could more appropriately be 
referred to as a “cell growth” checkpoint [ 96 ,  97 ]. Signals that regulate mTOR and cell growth need to be 
deregulated in proliferative disorders such as tumorigenesis. In this regard, genetic studies that have revealed 
a requirement for elevated mTOR signaling in cell transformation to suppress TGFβ signals, which suppresses 
cell cycle progression late in G1 and also increases levels of cyclin E–CDK2 inhibitor p27 Kip1 , strongly indicate 
that this late G1, mTOR- driven cell growth checkpoint is clearly distinguishable from the early (R) G1 site regu-
lated by cyclin D, which is elevated in response to growth factor signals and activation of the Ras–MEK–MAPK 
pathway. The connection between cyclin E and mTOR via TGFβ signaling links cyclin E to nutritional sensing in 
that mTOR is activated by amino acids and is suppressed by an inadequate energy status (e.g., low ATP levels). 
Indeed, the commitment model for G1 cell cycle progression is consistent with a need to pass through a 
growth factor cyclin D-dependent R and an mTOR and cyclin E-dependent cell growth checkpoint. Recent 
fi ndings have disclosed a novel regulatory network ( see  Fig.  3 ) for mTOR that is active during mitosis, impor-
tant for G2/M progression and for maintaining genomic integrity during cell division       

The mTOR Pathway in Regulating Cell Cycle 
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2       A Brief Overview of the Cell Cycle 

 Mitogenic signals, such as the binding of growth factors to their 
cell surface receptors, stimulate several signaling pathways, e.g., 
the Ras-dependent mitogen-activated protein kinase (MAPK) cas-
cade (Ras-MAPK), which leads to the entrance into G1 phase. 
In the absence of growth-promoting signals, the cell undergoes a 
reversible, non-proliferating state of quiescence (i.e., the G0 
phase). Once entry into the cell cycle is triggered, D-type cyclins 
are activated, and, together with the CDKs CDK4 and CDK6, 
form the essential complexes that are necessary for the progression 
through the G1 phase [ 1 ]. Later, retinoblastoma (Rb) and the 
related pocket proteins p107 and p130, also known as RBL1 and 
RBL2, respectively, are phosphorylated, thus remaining inactive 
and allowing Rb to dissociate from the E2F-DP1 transcription fac-
tor, which permits the transcription of target genes, such as E-type 
cyclins (E1 and E2), CDK2, cyclin A, phosphatase CDC25A, or 
CDK1, which are required for DNA replication and for further 
events. Subsequently, cyclin E activates CDK2 and forms the 
CDK2–cyclin E complex, thus completing Rb hyper- phosphorylation 
and inactivation as well as the promotion into the S-phase entry 
and the initiation of DNA replication [ 2 ,  3 ] (Fig.  1 ). 

 To control the G1/S transition, cells must overcome the 
restriction point (R), which is controlled by different mechanisms. 
First, two families of cyclin kinase inhibitors (CKIs) control the 
formation of CDK–cyclin complexes: the INK4 family of CKIs 
(p16 INK4A , p15 INK4B , p18 INK4C , p19 INK4D ), which inhibits cyclin D 
activity by preventing complex formation with CDK4 and CDK6, 
and the CIP/KIP family (p21 CIP1/WAF1 , p27 KIP1 , p57 KIP2 ), which 
impedes the formation of the CDK2–cyclin E complex [ 1 ,  4 ]. Of 
particular interest are p21 CIP1/WAF1  and p27 KIP1  because the overex-
pression of the former induces cell cycle arrest in G1, and high 
levels of p21 CIP1/WAF1  are induced as a result of p53 activation in 
response to DNA damage [ 5 ]. Furthermore, once CDK2 is fully 
activated by the action of CDK-activating kinase (CAK) and the 
phosphatase CDC25, p27 KIP1  is phosphorylated and marked for 
polyubiquitination and destruction, thus ensuring progress 
through G1 [ 6 ]. The Ras–MEK–ERK kinase cascade can also pro-
mote CDK activation once ERK phosphorylates and stabilizes 
c-Myc, which is a transcription factor that induces the expression 
of cyclin D1 and suppresses that of CDK inhibitors, thereby pro-
moting S-phase entry [ 7 ]. Another example is the activation of 
AKT (protein kinase B), which contributes to CDK activation by 
two different processes: (1) the inhibition of    GSK3β and the pre-
vention of this kinase to phosphorylate and destabilize cyclin D (2) 
and the inhibition of forkhead box protein O (FOXO) transcrip-
tion factors, which excludes them from the nucleus and thus 
prevents this transcription factor’s association with target genes, 
such as  p27   Kip1   and  p21   Cip1/WAF1   [ 6 ]. 

Elisabet Cuyàs et al.



117

 CDK2 binds to cyclin A to promote S-phase progression by 
the phosphorylation of several substrates, such as ORC1 (origin 
recognition complex, which serves as the point for the initiation of 
the replication complexes) and MCM-2 or MCM-4 (mini chromo-
some maintenance proteins 2 and 4, which form an essential com-
ponent of the DNA initiation complex) [ 4 – 6 ]. The G2/M phase 
transition is primarily driven by CDK1, which interacts fi rst with 
cyclin A and fi nally with cyclin B, leading to the entrance into M 
phase. Apart from CDK1, another group of protein kinases, the 
polo-like kinases (PLKs), also contributes to mitotic progression [ 8 ]. 
At this stage of the cell cycle, cap-dependent translation is low, as a 
result of CDK1–cyclin B phosphorylation and inactivation of EF2 
[ 9 ,  10 ]. Once the nuclear envelope is disrupted and A-type cyclins 
are degraded by anaphase-promoting complex/cyclosome 
(APC/C), CDK1–cyclin B complexes accumulate in the nucleus, 
where these complexes are involved in the initiation of many 
mitotic events [ 5 ,  11 ]. 

 DNA damage control systems act throughout the entire cell 
cycle. Both damaged and unreplicated DNA activate DNA repair 
mechanisms to prevent their transmission to daughter cells. If the 
damage is too severe, then cell cycle arrest occurs, and if the dam-
age cannot be repaired, then apoptosis is triggered. For instance, 
the activation of p53 occurs as a response to genotoxic stress, in 
part through the activation of the ataxia telangiectasia-mutated/
ATM-related (ATM/ATR) kinases [ 12 ]. The activation of the 
ATM–p53 pathway induces the expression of p21 CIP1/WAF1  and vari-
ous apoptotic factors, oxidative-stress responses, and DNA repair 
genes. Unreplicated DNA promotes the ATR-CHK1 cascade, 
which inhibits Cdc25 phosphatase, thus maintaining the phos-
phorylation and inhibition of CDKs and preventing premature 
mitosis [ 6 ]. The permanent inactivation of CDKs by p21 CIP1/WAF1  
blocks DNA synthesis and mitotic entry, thereby inducing the exit 
from the cell cycle [ 13 ].  

3    mTOR: Different mTOR Functions for Different mTOR Complexes (mTORCs) 

 The evolutionarily conserved mechanistic target of rapamycin 
(mTOR, formerly known as mammalian TOR) protein is a con-
served serine/threonine kinase that belongs to the phosphoinosit-
ide 3-kinase (PI3K)-related kinase (PIKK) family. mTOR is the 
target of the molecule rapamycin, which is a  Streptomyces 
hygroscopicus - derived  macrolide antibiotic that has well-known 
antiproliferative properties. Early studies in yeast identifi ed  TOR1  
and  TOR2  as the genes that conferred resistance to rapamycin [ 14 , 
 15 ], and subsequent studies in mammals led to the identifi cation 
of mTOR as the target of this compound [ 16 – 18 ]. mTOR is the 
catalytic subunit of two different complexes, named mTORC1 
and mTORC2, which differ in their regulation, functions, and 
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  Fig. 2    The complexity of the mTOR pathway. mTOR is a serine/threonine kinase which serves as intracellular 
sensor for nutrients, energy, and stress, regulating cellular growth and metabolism. Although detailed molecu-
lar signaling network and regulation of mTOR signaling have been reviewed comprehensively in several articles, 
this fi gure summarizes few important biochemical features of the mTOR-signaling network. mTOR, with other 
molecular components, forms two structurally and functionally distinct complexes, namely, mTOR complex 1 
(mTORC1) and mTOR complex 2 (mTORC2). mTOR functions as the catalytic subunit within mTORC1 and 
mTORC2, and its enzymatic activity is regulated and distinguished by its unique accessory proteins raptor 
and rictor, respectively. Raptor and rictor function as scaffold proteins for assembling mTORC1 and mTORC2 
and also for binding substrates and regulator in the respective complex. Rapamycin is well known to inhibit 
mTORC1 but not mTORC2 activity, although prolonged treatment with rapamycin has been shown to 
inhibit mTORC2 in certain cell types. While mTORC2 seems to be regulated only by growth factors, mTORC1 is 
regulated by many stimuli including growth factors, energy status, and stressors, such as DNA damage, 
hypoxia, and nutrients (amino acids). The small GTPase protein Rheb can be considered the key end point for 
mTORC1 activity by stimulating the kinase activity of mTORC1. The GTPase-activating protein (GAP) com-
plex TSC1–TSC2–TBC1D7 negatively modulates Rheb by converting the active form Rheb-GTP into its inactive 
form Rheb- GDP and thus reducing mTORC1 activity. Except nutrient amino acids, all of the abovementioned 
stimuli (e.g., growth factors, energy status, DNA damage) regulate mTORC1 activity through modulation of 
TSC1–TSC2 activity. Growth factors, through activation of the PI3K input, inactivate TSC1–TSC2 via AKT–ERK; 
the PI3K input involves the generation of PIP3 from PIP2, which recruits and activates PDK1, which then 
phosphorylates AKT at Thr308. AKT can then phosphorylate and suppress the GAP activity of TSC1–TSC2, 
resulting in elevated activation of the GTPase Rheb, which then leads to a complex activation of mTORC1. 
AMPK, in combination with the tumor-suppressor LKB1, activates TSC1–TSC2 and suppresses mTOR activity 
under conditions where ATP levels are low and AMP levels are high. Indeed, energy defi cit, DNA damage, or
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Fig. 2 (continued) hypoxia activates TSC1–TSC2 through activation of AMPK or REDD1 (regulated in develop-
ment and DNA damage response 1), respectively, resulting in inactivation of Rheb and thus inhibition of 
mTORC1. Amino acids activate mTORC1 independently of TSC1–TSC2, but through action of Rag GTPases. In 
the presence of amino acids, Rag GTPases interact with mTORC1 and translocate the complex from cytoplasm 
to lysosomal membranes where Rheb activates mTORC1. mTORC1 enhances protein synthesis through 
4E-BP1 and S6K1. Upon phosphorylation by mTORC1, 4E-BP1 dissociates from eIF4E, relieving its suppressing 
effect on mRNA translation; S6K1, when phosphorylated by mTORC1, promotes the translation of many tran-
scripts including those for Myc. mTORC1 suppresses TGFβ signals leading to elevated cyclin E–CDK2 activity 
and subsequently higher levels of cyclin E. In addition, mTORC1 also induces lipogenesis in the liver through 
activating transcription factors SREBP1 and PPARγ, inhibits autophagy through phosphorylation of the ULK1–
Atg13–FIP200 complex, and promotes mitochondrial biogenesis by activating PGC1α/YY1. In contrast to 
mTORC1, the regulatory mechanisms and functions of mTORC2 signaling are less well characterized; AKT is 
also phosphorylated by mTORC2 at Ser473 in response to insulin and IGF1 in a PLD-dependent manner. 
mTORC2 exerts its effects on metabolism, stress responses, apoptosis, and cytoskeleton organization 
through phosphorylation of many AGC kinases including AKT, serum- and glucocorticoid-induced protein 
kinase (SGK), protein kinase C-α (PKC-α), and Rho1 GDP-GTP exchange protein-2. Since mTORC2 activates 
AKT that in turn enhances mTORC1 activity through inactivation of TSC1–TSC2, mTORC2 is the upstream of 
mTORC1 upon stimulation by growth factors       

 sensitivity to rapamycin (Fig.  2 ). mTORC1 is acutely sensitive to 
the  compound, whereas mTORC2 is rapamycin insensitive, 
although it has been observed that prolonged treatment can disrupt 
the assembly and function of this complex [ 19 ].

    mTORC1 consists of six proteins, and mTORC2 is composed of 
seven proteins (Fig.  2 ). Both complexes share the catalytic subunit 
mTOR, the DEP domain-containing mTOR-interacting protein 
(DEPTOR) [ 20 ], the mammalian lethal with Sec13 protein 8 
(mLST8, also known as GβL) [ 21 ], and the Tti1–Tel2 complex 
that regulates the functional assembly of the complexes [ 22 ,  23 ]. 
The role of mLST8 in mTORC1 function is not clear because the 
deletion of this protein does not affect mTORC1 activity but seems 
to be critical to mTORC2 assembly and function [ 24 ]. The 
regulatory- associated protein of mammalian target of rapamycin 
(raptor) [ 25 ,  26 ] and the proline-rich AKT substrate 40 kDa 
(PRAS40) [ 27 ,  28 ] are specifi c to mTORC1 because the rapamycin- 
insensitive companion of mTOR (rictor, also known as mAVO3) 
[ 29 ,  30 ], the mammalian stress-activated map kinase-interacting 
protein 1 (mSIn1) [ 31 – 33 ], and the protein observed with rictor 
1 and 2 (protor1/2, also known as PRR5) [ 34 ,  35 ] are only found 
in mTORC2. PRAS40 and DEPTOR act as negative regulators 
and substrates of mTORC1 [ 20 ,  28 ,  36 ]. Raptor plays an important 
role in mTORC1 assembly, substrate recognition, binding and 
phosphorylation of downstream proteins (e.g., S6Ks, 4EBPs, and 
STAT3), amino acid sensing, and regulation of its subcellular 
localization [ 37 ,  38 ]. Rictor is absolutely necessary for mTORC2 

3.1  Components 
and Functions of the 
mTORCs
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catalytic activity and substrate recruitment, in a way similar to 
raptor for mTORC1 [ 30 ]. Rictor and mSIn1 stabilize each other 
and provide structural stability to mTORC2 [ 32 ,  33 ].  

  The mTORC1 pathway integrates signals from intracellular and 
extracellular inputs, e.g., growth factors, energy status, amino 
acids, stress, and hypoxia, to regulate many processes that are 
involved in cell growth and proliferation, such as protein and lipid 
synthesis or autophagy. All of the abovementioned signals, with 
the exception of amino acids, activate the mTORC1 pathway 
through the    TSC1–TSC2 complex, which is formed by the 
tuberous sclerosis 1 and 2 proteins (TSC1 and TSC2; also known 
as hamartin and tuberin, respectively), and TBC1D7 (Tre2–
Bub2–Cdc16 (TBC) 1 domain family, member 7), a third 
component that has recently been identifi ed [ 39 ,  40 ]. This 
complex negatively regulates mTORC1 by converting the GTP-
bound active form of the small Ras-related GTPase (Rheb) to its 
inactive state (Fig.  2 ) [ 41 ]. 

 The binding of growth factors, such as insulin and insulin-like 
growth factor 1 (IGF1), to its tyrosine kinase receptors promotes 
the recruitment of the insulin receptor substrate 1 (IRS1) and the 
activation of PI3K, which produces phosphoinositol (3,4,5)-tri-
phosphate (PIP3) and recruits AKT to the cell membrane for its 
full activation. Once active, AKT promotes the phosphorylation 
and inactivation of the TSC1–TSC2 complex, thus activating 
mTORC1 (Fig.  2 ) [ 42 ,  43 ]. AKT can also promote mTORC1 sig-
naling in a TSC1–TSC2-independent manner by phosphorylating 
raptor, which causes the dissociation of the mTORC1 inhibitor 
PRAS40 from raptor [ 27 ,  28 ,  36 ]. Upon activation, a regulatory 
negative feedback loop strongly represses the PI3K–AKT axis 
upstream of PI3K through the phosphorylation of IRS1 by both 
mTORC1 and its downstream target S6K1 (p70 ribosomal S6 
kinase 1). Other regulatory mechanisms involve the S6K1- 
mediated phosphorylation of mTORC2, leading to the attenuation 
of AKT activation or to the phosphorylation of the growth receptor-
bound protein 10 (Grb10) [ 44 – 46 ]. The Ras–ERK pathway can 
also promote the activation of mTORC1 in response to growth 
factors by phosphorylating and inhibiting the TSC1–TSC2 
complex [ 47 ,  48 ]. 

 The cellular energy status is indirectly sensed by mTORC1 
through the AMP-dependent kinase (AMPK) in both TSC- 
dependent and TSC-independent manners (Fig.  2 ). AMPK is a ser-
ine/threonine kinase that consists of one catalytic (α) and two 
regulatory (β and γ) subunits (reviewed in ref.  49 ). Under nutrient 
starvation conditions that result in energy depletion and, therefore, a 
rise in AMP and ADP content, AMPK is activated by the binding of 
ADP or AMP to the γ subunit and phosphorylation at threonine 172 
in the activation loop by the serine/threonine kinase LKB1 [ 50 ]. 

3.2  Upstream 
Regulators 
of mTORC1: Nutrients, 
Growth Factors, 
and Energy Status
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As a consequence, mTORC1 activity is reduced, either through 
the phosphorylation of TSC2 at serine 1345, resulting in an 
increment of the inactive Rheb GDP-bound state [ 51 ], or by 
directly phosphorylating raptor, which leads to its association 
with 14-3-3 [ 52 ,  53 ]. The phosphorylation of TSC2 by AMPK 
acts as a primer for the phosphorylation and activation of the 
TSC2  function by glycogen synthase kinase (GSK) 3β. Wnt sig-
naling, which is a major regulator of cell growth, proliferation, 
polarity, differentiation, and development, promotes mTOR inhi-
bition through the activation of GSK3β    and activation of TSC1–
TSC2 [ 54 ]. 

 Amino acids, particularly leucine and arginine, are transported 
into the cell in a glutamine-dependent fashion [ 55 ] and must be 
present for any upstream signal, including growth factors, to 
activate mTORC1. As stated above, this activation occurs in a 
TSC- independent manner [ 56 ] and involves the Rag GTPase 
family [ 37 ,  57 ]. In mammals, four Rag proteins (RagA to RagD) 
are found in heterodimers that are formed by RagA or RagB with 
RagC or RagD. Each member of the heterodimer has opposite 
loading states; thus, when RagA/B is bound to GTP, RagC/D is 
bound to GDP and vice versa. Amino acids promote the loading of 
RagA/B with GTP, which enables the heterodimer to interact with 
raptor [ 37 ]. This interaction promotes the translocation of 
mTORC1 from its cytoplasmic location to the lysosomal surface, 
where it interacts with Rheb [ 58 ]. Once in the lysosomal mem-
brane, Rag GTPases dock on Ragulator, a complex that is essential 
for the activation of mTORC1 by amino acids [ 58 ]. How amino 
acids are sensed to activate the mTORC1 pathway remains unclear; 
however, it has been proposed that this sensing may begin within 
the lysosome in an “inside-out” model in which amino acids accu-
mulate in the lysosomal lumen and initiate signaling through a 
mechanism that requires the vacuolar H + -adenosine triphosphate 
ATPase (v-ATPase) [ 59 ]. In addition, recent studies suggest 
another amino acid-sensing mechanism wherein leucine availability 
is sensed by the leucyl-tRNA synthetase (LRS). Hence, LRS may 
cause the formation of the GDP-bound form of RagD, promoting 
the confi guration of the active Rag heterodimer complex [ 60 ]. 

 A model has been recently proposed to explain why growth 
factors or amino acids cannot activate mTORC1 effi ciently in the 
absence of each other. In accordance, signaling inputs from the 
amino acid–Rag pathway and the growth factor–Rheb pathway 
occur in parallel and converge at the lysosome to effectively pro-
mote mTORC1 activation (reviewed in refs. 61 ,  62 ). Such coop-
eration may warrant success once energy-expensive processes, such 
as cell growth and proliferation, are triggered because this coop-
eration ensures growth factors, energy, and presence of amino 
acids as building blocks.  

The mTOR Pathway in Regulating Cell Cycle 
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  Low oxygen levels, or hypoxia, are also capable of inhibiting 
mTORC1. Under these conditions, the reduction in ATP levels 
activates AMPK, promoting TSC2 activation and, therefore, 
inhibition of mTORC1, as described above. Hypoxia also induces 
the expression of the hypoxia-inducible factor    1α (HIF-1α), which, 
in turn, induces the regulated in development and DNA damage 
response 1 (REDD1) gene, which in turn activates TSC2 and 
suppresses mTORC1 activity [ 63 – 65 ]. 

 DNA damage induces the expression of p53, which, in turn, 
activates AMPK, leading to the activation of TSC2 and the inhibi-
tion of mTORC1 activity through a mechanism that depends on 
the induction of sestrin 1/2 (Sesn1/2) [ 66 ]. p53 also negatively 
regulates mTORC1 by activating TSC2 and phosphatase and ten-
sin homolog deleted on chromosome 10 (PTEN), which opposes 
the activity of PI3K and causes the downregulation of the entire 
pathway (Fig.  2 ) [ 67 ]. 

 Pro-infl ammatory cytokines, such as TNFα, can activate 
mTORC1 through a mechanism similar to growth factors; that is, 
IκΒ kinase β (IKKβ) phosphorylates TSC1, causing TSC1–TSC2 
inhibition and thereby activating mTORC1, in a process that is 
thought to be important in tumor angiogenesis and insulin resis-
tance [ 68 ]. Finally, some reports have shown that phosphatidic 
acid (PA) can also act as an activator of mTORC1. Although its 
role is unclear, exogenous PA or overexpression of PA-producing 
enzymes, such as phospholipase D1 and D2 (PLD1 and PLD2), 
signifi cantly increases mTORC1 activity and facilitates the assem-
bly of mTOR complexes or its stabilization (reviewed in ref.  69 ). 

 Defi ciencies in these signaling cascades may lead to the inap-
propriate activation of mTORC1, which causes a wide range of 
pathologies, including cancer, type 2 diabetes, cardiac hypertro-
phy, and neurodegenerative diseases [ 70 ].  

  mTORC1 activates protein synthesis through the phosphorylation 
of the translational regulators eukaryotic translation initiation 
factor 4E (eIF4E)-binding protein 1 (4E-BP1) and the p70 
ribosomal S6 kinase 1 (S6K1). The phosphorylation of 4E-BP1 
promotes its dissociation from eIF4E, thereby recruiting the 
translation machinery to the 5′ cap of eukaryotic mRNAs to 
promote cap-dependent translation. S6K1 regulates cell size, 
protein translation, and cell proliferation. Its stimulation by 
mTORC1 leads to increased protein synthesis through the 
regulation of different proteins, such as S6K1 Aly/REF-like target 
(SKAR), programmed cell death 4 (PDCD4), eukaryotic initiation 
factor 4B (eIF4B), eukaryotic elongation factor 2 kinase (eEF2K), 
and cap-binding protein 80 (CBP80) (reviewed in ref.  71 ). 
mTORC1 activation also upregulates protein synthesis in other 
ways: the inactivation of the protein phosphatase 2A (PP2A) and 
the transcription initiation factor 1A (TIF-1A) promotes ribosome 
biogenesis through the interaction with RNA polymerase I (Pol I) 

3.3  Other Upstream 
Regulators 
of mTORC1: Hypoxia, 
DNA Damage, 
Pro- infl ammatory 
Cytokines, 
and Phosphatidic Acid

3.4  Downstream 
Cellular Effects of the 
mTORC1 Complex: 
Protein and Lipid 
Synthesis, 
Mitochondrial 
Metabolism, 
and Autophagy
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and the expression of ribosomal RNA (rRNA) [ 72 ] or through the 
inhibition of Maf1, which is an RNA polymerase III repressor that 
induces 5S rRNA and transfer RNA (tRNA) transcription [ 73 ]. 

 The regulation of lipid synthesis is important for proliferating 
cells to generate membranes. mTORC1 promotes lipid synthesis 
by activating the expression of the sterol regulatory element- 
binding protein 1/2 (SREBP1/2) [ 74 ]. The precise molecular 
mechanism whereby mTORC1 regulates SREBP-1 activity 
remains unclear. It has been proposed that S6K1 may mediate 
SREBP-1 cleavage and activation [ 75 ]. Lipin-1 is also involved 
in SERBP-1 activation because once lipin-1 is phosphorylated by 
mTORC1, it is excluded from the nucleus, thus promoting the 
nuclear accumulation of SERBP-1 [ 76 ]. Additionally, mTORC1 
promotes the expression and activity of peroxisome proliferator-
activated receptor γ (PPARγ), which is a key element in adipogenesis 
regulation [ 77 ,  78 ]. 

 Mitochondrial number and function are also regulated by 
mTORC1 activity. Rapamycin inhibition has been shown to 
decrease mitochondrial oxygen consumption and decrease oxida-
tive capacity, whereas mTORC1 hyper-activation increases the 
mitochondrial DNA copy number [ 79 ]. mTORC1 activity has 
been shown to directly act on the expression of mitochondrial pro-
teins by mediating the interaction of the transcriptional activity of 
PPARγ co-activator 1α (PGC1α) and the transcription factor Ying–
Yang 1 (YY1), which regulates mitochondrial biosynthesis and oxi-
dative function [ 80 ]. Furthermore, mTORC1 binding to the 
mitochondrial outer membrane proteins VDAC1 and Bcl-xl has 
also been reported [ 81 ]. 

 Another important function of mTORC1 is the inhibition of 
autophagy, which is an evolutionarily conserved process that allows 
cells to obtain energy by degrading cytoplasmatic proteins and 
organelles during periods of nutrient starvation. In mammals, 
mTORC1 phosphorylates and inhibits ULK1/Atg13/FIP200 
(unc-51-like kinase 1/mammalian autophagy-related gene 13/
focal adhesion kinase family-interacting protein of 200 kDa), which 
is the complex necessary to initiate autophagy [ 82 ,  83 ]. Other 
mechanisms, such as the regulation of the autophagy-suppressor 
death-associated protein 1 (DAP1), also appear to operate through 
mTORC1 signaling [ 84 ,  85 ].  

  Compared with mTORC1, little is known about mTORC2 
(reviewed in ref.  86 ). mTORC2 is insensitive to amino acids and 
nutrients but responds to growth factors through a still unknown 
mechanism that involves PI3K [ 87 ] and ribosomes [ 88 ]. It has also 
been suggested that TSC1–TSC2 physically interacts with 
mTORC2, positively regulating its activity [ 89 ]. Once active, 
mTORC2 is phosphorylated on Ser2481 [ 90 ] and regulates cell 
survival, metabolism, and cytoskeletal organization. 

3.5  Regulation 
and Functions 
of mTORC2: The Great 
Unknown
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 mTORC2 phosphorylates protein kinase C-α (PKC-α), which 
regulates cell proliferation, differentiation, and cytoskeletal organi-
zation; it has been observed that the knockdown of mTORC2 
components disrupts cell morphology and actin polymerization [ 29 ]. 
AKT, which is activated downstream of PI3K, is an  important 
component for cell survival, metabolism, and proliferation. 
The full activation of AKT requires phosphorylation at Ser308 
by phosphoinositide-dependent kinase (PDK1) and at Ser473 by 
mTORC2 [ 91 ]. Serum- and glucocorticoid-induced protein kinase 
1 (SGK1) is also a target for mTORC2. SGK1 is involved in growth 
and in ion transport after its activation by growth factors [ 87 ]. 

 mTORC2 phosphorylates and activates AGC kinase family 
members, including AKT, PKC, and SGK1, in response to insulin/
IGF1. Using liver-specifi c rictor knockout mice, Hagiwara et al. 
[ 92 ] recently revealed that the mTORC2-defi cient liver is unable 
to sense satiety because hepatic mTORC2 activates glycolysis and 
lipogenesis through AKT, glucokinase, and SREBP1c [ 92 ]. Using 
insulin-unresponsive mice that lack the essential mTORC2 com-
ponent rictor in liver, Yuan et al. [ 93 ] revealed the occurrence of 
an AKT-independent relay from mTORC2 to hepatic lipogenesis 
that separates the effects of insulin on glucose and lipid metabo-
lism. Although a central role for mTOR in lipid homeostasis, 
including adipogenesis, ketogenesis, lipogenesis, and lipolysis, has 
been recently depicted by Lamming and Sabatini [ 94 ], the ulti-
mate mechanism(s) by which mTORC2 regulates lipogenesis and 
lipolysis is (are) currently unknown, although AKT may be involved 
in the regulation of lipogenesis.   

4    mTOR Regulation of the Cell Cycle 

  To grow and proliferate, cells require suffi cient nutrients and growth 
factors. Tight coordination between cell growth and proliferation 
is essential to warrant proper cell cycle progress and survival 
because confl icting signals can induce cell death (apoptosis) or 
senescence. Although it is commonly said that senescence is an 
“exit from the cell cycle,” senescence is an active arrest in the 
advanced points of G1, G1/S, and even G2; therefore, cell cycle 
arrest is not senescence [ 95 ]. Rather, the block of the cell cycle in 
the face of growth stimulation causes a molecular condition that is 
known as cellular senescence. As previously described, mTOR is 
the master regulator of cell metabolism and responds to intracellular 
and extracellular signals; therefore, mTOR is expected to be a 
pivotal player in the coordination of cell growth and division. The 
inhibition of mTOR activity, by both rapamycin and nutrient 
starvation, has been shown to induce cell cycle arrest at G1. Indeed, 
mTOR inhibition arrests cells in the late G1, strongly suggesting a 
role of mTOR as the fi nal arbiter for nutrient suffi ciency before 

4.1  Role of mTOR 
in the G1/S Transition
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committing to replicating the genome. Recent evidence appears to 
confi rm that growth factors, amino acids, and mTOR mediate 
distinct checkpoints in the mammalian G1 phase. These checkpoints 
include a growth factor-dependent mid-G1 restriction point (R), 
where cells determine whether it is appropriate to divide, and a 
series of late-G 1  metabolic checkpoints dictated by amino acids and 
mTOR, where cells determine whether they have suffi cient 
nutrients to accomplish the task [ 96 ,  97 ] (Fig.  1 ). 

 A landmark study by Fingar et al. [ 98 ] revealed that activities 
of both the 4E-BP1 and S6K1 pathways are required for and 
independently mediate the mTOR-dependent G1-phase progres-
sion. First, the restoration of mTOR signaling by a rapamycin-
resistant mutant form of mTOR rescues the rapamycin-inhibited 
G1-phase progression, whereas the restoration of signaling along 
the mTOR- dependent 4E-BP1–eIF4E and S6K1 pathways pro-
vides a partial rescue. Thus, the activation of either the 4E-BP1–
eIF4E or S6K1 pathways partially rescues the inhibitory effect of 
rapamycin on the G0-to-S phase cell cycle progression and mod-
estly accelerates cell cycle progression in the absence of drugs. 
Both the S6K1 and 4E-BP1–eIF4E pathways independently 
mediate mTOR- dependent cell cycle control in parallel because 
the simultaneous downregulation of these pathways additively 
inhibits G1-phase progression compared with the downregulation 
of the pathways individually. Indeed, because the simultaneous 
downregulation of both the 4E-BP1–eIF4E and S6K1 pathways 
inhibits G1-phase progression to an extent approaching that of 
rapamycin, these pathways likely represent the major pathways 
mediating mTOR- dependent cell cycle control. In addition, the 
overexpression of constitutively active mutants of S6K1 or wild-
type 4E-BP1 accelerates serum-stimulated G1-phase progression, 
and the stable expression of wild-type S6K1 confers a proliferative 
advantage in low-serum-containing media, suggesting that the 
activity of each of these pathways is limiting for mTOR-regulated 
cell proliferation. 

 The control of G1/S-phase progression is mediated by the 
transcriptional regulation of G1 cyclins (D-type and E-type cyclins) 
through the mTORC1 effectors 4E-BP and S6K1 [ 98 ] or by the 
protein synthesis control of cyclin inhibitors p21 CIP1/WAF1  and 
p27 kip1  [ 99 – 102 ] (Fig.  1 ). In addition, mTORC1 infl uences the 
subcellular localization of p27 kip1 . In the presence of growth fac-
tors, p27 kip1  is phosphorylated by the AGC kinase family (AKT, 
activated by mTORC2; SGK1, activated by mTORC1 and 
mTORC2; and RSK), leading to p27 kip1  cytoplasmatic sequestra-
tion that blocks its nuclear function as a CDK inhibitor, thus pro-
moting DNA replication and cyclin D–CDK4/6 complex 
stabilization [ 103 ]. Furthermore, mTORC2 participates in the 
AKT-mediated inhibition of FOXO transcription factors, which 
are key players in inducing apoptosis and blocking the further tran-
scription of p21 CIP1/WAF1  and p27 kip1  [ 24 ,  104 ]. 
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 Moreover, in response to DNA damage or other stresses, the 
activation of p53 leads to cell cycle arrest through the induction of 
p21 CIP1/WAF1 . p53 negatively regulates mTORC1, in part, through 
the activation of AMPK and PTEN and the induction of TSC1–
TSC2 activity [ 67 ,  105 ]. AMPK is activated either by the phos-
phorylation of sestrin 1 and 2 or directly by p53 itself. In addition, 
AMPK can phosphorylate and activate TSC2, which can also be 
directly activated by p53. Other reports suggest that mTOR can 
induce p53 in response to nutrient stress conditions by the activa-
tion of PP2A [ 106 ,  107 ].  

  The crucial energy- and nutrient-sensing proteins of the mTOR 
pathway (i.e., AMPK and mTOR itself; some of their regulators, 
e.g., TSC and raptor; and several targets of mTORC1, e.g., S6K1) 
have begun to be recognized as novel regulators of mitotic 
completion in proliferating cells (Fig.  3 ).

    Genetic and pharmacological ablation of AMPK leads to mitotic 
defects, including chromosomal misalignments in metaphase, 
chromosomal lagging during anaphase, as well as failures in 
cytokinesis and polyploidy [ 108 – 112 ]. Intriguingly, an equivalent 
impairment of mitosis progression leading to a multinucleated 
cellular state can also be triggered upon the pharmacological 
hyperactivation of AMPK [ 113 ,  114 ]. These observations are 
generally compatible with the molecular consequences of altering 
either the expression or the activation status of some well-known 
mitotic apparatus-bound proteins, including Auroras (A and B), 
INCENP, Mad2, or PLK, whose inhibition or activation results in 
mitotic defects. Accordingly, our own group was the fi rst to report 
that the active form of the α-catalytic AMPK subunit transiently 
associates with several mitosis-specifi c structures, including 
centrosomes, spindle poles, the central spindle midzone, and the 
midbody throughout all of the mitotic stages and during the 
furrowing process in cytokinesis [ 115 ,  116 ]. Phospho-active 
AMPKα is rapidly relocated at centrosomes when cells enter mitosis 
and during nuclear envelope breakdown. Thereafter, phospho-
AMPKα Thr172  appears to directly bind the mitotic apparatus to 
travel from centrosomes to the spindle midzone, overlapping with 
essential mitotic and cytokinetic regulators at precise locations and 
specifi c times. Indeed, although not identical, the mitotic 
geography of AMPKα activation toward the end of anaphase and 
in telophase notably overlaps the location occupied by the 
chromosomal passenger proteins Aurora B and INCENP [ 116 ]. 
Moreover, not only is the α-catalytic AMPK subunit a component 
of the cytokinetic apparatus, but the AMPK regulatory subunits β 
and γ have also been identifi ed as mitotic proteins, suggesting that 
the subunit composition of activated AMPK at the spindle midzone 
may be α2/β2/γ2 [ 117 ,  118 ]. 

4.2  Role of mTOR 
in G2/M Cell 
Progression: 
The mTOR Pathway 
Within the Mitotic 
Apparatus

4.2.1  Mitotic 
Phospho-AMPK
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  Fig. 3    The “phosphorylated mTOR pathway”: a facilitator of the cell cycle through G2/M and a new caretaker 
of genome stability. During the G1 phase, overall protein synthesis rates increase through S phase to allow 
cells to grow and enter another round of cell division while maintaining cell size. As with G0, entrance into 
mitosis (G2/M phase) results in a global downregulation of cap-dependent mRNA translation in several types 
of mammalian cells. Despite the fact that the PI3K–AKT network and AKT itself (which modulate mTORC1 
activity) are reportedly inactivated during late mitosis, mTORC1 remains hyperactive during mitosis and phos-
phorylates 4E-BP1 and S6K1 during G2/M. G2/M-specifi c phosphorylation of a component of mTORC1, the 
protein raptor, has been shown to alter mTORC1 function during mitosis; that is, mitotic phosphorylation of 
raptor facilitates cell cycle transit through G2/M because phosphorylation-defi cient mutants of raptor cause 
cells to delay in G2/M, whereas depletion of raptor causes cells to accumulate in G1. It is important to note that 
phosphorylation of raptor during mitosis has consequences distinct from those of AMPK-mediated raptor 
phosphorylation. A “metabolic checkpoint” mediated by AMPK and mTORC1 could be considered part of the 
mTOR-regulated G1 cell growth checkpoint. In addition, growing evidence is suggesting that another layer of 
complexity in the mTOR regulatory network related to the dynamic compartmentalization of mTOR regulatory 
inputs and outputs to certain mitotic structures in a stage-dependent manner. Several studies aimed to eluci-
date the spatiotemporal immunolocalization of several kinase-active forms of mTOR, raptor, AMPK, TSC, and 
p70S6K1 during mitosis and cytokinesis have revealed specifi c accumulations and transient associations with 
several mitotic structures including centrosomes, spindle poles, the central spindle midzone, and the midbody. 
For instance, it has been confi rmed that Thr172-phosphorylated AMPKα localizes to the mitotic spindle poles 
and increases when cells enter mitosis; the mitotic AMPK activity appears to be essential for normal spindle 
orientation, and when it is defective, mitosis does not proceed effi ciently. Forthcoming studies should be des-
ignated to unambiguously establish whether the phosphorylated forms of multiple mTOR signaling compo-
nents can causally contribute to the structural and/or functional integrity of centrosomes, mitotic spindle, and/
or cytokinetic apparatus, thus confi rming a previously unrecognized role of the phospho-mTOR pathway as a 
multifaceted “metabo-mitotic sensor” that precisely regulates chromosome duplication and segregation to 
ensure genomic stability       
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 Functionally supporting the unexpected mitotic localization of 
the phospho-active AMPK, a chemical genetic screen aimed at 
identifying direct substrates of a catalytic subunit of the energy- 
sensing AMPKα2 revealed that the AMPK substrates PPP1R12C 
(phosphatase 1 regulatory subunit 12C) and PAK2 (p21-activated 
protein kinase) were directly involved in mitosis completion and 
chromosomal segregation [ 119 ,  120 ]. In this scenario, 
Thaiparambil et al. [ 121 ] have proposed a model in which mitotic 
AMPK, apparently independent of glucose deprivation, may indi-
rectly activate the phosphorylation of Ser19 in myosin regulatory 
light chain (MRLC), which is a crucial phenomenon that ensures 
the normal recruitment of myosin molecules into the contractile 
ring structure to allow the proper transition from metaphase to 
anaphase and the completion of cytokinesis. Indeed, we recently 
confi rmed that the deprivation of exogenous glucose fails to alter 
the distribution of phospho-AMPKα Thr172  in all of the mitotic 
phases and does not disrupt its apparent association with the mitotic 
spindle and other structures that are involved in cell division [ 122 ]. 
Moreover, we established for the fi rst time that phospho-
AMPKα Thr172  colocalizes exclusively with Ser19- phosphorylated 
MRLC in cleavage furrows, intercellular bridges, and the midbody 
during cell division. This is a previously unvisualized interaction 
that appears to occur irrespective of glucose availability [ 122 ]. 

 Because AMPK is active under low-energy conditions, it 
appears counterintuitive that AMPK promotes cell division, given 
the high-energy demands of cellular division. It is possible that 
under low-energy conditions, AMPK activity ensures the comple-
tion of mitosis because cell cycle arrest at this stage could have 
disastrous consequences for the genomic stability of a cell [ 123 ]. 
Mao et al. [ 124 ] have recently confi rmed that AMPK is phosphor-
ylated and activated when cells enter mitosis and that AMPK 
activation is essential for the Golgi apparatus disassembly and sub-
sequent mitosis entry. It should be noted that glucose starvation 
does not appear to alter AMPK-regulated mitotic progression, and 
AMPK would not promote mitosis in response to energy starva-
tion. Therefore, given that cell cycle progression is energy 
 consuming, one would think that the yet-to-be-discovered mitotic 
stimuli should specifi cally activate the mitotic apparatus-bound 
AMPK to operate independently of low cellular energy status. We 
initially proposed a working model in which AMPKα can be pre- 
activated “by default” in an LKB1-independent manner (i.e., the 
mitotic activation of AMPKα can occur regardless of the expression/
activation status of the upstream AMPK kinase LKB1) by being 
directed to centrosomes and kept active throughout the entire M 
phase [ 116 ]. Because activation of AMPK can result in proliferation 
inhibition and cell cycle arrest, AMPKα must become inactivated 
at the cytokinetic exit to allow the proliferation of daughter cells, 
thus tethering the AMPK-interpreted cell bioenergetic state to the 
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spatiotemporal regulation of the chromosomal and cytoskeletal 
events during mitosis and cytokinesis. 

 A crucial question that remained to be elucidated in the above-
mentioned working model was how AMPKα could be activated at 
the onset of the mitotic phase. Given that PLKs regulate many 
aspects of mitotic progression, including centrosome maturation, 
bipolar spindle assembly, chromosome congression and segregation, 
and cytokinesis, we recently combined an immunofl uorescence 
microscopy analysis with a biochemical approach that employs a 
small-molecule PLK1 inhibitor to dissect a putative relation 
between PLK1 and AMPKα during G2/M transition [ 122 ,  125 ]. 
First, PLK1 and phospho-AMPKα Thr172  were found to exhibit 
largely overlapping temporal and spatial dynamics during mitosis 
and cytokinesis; thus, PLK1 and phospho-AMPKα Thr172  display a 
major overlap early at centrosomes, from prophase until anaphase, 
and late at the midbody, during telophase and cytokinesis. Whereas 
short-term treatment with a selective PLK1 inhibitor fully abol-
ished the mitotic activation of AMPKα, upon the long-term inhibi-
tion of PLK1, phospho-AMPKα Thr172  was barely detected 
surrounding the spindle poles of prometaphase-like arrested cells 
that displayed the “polo” phenotype [ 122 ]. Similarly, phospho- 
AMPKα Thr172    was largely inhibited in PLK1-inhibited cells that 
displayed cytokinesis failure and binucleate cell formation. 

 Because PLK1 is a well-recognized master regulatory kinase 
for the numerous protein substrates that are involved in mitosis, 
our recent description of a causal link between PLK1 activity and 
mitotic phosphorylation of AMPKα may provide fundamental 
insights into how the energy sensor AMPK is directly coupled to 
mitotic cell division and cell cycle exit. Interestingly, a commonly 
used inhibitor of AMPK activity, compound C, has no effect on the 
phosphorylation state of AMPK in mitotic cells. This “mitotic pro-
tection” of AMPKα phosphorylation against pharmacological 
inhibitors of the multimeric AMPK enzyme, together with an 
exquisite “mitotic sensitivity” of AMPKα phosphorylation to 
PLK1 inhibition, may support the notion that the transient disrup-
tion of the nucleus/cytoplasm compartmentalization in mitotic 
cells provides specialized microenvironments (e.g., centrosomes) 
in which the coordination of complex molecular interactions 
between many apparently unrelated enzymes (e.g., PLK1 and AMPK) 
is distinctly regulated [ 122 ]. In this regard, we have recently 
revealed that the inhibition of the mitosis-associated AMPK activ-
ity in response to the pharmacological blockade of PLK1 com-
pletely prevents the colocalization of phospho- AMPKα Thr172    and 
phospho-MRLC Ser19  during the fi nal stages of cytokinesis and mid-
body ring formation [ 122 ]. Forthcoming studies should clarify 
whether PLK1 could link the sensing of nutrient availability and 
cellular bioenergetics with the onset and/or completion of mitotic 
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cell division via AMPK and mTOR. Interestingly, PLK1 inhibition 
effi ciently suppresses the AMPK-mediated  activation of MRLC at 
the cytokinetic cleavage furrow regardless of the absence of glu-
cose strongly. This fact supports a previously unrecognized role for 
AMPK in ensuring that cytokinesis occurs at the proper place and 
time by establishing a molecular dialog between PLK1 and MRLC 
in an energy-independent manner.  

  The multi-system disorder tuberous sclerosis (TSC), which is 
characterized by hamartomatous tumors and abnormal brain 
development, is associated with mutations in two genes,  TSC1  and 
 TSC2 , which encode hamartin and tuberin, respectively. Hamartin 
and tuberin form a complex and inhibit signaling by mTORC1. 
The  Drosophila  homolog of TSC2, gigas, was found to be required 
for the G2/M transition of the cell cycle [ 126 ,  127 ]. Using co- 
immunoprecipitation and confocal microscopy, Catania et al. [ 128 ] 
reported that tuberin interacts and colocalizes with the CDK 
CDK1 and its binding partner cyclin B1 to trigger the G2/M 
transition in multiple cell types; additionally, tuberin interacts with 
the other regulatory subunit of CDK1, cyclin A. Hamartin also 
interacts with CDK1 and cyclin B1, which suggests a direct role of 
tuberin and hamartin in modulating the activity of CDK1 during 
the G2 and G2/M transition. Indeed, endogenous hamartin is 
threonine-phosphorylated during the nocodazole-induced G2/M 
arrest and during the G2/M phase of a normal cell cycle [ 129 ]. 
CDK1 phosphorylates hamartin at three sites, one of which 
(Thr417) is the hamartin–tuberin interaction domain; thus, tuberin 
interacts with phospho-hamartin, and tuberin expression attenuates 
the phosphorylation of exogenous hamartin. 

 Not only does the phosphorylation of hamartin regulate the 
function of the hamartin–tuberin complex during the G2/M phase 
of the cell cycle, but also hamartin is localized to the centrosomes, 
and phosphorylated hamartin and phosphorylated tuberin co- 
immunoprecipitate with the mitotic kinase PLK1 [ 130 ]. Notably, 
 Tsc1  (−/−) mouse embryonic fi broblasts (MEFs) have an increased 
number of centrosomes and increased DNA content when 
compared with  Tsc1  (+/+) cells, and both phenotypes are rescued 
after pretreatment with the mTOR inhibitor rapamycin. These 
data reveal a novel subcellular localization for hamartin and a novel 
interaction partner for the hamartin–tuberin complex and impli-
cate hamartin and mTOR in the regulation of centrosome 
duplication. Indeed, the cancer-associated centrosomal transforming 
acidic coiled coil-3 (TACC-3) protein, which is a central player in 
structures and processes connected to the centrosomes that are 
essential for spindle-dependent chromosome alignment and 
mitotic survival [ 131 ], is also necessary for the proper localization 
of phospho-TSC2S Ser939  at spindle poles and cytokinetic bridges. 
Accordingly, abscission alterations and an increased frequency of 

4.2.2  Mitotic 
Phospho-TSC
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binucleated cells were observed in Tacc3- and Tsc2-defi cient cells 
relative to controls [ 132 ]. Because TACC-3 and TSC2 colocalize 
and copurify with components of the nuclear envelope and because 
their defi ciency causes morphological alterations of this structure, 
these fi ndings link TACC3 to novel structural and cell division 
functions of TSC2. Therefore, in regulating cell division, TSC2 
appears to act epistatically to TACC3 and, in addition to canonical 
TSC-mTOR signaling and cytokinetic associations, converges to 
early mitotic checkpoints, which is consistent with nuclear enve-
lope associations.  

  The protein synthesis rates fl uctuate throughout the cell cycle but 
diminish signifi cantly during the G2/M transition. The mTORC1 
pathway, which stimulates protein synthesis, is actually hyperactive 
during mitosis, despite decreased protein synthesis and reduced 
activity of mTORC1 upstream activators. Regulatory-associated 
protein of mTOR (raptor) and rapamycin-insensitive companion 
of mTOR (rictor) are unique accessory proteins that appear to 
distinguish mTORC1 and mTORC2, respectively (Fig.  2 ). As 
mentioned above, these mTOR companions function as scaffolds 
for assembling the complexes and for binding substrates and 
regulators. Raptor is a non-catalytic protein that functions as the 
substrate- binding element of mTORC1. The ability of raptor to 
properly present substrates, such as the translational regulators 
4E-BP and p70 S6 kinase, to the mTOR catalytic domain is 
essential for their mTOR-catalyzed phosphorylation. Interestingly, 
Ramirez-Valle et al. [ 133 ] originally described a previously 
unknown G2/M-specifi c phosphorylation of raptor and 
demonstrated that the mitotic phosphorylation of raptor alters 
mTORC1 function during mitosis. The mitotic phosphorylation 
of raptor appears to facilitate the cell cycle transit through G2/M 
because phosphorylation-defi cient mutants of raptor cause cells to 
delay in G2/M, whereas the depletion of raptor causes cells to 
accumulate in G1. Mitotic raptor promotes translation by internal 
ribosome entry sites (IRES) on mRNA during mitosis, which is a 
phenomenon that is associated with resistance to rapamycin. 

 Although Ramirez-Valle et al. [ 133 ] provided evidence that 
cyclin-dependent kinase 1 (CDK1/cdc2) and glycogen synthase kinase 
3 (GSK3) pathways function as two probable mitosis- regulated 
protein kinase pathways that are involved in the mitosis- specifi c 
raptor phosphorylation that alter mTORC1 activity, Gwinn et al. 
[ 134 ] confi rmed that the mitotic CDK CDK1/cdc2 is the kinase 
that is responsible for phosphorylating the two key sites in raptor 
during mitosis, i.e., Ser696 and Thr706. These authors further 
demonstrated that cyclin B, which is the mitotic partner of 
CDK1, effi ciently co-immunoprecipitates with raptor in mitotic 
cells, thus sharing common mitotic partners with TSC1–TSC2. 

4.2.3  Mitotic 
Phospho-Raptor
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These studies, altogether, reinforced previous studies suggesting 
that mTOR activity is highly regulated and important for mitotic 
progression; moreover, they pointed to a direct modulation of the 
mTORC1 complex during mitosis as the key mTOR-binding part-
ner that raptor directly phosphorylates during mitosis by CDK1. 
In this scenario, we recently explored the spatiotemporal cell 
dynamics of fi ve different phospho-raptor isoforms (i.e., Thr706, 
Ser722, Ser863, Ser792, and    Ser877). 

 Notably, our approach revealed many remarkable events that 
differentially defi ne a topological resetting of phospho-raptor Thr706  
on interphasic and mitotic chromosomes [ 135 ]. In interphase 
nuclei, phospho-raptor Thr706  colocalizes with fi brillarin, which is a 
component of the nucleolar small nuclear ribonucleoprotein 
particle, as well as with RNA polymerase I, which is the enzyme 
that transcribes nucleolar rRNA. Upon actinomycin D-induced 
nucleolar segregation and disaggregation, phospho-raptor Thr706  is 
excluded from the nucleolus to accumulate at discrete nucleoplas-
mic bodies. During mitosis, the CDK1 inhibition-induced prema-
ture assembly of nucleoli relocates fi brillarin to the surrounding 
regions of chromosomal associated phospho-raptor Thr706 , suggesting 
that a subpopulation of mitotic phospho-raptor Thr706  may remain 
targeted at chromosomal loops of rDNA or nuclear organizer 
regions (NORs). Accordingly, at the end of mitosis and cytokinesis, 
when the reassembly of incipient nucleoli begins upon the NORs’ 
activation of rDNA transcription, fi brillarin spatially reorganizes 
with phospho- raptor Thr706    to give rise to daughter nucleoli. 
Because raptor must be continuously associated with mTOR not 
only to enhance its kinase activity but also to recruit substrates for 
its own phosphorylation by the kinase domain of mTOR, it is 
tempting to suggest that raptor phosphorylation could induce con-
formational changes in the mTORC1 complex, which would allow 
its nuclear import to facilitate raptor-bound nuclear substrates to 
access to the kinase domain of mTOR. Supporting this suggestion, 
the treatment of cells with IGF-1, which is known to stimulate the 
transcriptional activity of RNA Pol I in an mTOR-regulated man-
ner, exclusively hyperactivates nuclear phospho-raptor Thr706  and con-
comitantly promotes the Ser2481-autophosphorylation of mTOR 
[ 135 ], which monitors mTORC1-associated catalytic activity. 

 Together, these fi ndings are in agreement with earlier studies 
that demonstrate that the mTORC1 complex is hyperactive during 
mitosis and suggest that the entire (or at least part of the compo-
nents of the) mTORC1 complex may remain physically and func-
tionally linked during mitosis. A previously unrecognized nucleolar 
localization of phospho-active forms of raptor may provide a 
spatio- functional molecular scenario that links the growth- 
promoting, nutrient-sensing mTOR pathway, mTOR-regulated 
translation, and protein synthesis. Although nucleolar- and NOR- 
associated phospho-raptor Thr706  may physically link mTORC1 
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 signaling to the ever-growing nucleolus plurifunctionality, including 
ribosome biogenesis, cell stress sensor, and cell cycle control, it 
remains to be demonstrated whether mitotic phospho-raptor may 
directly adapt mTOR to target other mitotic proteins. The exact 
role raptor–mTOR interaction might play in modulating the phos-
phorylation status of nuclear mTOR remains to be fully elucidated. 
The fact that raptor, which is a positive regulatory subunit of the 
rapamycin-sensitive mTORC1, can function as a phosphoprotein 
of the nucleolus and NOR of mitotic chromosomes might suggest 
a previously unrecognized “nucleolar mode” for mTORC1- 
regulated cellular physiology [ 135 ].  

  Although it has been assumed that the coordination of mTORC1 
function relates to cytoplasmic-nuclear shuttling phenomena, 
the ultimate mechanisms that are responsible for its nuclear 
transportation remain largely unclear. It has been suggested that 
the existence of a nuclear shuttling signal for mTOR could provide 
defi nitive evidence for a requirement of mTOR nuclear import 
in cytoplasmic signaling to the mTOR effector S6K1 [ 136 ]. 
Considering the role of raptor as a docking and scaffold partner of 
the mTORC1 complex, it is tempting to suggest that the 
phosphorylation of raptor at specifi c sites might function not only 
as a biochemical rheostat that modulates mTORC1 signaling but 
also as the mechanism that drives the mTORC1 complex to specifi c 
subcellular localizations to exert specifi c mTORC1 functions. 
In this regard, earlier studies in our laboratory fi rst described the 
spatiotemporal subcellular distribution of the Ser2481- 
autophosphorylated form of mTOR during the G1/S-to-M phase 
transition, both in cultured cancer cells and in cancer tissue 
specimens [ 137 ,  138 ]. Phospho-mTOR Ser2481  was found to exhibit 
a punctate nuclear distribution in interphase cancer cells, with the 
number of phosho-mTOR Ser2481  nuclear speckles positively relating 
to the proliferative capacity of cancer cells [ 137 ]. Phospho- 
mTOR Ser2481    expression appeared to dynamically rearrange 
within the cytoplasm in a close association near and between 
separating chromosomes during the early stages of mitosis. Toward 
the end of anaphase and in telophase, phospho-mTOR Ser2481  
drastically focused on the midzone and, ultimately, on the center of 
the midbody at the presumptive cleavage furrow. In cells at 
cytokinesis, phospho-mTOR Ser2481  appeared as a doublet facing 
each other at the apical ends of two daughter cells. Three-
dimensional analyses strongly suggested that phospho-mTOR Ser2481  
might position at a ring structure that is wrapped around by 
microtubule bundles to connect daughter cells [ 137 ]. 

 Because these fi ndings revealed for the fi rst time that phosho- 
mTOR Ser2481    is associated near and between separating chromo-
somes not only during early mitotic stages but also to the midzone 
and to the midbody at ana/telophase through cytokinesis, we 

4.2.4  Mitotic 
Phospho-mTOR
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recently performed a systematic approach to unambiguously 
explore the possibility that phospho-mTOR Ser2481  might colocalize 
with chromosomal passenger proteins during mammalian cell cyto-
kinesis. In prophase, bright phospho-mTOR Ser2481  likewise appeared 
among condensed chromosomes. Although the faint punctate 
staining of prophasic phospho-mTOR Ser2481  seemed to distribute 
along the arms of the chromosomes, there was no evident colocal-
ization between phospho-mTOR Ser2481  and the Ser10- and Ser28-
phosphorylated forms of histone H3 [ 138 ]. Although the 
phospho-mTOR Ser2481 -immunopositive signals in mitotic cells con-
tinued to exhibit a diffuse pattern that partially colocalized with the 
mitotic spindle from prophase to telophase, phospho- mTOR Ser2481    
was most prominent as a broad cytoplasmic signal until the chro-
matids were pulled apart and began to migrate toward the poles. 
However, a completely different picture emerged when analyzing 
the mitotic dynamics of phospho-mTOR Ser2481  from late anaphase. 
“PP-mTORSer2481-somes” notably and specifi cally accumulated 
at the midzone and midbody until the end of the furrowing pro-
cess at the completion of telophase and cytokinesis [ 139 ]. 

 The detection of phospho-mTOR Ser2481  in the intercellular 
bridge reached its maximum during early telophase, and at the 
completion of telophase, prominent staining of phospho- 
mTOR Ser2481    as a doublet was apparent on either side of the 
midbody within the intercellular cytokinetic bridge as mentioned 
above. Indeed, in the late stages of mitosis and cytokinesis, 
phospho- mTOR Ser2481    persisted near the midbody in the post-
mitotic bridges connecting the dividing daughter cells. Similar to 
the  bona fi de  chromosomal passenger proteins (CPPs) INCENP 
and Aurora B, phospho-mTOR Ser2481  displayed noteworthy accu-
mulation in the central spindle midzone and the midbody regions, 
which persisted during the furrowing process; moreover, double- 
staining experiments confi rmed that toward the end of anaphase 
and during telophase, phospho-mTOR Ser2481  and the CPP INCENP 
showed similar localizations at the central spindle and midbody [ 139 ]. 
At late anaphase, INCENP localization was mostly restricted to the 
central spindle. Late-anaphase phospho-mTOR Ser2481  began to 
accumulate in the spindle midzone, although some was not appar-
ently bound to any mitotic structure. More revealing was the 
observation of a prominent overlap of INCENP and phospho- 
mTOR Ser2481    in the two bands on either side of the midbody at 
the cleavage furrow area. The localization of INCENP and 
phospho- mTOR Ser2481    continued to overlap in cells at cytokine-
sis, when both proteins appeared as a doublet facing each other at 
the apical ends connecting two daughter cells. A similar colocaliza-
tion pattern occurred when we evaluated the immunofl uorescence 
costaining of phospho-mTOR Ser2481  and Aurora B from late 
anaphase to the completion of cytokinesis [ 139 ]. At this late stage 
of the mitotic process, however, phospho-mTOR Ser2481  appeared to 
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position internally relative to Aurora B. Intriguingly, the CPP-like 
mitotic localization of phospho-mTOR Ser2481  was fully prevented 
by the microtubule-depolymerizing drug nocodazole; the mitotic 
traveling of phospho-mTOR Ser2481  to the midbody during telo-
phase and cytokinesis, where it appears to be integrated into the 
CPP-driven cytokinetic machinery, may therefore require dynamic 
microtubules. 

 Taken together, these fi ndings strongly suggest that phospho- 
mTOR Ser2481    functions as a microtubule-binding protein that 
translocates to the equatorial plane before cleavage furrow forma-
tion through molecular interactions requiring dynamic microtu-
bules. Because the formation of the contractile rings is a rather late 
phenomenon during mitosis and because phospho-mTOR Ser2481  
relocates to the equatorial plate at the metaphase–anaphase transi-
tion, it may be tempting to suggest that phospho-mTOR Ser2481  is a 
member of the class of CPPs. However, we should acknowledge 
that members of the CPP class of proteins share some traits that we 
failed to observe when assessing the mitotic/cytokinetic geogra-
phy of phospho-mTOR Ser2481  in dividing cells. Indeed, CPPs 
associate with chromosomes during metaphase and colocalize with 
the microtubules of the overlap zone of the central spindle during 
anaphase. In contrast, phospho-mTOR Ser2481  does not appear to 
use the chromosomes to correctly position itself at the metaphase 
plate and at the midbodies. 

 The Ser2481 and Ser2448 phosphorylation sites of mTOR are 
absent in invertebrates but are highly conserved across vertebrate 
species, suggesting their recent evolution and distinctive regula-
tion of mTOR signaling in vertebrates. However, it cannot be 
excluded that phospho-mTOR Ser2481  and phospho-mTOR Ser2448  did 
share a common function that was once acquired during early ver-
tebrate evolution. In this regard, mTOR phosphorylation at 
Ser2481 and Ser2448 may behave in a similar manner to mitotic 
survival checkpoints. Yaba et al. [ 140 ] were pioneers in revealing 
that phospho-mTOR Ser2448  is present at high levels during M phase 
in ovarian granulosa cells. They further reported that phospho- 
mTOR Ser2448    is enriched on or near the mitotic spindle and near 
the contractile ring during cytokinesis. Using spontaneously 
immortalized rat granulosa cells and costaining experiments with 
   α-tubulin, they confi rmed that phospho-mTOR Ser2448  is expressed 
at higher levels during mitosis relative to neighboring interphase 
cells and is highly enriched in the region of the mitotic spindle 
[ 141 ,  142 ]. 

 In our hands, the phospho-mTOR Ser2448  showed enriched 
expression that correlated strongly and specifi cally with the mitotic 
status of cultured cancer cells [ 139 ]. However, although phospho- 
mTOR Ser2448    exhibited an adjacent pattern to condensed 
chromatin in the early stages of mitosis, which was particularly 
visible when the chromosomes arranged at the metaphase plate 
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and was comparable to that observed with phospho-mTOR Ser2481 , 
we failed to observe any tight localization of phospho-mTOR Ser2448  
to the CCP-positive midbody region within the intracellular bridge 
during the late stages of mitosis and cytokinesis [ 139 ].  

  The best characterized downstream effectors of mTOR include 
two signaling pathways that act in parallel to control mRNA 
translation: the eukaryotic translation initiation factor 4E-BP1 
(also known as the PHAS-I–eIF4E pathway) and the 70-kDa 
ribosomal protein S6 kinase 1 (p70S6K1 or S6K1) pathway. 
Interestingly, the phosphorylation status of the mTOR targets 
4E-BP1 and S6K1 is enhanced specifi cally during mitosis. 4E-BP1 
is hyperphosphorylated and inactivated during mitosis [ 142 ], 
which correlates with the lower cap-dependent translation that has 
been described at this stage. S6K1, which is a downstream effector 
of mTOR that is linked to the translation of ribosomal protein 
mRNAs, is subject to regulation by CDK1 in mitosis. Indeed, 
S6K1 activity is highest during G2/M, consistent with the elevated 
activity of mTORC1 during mitosis [ 143 ]. When the activity of 
CDK1 is high, S6K1 is phosphorylated at multiple Ser/Thr 
residues, including Ser371, Ser411, Thr421, and Ser424 [ 144 ]. 
Concomitant with this observation, the phosphorylation of the 
hydrophobic motif site, Thr389, is reduced, resulting in a decrease 
in the specifi c activity of S6K1. In vitro, CDK1–cyclin B, which is 
the universal cell cycle regulator, readily phosphorylates the mitotic 
phosphorylation sites of S6K1, which are sensitive to chemical 
inhibitors of CDK1 but not to inhibitors of mTOR. 

 During the mitotic phase, the presence of the active form of 
S6K1 (i.e., phospho-p70S6K1 Thr421/Ser424 ) as immunofl uorescent 
signals in cultured human cells and formalin-fi xed tissues of rats 
and mice has been observed [ 145 ]. Our own group has confi rmed 
by high-resolution confocal microscopy that phospho- 
p70S6K1 Thr421 /Ser424  exhibits a dynamic nuclear and cytoplasmic 
distribution in the M phase of the cell cycle from prophase to telo-
phase and during cytokinesis (unpublished observations). Thus, 
S6K1, as the fi nal effector of the AMPK–mTOR pathway, whose 
activity depends on growth factors and energy and nutritional sta-
tus of the cell, appears to integrate these stimuli to regulate cell 
division by dynamically interacting with the mitotic apparatus. 

 Ribosomal S6 kinase 2 (S6K2), which is a predominantly 
nuclear protein that acts downstream of mTOR and whose maxi-
mal activation requires an optimal cytoplasmic-nuclear distribution 
or shuttling rate for mTOR [ 146 ,  147 ], has been found to localize 
at the centrosome throughout the cell cycle [ 148 ]. Notably, the 
centrosomal location of S6K2 is unaffected by serum with-
drawal or by treatment with rapamycin, wortmannin, U0126, 
or phorbol-12- myristate-13-acetate (PMA). Unlike S6K2, 
S6K1 does not appear to localize at the centrosome, suggesting 
that the two kinases may also have non-overlapping functions. 

4.2.5  Mitotic 
Phospho-p70SK1
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These fi ndings suggest that centrosomal S6K2 may have a role in 
the mTOR pathway, which has also been detected in the centro-
some (e.g., TSC, phospho-AMPK, phospho-mTOR).    

5    Corollary 

 Cell division involves a series of ordered and controlled events 
leading to cell proliferation. Cell cycle progression implies not 
only demanding amounts of cell mass protein, lipid, and nucleic 
acid content but also a favorable energy state. mTOR, in response 
to the cell’s energy state, nutrient status, and growth factor 
stimulation, plays a pivotal role in the coordination of cell growth 
and cell cycle. Here, we reviewed how the nutrient-sensing 
mTOR signaling cascade molecularly integrates nutritional and 
mitogenic/anti- apoptotic cues to accurately coordinate cell 
growth and cell cycle. Beyond the best known ability of mTOR 
to control the G1-phase progression, we discussed how a grow-
ing list of phospho-active forms of proteins belonging to the 
AMPK–mTOR–S6K1 signaling axis resides at the mitotic and 
cytokinetic apparatus (Fig.  3 ). Future studies should elucidate 
the specifi c ability of the components of the mTOR-signaling 
pathway to spatially and temporally signal to or from the basic 
machinery of mitosis and cell abscission while connecting nutri-
ent- and energy-sensing functions with cell structure and 
mitotic progression.     
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    Chapter 8   

 The Senescence Arrest Program and the Cell Cycle 

           Alessandro     Bitto    ,     Elizabeth     P.     Crowe    ,     Chad     Lerner    ,     Claudio     Torres    , 
and     Christian     Sell    

    Abstract 

   All living organisms are subject to progressive loss of function and damage to their tissues, a process known 
as aging. At the cellular level, the accumulation of damage to DNA, proteins, and organelles induces cel-
lular senescence, a stress-response pathway that likely infl uences the aging process. Although the senescence 
arrest program was initially described in vitro, accumulating evidence suggests that this damage response 
program occurs in a variety of pathologic settings. This review discusses aspects of the senescence program, 
their interrelationships with damage arrest pathways, the cell cycle, and the impact of senescence in vivo.  

  Key words     Aging  ,   Senescence  ,   DNA damage  ,   Cell cycle  ,   Chromatin  ,   SAHF  ,   SASP  ,   Stress  ,   ROS  

1      Introduction 

 Cellular senescence is a stress response activated by mammalian 
cells upon exposure to several insults, such as oxidative stress, 
genotoxic stress, telomere attrition, or dysregulated mitogenic sig-
naling [ 1 ,  2 ]. These stresses activate the senescence response by 
triggering two pathways: the p53/p21 CIP1/WAF1  and the p16 INK4A /
Rb pathway, which are required to establish and maintain the 
senescence response [ 3 ,  4 ]. Senescence-inducing stimuli can cause 
DNA damage and trigger a sustained DNA damage response 
(DDR). In response to sustained, unresolved DNA damage, the 
ataxia telangiectasia-mutated (ATM) kinase activates p53 and its 
transcriptional target p21 CIP1/WAF1 , which arrests cellular prolifera-
tion by inhibiting cell cycle-dependent kinases [ 4 ]. In addition, the 
same senescence-inducing stimuli can trigger the activation of the 
stress-activated protein kinase p38 MAPK independently of DNA 
damage [ 5 ]. p38 MAPK then can promote the arrest of the cell 
cycle and establish senescence by activating the transcription factor 
HBP1, which increases the expression of p16 INK4A  [ 6 ]. These two 
pathways seem to establish senescence with different kinetics: the 
DDR pathway usually mediates the initial arrest by increasing 



146

the levels of p21 CIP1/WAF1 , and only at later times senescence is 
 reinforced by expression of p16 INK4A  [ 3 ,  7 ]. Furthermore, the p53 
and the p38 MAPK pathways appear to be mostly independent of 
one another and are thus redundant [ 8 ,  9 ], even though cross talk 
between them has been postulated [ 1 ] (Fig.  1 ).

2       Cellular Senescence 

 The senescence transition is characterized by several morphological 
and cellular changes in vitro. The initiating event is an arrest in 
proliferation [ 10 ] and in cell cycle progression which is triggered 
by an increased expression of p21 CIP1/WAF1  and p16 INK4A  [ 3 ]. 
Subsequent changes include increased cell size [ 11 ], increased 
activity of the lysosomal senescence-associated β-galactosidase 
(SA-β-Gal) activity [ 12 ], persistent DDR signaling foci (DNA 
 segments with chromatin alterations reinforcing senescence, or 
DNA- SCARS, and telomere dysfunction-induced foci, or TIF) 
[ 4 ,  13 ,  14 ], chromatin rearrangements and formation of senescence- 
associated heterochromatin foci (SAHF) [ 15 ], increased activation 
of p38 mitogen-activated protein kinase (MAPK) [ 5 ,  16 ], loss of 
lamin B1 [ 17 ], and fi nally secretion of several cytokines, growth 
factors, and proteases (senescence-associated secretory phenotype, 
or SASP) [ 18 ,  19 ]. The interrelationships between these events are 
slowly being unraveled, and it seems that most aspects of the 

  Fig. 1    Signaling pathways and phenotypical characteristics of cellular senescence       
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senescent phenotype are under control of either senescence- establishing 
pathway: TIFs, DNA-SCARS, and other DNA damage foci are in 
fact associated with the DDR-p53/p21 CIP1/WAF1  pathway [ 4 , 
 13 ,  14 ], while heterochromatin reorganization appears to be 
dependent on p16 INK4A  and Rb [ 20 ]. Conversely, both pathways 
regulate many aspects of the SASP [ 9 ,  21 ], even though p38 
MAPK is dispensable for the expression of matrix metallo-proteases 
(MMPs) [ 9 ]. Although induced by both senescence-establishing 
pathways, the SASP is not infl uenced by the effectors of the senes-
cence arrest, p53/p21 CIP1/WAF1  and p16 INK4A /Rb [ 21 ,  22 ], and is 
actually induced by nuclear factor κ B (NFκB) [ 9 ], suggesting that 
the senescence arrest and the secretory phenotype are two separate 
and independent features of cellular senescence. Since cellular 
senescence can be established by either the p53 or the p38 MAPK 
 pathway independently, none of the aforementioned markers of 
senescence is specifi c for all senescent cells, and senescent cells do 
not necessarily express all of these markers [ 2 ]. Thus, cellular 
senescence is usually assessed by the presence of two or more of 
these features in the same population of cells. 

 Cellular senescence has been conceptually linked to the aging 
process since its discovery in 1961 [ 10 ,  11 ,  23 ]. In fact, primary 
human cells divide only a limited number of times before going 
into senescence in vitro, a feature that was thought to recapitulate 
the aging of the whole organism and was thus termed “replicative 
senescence” [ 11 ]. In human cells, a major determinant of this 
 limited proliferative potential is the continuous shortening with 
each round of replication of telomeres, the repeating sequences at 
the end of linear chromosomes [ 24 ]. When telomeres are short-
ened to a critical length, they are sensed as irreparable damage to 
the DNA and trigger senescence through the DDR/p53/p21 CIP1/

WAF1  pathway [ 4 ]. In fact, replicative senescence can be bypassed by 
inducing the expression of telomerase, an enzyme that extends 
telomeres and allows human cells to proliferate indefi nitely with-
out tumorigenic transformation [ 25 ], suggesting a direct correla-
tion between telomere length and aging. Conversely, mouse 
fi broblasts, which continuously express the telomerase enzyme, 
enter cellular senescence independently of their telomere length 
but because of accumulating damage to genomic DNA caused by 
oxidative stress [ 26 ]. It has been reported that telomere length cor-
relates with the age of donor in human skin biopsies [ 27 ], increased 
telomere loss is associated with cellular senescence in fi broblasts 
derived from patients affected by Hutchinson–Gilford progeria 
syndrome [ 28 ], and senescence induced by progeroid-mutant 
lamin A can be delayed by ectopic expression of telomerase [ 29 ]. 
Nevertheless, no direct correlation was found between proliferative 
potential and age of donor in cultured human fi broblasts [ 30 ], 
 suggesting that senescence and aging are not a direct function of 
telomere length. Indeed, individual cells in a population can 
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undergo senescence at very different cumulative population 
 doubling levels (cPDL), which implies that other stochastic ele-
ments regulate senescence, in addition to the “molecular clock” of 
telomere shortening [ 31 ]. In fact, p38 MAPK induces cellular 
senescence in response to oxidative, genotoxic, and oncogenic 
stresses independently of telomere loss [ 5 ,  16 ,  32 – 36 ]. Interestingly 
though, telomeres appear to be particularly sensitive to oxidative 
and genotoxic stress [ 37 ]. Hence it is possible that stochastic events 
like ROS production, UV exposure, and age-dependent accumula-
tion of dysfunctional mitochondria induce cellular senescence 
in vivo also through telomere loss, but independently of cPDL. 

 Cells bearing markers of senescence can be found in vivo in 
association with increasing age but also at sites of pathology [ 38 , 
 39 ]. For example, aging primates show increasing numbers of cells 
with TIF and heterochromatin markers in the skin [ 40 ,  41 ], as 
well as signs of chromatin reorganization in the lungs, liver, and 
skeletal muscle [ 42 ], and increasing levels of p16 INK4A  are found in 
several tissues of old mice [ 43 ] and in the skin and brain of the 
elderly [ 44 ,  45 ]. On the other hand, more p16 INK4A -expressing 
cells are found in patients affected by Alzheimer’s disease [ 45 ], in 
atherosclerotic plaques [ 46 ], and in kidneys of patients suffering 
from hypertension [ 47 ], than in age-matched and otherwise 
healthy subjects. Furthermore, p16 INKA  expression and DNA damage 
foci are increased upon treatment with ionizing radiation and 
 chemotherapeutics [ 48 ]; p21 CIP1/WAF1 , SA-β-Gal, and lipofuscin 
levels are increased upon exposure to cigarette smoke in mice lungs 
[ 49 ]; and senescent cells are found in association with several 
tumors [ 1 ]. Senescent cells are thus a common feature of both 
aging and diseased tissues, especially in age-related pathologies. 

 Importantly, senescent cells not just are a marker of aging and 
age-related pathologies but also likely contribute to the aging 
 process as well as to the onset and progression of age-associated 
conditions. In fact, senescent cells can promote the proliferation of 
pre-neoplastic cell lines in vivo [ 50 ], and clearing p16 INK4A -positive 
senescent cells reverts nearly all aging phenotypes in a progeroid 
mouse model [ 51 ]; these observations suggest that accumulating 
senescent cells increases the incidence of these age-related condi-
tions. In fact, senescent cells can contribute to the onset and 
 progression of several age-related conditions through the SASP, 
which contains pro-infl ammatory cytokines, matrix metallo- 
proteases, and growth factors that can easily disrupt the local 
homeostasis of the tissue and contribute to cancer progression, 
metastasis,  neurodegenerative disorders, infl ammatory diseases, 
metabolic dysfunction, and other conditions that preferentially 
affect the elderly [ 1 ,  38 ]. For example, senescent cell-derived inter-
leukin 6, interleukin 8, and matrix metallo-proteases promote 
migration, invasion, and epithelial-to-mesenchymal transition in 
tumor cells [ 18 ,  19 ] and can contribute to Alzheimer’s disease 
[ 45 ], atherosclerosis [ 52 ], osteoarthritis [ 53 ], insulin resistance, 
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and type 2 diabetes [ 54 ] by increasing infl ammation in the brain, 
the vasculature, and the adipose tissue, respectively. Furthermore, 
senescent fi broblasts increase tumor vascularization in mouse by 
secreting vascular endothelial growth factor [ 55 ], can stimulate the 
growth of prostate and breast cancer cells by secreting amphiregu-
lin and other growth factors [ 56 ,  57 ], and can even disrupt normal 
mammary epithelium [ 57 ], thus contributing to the progression of 
age- related tumors. Lastly, the SASP can affect tissue homeostasis 
by inducing senescence in neighboring cells [ 58 ] and potentially 
disrupting the stem cell niche, thereby promoting death and senes-
cence of stem cells and impairing tissue regeneration. The SASP 
factors interleukin 6, interleukin 8, and secreted frizzled-related 
protein 1 can induce cellular senescence in stem cells by promoting 
infl ammation and altering the Wnt signaling pathway [ 59 – 64 ]. 
In addition, the SASP could inhibit the differentiation of progeni-
tor cells and thus directly impair tissue regeneration, although no 
direct evidence of this mechanism has been provided yet. 

 Age-related decline can be triggered by accumulating senescent 
cells and by the increasingly deleterious effects of the secretory 
phenotype. Notably though, cellular senescence also suppresses 
tumorigenesis and promotes healing in determinate circumstances, 
contributing to tissue homeostasis instead of disrupting it. In fact, 
cellular senescence inhibits the proliferation of damaged and poten-
tially tumorigenic cells [ 65 ] and can recruit the immune system to 
clear malignant lesions [ 66 ]. Furthermore, senescent cells appear to 
promote wound healing and tissue remodeling, reducing fi brosis 
and scarring in several settings [ 1 ,  67 ]. Indeed, several components 
of the SASP are known to recruit the immune system, which is 
required for effi cient wound healing and tissue regeneration [ 68 ]. 
Senescent cells are removed by the immune system themselves, 
after the injury has been repaired [ 66 ,  69 ]. This observation 
 suggests that transient activation of cellular senescence can actually 
preserve tissue homeostasis, while chronic, sustained signaling from 
accumulating senescent cells damages the tissue microenvironment 
in aging organisms. Intriguingly, senescent cells may accumulate 
with age because of the progressive loss of function of the immune 
system [ 70 ], which is subject to replicative senescence itself [ 71 ], 
but also because of increasing exposure to senescence- inducing 
stresses with age, such as oxidative stress, organelle dysfunction, 
and oncogenic mutations, especially in long-lived cells.  

3    Cell Cycle Arrest During Senescence 

 The primary phase of cell cycle arrest during senescence is the 
G1/S transition [ 72 ]. Formal demonstration of the G1 nature of 
the senescent arrest was provided by cell cycle analysis of primary human 
fi broblasts with increasing population doublings, which revealed a 
progressive increase in the length of G1 in late-passage cultures [ 73 ]. 
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The presence of a G1/S block during replicative senescence was 
demonstrated in a classic experiment in which the simian virus 40 
large T antigen was introduced into senescent cells in order to 
abrogate both p53- and pRb-mediated cell cycle arrest. The intro-
duction of T antigen into cell populations that were stringently 
selected to be fully senescent allowed a single round of full genomic 
DNA synthesis to occur [ 74 ]. These results demonstrated that 
senescence induced by exhaustive replication leading to telomere 
erosion induces a G1 arrest. Similarly, the introduction of an acti-
vated Ras gene into primary human fi broblasts induces an abortive 
DNA synthesis that appears to initiate DNA damage response due 
to replication fork collapse causing a late G1/S arrest [ 75 ]. 
The cell cycle arrest in cells lacking key G1 cell cycle regulatory 
genes indicates that there is redundancy in senescence- inducing 
pathways. For example, Li–Fraumeni cells lacking p53 undergo 
senescence and, similar to cells expressing SV40 T antigen, only 
rarely undergo immortalization [ 76 ], while direct targeting of 
both alleles of p21 in human fi broblasts does not abrogate senes-
cence [ 77 ]. 

 Although senescent cells appear to make the initial exit from 
the cell cycle in G1, a signifi cant population of G2-arrested cells 
can be found in a stable population of senescent human cells. This 
population can be substantially greater in rodent cells, and direct 
experimental evidence suggests that the S/G2 arrest is substan-
tially more stable in human cells than in rodent cells [ 78 ]. Based on 
this data, it has been postulated that the stability of cell cycle arrest 
may be a determinant of species life-span [ 79 ].  

4    Detection of Senescence In Vivo 

 No single method for the detection of senescent cells in vivo is 
absolutely defi nitive due to the fact that cellular events unique to 
senescence have not been identifi ed. Rather, the senescence pro-
gram involves quantitative changes in gene expression and markers 
of differentiation. For example, the senescence-associated beta- 
galactosidase (SA-β-gal), a lysosomal enzyme described in a land-
mark study that provided the fi rst evidence that senescent cells can 
be detected in vivo [ 12 ,  80 ], has been used successfully to identify 
senescent cells in vivo although it has been demonstrated that the 
assay does not distinguish between cells in crisis and true senescent 
cells [ 81 ]. The detection of senescent cells is an evolving area of 
aging research that will become more precise as new markers, tools, 
and molecular cell type-specifi c events are evaluated both in vitro 
and in vivo. One molecular change that appears to have potential 
to provide specifi c markers for senescent cells is the chromatin 
remodeling which occurs as a result of the senescence program. 
Areas of facultative heterochromatin occur in senescent cells. 
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These areas of chromatin remodeling are referred to as SAHF [ 82 ]. 
The formation of SAHF appears to occur in a stepwise fashion 
involving histone chaperones and histone variant macro H2A [ 83 ]. 
The ability to quantify chromatin changes and the use of multiple 
markers for senescence-associated events are likely to provide 
useful approaches to the quantifi cation of senescent cells in a variety 
of disease states.     
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    Chapter 9   

 Oncogenic Ras Pushes (and Pulls) Cell Cycle Progression 
Through ERK Activation 

           Paul     M.     Campbell    

    Abstract 

   The Ras–Raf–MEK–ERK signaling cascade is capable of channeling a wide variety of extracellular signals 
into control of cell proliferation, differentiation, senescence, and death. Because aberrant regulation at all 
steps of this signaling axis is observed in cancer, it remains an area of great interest in the fi eld of tumor 
biology. Here we present evidence of the intricate and delicate levels of control of this pathway as it per-
tains to cell cycle regulation and illustrate how this control is not simply a rheostat.  

  Key words     Ras  ,   Raf  ,   MEK  ,   ERK  ,   Cell cycle  ,   Proliferation  ,   Cyclin  

1       Introduction 

 While there are several phenotypes that are common to and form 
the basis for cancer biology [ 1 ], neoplasia can be thought of, in the 
most simplest of terms, as a loss of control. Essentially, the checks 
and balances of normal cellular functions have been dysregulated in 
tumors. One of the principal hallmarks of cancer is the uncontrolled 
proliferation of cells, governed by the entrance into and continued 
reiteration of, but lack of exit from, the mitotic cell cycle. There are 
many levels of modulation and signaling that impinge upon aber-
rantly controlled cell cycle, and the Ras family of oncogenes plays a 
large role in this and other cancer phenotypes [ 2 ,  3 ]. 

 Ras proteins (H-, N-, and K-Ras are the prototypes) are associ-
ated with the inner leafl et of the plasma membrane (although they 
can and do signal via endomembranes [ 4 ]) where they transmit sig-
naling initiated by an abundantly diverse group of extracellular stim-
uli [ 5 ]. Ras activity is regulated by cycling between inactive 
GDP-bound and active GTP-bound forms, and this regulation 
involves interaction between Ras and guanine nucleotide exchange 
factors (GEFs), including SOS1/2, RasGRP, and RasGRF1/2 pro-
teins [ 6 ]. When GTP bound, Ras engages and activates a multitude 
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of effector molecules [ 5 ,  7 ,  8 ]. While Ras proteins are GTPases in 
their own right, the baseline hydrolysis of GTP is rather slow [ 9 ,  10 ]. 
As such, GTP hydrolysis is facilitated by GTPase-activating proteins 
(GAPs) such as p120GAP and NF1. Mutated variants of Ras (muta-
tions at residues 12, 13, or 61) [ 11 ], which are found in approxi-
mately 30 % of all human  cancers, are insensitive to GAP stimulation 
and are consequently rendered constitutively active [ 11 ,  12 ]. 

 In addition to mutational activation, Ras GTPase signaling is 
often upregulated due to aberrant activity of cell surface receptors. 
In particular, members of the epidermal growth factor (EGF) fam-
ily of receptor tyrosine kinases (including EGFR/ErbB/HER1 
and ErbB2/Her2/Neu [ 13 – 15 ]) or other tyrosine kinases (e.g., 
Bcr-Abl) are commonly overexpressed and/or hyperactivated in 
cancer, leading to persistent activation of Ras even in the absence 
of Ras gene mutation. Thus, Ras activation is an important media-
tor of most aspects of tumor initiation and progression caused by 
these and other tyrosine kinases and extracellular signals. However, 
for the purpose of this review, we limit our focus to the effects of 
activated Ras proteins on proliferation and tumor growth. 

 The aberrant activation of Ras proteins has been implicated in 
controlling virtually all aspects of the malignant phenotype of the can-
cer cell, including cellular proliferation, transformation, invasion, and 
metastasis (reviewed in ref.  10 ). Over the last couple of decades, much 
has been uncovered regarding the mechanisms by which aberrant Ras 
drives unabated proliferation by deregulating cell cycle progression 
and promoting cell survival. The bulk of the information on onco-
genic Ras signaling surrounds the activation of three downstream 
effector-signaling cascades, namely, Raf–MEK–ERK, PI3K–AKT, 
and RalGEF–RalA/RalB pathways. This review provides a brief snap-
shot of some of the infl uences from the fi rst of these three canonical 
signaling axes, the Ras–Raf–MEK–ERK pathway, with respect to 
 cancer cell proliferation.  

2     Raf–MEK–ERK Activation 

 Mitogen-activated protein kinases (MAPKs) are a family of kinases 
that are aberrantly regulated in a variety of cancers and includes 
p38, c-Jun-N-terminal kinase (JNK), extracellular signal-related 
kinase 5 (ERK5), ERK1, and ERK2. Because the latter two are 
85 % homologous and share substrates in vitro [ 16 ,  17 ], they are 
typically referred to jointly as ERK1/2. ERK1/2 are activated via 
phosphorylation by the MAPK kinases MEK1 and MEK2, which 
are in turn phosphorylated by the Raf family of MAPK kinase 
kinases. The details behind the activation of Raf kinases (A-Raf, 
B-Raf, c-Raf-1, etc.) are beyond the scope of this review, but it has 
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been demonstrated that their autoinhibition is relieved by the 
engagement of Ras-GTP and phosphorylated 14-3-3 regulatory 
proteins [ 18 ]. Thus the signaling cascade downstream of extracel-
lular stimulation can be mostly simply diagrammed by RasGDP<>
RasGTP>Raf>MEK1/2>ERK1/2.  

3     ERK Phosphorylation Governs Location and Activity 

 Like most proteins whose activation is dependent on phosphory-
lation, ERK1/2 are susceptible to rapid inactivation by dual- 
specifi city phosphatases like MKP1 [ 19 ] and others. Indeed, when 
inactive, ERK1/2 is often found in the cytoplasm sequestered 
by protein complexes that include MKPs [ 20 ]. However, upon 
phosphorylation, ERK1/2 translocates to the nucleus, where it 
 phosphorylates ETS family transcription factors such as Elk-1. 
Phospho-Elk-1 has a greater affi nity for serum response factor 
[ 21 ], and the interaction of these two proteins and their binding to 
the serum response element of a variety of gene promoter regions 
initiate the transcription of many cell cycle and pro-survival pro-
teins such as p21 Cip1/Waf1 , c-Fos, EGR-1, DTL, and others [ 22 – 25 ]. 
Critical for the translocation of phospho-ERK1/2 to the nucleus 
is an intact cytoskeleton, which is itself dependent on integrin sig-
naling through Raf [ 26 ] and presumably to some extent Ras 
activation.  

4     Activated ERK Has Extranuclear RSK Partners 

 In addition to phospho-ERK1/2 translocation to the nucleus to 
engage and phosphorylate transcription factors, active cytoplasmic 
ERK1/2 can also activate members of the ribosomal s6 kinase 
(RSK) family, including RSK1, RSK2, and RSK3. Once phosphor-
ylated by ERK1/2, they too can translocate to the nucleus and 
stimulate the transcription factors c-Fos and cAMP response 
element- binding protein (CREB) [ 27 – 29 ]. CREB activation is 
responsible in part for the transcription of several anti-apoptotic 
genes including Bcl-2, Mcl-1, Bcl-xL, and xIAP [ 30 ] as well as the 
transcriptional repression of pro-apoptotic proteins such as Bad, 
Bak, Puma, and Bim [ 31 ,  32 ]. MAPK-dependent RSK kinases also 
phosphorylate and inhibit the CDK inhibitor Myt1, allowing 
for G2/M progression in oocytes [ 33 ] and mammalian cells [ 34 ]. 
Not to relegate Myt1 kinase to simply a role of cell cycle blockade, 
Nakajima et al. showed in HeLa cancer cells that proper Myt1 
 regulation is critical for correct telophase control and exit from the 
cell cycle [ 34 ].  

Ras-Dependent MAPK Regulates Cell Cycle



158

5    ERK Directs Both the Progression and Inhibition of Cell Cycle 
Through Cyclin–CDK Activity 

 Once activated, ERK1/2 phosphorylates the protein phosphatase 
CDC25A, which dephosphorylates CDK4, CDK2, and CDK6 
[ 35 – 37 ], necessary for G1 progression and G1/S transition. Once 
activated, CDK2 and CDK4 bind cyclins E and D, respectively. 
Both Chellepan et al. and Goodrich et al. showed that these cyclin–
CDK complexes phosphorylate retinoblastoma (pRb), which serves 
to release it from the E2F transcription factors [ 38 ,  39 ]. Some of 
these transcription factors (including E2F1 and E2F3) can replace 
repressor-associated members (E2F4, E2F5) on promoter regions 
and activate the expression of several cell cycle- dependent genes to 
allow G1 progression, G1/S transition, and DNA replication. Some 
examples of these genes are  MYC ,  CCND1 ,  CDC25A ,  CCNE1 , 
 PCNA ,  MCM2-7 , and  CDC6  (reviewed in ref.  40 ). 

 The cyclin–CDK–CDKI cell cycle mechanism remains an 
interesting and not completely resolved dance of time and space. 
Since many of these proteins share partners and substrates, when 
and where interaction occurs is as critical an element to the correct 
timing of mitotic progression as what binds to which. For example, 
the cell cycle-dependent kinase inhibitor (CDKI) p27 Kip1  binds 
both cyclin D–CDK4/6 and cyclin E–CDK2 complexes, but not 
at the same time, and Cooper describes some of the feed-forward 
and feedback loops between p27 and cyclin D1 that are fed by 
Ras activation [ 41 ]. As mentioned above, Ras and ERK1/2 drive 
the activation of cyclin D1–CDK4/6 to initially phosphorylate 
pRb and ultimately allow for E2F-dependent gene transcription. 
One of these responsive genes,  CCND1 , encodes cyclin D1, and 
accumulation of cyclin D1 causes a sequestration of the inhibitor 
p27 Kip1 , in turn promoting the activity of cyclin E–CDK2. This 
second kinase complex is then free to further phosphorylate pRb as 
well as phosphorylate and target p27 Kip1  for degradation. While 
this Ras-dependent degradation of p27 Kip1  has been largely ascribed 
to PI3K activity through AKT phosphorylation (three seminal 
papers in 2002 [ 42 – 44 ]), it is becoming clear that ERK1/2 activity 
also plays a role [ 45 ], thereby providing another example of pos-
sible redundancies of control that cancer cells are able to exploit. 

 In addition to the regulation of CDK complex activity by CDKI, 
elements such as cyclin D1 also show interesting expression patterns 
that are similarly defi ned by time and space. As mentioned earlier, 
the Ras–MEK–ERK pathway induces the expression of the onco-
genic transcription factor c-Fos. While it is expected, and has been 
shown, that c-Fos drives transcription of cyclin D1, the regulation is 
more complex than that simple    transactivation. Depending on the 
timing of the cell cycle, ERK1/2 can activate the cyclin D1 pro-
moter [ 46 ] or bind the p300 repressor to inhibit transcription [ 47 ]. 
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Burch et al. recently showed in lung epithelia that depending on the 
stimuli and timing, c-Fos and its related member Fra-1 can be mutu-
ally exclusive in their nuclear translocation and recruitment to chro-
matin. In the case of cyclin D1 mRNA, the former is inhibitory 
(despite the transcription of other immediate early genes), while the 
latter promotes transcription [ 48 ]. This exchange of Fra-1 for c-Fos 
on cyclin D1 promoter AP-1 sites appears to be critical for G0–G1 
entry into the cell cycle, demonstrating the importance of ERK 
activity at early points in the mitotic cell cycle. 

 Further along in the cell cycle, ERK-dependent activation of 
CDC25B and CDC25C acts upon CDK1 to promote its binding 
to cyclin B. This facilitates the progression in, and exit from, 
M phase [ 49 ,  50 ]. Active CDK1–cyclin complexes phosphorylate a 
wide variety of proteins in G2 and M phases, including a feed- 
forward activation of CDC25C demonstrated by Hoffmann et al. 
[ 51 ]. This triggers nuclear envelope dissolution, then chromosome 
condensation, and their alignment along the metaphase plate [ 52 ]. 
These results, coupled with the ERK-regulated activation of 
G0/G1 and G1/S transitions, demonstrate how sustained ERK 
activation is necessary to ensure cell cycle progression. 

 Interestingly, Massagué’s group has shown that under certain 
circumstances, TGFβ signaling, a known stimulator of Ras, can 
lead to inactivation of murine Cdk4/6 but has dual roles of 
decreasing expression of Cdc25 and increasing activity of the 
tumor suppressor p15 Ink4b  [ 36 ]. This is yet another example of the 
paradoxical TGFβ-Ras signaling axis that on one hand can drive 
cell cycle progression and proliferation and on the other hand can 
be inhibitory to the mitotic cell cycle [ 53 ]. TGFβ-regulated cell 
cycle block is driven via p27 Kip1  and p15 Ink4b  [ 54 ,  55 ], where TGFβ 
signaling augments the expression of p27 Kip1  and p15 Ink4b  via ERK- 
dependent FOXO transcriptional activation [ 56 – 58 ]. At the same 
time, TGFβ-receptor signaling promotes p27 Kip1  nuclear accumula-
tion by inhibiting the SCF(Skp2)-targeting complex that drives 
ubiquitin-mediated degradation [ 54 ].  

6     Ras Activation Levels: When More Does Not Always Mean More 

 Finally, in addition to time and space considerations for Ras-driven 
ERK effects on the cell cycle,  amount  has to be accounted for. 
While as mentioned oncogenic Ras activity leads to a plethora of 
cancer phenotypes, the idea that “more Ras leads to more ERK 
leads to more malignancy” is not entirely realized, and additional 
signaling factors are required [ 59 ,  60 ]. There are several examples 
of ERK activation leading to anti-transformation effects in human 
and other mammalian cells, and many of these pertain to prolif-
eration blockade, cell death, or senescence initiation. Samuels 
et al. used Raf–estrogen receptor chimeras to show that high lev-
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els of Raf activation lead to cell cycle arrest [ 61 ]. Despite the fact 
that ERK activation leads to increases in cyclin D1 expression as 
indicated above, persistent and augmented ERK signaling also 
causes upregulation of the CDKI p21 Waf1/Cip1 . Moderate ERK 
phosphorylation provides for modest p21 Waf1/Cip1  expression, 
which, like p27 Kip1 , can be partially sequestered in G1 by cyclin 
D–CDK4/6 complexes [ 62 ]. This leaves cyclin E–CDK2 avail-
able to push through G1/S transition by the mechanisms detailed 
above. On the contrary, high levels of Ras–Raf–ERK signaling 
lead to a massive expression and accumulation of p21, which 
inhibits the kinase activity of both CDK4/6 and CDK2 and 
results in cell cycle arrest [ 63 ,  64 ].  

7     Conclusions 

 The Ras family of small GTPases is among the most commonly 
mutated or aberrantly activated proteins seen in human cancer. As 
such, the signaling associated with these oncogenes is of great 
interest to cancer biologists as we strive to understand mechanism 
better. Even though the downstream effectors of Ras have been 
under scrutiny for several decades, and a wealth of knowledge has 
been uncovered, the complexity of Ras signaling in both normal 
and tumor cells is still being revealed. 

 Ras enzymes have a multitude of effector cascades that are 
 initiated in response to various extracellular stimuli. This review 
has focused on just one of those, the Raf–MAPK axis, and only 
selected areas at that, to demonstrate some of the levels of regula-
tion that impinge upon cell cycle control. The lessons learned from 
the plethora of experiments and data described herein suggest that 
despite the urge to draw the Ras-dependent pathways as linear 
mechanisms, the reality is that these signaling networks are nuanced 
and varied. Location matters, partners matter, levels matter, timing 
is critical, and, of course, cellular context is paramount. Continued 
research into how cancer is able to usurp the many levels of control 
to drive growth and malignancy will require a further understand-
ing of the Ras biology.     
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    Chapter 10   

 Cell Cycle Regulation During Viral Infection 

           Sumedha     Bagga     and     Michael     J.     Bouchard   

     Abstract 

   To replicate their genomes in cells and generate new progeny, viruses typically require factors provided by 
the cells that they have infected. Subversion of the cellular machinery that controls replication of the 
infected host cell is a common activity of many viruses. Viruses employ different strategies to deregulate 
cell cycle checkpoint controls and modulate cell proliferation pathways. A number of DNA and RNA 
viruses encode proteins that target critical cell cycle regulators to achieve cellular conditions that are ben-
efi cial for viral replication. Many DNA viruses induce quiescent cells to enter the cell cycle; this is thought 
to increase pools of deoxynucleotides and thus, facilitate viral replication. In contrast, some viruses can 
arrest cells in a particular phase of the cell cycle that is favorable for replication of the specifi c virus. Cell 
cycle arrest may inhibit early cell death of infected cells, allow the cells to evade immune defenses, or help 
promote virus assembly. Although benefi cial for the viral life cycle, virus-mediated alterations in normal 
cell cycle control mechanisms could have detrimental effects on cellular physiology and may ultimately 
contribute to pathologies associated with the viral infection, including cell transformation and cancer pro-
gression and maintenance. In this chapter, we summarize various strategies employed by DNA and RNA 
viruses to modulate the replication cycle of the virus-infected cell. When known, we describe how these 
virus-associated effects infl uence replication of the virus and contribute to diseases associated with infec-
tion by that specifi c virus.  

  Key words     Cell cycle  ,   Regulation  ,   DNA and RNA viruses  ,   Consequences  

1      Introduction 

 Viruses are obligate intracellular parasites that depend on the 
infected host cell for the resources that are required to replicate the 
viral genome; viruses have evolved multiple mechanisms to manip-
ulate the environment of infected cells in order to replicate more 
effi ciently [ 1 ]. Viral genomes can be composed of single- or 
double- stranded DNA or single- or double-stranded RNA, hereafter 
referred to as DNA or RNA viruses, respectively. While many 
viruses replicate their genomes by directly generating an exact 
DNA or RNA copy of the genome, other viruses, such as retroviruses 
or hepadnaviruses, use reverse transcription to generate intermedi-
ates that are required for their replication [ 2 ]. Subversion of the 
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host cell replication cycle, hereafter referred to as the “cell cycle,” 
is a common strategy employed by many viruses to create a cellular 
environment that is favorable for viral replication [ 1 ]. Examples of 
virus-induced alterations in cellular replication processes have 
been identifi ed as consequences of infection by both DNA and 
RNA viruses. 

 DNA viruses have been studied more extensively in regard to 
effects on cell cycle control. Many DNA viruses primarily infect 
quiescent or differentiated cells, which contain rate-limiting levels 
of deoxynucleotides and may not represent an ideal environment 
for viral replication. It is thought that these viruses can induce 
quiescent cells to enter the cell cycle in order to create an environ-
ment that generates factors, such as nucleotides, that are required 
for viral replication [ 3 ]. Some small DNA tumor viruses can pro-
mote entry into the S phase in order to activate the host cell DNA 
replication machinery and provide the resources necessary for viral 
replication. In contrast, some larger DNA viruses such as 
Herpesviruses can elicit a cell cycle arrest to limit the competition 
between the virus and the host for cellular DNA replication 
resources. Retroviruses and other RNA viruses can also interfere 
with the host cell cycle [ 1 ,  4 – 7 ]. There are various speculations 
regarding the advantages associated with regulation of the cell 
cycle by RNA viruses; these include increasing the effi ciency of 
replication, translation, and virus assembly [ 8 ,  9 ]. Cell cycle arrest 
may also help delay the apoptosis of infected cells [ 10 ]. Additionally, 
a G2/M arrest induced by the human immunodefi ciency virus 
(HIV) type-1 is thought to help HIV-1 avoid human immune 
defenses by preventing new cell production [ 8 ]. Overall, both 
DNA and RNA viruses manipulate the cell cycle to generate 
resources and cellular conditions that favor viral replication. 

 An unfortunate consequence of virus-mediated deregulation 
of normal cell cycle control mechanisms is that these effects may 
ultimately generate an environment that promotes disease, includ-
ing the development, progression, or maintenance of certain types 
of cancer [ 11 ]. Some viruses encode proteins that deregulate nor-
mal cell cycle controls and manipulate cell proliferation pathways, 
and some of these proteins can directly infl uence the oncogenic 
potential of that virus. Viruses that cause human cancers include 
Hepatitis B virus (HBV), Hepatitis C virus (HCV), Human T-cell 
lymphotropic virus type I, Kaposi’s sarcoma-associated herpesvirus 
(KSHV), Epstein–Barr virus (EBV), and Human papillomavirus 
(HPV), and viral infections may account for approximately 20 % of 
all human cancers worldwide [ 12 – 14 ]. Deregulation of the cell 
cycle and alteration in the expression levels and activities of the cell 
cycle regulatory proteins are frequently observed in transformed 
cells; consequently, disruption of normal mechanisms that regulate 
the cell cycle is thought to contribute to the development of many 
cancers [ 15 ]. The study of viral regulation of the cell cycle has 
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contributed to our understanding of viral replication processes and 
mechanisms that regulate the cell cycle and are altered in cancers. 
Moreover, analyses of the dynamic regulation of cell cycle by 
viruses have helped highlight key regulators of cell cycle progres-
sion. The cell cycle factors that are targeted by specifi c viral gene 
products to deregulate the cell cycle can be potential therapeutic 
targets for antiviral interventions and prevention of associated can-
cers [ 1 ,  16 ,  17 ]. 

 In this chapter, we focus on different strategies employed by 
viruses to manipulate the host cell cycle in order to create an envi-
ronment conducive for viral replication. A description of all viral 
factors that infl uence the cell cycle is beyond the scope of this chap-
ter. Instead, examples of how some DNA and RNA viruses regu-
late different stages of the cell cycle are discussed to illustrate 
various viral strategies. Viral regulation of the G0/G1 transition, 
the G1 and S phases, and the G2/M checkpoint will be the focus 
of this review. In each section, we provide examples of viruses that 
can regulate the specifi c phase of the cell cycle, describe viral pro-
teins that are involved in the virus-mediated deregulation of the 
cell cycle and mechanisms associated with the effects of these viral 
proteins, and discuss known or proposed consequences of the 
virus-mediated cell cycle stimulation and/or arrest for the virus life 
cycle and virus-associated diseases. Regulation of the cell cycle by 
certain viruses, such as the small DNA tumor viruses, has been 
studied for decades and has been reviewed extensively [ 18 ,  19 ]. 
While we briefl y describe how these viruses modulate the host cell 
cycle, we emphasize more recently discovered effects of the 
Infl uenza A virus, HCV, HBV, and KSHV on the cell cycle. Overall, 
we aim to summarize key mechanisms that are used by viruses to 
manipulate the cell cycle and to provide insights into the conse-
quences of these viral protein-mediated effects on the cell cycle for 
both the virus and the host cell.  

2    The Cell Cycle 

  The eukaryotic cell cycle is composed of an ordered and tightly reg-
ulated series of events that can be controlled by intracellular and 
extracellular factors. The cell cycle also includes checkpoints that 
ensure normal cell cycle progression. The eukaryotic cell cycle con-
sists of 4 phases: Gap 1 (G1), Synthesis (S), Gap 2 (G2), and Mitosis 
(M) (Fig.  1 ) [ 20 ,  21 ]. Differentiated cells are usually maintained 
in a nondividing state, known as the quiescent or G0 phase [ 22 ]. 
Quiescent cells must receive a growth signal in order to exit the G0 
phase and enter the cell cycle [ 21 ,  23 ]. Binding of external factors 
such as mitogens to their cell surface receptors can activate signaling 
pathways, such as the Ras/mitogen-activated protein kinase (MAPK) 
pathway, which play a major role in cell entry into the G1 phase. 

2.1  An Overview 
of the Cell Cycle

Viruses and the Cell Cycle
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When quiescent cells receive a growth signal, they enter into the G1 
phase. During G1, the cell prepares to replicate its DNA; synthesis 
of the mRNAs and proteins necessary for DNA synthesis also occurs. 
The fi rst major checkpoint of the cell cycle, which is present at the 
G1/S border, is known as the restriction point; if this checkpoint is 
not activated and the growth signal is still present, the cell proceeds 
into S phase, the stage during which DNA synthesis and duplication 
of the cell genome occurs. Once the cell enters S phase, DNA repli-
cation is completed regardless of the removal of the growth signal or 
the presence of DNA damage. After DNA replication is completed, 
the cell enters the G2 phase and prepares for mitosis, cell division. 
The G2 phase provides an opportunity for the cellular machinery to 
check for any DNA damage that may have accumulated during 
DNA replication. Therefore, cell cycle progression into the S phase 
and mitosis is controlled by the checkpoints at G1 and G2, respec-
tively. Once the appropriate signals that are required for cell cycle 
progression are present, the cell enters into the M phase [ 20 ,  21 ]. 
A third checkpoint, referred to as the spindle checkpoint, exists after 
metaphase and prior to anaphase, which are steps during mitosis that 
are required for cell division. At this checkpoint, the cell employs 
strategies to detect improper alignment of chromosomes on the 
mitotic spindle. If improper alignment of chromosomes is detected, 
the cell cycle is stopped in metaphase; however, if the chromosomes 

  Fig. 1    Overview    of the eukaryotic cell cycle. The eukaryotic cell cycle consists of 4 phases; G1, S, G2, and M. 
Progression through the cell cycle is tightly controlled; both positive and negative regulators of the cell cycle 
are shown. See text and references for details       
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are properly attached to the spindle apparatus, the cell continues 
into anaphase, completes the cell cycle, and eventually generates two 
daughter cells [ 20 ,  24 ].

      Various cellular proteins regulate the transition from one phase of 
the cell cycle to the next phase. Key regulatory proteins that control 
cell cycle progression are cyclins and cyclin-dependent kinases 
(CDKs). CDKs are a family of serine/threonine protein kinases that 
are activated at specifi c points in the cell cycle. There are fi ve CDKs 
that have been associated with cell cycle progression in mammalian 
cells: CDKs 4 and 6, which are active during the early G1 phase; 
CDK2, which is active in the late G1 and S phase; CDK1, which is 
active during the G2 and M phases; and CDK7, which acts in com-
bination with cyclin H as a CDK-activating kinase (CAK) (Fig.  1 ). 
The activity of CDKs is highly regulated and requires the expression 
of activating cyclins and phosphorylation of the cyclin-CDK com-
plex. CDK expression levels remain stable throughout the cell cycle. 
In contrast to CDK expression, cyclin levels rise and fall depending 
on the phase of the cell cycle, enabling cyclins to periodically activate 
the CDKs [ 20 ,  21 ]. The D type cyclins, cyclin D1, cyclin D2, and 
cyclin D3, bind to CDK4 and CDK6 to activate these CDKs. 
Activation of CDK4 and CDK6 is required for entry into the G1 
phase [ 25 ,  26 ]. Cyclin D is synthesized as long as the growth factor 
stimulation is present [ 27 ]. Cyclin E associates with CDK2 to regu-
late progression from G1 into S phase [ 28 ]. During the S phase, 
cyclin A binds to CDK2 to regulate S-phase progression, and during 
the G2 and M phases, cyclin A binds to CDK1 to promote entry 
into the M phase [ 29 ,  30 ]. An additional cyclin, cyclin B, is expressed 
during mitosis; cyclin B binds to CDK1 to regulate the remainder of 
mitosis. Cyclins are rapidly degraded by proteasomes when the cell 
cycle has progressed beyond the phase during which their expression 
is required [ 20 ]. 

 Complete CDK activity is dependent upon cyclin expression 
and binding to the CDK as well as the phosphorylation of the 
CDK by the cyclin H-CDK7 complex, also referred to as the CAK. 
CAK phosphorylation of the CDKs occurs on conserved threonine 
residues and induces conformational changes, which can enhance 
the binding of cyclins to further regulate CDK activity. CDK4 acti-
vation requires phosphorylation of threonine 172 of CDK4, 
activation of CDK2 requires phosphorylation of threonine 160 of 
CDK2, and CDK1 activation requires phosphorylation of threo-
nine 161 of CDK1 [ 20 ]. Phosphorylation of the cyclin-CDK 
complexes can also inhibit CDK activity. The cyclin A-CDK1 com-
plex can be inhibited by phosphorylation of CDK1 at tyrosine 15 
and/or threonine 14 by the kinases Wee1 and Myt1. The enzyme 
Cdc25 phosphatase can remove this inhibitory phosphate, and this 
dephosphorylation of CDK1 is required for the full activation of 
CDK1 and subsequent progression through the cell cycle [ 31 ]. 

2.2  Mechanisms 
That Control 
the Cell Cycle

2.2.1  Positive Regulators 
of Cell Cycle Progression
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 Active CDKs induce downstream signaling events by 
phosphorylating target proteins that regulate cell cycle progression 
[ 32 ,  33 ]. One of the most frequently studied CDK substrates is 
the retinoblastoma tumor suppressor protein (pRB), which the 
CDK4/6- cyclin D complex phosphorylates to inactivate (Fig.  1 ). 
In its active state, pRb is in a complex with the histone deacetylase 
(HDAC) protein and the transcription factors E2F-1 and DP-1. 
During the G1 phase, pRb is phosphorylated, which results in its 
inactivation and the subsequent release of E2F-1 and DP-1. E2F-1 
activates transcription of genes required for S-phase progression, 
including the cyclin E, cyclin A, and Cdc25 genes [ 34 – 36 ]. E2F 
also regulates the expression of genes encoding enzymes that are 
involved in nucleotide synthesis, such as dihydrofolate reductase, 
thymidine kinase, and thymidylate synthetase [ 37 ]. pRb remains 
hyperphosphorylated for the rest of the cell cycle, and the cyclin 
E-CDK2 complex stabilizes this hyperphosphorylated state. 
During the G1/S phase, the cyclin E-CDK2 complex also phos-
phorylates p27, a negative regulator of CDK2-containing com-
plexes; this phosphorylation results in degradation of p27 [ 38 ,  39 ]. 
The cyclin E-CDK2 complexes also phosphorylate histone H1, 
which may be important for chromosome condensation that is 
required during DNA replication. Histone H1 is also a substrate 
for cyclin B-CDK1 complexes. Finally, the cyclin A-dependent 
kinases regulate initiation of DNA replication by phosphorylating 
the DNA polymerase alpha primase [ 20 ].  

  The cell cycle is also controlled by negative regulators; these typi-
cally inhibit CDK activity. CDK activity can be negatively regulated 
by interacting with cellular proteins referred to as CDK inhibitors, 
or CKIs (Fig.  1 ). CKIs can either bind to isolated CDKs or to the 
cyclin-CDK complex to prevent activation of CDKs. There are two 
families of CKIs, the INK4 (inhibitor of CDK4) family and the Cip 
(CDK-interacting protein)/Kip (kinase inhibitor protein) family. 
The INK4 family includes p15 (INK4b), p16 (INK4a), p18 
(INK4c), and p19 (INK4d). Members of the INK4 family of CKIs 
inactivate the CDKs by forming stable complexes with the isolated 
CDKs prior to cyclin binding. Binding of INK4 family members to 
CDK4 and CDK6 blocks their association with cyclin D and 
prevents entry into the G1 phase [ 20 ,  21 ]. Members of the Cip/
Kip family include p21 (Waf1, Cip1), p27 (Kip1), and p57 (Kip2). 
These inhibitors contain a conserved region that is involved in 
cyclin binding and kinase inhibition [ 21 ,  40 ]. Members of the 
Cip/Kip family display a broader specifi city than the INK4 family 
and can bind and inhibit the activities of the cyclin E-CDK2, cyclin 
A-CDK2, and cyclin B-CDK1 complexes [ 20 ,  21 ]. Interestingly, 
members of the Cip/Kip family of CKIs can participate in activation 
of the G1 phase by assisting in the assembly of the cyclin D-CDK4/6 
complexes in the early G1 phase and by stabilizing this complex 

2.2.2  Negative 
Regulators of Cell Cycle 
Progression
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throughout G1 [ 41 ]. p21 expression is controlled by the tran-
scription factor and tumor suppressor p53. In response to cellular 
stresses, p53 receives signals from various cellular factors such as 
Ataxia Telangiectasia Mutated (ATM), Ataxia Telangiectasia and 
Rad3-related protein (ATR), Chk1, and Chk2, members of a sig-
naling cascade network that responds to the detection of damaged 
DNA, and stimulates p21 expression and associated inhibition of 
cell cycle progression beyond the G1 phase [ 42 ]. Finally, PP2A 
phosphatases can dephosphorylate pRB, thus activating pRB so 
that it can bind with E2F, inhibiting E2F activity and progression 
of the cell cycle [ 43 ].  

  Additional factors not described above are involved in the control 
of the G2/M checkpoint. Control of the G2/M checkpoint and 
progression through the G2 and M phases are critical for the rep-
lication of some viruses and are therefore summarized here. 

 Before the cell enters mitosis, the G2 phase allows a delay in 
cell cycle progression to ensure that no DNA damage has occurred 
and that the entire cellular genome has been replicated to generate 
two copies. The G2/M checkpoint, which is activated in response 
to DNA damage and incomplete genome replication, induces a G2 
arrest and prevents entry into mitosis [ 44 – 46 ]. The ultimate goal 
of the G2/M checkpoint is to inhibit the cyclin B-CDK1 complex, 
which is referred to as the mitosis-promoting kinase complex 
(Fig.  1 ). Progression of the cell cycle from the G2 phase to mitosis, 
M phase, requires the activation of CDK1. During the G2 phase, 
cyclin B accumulates and forms a complex with CDK1. The cyclin 
B-CDK1 complex, also referred to as the M-CDK complex, is kept 
inactivated by phosphorylation of a pair of inhibitory sites on 
CDK1; phosphorylation is catalyzed by the Wee1 kinase. During 
the late G2 phase, the dephosphorylation of CDK1 by the Cdc25C 
phosphatase activates the cyclin B-CDK1 complex, which triggers 
entry into the M phase (Fig.  1 ). Thus, a balance between the activ-
ities of the Wee1 kinase and the Cdc25C phosphatase can regulate 
the entry of cells into mitosis. Interestingly, Cdc25C can be partly 
activated by CDK1, and the inhibitory Wee1 kinase may be inhib-
ited by the active M-CDK complex. Since M-CDK can activate its 
own activator and inhibit its own inhibitor, this suggests that the 
activation of M-CDK in mitosis involves positive feedback loops 
[ 42 ,  44 ]. The cyclin B-CDK1 complex must be in the nucleus to 
phosphorylate the substrates that are required during mitosis [ 47 ]. 
The cyclin B-CDK1 complex can enter the nucleus in the G2 
phase; however, since its rate of nuclear export exceeds its rate of 
nuclear import, the cyclin B-CDK1 complex is predominantly 
localized in the cytoplasm. The inhibition of nuclear export of the cyclin 
B-CDK1 complex leads to nuclear accumulation of the active com-
plex, which promotes entry into mitosis [ 8 ,  44 ]. The cyclin 
B-CDK1 complex can be inactivated by the E3 ubiquitin ligase 

2.2.3  Control 
of the G2/M Checkpoint

Viruses and the Cell Cycle



172

anaphase-promoting complex (APC), which targets cyclin B for 
degradation. The ubiquitination of cyclin B by APC, which leads 
to its degradation, is essential for the cells to exit mitosis [ 44 ,  48 ]. 
The activity of APC is regulated by interaction with either of two 
coactivator proteins, cell division cycle protein 20 (Cdc20) or 
Cdc20 homologue 1 (Cdh1), both of which act on different phases 
of the cell cycle [ 49 – 52 ]. PP2A can inhibit APC through its inter-
action with Cdc20 [ 53 – 55 ]. Finally, progression through mitosis 
requires that spindle fi bers attach to chromatids via a complex of 
proteins called the kinetochores that help pull the sister chromatids 
apart, which is essential for chromosome  segregation [ 8 ,  50 ]. 

 Cdc25C is usually cytoplasmic but translocates to the nucleus 
before the M phase. However, when Cdc25C is bound to 14-3-3 
proteins, Cdc25C is sequestered in the cytoplasm, which prevents 
it from activating the cyclin B-CDK1 complex [ 56 ]. In the pres-
ence of DNA damage or stalled DNA replication forks, it is critical 
for the cells to prevent mitotic entry. Depending upon the type of 
DNA damage, ATM or ATR is activated, which in turn phosphory-
lates Chk2 or Chk1, leading to their activation. Both Chk1 and 
Chk2 phosphorylate Cdc25C on serine residue 216 of Cdc25C, 
which facilitates binding of Cdc25C to 14-3-3 proteins. Thus, 
Chk1- and Chk2-mediated phosphorylation of Cdc25C causes 
cytoplasmic sequestration of Cdc25C and prevents the activation of 
CDK1. The checkpoint control regulators, ATM-Chk2 or ATR- 
Chk1, respond to conditions such as DNA damage or inhibition of 
DNA replication and arrest cells in the G2 phase. These checkpoint 
pathways can also prevent the nuclear accumulation of cyclin 
B-CDK1 complexes. Finally, the cyclin B-CDK1 complex can be 
inhibited following activation of the p53 tumor suppressor path-
way. p53 upregulates the expression of p21, which can bind to 
cyclin B1-CDK1 complexes and inhibit their kinase activity. Further, 
p53 can also inhibit CDK1 through the activation of 14-3-3σ and 
DNA damage-inducible 45 (GADD45) [ 8 ,  42 ,  44 ,  57 ,  58 ].    

3    Viral Regulation of the G0/G1 Transition 

  Infl uenza A virus (IAV) is an important pathogenic virus that 
causes infl uenza in humans. IAV is the most virulent human patho-
gen among the three types of infl uenza viruses and causes conta-
gious respiratory illnesses [ 59 – 61 ]. There have been three human 
IAV pandemics during the last century, with the 1918 fl u pan-
demic, referred to as the Spanish fl u pandemic, resulting in about 
50–100 million deaths worldwide [ 62 ,  63 ]. IAV belongs to the 
Orthomyxovirus family; viruses in this family are enveloped and 
have a single-stranded, negative-sense, segmented RNA genome. 
Orthomyxoviruses are unique among RNA viruses because 
Orthomyxoviruses replicate their genomes inside the nucleus of an 
infected host cell [ 2 ,  64 – 66 ]. 

3.1  Infl uenza A Virus 
Induces a G0/G1 
Phase Cell 
Cycle Arrest
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 IAVs induce a G0/G1 arrest to create favorable conditions for 
viral replication (Fig.  2 ) [ 10 ,  67 – 69 ]. Infl uenza A H1N1 virus 
(a subtype of IAV) can cause a G0/G1 phase accumulation of 
infected A549 cells, a human lung adenocarcinoma epithelial cell 
line. This G0/G1 - phase arrest was caused by prevention of entry 
of virus-infected cells into the S phase [ 10 ]. Infection with the 
H1N1 virus decreased the levels of hyperphosphorylated pRb, 
which is critical for progression of cells from late G1 to S phase. 
Additionally, HIN1 IAV-infected cells showed a signifi cant increase 
in levels of the CDK inhibitor, p21 and a decrease in levels of the 
G1/S cyclins, cyclin D and cyclin E. Interestingly, cells synchro-
nized in the G0/G1 phase and subsequently infected with H1N1 
IAV had increased viral protein accumulation and progeny virus pro-
duction as compared to unsynchronized cells or those synchronized 
in the G2/M phase. The G0/G1 arrest was also observed in cells 
infected with different strains of IAV, indicating that the G0/G1 
arrest may be a common strategy employed by IAVs to facilitate 

  Fig. 2    Viral regulation of G0/G1 transition. Examples of viruses that can regulate the G0/G1 transition are 
shown. Infl uenza A Virus (IAV), Coronaviruses (SARS-CoA and MHV), and the Herpesvirus (EBV) encode proteins 
that induce a G0/G1 arrest. The mechanisms by which these viruses induce a G0/G1 arrest are shown. In 
contrast, some viral proteins (MT-5, encoded by the Myxoma virus and HBx, encoded by the Hepatitis B Virus 
(HBV)) induce progression from G0 to G1. See text and references for details       
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their own replication [ 10 ]. These results were also consistent with 
other studies demonstrating that infl uenza viruses cause an increase in 
the expression of the tumor suppressor, p53 [ 67 ,  69 ]. Since p21 
expression is upregulated by p53, it was speculated that infl uenza virus 
replication might induce a G0/G1 - phase arrest by regulating the 
p53-p21 signaling axis [ 10 ]. However, confl icting results were 
obtained in a different study where the p53 pathway was found to be 
downregulated in IAV-infected A549 cells. This study demonstrated 
that infection with IAV decreased the expression levels of p21 and that 
inhibition of p53 was important for IAV replication (Fig.  2 ) [ 70 ]. The 
reasons for these contradictory observations are unknown, and the 
role of p53 in IAV replication remains incompletely understood.

   IAV-mediated G0/G1 arrest has also been linked to expression 
of the IAV nonstructural protein 1 (NS1) (Fig.  2 ) [ 68 ]. NS1 is a 
nonessential IAV protein that has a plethora of accessory functions 
during viral infection [ 71 ]. Of particular importance to cell cycle 
regulation, the NS1 protein was shown to downregulate the 
expression and activity of the Ras homologue gene family member 
A (RhoA) kinase [ 68 ]. RhoA is a small GTPase that is critical for 
the G1/S phase transition. RhoA inhibition can affect G1/S pro-
gression by increasing the expression levels of p21 and p27, the 
accumulation of p16, and decreasing cyclin D1 levels [ 72 – 75 ]. 
Overexpression of NS1 increased the levels of the CDK inhibitors, 
p16 and p21, whereas cyclin D1 levels decreased [ 68 ]. NS1 also 
decreased the phosphorylation levels of pRb, a downstream media-
tor of RhoA. Consistent with the observation that NS1 mediates 
hypophosphorylation of pRb, CDK4 and CDK6 activities were 
also reduced. In summary, NS1 protein was found to arrest the 
host cell cycle at G0/G1 via inhibition of the RhoA-pRb signaling 
cascade, and this was linked to the enhanced viral protein accumu-
lation and replication [ 68 ]. 

 While it is clear that IAV proteins can regulate the expression 
levels and activities of key host factors that are involved in G1/S 
phase transition of IAV-infected cells, precisely how the G0/G1 
arrest affects IAV replication remains unclear. Although still specu-
lative, there have been some proposed reasons for why IAV induces 
cells to arrest in G0/G1. For example, IAV transcription requires 
DNA-dependent RNA polymerase II (Pol II) [ 76 ], and the tran-
scriptional activity of Pol II is signifi cantly higher in the G0/G1 
phase as compared to the S and G2/M phases [ 77 ]. It is therefore 
possible that IAV arrests cells in the G0/G1 phase to increase the 
transcriptional activity of Pol II, which would consequently lead to 
enhanced viral transcription and replication [ 10 ]. Secondly, there is 
evidence that the translation of infl uenza viral proteins is linked to 
host cap-dependent translation activity [ 78 ,  79 ]; cap-dependent 
translation is optimal in the G0/G1 phase and is suppressed in 
mitosis [ 80 ]. Therefore, a G0-G1 arrest of IAV-infected cells would 
prevent progression into mitosis and could enhance cap- dependent 
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translation of viral proteins and ultimately favor viral replication [ 10 ]. 
Thirdly, since cell cycle arrest can delay induction of apoptosis 
under certain conditions [ 81 ,  82 ], it is possible that IAV-mediated 
modulation of the G0/G1 phase prevents early death of infected 
cells, which would likely benefi t IAV genome replication [ 10 ]. 

 In summary, the results of many studies suggest that infection 
with different strains of IAV can alter initiation of the host cell 
cycle to maintain cells in the G0/G1 phase; retention of IAV- 
infected cells in the G0/G1 phase is thought to provide optimal 
conditions for IAV replication. In future studies, it would be inter-
esting to determine the impact of an IAV infection on cell cycle 
initiation in primary human lung epithelial cells. This would pro-
vide valuable information for defi ning mechanisms that link IAV- 
dependent modulation of the cell cycle to enhanced IAV replication 
in the normal site of an IAV infection.  

  Severe acute respiratory syndrome coronavirus (SARS-CoV) and 
the murine coronavirus mouse hepatitis virus (MHV) can induce a 
G0/G1-phase arrest of infected host cells (Fig.  2 ) [ 83 – 86 ]. SARS-
CoV and MHV belong to the Coronavirus family of viruses [ 87 ]. 
Members of the Coronavirus family are enveloped viruses with a 
positive-sense, single-stranded RNA genome [ 2 ]. SARS- CoV is 
the causative agent of the severe acute respiratory syndrome 
(SARS) [ 87 ]. The genome of SARS-CoV encodes a replicase, four 
major structural proteins, and a number of nonstructural proteins 
[ 87 – 89 ]. The SARS-CoV 3b nonstructural protein can induce cell 
cycle arrest at the G0/G1 phase (Fig.  2 ) [ 83 ]. Additionally, the 
SARS-CoV 7a nonstructural protein can inhibit cell growth and 
induce a G0/G1-phase arrest (Fig.  2 ); expression of 7a was shown to 
decrease the levels of cyclin D3 and inhibit phosphorylation of pRb 
[ 84 ]. Unfortunately the effects of 3b and 7a have not been assessed 
in the context of SARS-CoV infection, and it remains unclear 
whether these effects are apparent during an authentic SARS-CoV 
infection. Further, the molecular mechanisms that underlie the 
effects of 3b and 7a on the host cell cycle remain undefi ned. 

 MHV can also modulate the cell cycle of infected cells [ 85 , 
 86 ]. MHV causes various diseases in mice, including hepatitis and 
enteritis [ 90 ,  91 ]. The results of one study demonstrated that 
MHV infection inhibited cellular DNA synthesis and caused an 
accumulation of the infected cells in the G0/G1 phase (Fig.  2 ) 
[ 85 ]. When quiescent cells were infected with MHV and then 
serum stimulated, these cells failed to enter S phase. MHV infec-
tion led to a reduction in the levels of Cdk4, Cdk6, and G1 cyclins 
in infected cell, which led to insuffi cient phosphorylation of pRb 
and caused the cells to arrest at the G0/G1 phase [ 85 ]. Results 
from another study demonstrated that the MHV nonstructural 
protein p28 can also induce a G0/G1-phase arrest (Fig.  2 ) [ 86 ]. 
The expression of p28 induced the stabilization and accumulation 
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of p53, which elevated transcription of p21. The increased levels of 
p21 suppressed cyclin E-CDK2 activity and resulted in an accumu-
lation of hypo- and/or unphosphorylated Rb. Whether similar 
effects are apparent in the context of a natural MHV  infection was 
not determined, and future studies could focus on defi ning the 
effect of p28, in the presence of other MHV proteins and in the 
context of MHV replication, on the infected host cell cycle. 

 The effect of MHV-induced cell cycle arrest on MHV replica-
tion remains incompletely understood; however, various possibili-
ties have been proposed [ 85 ]. The fi rst proposed possibility is that 
cell cycle arrest in the G0/G1 phase may provide greater amounts 
of ribonucleotides for the synthesis of MHV RNA. Since ribonu-
cleotides are precursors for synthesis of deoxyribonucleotides, an 
inhibition of host cellular DNA synthesis could increase the avail-
ability of ribonucleotides in cells and promote effi cient MHV 
RNA synthesis [ 85 ]. A second proposed reason for why MHV 
causes cell cycle arrest is that this may prevent the induction and 
execution of early cell death in the MHV-infected cells [ 85 ]. 
MHV replication in cultured cells has been shown to lead to cell 
death; however, the onset of apoptosis occurs when the highest 
levels of MHV production are attained [ 92 – 94 ]. It is not yet clear 
how MHV can attain maximal levels of viral replication prior to 
cell death. In certain systems, apoptosis has been shown to follow 
cell cycle arrest [ 81 ,  82 ], but in other systems cell cycle progres-
sion is required for the induction of apoptosis [ 95 ]. It is possible 
that MHV-dependent inhibition of the cell cycle slows the activa-
tion of apoptotic pathways in MHV-infected cells to allow for 
maximum viral replication prior to apoptosis of the infected cells. 
A third proposed reason for why MHV may cause cell cycle arrest 
is that this might facilitate effi cient MHV assembly [ 85 ]. Assembly 
of MHV occurs in the intermediate compartment between the 
endoplasmic reticulum (ER) and the Golgi apparatus and requires 
proper intracellular membrane structures [ 96 ,  97 ]. Since most 
membrane traffi cking steps are disrupted during the M phase [ 98 , 
 99 ], MHV-mediated host cell cycle arrest may lead to effi cient 
MHV assembly [ 85 ]. A fourth proposed reason for why MHV 
causes cell cycle arrest is that this may be benefi cial for cap-depen-
dent translation of MHV mRNAs [ 85 ]. Due to the impaired func-
tion of the cap-binding protein, cap-dependent translation is 
reduced during the M phase [ 100 ]. All the mRNAs of MHV are 
capped at the 5′ end, and the translation of all MHV proteins, 
except the E protein, is cap- dependent [ 101 ]. Lastly, MHV-
induced cell cycle arrest may have an important signifi cance for 
MHV-induced pathogenesis [ 85 ]. Since noncycling cells are less 
susceptible to being killed by cytotoxic T cells [ 102 ], MHV-
infected cells arrested in the G0/G1 phase may be less likely to be 
killed by cytotoxic T cells [ 85 ].  
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  The Zta protein of the EBV, a member of the Herpesvirus family, 
can induce a G0/G1 arrest [ 4 ]. Some viruses can also induce cell 
cycle entry in resting cells by dysregulating the G0/G1 transition. 
For example, the myxoma virus M-T5 protein can promote the 
transition of myxoma virus infected cells out of the G0 phase 
[ 103 ]. The HBV, a member of the Hepadnavirus family, has also 
been shown to induce an exit of cells from G0 into the G1 phase 
[ 104 ]; HBV regulation of the cell cycle will be described below.   

4    Viruses That Regulate the G1 and S Phases of the Cell Cycle 

  HCV, a member of the Flavivirus family, is a small, enveloped virus 
with a positive-sense, single-stranded RNA genome. The HCV 
genome encodes a large polyprotein that is co- and posttranslation-
ally processed to produce the mature structural core, E1 and E2 
and nonstructural NS2, NS3, NS4A, NS4B, NS5A, and NS5B pro-
teins [ 105 ,  106 ]. HCV infections are a global health problem that 
affects approximately 170 million people worldwide [ 107 ]. HCV is 
hepatotropic and is one of the major causes of chronic hepatitis, 
cirrhosis, and primary liver cancer, hepatocellular carcinoma (HCC) 
in humans [ 108 ]. Currently, there is no effective vaccine against 
HCV infection, and the standard treatment, consisting of a combi-
nation of pegylated interferon-α and a nucleoside analogue, ribavi-
rin, produces a sustained virological response in only 50 % of the 
patients infected with genotype 1 and 80 % of the patients infected 
with genotypes 2 and 3 [ 109 ,  110 ]. The use of pegylated interferon-α 
and ribavirin has various side effects such as hematological compli-
cations. There are many new therapies for HCV infection in clinical 
development including Direct-Acting Antiviral Agents (DAA) and 
Host-Targeting Antiviral Agents. Two DAAs, the protease inhibi-
tors boceprevir and telaprevir, which are both reversible covalent 
inhibitors of the HCV NS3-NS4A serine protease, have been 
approved for HCV treatment. Additionally, other DAAs, which are 
in phase III studies, include an NS5A inhibitor, NS5B polymerase 
inhibitors, and noncovalent NS3- NS4A protease inhibitors. 
Additionally, certain host-targeting antiviral agents, including 
inhibitors of cyclophilin A and microRNA (miR)122, have advanced 
to phase 2 or 3 clinical trials. The approval of boceprevir and tela-
previr has led to the use of a triple therapy for HCV genotype 1 
infection. A triple therapy regimen usually consists of one of these 
two protease inhibitors in combination with pegylated interferon 
and ribavirin. Although the triple therapy regimens are usually more 
effective than a combination of pegylated interferon and ribavirin 
without a protease inhibitor, they are associated with various side 
effects, and the combination of pegylated interferon and ribavirin 
remains the recommended treatment for HCV genotypes 2, 3, 4, 5, 
and 6 infection [ 109 – 111 ]. 

3.3  Additional 
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 HCV proteins have been shown to both promote and inhibit 
cell cycle progression, and it is likely that the effects of HCV on the 
cell cycle are infl uenced by the experimental system used to test 
HCV effects on these cellular processes. The results of several stud-
ies have suggested that one or more HCV proteins can modulate 
cell cycle regulatory genes to affect the G1/S checkpoint in HCV- 
infected cells (Table  1 ) [ 112 – 127 ]. The HCV viral core protein, 
which forms the viral capsid, is thought to play a vital role in the 
development of HCV-associated HCC [ 11 ]. The results of a recent 
study demonstrated that the HCV core protein decreased p21 
expression in human hepatoma cells. An HCV core-induced 

      Table 1  
  Hepatitis C Virus (HCV) modulation of the G1/S checkpoint   

 HCV protein  Affect on cell cycle  Cell type  Reference 

 HCV core  Decreased p21 levels  Huh 7  [ 117 ] 

 HCV core  Increased number of cells 
in the S phase 

 HepG2  [ 122 ] 

 HCV core  Stimulate cell growth by 
downregulating p16 levels 

 HepG2  [ 113 ] 

 HCV NS3  Repress promoter activity of p21  NIH3T3  [ 129 ] 

 HCV NS5A  Repress transcription of p21 and 
increase expression of PCNA 

 Murine fi broblasts 
and HepG2 cells 

 [ 112 ] 

 HCV NS5B 
 HCV infection 

 Downregulation of pRb  Huh 7.5 cells  [ 127 ] 

 HCV NS2  Induces cell cycle arrest in the 
S phase, downregulates 
cyclin A levels 

 HeLa, Huh 7, Vero  [ 115 ] 

 NS5B  Delays S-phase progression by 
interacting with CINP 

 U-20S, HepG2  [ 118 ] 

 HCV core  Arrests cell cycle progression 
by stabilizing p27 

 T cells  [ 131 ] 

 HCV core  Induces expression of p21  SAOS-2, HepG2  [ 132 ] 

 HCV core  Biphasic regulation of p21  HepG2  [ 130 ] 

 Full genome 
HCV expression 

 Upregulated CDK-pRb-E2F 
pathway, upregulated 
anchorage independent growth 

 HepG2  [ 114 ] 

 HCV infection  Delay in cell cycle progression  Huh7.5  [ 119 ] 

 Chronic HCV 
infection 

 G1-phase arrest  Patient hepatocytes  [ 136 ,  137 ] 

  Summary of the different studies that have analyzed the effect of HCV proteins on the host cell cycle. See text and refer-
ences for details  
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increase in the level of miR-345 was found to suppress endogenous 
p21 expression by targeting the 3′ untranslated region (UTR) of 
the p21 mRNA [ 117 ]. Decreases in the levels of p21 would lead to 
accelerated cell cycle progression, and increased p21 expression is 
frequently observed in human cancers [ 128 ]. Thus it is possible 
that the HCV core protein-induced decrease in p21 expression 
may contribute to HCV-induced HCC. These results are in agree-
ment with previous studies that have shown a pro-proliferative 
effect of the core protein; HCV core induced S-phase progression 
in various cell systems and growth conditions [ 22 ,  122 ,  124 ,  125 ]. 
For example, HCV core protein expression increased the fraction 
of HepG2 cells, a human hepatoblastoma cell line, in the S phase 
by increasing the stability of the c-myc oncoprotein [ 122 ]. 
Additionally, the HCV core protein, expressed alone or in the con-
text of HCV replication, promoted cell proliferation, DNA synthe-
sis, and cell cycle progression in Huh-7 cells, a human hepatoma 
cell line [ 22 ]. In this system, HCV core activated the Wnt-β catenin 
signaling pathway, which was shown to be a major mediator of 
HCV core-induced cell proliferation. Results from another study 
in HepG2 cells also showed that the HCV core protein stimulated 
cell growth by decreasing the levels of the CDK inhibitor, p16 via 
induction of hypermethylation of the p16 transcription promoter 
[ 113 ]. The HCV NS3, NS5A, and NS5B proteins have also been 
shown to promote cell growth [ 126 ,  127 ]. The results of one 
study in NIH3T3 cells showed that NS3 mediated a p53- dependent 
transcriptional repression of p21 [ 129 ]. In murine fi broblasts and 
HepG2 cells, the NS5A protein repressed transcription of p21 and 
increased expression of Proliferating Cell Nuclear Antigen (PCNA), 
which is expressed during the S phase and required for DNA repli-
cation [ 112 ]. pRb expression was also shown to be decreased in 
HCV-infected hepatoma cells; decreased levels of pRb were caused 
by NS5B-dependent ubiquitination of pRb and subsequent prote-
asome-mediated degradation of pRb. Loss of pRb function in 
HCV-infected cells could promote hepatocyte proliferation and 
contribute to the development of HCC [ 127 ]. Overall, the results 
of these various studies suggest that HCV proteins can promote 
cell proliferation by affecting the cellular functions or levels of cell 
cycle regulatory proteins.

   In contrast to the studies described above, which demonstrate 
a pro-proliferative effect of the HCV proteins, the results of 
another study demonstrated that NS2 can inhibit cell proliferation 
and induce cell cycle arrest in the S phase (Table  1 ). The induction 
of S-phase arrest in NS2-expressing cells was associated with 
decreased cyclin A expression [ 115 ]. The results of a different 
study also showed that the HCV RNA-dependent RNA polymerase, 
NS5B, delayed S-phase progression by interacting with the CDK-
interacting protein (CINP) [ 118 ]. In fact, this study led to the 
identifi cation of CINP and provides an example of how analyzing 
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viral regulation of the cell cycle may help identify novel cell cycle 
regulatory proteins. Similar to the NS2- and NS5B-mediated cell 
cycle arrest, and in contrast to studies outlined above, the results of 
additional studies have suggested that the HCV core protein can 
impair the G1 to S phase transition through various mechanisms, 
including induction of p21 expression and stabilization of the 
CDK inhibitor, p27 (Table  1 ) [ 130 – 132 ]. Interestingly, Nguyen 
et al. demonstrated that the HCV core protein modulates p21 
expression levels in a biphasic manner [ 130 ]. The 21-kDa, imma-
ture form, of the HCV core protein can be proteolytically pro-
cessed to a 19-kDa, mature form [ 133 ]. Nguyen et al. analyzed the 
role of the HCV core protein in cell cycle modulation by using a 
HepG2-derived cell line, where the expression of the HCV core 
protein was under the control of an inducible promoter. At early 
time points after induction of core protein expression, both the 
21-kDa and 19-kDa forms were equally abundant in HCV core- 
expressing cells; however, at later time points, the 19-kDa form 
accumulated and became the dominant species. The 21-kDa form 
of the core protein was associated with an increased expression of 
p21 and a concomitant decrease in CDK2 activity. These changes 
in p21 and CDK2 activity led to a decrease in cellular proliferation. 
However, accumulation of the 19-kDa form caused a decline in 
p21 levels. These results suggest that the HCV core protein- 
dependent regulation of p21 expression might depend on the early 
presence of the immature form of the core protein or the later 
expression of the mature form of the core protein during an HCV 
infection and may provide an explanation for the confl icting obser-
vations in various studies that have analyzed the regulation of p21 
by the HCV core protein. It is possible that some studies only 
analyzed the effect of the 19-kDa, mature form, of the core protein 
or that the processing kinetics of the HCV core protein may differ 
in the individual studies, leading to varying effects of the core pro-
tein on p21 expression [ 130 ]. Biphasic effects on cell cycle regula-
tory molecules have also been demonstrated for the human 
cytomegalovirus (HCMV), a member of the Herpesvirus family; 
cyclin A expression was repressed early after HCMV infection but 
induced at later stages of the viral infection [ 134 ]. Overall, various 
studies suggest that the HCV core protein modulates cell cycle 
regulatory proteins and plays a vital role in HCV pathogenesis; 
however, the exact effects of the HCV core protein on hepatocyte 
cell cycle modulation remain incompletely defi ned. 

 The studies described above predominantly focused on effects 
of HCV proteins that were expressed in isolation or outside of the 
context of an authentic HCV infection. The impact of expressing 
the entire HCV genome on the cell cycle has also been analyzed 
(Table  1 ); however, because of the lack of an effi cient HCV infec-
tion system, the effects of an HCV infection on the host cell cycle 
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remain unclear. To begin to clarify these effects, in one study a Cre 
recombinase/loxP conditional system for the expression of the 
full-length HCV genome was generated in HepG2 cells, thus 
enabling the creation of a system that at least partially mimicked 
persistently HCV-infected hepatocytes. The results of this study 
showed that cells expressing the full-length HCV RNA activated 
the CDK-pRb-E2F pathway more effectively than observed when 
individual HCV proteins were expressed [ 114 ]. Full genome HCV 
RNA expression also enhanced anchorage-independent growth of 
HepG2 cells, whereas HepG2 cells only expressing HCV struc-
tural, nonstructural, or even all viral proteins showed no signifi cant 
changes in anchorage-independent growth; this observation might 
suggest that the viral RNA itself somehow affects the cell cycle 
[ 114 ]. The tumor suppressor, pRb, is frequently inactivated in 
HCC, and HCV-mediated regulation of the CDK-pRb-E2F path-
way may be one of the mechanisms responsible for the high inci-
dence of HCC in HCV-infected patients [ 114 ,  135 ]. Finally, the 
results of a different study indicated that an HCV infection is asso-
ciated with a delay in cell cycle progression. HCV-infected Huh- 
7.5 cells, a subline of Huh-7 hepatoma cells that can support HCV 
replication, showed signifi cantly fewer cells in the S phase as com-
pared to mock-infected cells. Further, results from gene expression 
analysis suggested that HCV-mediated apoptosis of Huh-7.5 cells 
might be a result of perturbations in cell cycle progression [ 119 ]. 
Interestingly, a G1 arrest was also observed in patient hepatocytes 
during a chronic HCV infection [ 121 ,  136 ,  137 ]. The G1 arrest 
was associated with increased p21 expression, which correlated 
with the severity of fi brosis [ 136 ]. These in vivo results suggest 
that the delayed cell cycle progression observed in HCV-infected 
Huh-7.5 cells may be physiologically relevant. 

 Although the studies described above provide some indica-
tions of HCV full genome effects on the cell cycle, few studies have 
analyzed the effects of the cell cycle status on HCV replication or 
the effect of the replicating virus on the cell cycle during an authen-
tic HCV infection. Therefore, the signifi cance of HCV-induced 
cell cycle arrest or proliferation for HCV replication and HCV- 
associated disease remains unclear. In addition, the paucity of 
authentic HCV replication systems, and the consequential study of 
HCV replication in systems that may not accurately refl ect all 
aspects of an authentic HCV infection, has sometimes generated 
seemingly discrepant observations of HCV effects on the cell cycle. 
Although direct confi rmation is lacking, various possible effects of 
cell cycle regulation on HCV replication have been proposed. For 
example, the biphasic effect of the HCV core protein on the cell 
cycle may be important for HCV replication, and it is possible that 
HCV-mediated cell cycle arrest protects cells from apoptosis dur-
ing the initial stages of an HCV infection. Alternatively, during 
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early stages of HCV infection, the immature form of the HCV core 
protein may regulate the expression of proteins that are required 
for repressing the immune response and thus help infected cells 
evade immune defenses [ 130 ]. Some studies have linked the effect 
of the cell cycle status on the translational activity of the HCV 
internal ribosome entry site (IRES), which mediates cap- 
independent translation of the HCV RNA and is located at the 5′ 
end of the HCV genome. The HCV IRES-dependent translation 
effi ciency in Huh-7 cells was highest during the G0 and G1 phases 
of the cell cycle but was decreased during the S phase and dramati-
cally reduced during the G2/M phase. Therefore, it is possible that 
HCV proteins modulate cell cycle regulatory proteins to induce a 
cell cycle arrest to allow effi cient HCV translation and replication 
[ 138 ]. It has also been proposed that HCV-mediated cell cycle 
arrest limits the regenerative response of the liver to ongoing injury 
and contributes to the progression of liver disease [ 121 ,  136 ,  137 ]. 
In contrast, some studies have demonstrated a positive impact of 
cell proliferation on HCV replication. The results of one study 
showed that the translational activity of the HCV IRES was great-
est in cells that are actively dividing [ 139 ]. In accordance with this, 
fi ndings from another study suggested that HCV replication is 
highly dependent on cellular proliferation, and HCV RNA syn-
thesis was strongly enhanced in the S phase. Surprisingly, and in 
contrast to previous studies, the same study also showed that HCV 
protein expression and genome replication did not affect the cell 
cycle status of Huh-7 cells [ 120 ]. 

 In summary, numerous studies have analyzed the effect of 
HCV infection on the cell cycle status of hepatocytes. However, 
most of these studies were conducted with overexpression of a 
single HCV protein, and the results of these studies have some-
times identifi ed contradictory effects on cell cycle regulatory 
proteins. Studies involving a single HCV protein may not accu-
rately represent the expression levels of that HCV protein in HCV- 
infected livers and cannot analyze the consequence of interactions 
between different HCV proteins that could infl uence the cell cycle 
during an HCV infection. Moreover, most HCV studies that ana-
lyzed the impact of HCV proteins on the cell cycle were conducted 
in immortalized or transformed cell lines. Although challenging, 
future studies in primary hepatocytes may help delineate the exact 
effects of HCV on the cell cycle during an authentic HCV infec-
tion [ 140 ]. These types of studies should also consider that HCV 
has several genotypes and that different disease outcomes have 
been reported in patients infected with different HCV genotypes 
[ 141 ]. Therefore, it is possible that different genotypes of HCV 
will have different effects on the cell cycle, which might account 
for some of the contradictory observations that have been reported. 
Recently, a genetically humanized mouse model that expresses 
human CD81 and human occludin and can be infected with HCV 

Sumedha Bagga and Michael J. Bouchard



183

was generated. This is the fi rst mouse model where the entire HCV 
life cycle can be studied and provides new opportunities to under-
stand the in vivo consequences of an HCV infection for hepatocyte 
genome replication and the cell cycle [ 142 ].  

  The small DNA tumor viruses are a group of double-stranded 
DNA viruses; representative examples of these viruses are papillo-
maviruses such as the HPV, Adenoviruses (Ad), and polyomavi-
ruses such as the Simian virus 40 (SV40) [ 2 ,  143 ]. HPV infections 
are associated with the development of cervical, anal, and neck 
cancers [ 144 ]. Although SV40 and adenoviruses have not been 
linked to human cancers, they can immortalize and transform cells 
in culture [ 145 ]. The small DNA tumor viruses are dependent on 
the host cell DNA replication machinery for the replication of the 
viral genomes. These viruses typically infect differentiated, quies-
cent cells, which may not be an ideal environment for viral replica-
tion because the host cell DNA replication machinery is only 
available during the S phase [ 146 ,  147 ]. The small DNA tumor 
viruses do not encode a DNA polymerase or other enzymes that 
are involved in DNA synthesis [ 4 ]. Moreover, since quiescent cells 
have low levels of deoxynucleotides, the environment of quiescent 
cells may not be conducive to viral DNA synthesis. Thus, it is 
thought that small DNA viruses must induce S-phase entry of 
infected cells in order to create an environment that is favorable for 
viral replication. HPV, Ad, and SV40 have evolved strategies to 
promote unscheduled entry of infected cells into the S phase [ 6 , 
 146 ,  147 ] (Fig.  3 ). Entry into S phase allows these viruses to use 
host enzymatic activities and cellular DNA precursors for their own 
DNA replication. Consequently, these viruses encode proteins that 
can affect cell cycle control mechanisms. For example, the small 
DNA tumor viruses encode proteins that can inhibit p53 and the 
Rb family members [ 6 ,  18 ,  19 ,  148 – 150 ] (Fig.  3 ). Inhibition of 
p53 and Rb family members by these virally encoded proteins 
induces the cells to enter S phase. Inhibition of p53 and Rb by the 
small DNA tumor virus proteins is also required for the cell trans-
formation that is associated with HPV, Ad, or SV40 infections [ 6 , 
 18 ,  145 ,  150 ,  151 ].

    Transforming oncoproteins of the small DNA tumor viruses include 
E1A from adenovirus, E7 from HPV, and large T antigen (LTag) 
from SV40 [ 145 ]; these oncoproteins bind to and inactivate Rb 
family members, thus abrogating the need for phosphorylation by 
the G1 CDKs, CDK4 and CDK6 [ 3 ] (Fig.  3 ). The Rb family of 
proteins, also referred to as the pocket protein family, consists of the 
three proteins pRb, p107, and p130. These proteins negatively reg-
ulate the transition from the G1 to S phase [ 21 ,  152 ]. E1A, E7, and 
LTag oncoproteins contain an LXCXE (Leu-X- Cys-X-Glu, where 
X represents any amino acid) motif, which facilitates interaction 

4.2  Small DNA 
Tumor Viruses Drive 
Cells into the S Phase

4.2.1  Small DNA Tumor 
Virus Oncoproteins Inhibit 
the Retinoblastoma Family 
Proteins

Viruses and the Cell Cycle



184

with all three members of the Rb family. The LXCXE motif interacts 
with a site on Rb that is referred to as the pocket region of Rb 
[ 6 ,  7 ]. The binding of E1A, E7, or the LTag to the pocket region 
of Rb leads to the displacement of its cellular binding partners, 
HDAC and E2F. The steric disruption of the E2F-Rb complexes 
allows the release of the S-phase transcription factor, E2F [ 6 ,  7 ,  146 , 
 153 – 164 ]. In addition to disrupting the interaction of Rb with 
E2F, E1A and LTag can inhibit pocket protein function by induc-
ing posttranslational modifi cations [ 146 ]. The results of various 
studies indicate that the binding of E7 to all three Rb proteins 
induces their degradation by the ubiquitin- proteasome pathway [ 7 , 
 146 ,  165 ,  166 ]. Overall, the transforming oncoproteins of the 
small DNA tumor viruses can inactivate Rb family members and 
cause unscheduled progression into the S phase. Inactivation of the 
Rb family by E1A, E7, and LTag would lead to the induction of 
transcription of E2F responsive genes, which include the E2F-
controlled cell cycle and DNA synthesis genes, and help establish a 
favorable environment for viral replication [ 6 ,  146 ].  
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  The p53 tumor suppressor pathway can be activated as a response 
to various cellular stresses, including DNA damage. The activation 
of p53 either leads to the induction of cell cycle arrest to allow time 
for the cell to repair any DNA damage or initiates apoptosis if the 
DNA damage is too extensive or cannot be repaired. Infection 
with many different viruses has been linked to activation of p53; 
extensive viral DNA replication can trigger a DNA damage response 
that activates p53. Since the induction of cell cycle arrest or apop-
tosis could prevent new virus production, many viruses, including 
the small DNA tumor viruses, have evolved mechanisms to inacti-
vate the p53 tumor suppressor pathway [ 167 ]. The SV40 LTag, 
Ad E1B, and HPV E6 oncoproteins have been shown to bind to 
p53 [ 6 ,  167 ] (Fig.  3 ). LTag can directly bind and inactivate p53 
[ 168 – 170 ]. In fact, p53 was fi rst identifi ed as an interaction part-
ner of the LTag and then later shown to have an important tumor 
suppressor activity [ 171 ,  172 ]. E1B and E6 can facilitate the 
ubiquitination and proteasome-mediated degradation of p53 via 
recruitment of other cellular factors that regulate this process. 
E1B, in conjunction with the adenovirus protein E4-ORF6, 
assembles into an ubiquitin ligase complex together with cellular 
proteins involved in ubiquitination (Cullin 5 and Elongins B/C), 
to target p53 for degradation [ 173 ,  174 ]. E6 stimulates the degra-
dation of p53 by recruiting the cellular ubiquitin ligase E6AP- 
100K [ 175 ]. Overall, small DNA tumor viruses, which usually 
infect quiescent cells, encode proteins that bypass restriction points 
in the cell cycle in order to activate the host cell replication machin-
ery and induce cell proliferation. SV40, Ad, and HPV thus create a 
favorable environment for viral DNA replication.   

  Whereas small DNA tumor viruses have evolved mechanisms to 
activate the transcription of cellular genes that generate deoxynu-
cleotide pools for DNA replication and rely on cellular DNA 
polymerases, Herpesviruses encode many of these genes in their 
viral genomes [ 4 ,  5 ,  7 ,  148 ]. Members of the Herpesviruses family 
are enveloped viruses that contain a large, double-stranded DNA 
genome that typically encodes 100–200 genes. Expression of 
Herpesvirus genes are temporally regulated during an infection 
and can be classifi ed as immediate early, early, or late genes, refl ecting 
their relative time of expression following infection of a cell. The 
Herpesvirus family is subdivided into the α-, β-, and γ-herpesviruses 
to distinguish various biological properties including host range and 
speed of replication. Within an infected cell, Herpesviruses can 
exist in a lytic state, where most genes are expressed and the virus 
is actively replicating, or in a latent state where a subset of genes 
are expressed and the virus is not generating infectious progeny. 
Herpes simplex virus 1 (HSV-1) is representative of α-herpesviruses, 
HCMV is representative of β-herpesviruses, and EBV and KSHVs 
are representative of γ-herpesviruses [ 2 ,  176 – 179 ]. Several research 
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groups have analyzed the effects of HSV-1, HCMV, EBV, and 
KSHV on cell cycle regulatory pathways [ 4 ]. Here, we will describe 
HSV-1, HCMV, EBV, and KSHV-dependent modulation of the 
host cell cycle as examples of how members of the Herpesvirus 
family regulate the cell cycle and how this affects viral replication, 
cell physiology, and the development and progression of some 
Herpesvirus-associated diseases. 

  KSHV, also referred to as human herpesvirus 8 (HHV8), is the 
most recently identifi ed human oncogenic virus. KSHV is the 
infectious cause of Kaposi sarcoma (KS) and two lymphoprolifera-
tive disorders that are frequently found in individuals with acquired 
immune defi ciency syndrome (AIDS); the lymphoproliferative 
disorders include primary effusion lymphomas (PEL) and multi-
centric Castleman’s disease. KS is a common cancer in HIV-1 
infected, untreated individuals. Although originally linked to 
diminished CD4 T cell levels, even HIV-infected individuals receiv-
ing anti- HIV therapy have a higher incidence of KS than is observed 
in the general population. Almost 20 years after the discovery of 
KSHV, palliative treatments for KS exist, but none are curative. 
Additionally, there is no vaccine against KSHV. Substantial 
advances have been made in understanding the pathobiology of 
KSHV, and potential targets for the treatment of KS have been 
suggested [ 180 – 183 ]. The KSHV genome encodes a large number 
of cellular orthologues that affect the cell cycle, DNA synthesis, 
and apoptotic pathways in KSHV-infected cells [ 180 – 182 ]. KSHV 
primarily infects endothelial and B cells [ 184 ,  185 ]. During the 
latent phase of a KSHV infection, viral gene expression is restricted 
to a subset of viral genes, and gene products are thought to avoid 
the host antiviral immune response and provide a proliferative 
advantage to the KSHV-infected cells. KSHV replication and tran-
scriptional programs are fully activated upon induction of the lytic 
phase, where the virus progeny is produced, packaged, and released 
from the host cells [ 183 ,  186 ]. KSHV genes have been classifi ed 
into three major categories: class 1 genes that are constitutively 
expressed, class II genes that are expressed during latency, but are 
upregulated during lytic replication, and class III genes that are only 
present during the lytic phase of a KSHV infection [ 186 ]. Most 
tumor cells in PEL or KS only express KSHV latent proteins, and only 
a small percentage of the tumor cells express lytic proteins [ 183 ]. 

 KSHV expresses various proteins that can modulate the cell 
cycle of infected cells (Fig.  3 ); these KSHV-encoded proteins 
deregulate cell cycle checkpoints, promote cell cycle progression, 
and are thought to contribute to KSHV-mediated oncogenesis by 
functioning as growth factor receptors, signal transduction proteins, 
transcription factors, and cell cycle regulators [ 187 ]. 

 The KSHV homologue of cellular cyclin D is known as the 
viral cyclin (v-cyclin). v-cyclin is expressed from the major latency 
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locus of the KSHV genome and is used by KSHV to hijack cell 
cycle control mechanisms (Fig.  3 ) [ 183 ,  188 ]. Similar to the 
cellular D-type cyclins, v-cyclin interacts with and activates CDK4 
and CDK6 kinases; the primary target of v-cyclin is CDK6 [ 189 ]. 
The v-cyclin-CDK6 complex phosphorylates pRb in vitro and 
in vivo [ 189 ]. The interaction of v-cyclin with CDK6 causes 
S-phase entry and DNA replication of KSHV-infected cells [ 183 , 
 188 ,  190 ,  191 ]. The v-cyclin-CDK6 complex can also phosphory-
late other factors that are involved in the G1/S phase transition of 
the cell cycle. v-cyclin-CDK6 substrates include CDK2, histone 
H1, p27, Cdc6, and origin-recognition complex-1 [ 183 ,  191 – 194 ]. 
Unlike the cellular cyclin D-CDK6 complex, which usually requires 
CDK6 phosphorylation by a CAK for full activation, the complex 
of v-cyclin with CDK6 is fully active in the unphosphorylated form 
[ 195 ,  196 ]. Importantly, v-cyclin is resistant to the action of the 
CDK inhibitors p21, p27, and p16 [ 195 ]. v-cyclin- CDK6 com-
plexes can phosphorylate and inactivate p21 and p27, which favors 
activation of the cellular cyclin-CDK2 complexes and promotes 
cell cycle progression [ 183 ,  197 ]. Although, the results of various 
studies demonstrate that v-cyclin can promote S-phase entry [ 192 , 
 195 ,  198 ], in primary cells, v-cyclin has been shown to induce a 
p53-dependent growth arrest and to sensitize cells to apoptotic 
signals [ 199 ,  200 ]. The results of studies in v-cyclin- expressing 
transgenic mice showed that the ability of v-cyclin to promote cell 
survival and tumor formation was only apparent in the absence of 
p53 [ 200 ,  201 ]. Overall, these studies confi rm a role of v-cyclin in 
regulating the cell cycle but suggest that the exact effect of v-cyclin 
might be infl uenced by experimental conditions [ 199 ]. 

 The latency-associated nuclear antigen (LANA1) is encoded 
by the major latency locus of the KSHV genome. LANA1 has no 
homologue in the human genome [ 183 ]. LANA1 binds to the 
pocket region of pRb and inhibits pRB function, thereby disrupt-
ing normal G1/S checkpoint control mechanisms (Fig.  3 ) [ 202 ]. 
Similar to the oncogenic proteins of many other tumor viruses, 
LANA1 can inactivate the tumor suppressor, p53, highlighting the 
importance of evading tumor suppressor checkpoints in viral-
induced oncogenesis (Fig.  3 ) [ 183 ]. 

 KSHV also possesses a number of other proteins that regulate 
mitogenic signaling pathways to affect the cell cycle control 
machinery. One such KSHV mitogenic signaling protein is the 
KSHV G protein-coupled receptor (vGPCR). vGPCR is expressed 
during early phases of KSHV lytic replication [ 188 ]. This viral 
chemokine receptor is homologous to the human chemokine 
receptors CXCR1 and CXCR2 [ 187 ]. vGPCR has been shown to 
activate the mitogen-activated protein kinase (MAP Kinase) and AKT 
signal transduction pathways, which increases the expression of 
angiogenic factors, such as vascular endothelial growth factor (VEGF), 
and can contribute to cell transformation processes [ 107 ,  188 ,  203 ]. 
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Interestingly, KSHV encodes several DNA synthesis enzymes, 
including thymidine kinase, dihydrofolate reductase, thymidylate 
synthetase, and ribonucleotide reductase. In contrast to the cellu-
lar homologues of these KSHV genes, expression of KSHV thymi-
dine kinase, dihydrofolate reductase, thymidylate synthetase, and 
ribonucleotide reductase is not under the control of the S-phase 
transcription factor, E2F. Consequently, expression of these KSHV 
DNA synthesis enzymes may enable KSHV replication even when 
cells are not in the S phase and when pRb is active [ 188 ,  204 ]. 

 All of the KSHV proteins mentioned above can modulate host 
cell cycle checkpoints to prevent G1/S arrest. However, the KSHV 
K-bZIP protein, also referred to as the replication-associated pro-
tein (RAP), can have opposite effects on cell cycle regulation 
(Fig.  3 ) [ 188 ]. K-bZIP is expressed during lytic KSHV replication 
and belongs to the basic region-leucine zipper family of transcrip-
tion factors [ 188 ,  205 ]. K-bZIP causes cell cycle arrest by inducing 
expression of the CDK inhibitor, p21, and the CCAAT/enhancer 
binding protein-α [ 206 – 208 ]. The results of one study also 
demonstrated that K-bZIP directly interacts with cyclin A-CDK2 
complexes and promotes G1 arrest during early phases of KSHV 
lytic replication [ 209 ]. The reasons for this G1 arrest are not clear, 
but it is possible that the KSHV-induced arrest prevents premature 
apoptosis during the lytic phases of replication. It is also possible 
that lytic-phase KSHV DNA synthesis enzymes generate a quasi-S-
phase state during the cell cycle arrest, thus enabling KSHV DNA 
replication. Importantly, the effects of K-bZIP are apparent during 
lytic replication, whereas v-cyclin and LANA1 effects are typically 
observed during KSHV latency [ 188 ]. 

 Overall, the results of various studies suggest that latent and 
lytic phases of a KSHV infection may have different effects on the 
host cell cycle [ 188 ]. However, it is important to note that most 
studies of the effect of KSHV proteins on the cell cycle were con-
ducted when these proteins were expressed individually and not in 
the context of KSHV replication, and caution should be exercised 
when attempting to extrapolate the results of these studies to 
effects in KSHV-infected cells. It may be important to determine 
the effects of a particular KSHV protein on the host cell cycle in 
the context of the actual KSHV life cycle, where multiple KSHV 
proteins would be acting in concert [ 188 ]. Moreover, a more com-
prehensive understanding of the interplay of viral and cellular fac-
tors in KSHV-infected cells will shed light on the mechanism 
underlying KSHV-induced tumorigenesis and may enable the 
development-targeted therapeutic agents [ 180 – 183 ].  

  EBV, also referred to as human herpes virus 4 (HHV4), is the 
causative agent of the self-limiting, lympho-proliferative disease, 
 infectious mononucleosis. EBV infection has also been linked to 
the development of Burkitt’s lymphoma, Hodgkin’s lymphoma, 
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and nasopharyngeal carcinoma [ 210 ]. EBV preferentially infects B 
cells, and EBV-encoded latent genes can induce B-cell transforma-
tion in vitro [ 211 ]. 

 Latent EBV infection has been associated with cellular prolif-
eration (Fig.  3 ). The role of EBV latent proteins, such as Latent 
Membrane Protein 1 (LMP-1) and Epstein–Barr Nuclear Antigen 
3C (EBNA-3C), in inducing cell cycle progression has been well 
characterized. LMP-1 induces the expression of cyclin D1 and 
phosphorylation of pRb [ 7 ,  212 ,  213 ]. EBNA-3C has also been 
implicated in inhibition of the pRb pathway and can bind to pRb 
in vitro [ 7 ]. EBNA-3C functions in a manner similar to SV40 
LTag, Ad E1A, and HPV E7; EBNA-3C binds to the pocket 
region of pRb and inactivates its cell cycle inhibitory function 
[ 214 ]. EBNA-3C can also stabilize cyclin D by inhibiting its ubiq-
uitination and subsequent degradation [ 215 ]. Viral nucleotide 
biosynthetic enzymes are not expressed during latency, which 
causes EBV to be reliant on the E2F-induced cellular gene expres-
sion for the very low level of EBV genome replication that is 
observed during latency. EBV might also activate the pRb-E2F 
pathway to facilitate cell cycle progression and division to expand 
the pool of latently infected cells. Unlike EBV lytically infected 
cells, latent EBV infection allows the long-term persistence of 
infected cells that can avoid the host antiviral immune response. 
Thus, the proliferation of latently infected EBV cells would lead to 
an increase of the infected B-cell population [ 7 ]. 

 In order to study the EBV lytic replication cycle, latently EBV- 
infected cells are typically exposed to agents that induce a switch 
from latent to lytic EBV replication. EBV lytic replication has been 
shown to be associated with a cell cycle arrest (Fig.  3 ). When 
latently infected cells are treated with agents that induce the lytic 
phase of EBV replication, the EBV-infected cells stop dividing and 
arrest at the G0/G1 phase [ 4 ,  216 – 218 ]. The EBV immediate- 
early transactivator, Zta, also referred to as the lytic switch transac-
tivator, can induce a G0/G1 arrest [ 218 ]. Zta acts at multiple 
distinct control points in the cell cycle regulatory machinery to 
mediate cell cycle arrest, including Zta induction of the CDK 
inhibitors p21 and p27. Expression of Zta has been shown to 
induce arrest in the G0 and G1 phases; however, it also induces the 
expression of certain S-phase genes [ 4 ,  7 ,  18 ,  217 ,  218 ]. 
Additionally, another EBV-encoded lytic transactivator, Rta, is 
thought to have a cell cycle activation function (Fig.  3 ). Rta can 
induce the expression of E2F, which would favor cell cycle pro-
gression [ 219 ]. Thus, despite the ability of EBV to cause cell cycle 
arrest during a lytic infection, it has also been shown to stimulate 
certain cell cycle activation pathways [ 7 ]. During a lytic infection, 
EBV inactivates pRb and expresses many EBV-encoded nucleotide 
biosynthetic enzymes (Fig.  3 ). Therefore, both cellular and viral 
nucleotide biosynthetic enzymes are present during an EBV lytic 
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infection. Since EBV encodes many nucleotide biosynthetic 
enzymes during a lytic infection, it is possible that EBV is relatively 
resistant to the changes in E2F-mediated transcription of cellular 
nucleotide biosynthetic enzymes [ 7 ]. 

 Overall, EBV seems to both inhibit and stimulate cell cycle 
progression. The inactivation of pRb in latently EBV-infected B 
cells may help expand the number of infected B cells. On the con-
trary, since the EBV genome contains many genes required for 
genome replication, lytic replication in a G0 state may prevent 
competition from the host cell machinery for the precursors for 
DNA synthesis [ 3 ].  

  HCMV, also referred to as human herpesvirus 5 (HHV5), is not 
generally considered an oncogenic virus; however, HCMV infec-
tion has been implicated in certain malignant diseases [ 220 ,  221 ]. 
HCMV usually infects quiescent cells in vivo, and it is therefore 
likely that it is benefi cial for HCMV to modulate the host cell cycle 
to maximize viral DNA replication [ 222 ]. Some studies have 
shown that HCMV infection can stimulate cellular DNA synthesis; 
however, most of these studies were conducted in cell lines that 
were not permissive to HCMV replication [ 222 – 224 ]. The infec-
tion of quiescent fi broblasts with HCMV leads to a reentry into 
the cell cycle, progression through the G1 phase, and an arrest at 
the G1/S border (Fig.  3 ) [ 7 ,  222 ,  225 – 228 ]. Although these 
observations suggested that HCMV-infected cells are arrested at 
the G1/S border, it is important to note that these cells exhibited 
characteristics of early S-phase entry, including hyperphosphoryla-
tion of pRb and increased E2F transcriptional activity [ 222 ,  226 , 
 227 ]. Further, infection of cycling cells with HCMV also leads to 
the induction of a G1/S arrest [ 226 ,  228 ]. It is possible that the 
G1/S arrest leads to an unrestricted access to the precursors of 
viral replication while preventing host cell DNA synthesis [ 227 ]. 
During lytic infection, both cell cycle arrest, mediated by the tegu-
ment protein UL69 [ 229 ] and the immediate early IE2 protein 
[ 230 ], and stimulatory effects, mediated by the HCMV kinase 
pUL97 [ 231 ], the tegument protein pp71 [ 232 – 234 ], and IE2 
[ 235 – 237 ], have been observed. Since the HCMV genome does 
not encode nucleotide biosynthetic enzymes, it is possible that 
HCMV depends on cellular E2F transcriptional targets for effi -
ciency of lytic replication. Cell cycle effects during latent HCMV 
infections have not been examined [ 7 ]. Thus, HCMV expresses 
several proteins that allow it to modulate the cell cycle towards an 
S-phase like environment.  

  HSV-1, also known as Human herpesvirus 1 (HHV1), is the main 
cause of herpes infections that occur on the mouth and lips, 
 including cold sores and fever blisters [ 238 ]. Similar to other 
Herpesviruses, HSV-1 can establish both a latent and lytic infection 
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and can modulate the cell cycle of infected cells [ 4 ,  7 ]. HSV-1 cell 
cycle effects during latent infections remain unknown. During a 
lytic HSV-1 infection, HSV-1 does not stimulate the production of 
cellular nucleotide biosynthetic enzymes but instead induces cell 
cycle arrest and relies on viral nucleotide biosynthetic enzymes 
(Fig.  3 ) [ 7 ]. The results of various studies indicate that HSV-1- 
infected cells accumulate in the G1 phase [ 239 – 241 ]. Cells that are 
synchronized in the G0 phase and then simultaneously subjected 
to both serum treatment and HSV-1 infection fail to enter S phase 
[ 239 – 242 ]. HSV-1 infection also leads to an accumulation of E2F 
factors that are complexed with pRb and blocks cellular DNA syn-
thesis [ 240 ,  242 ]. Overall, during lytic phases of HSV-1 infection, 
HSV-1 induces changes in cell cycle regulatory controls that are 
consistent with the cells arresting in the G1 phase. 

 The HSV-1-encoded immediate-early transcription factor, 
infected cell protein 0 (ICP0), can arrest cell cycle progression 
[ 243 ,  244 ]. Infected cell protein 27 (ICP27), another immediate 
early HSV-1 protein, has also been implicated in HSV-mediated 
growth arrest; ICP27 prevented phosphorylation of pRb in 
HSV-1- infected cells [ 239 ]. Interestingly, although pRb is hypo-
phosphorylated in HSV-1 infected cells, the activity of CDKs that 
are responsible for the phosphorylation of pRb seems to be essen-
tial for HSV-1 replication, and the activity of CDKs is required for 
the expression of HSV-1 genes [ 245 ,  246 ]. Although not com-
pletely clear, it is thought that CDKs stimulate HSV-1 replication 
by modulating RNA Polymerase II function [ 247 ]. Further, it is 
possible that CDKs may enhance the ability of ICP0 to activate 
transcription [ 248 ]. Surprisingly, although CDK activity seems to 
be required for expression of HSV-1 genes, the results of two stud-
ies demonstrated that HSV-1 infection suppresses cyclin-CDK 
function [ 239 ,  241 ]. One group showed that HSV-1 infection 
prevents the induction of cyclin D1 and cyclin D3 following the 
addition of serum to serum-starved cells [ 239 ]. Additionally, 
results from another group showed that the infection of quiescent 
cells suppressed serum-induced cyclin D-CDK4/6 and cyclin 
E-CDK2 activity and also led to a loss of cyclin E levels [ 241 ]. 
However, in contrast to these studies, results of a different study 
showed that HSV-1 infection of serum-starved cells resulted in no 
change in CDK4 activity, an induction of cyclin A expression, and 
a transient induction of CDK2 activity [ 249 ]. These seemingly dis-
crepant observations could be explained by a difference in the 
experimental systems used in these studies. The fi rst two groups 
infected quiescent cells in the presence of newly replaced serum, 
whereas the later group infected quiescent cells in the presence of 
spent, not freshly replaced, medium. Thus, while the fi rst two 
studies addressed the ability of HSV-1 to prevent serum-stimulated 
 induction of cyclin-CDK function, the latter group determined 
whether HSV-1 infection could activate cyclin-CDK function 
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above the uninduced, background levels [ 4 ]. Overall, the results of 
these various studies suggest that HSV-1 infection may partly 
suppress the serum-stimulated induction of cyclin-CDK activity 
but probably not the basal uninduced levels. Therefore, HSV-1 
infection may not completely arrest cell cycle progression, and it is 
possible that HSV-1 regulates cyclin-CDK activity to levels that 
helps support effi cient HSV-1 genome replication [ 4 ].  

  Most of the studies that have analyzed the effect of Herpesviruses 
on the cell cycle have focused on lytic replication. Interestingly, 
similar to the small DNA tumor viruses, the human Herpesviruses 
can modulate pRb activity during infection [ 7 ]. Due to their 
restricted genome size, the small DNA tumor viruses do not 
encode their own DNA polymerase or other accessory factors that 
are required for viral DNA replication. In contrast to the small 
DNA tumor viruses, Herpesviruses encode a DNA polymerase and 
some accessory factors involved in nucleotide generation [ 4 ,  7 ]. 
During lytic replication, Herpesviruses must generate large 
amounts of DNA. Thus, Herpesviruses have a signifi cant require-
ment for nucleotide biosynthesis, metabolic, and nucleotide 
polymerization enzymes. Herpesviruses can either rely on their 
own viral machinery for the nucleotide biosynthetic enzymes or 
activate cellular pathways, which leads to the accumulation of these 
enzymes. Since Herpesviruses encode for their own DNA poly-
merase, it is possible that a subset of the Herpesviruses that rely on 
cellular nucleotide biosynthetic enzymes modulate the pRb-E2F 
pathway to induce the expression of these enzymes [ 7 ]. 
Herpesviruses might also modulate the pRb-E2F pathway in order 
to synchronize infected cells in the particular cell cycle state that 
leads to effi cient replication of the viral DNA genome [ 7 ]. 

 Results of various studies indicate that during lytic replication, 
EBV, HCMV, and HSV-1 induce growth arrest [ 4 ]. Synchronization 
in the G1 phase is an early step in the lytic infection of these viruses 
[ 4 ]. These Herpesvirus-encoded growth-arrest genes are compo-
nents of the infecting virion and/or immediate early genes. 
It appears that these viruses employ very early viral products to 
induce a cell cycle block, which may help ensure that the cells are 
arrested in G0 for EBV and G1 for HSV and HCMV before viral 
genome replication begins. This enables the virus to ensure that 
cellular DNA synthesis is blocked before the virus engages in DNA 
replication, which may limit competition for resources between the 
cellular and virus DNA replication machinery [ 4 ]. Herpesviruses 
also employ an additional strategy to ensure that the cell is arrested 
at the appropriate phase before viral replication is initiated. The 
immediate early gene expression of these viruses has been shown to 
be regulated by the cell cycle; these genes are expressed  immediately 
before the checkpoint where the respective protein has been shown 
to function [ 4 ]. For example, the promoter for the Zta genes of 
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EBV is activated by G0 growth arrest signals [ 216 ,  217 ]. 
Furthermore, immediate-early HCMV gene expression was found 
to occur only when the infected cells progressed to the G1 phase 
[ 4 ]. Therefore, the viral cell cycle regulatory factors are activated at 
the appropriate point of the cell cycle where they function to 
induce growth arrest. Finally, HSV-1, HCMV, and EBV also 
encode immediate early proteins that affect the expression and 
function of p53. Interestingly, in addition to causing cell cycle 
arrest, Herpesviruses can also stimulate certain cell cycle activation 
signals [ 4 ]. The exact role of the cell cycle promotion signals 
during Herpesvirus replication is unclear. Overall, Herpesviruses 
appear to have evolved highly sophisticated mechanisms to regu-
late the cell cycle so as to favor viral replication.   

   The human HBV is a prototype member of the Hepadnavirus 
family of viruses. Hepadnaviruses are enveloped DNA viruses that 
predominately infect hepatocytes in their respective hosts [ 250 ]. 
Worldwide, there are over 350 million cases of chronic HBV infec-
tions; chronic HBV infection is the most common cause of HCC 
[ 250 ,  251 ]. Despite the availability of an HBV vaccine, HBV- 
related diseases remain a major worldwide health problem [ 252 ]. 
Although the association between chronic HBV infections and 
HCC is clear, there are still gaps in our understanding of how a 
chronic HBV infection can cause HCC. 

 HBV replication has been linked to modulation of cell cycle 
progression, and the status of cell proliferation pathways can also 
affect HBV replication in certain experimental systems [ 253 ]. 
Expression of the HBV genome in Huh7 cells caused these cells to 
progress through the G1 phase but inhibited entry into the S 
phase; similar results were seen in HepG2.215 cells, human hepa-
toblastoma cells that contain an integrated HBV genome and 
replicating HBV [ 254 ]. Additionally, the results of another study 
in HepG2.2.15 cells also showed decreased proliferation of 
HepG2.2.15 cells as compared to HepG2 cells. This study 
demonstrated that HBV modulates the expression levels of certain 
cell cycle regulatory proteins, which leads to a G1-phase arrest 
[ 255 ]. Alternatively, another study that examined the effect of 
HBV replication in Huh7 cells and primary marmoset hepatocytes 
demonstrated that in the context of replicating HBV, these cells 
stall in the G2 phase [ 256 ]. Overall, it appears that HBV regulates 
cell cycle progression; however, the exact effects of HBV infection 
on cell cycle may be infl uenced by the specifi c characteristics of the 
cell type used for the study [ 257 ]. 

 A number of studies have analyzed the impact of the cell cycle 
phase on HBV replication. The levels of HBV DNA replication 
were found to vary in HepG2.2.15 cells depending on the phase of 
the cell cycle. HBV DNA levels were increased when HepG2.2.15 
cells were arrested in either G1 or G2, whereas cell entry into the 
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S phase increased the levels of cellular DNA synthesis but decreased 
the levels of HBV replication [ 258 ,  259 ]. Importantly, these results 
were confi rmed in vivo; analysis in liver specimens from HBV- 
infected patients showed that hepatocytes expressing the S-phase- 
specifi c marker, PCNA, contained little or no HBV-specifi c DNA. 
Similarly, most hepatocytes that contained HBV DNA were found 
to be negative for PCNA [ 259 ]. Overall, these results suggest that 
HBV replication is decreased in actively proliferating cells and is 
inversely correlated with cellular DNA synthesis [ 257 ,  259 ]. 
Contrary to the studies that showed that HBV replication is regu-
lated by the cell cycle status, one group demonstrated that HBV 
replication is independent of the cell cycle phase in HBV-transgenic 
mice [ 260 ]. However, HBV-transgenic mice do not completely 
mimic all aspects of an authentic HBV infection; thus, it is unclear 
whether results from studies conducted in HBV-transgenic mice 
accurately refl ect all the mechanisms that can regulate HBV repli-
cation [ 261 ]. Cumulatively, the results of most studies suggest that 
the status of the cell cycle can infl uence HBV replication.  

  HBx is a multifunctional protein that is encoded by the smallest 
open reading frame of the HBV genome [ 11 ]. Studies of HBV 
replication in some cell culture systems and in various in vivo 
mouse models of HBV replication demonstrated that HBx has an 
essential role during HBV replication [ 11 ,  257 ,  262 ,  263 ]. HBx 
can modulate cytosolic calcium levels, regulate cellular signal trans-
duction and transcription pathways, and affect numerous cellular 
processes such as apoptosis and cell cycle progression [ 262 ,  263 ]. 
HBx effects have sometimes varied depending on the model system 
and the method of HBx expression used in a particular study [ 11 ,  263 ]. 
Thus, while many functions have been attributed to HBx, these 
could refl ect cell type-specifi c consequences of a limited number of 
upstream initiating events that are controlled by a small number 
of primary HBx activities [ 257 ]. This highlights the importance of 
analyzing HBx activities in biologically relevant systems, such as 
cultured primary hepatocytes, both when HBx is expressed alone 
and in the context of HBV replication. 

 We will fi rst describe the impact of HBx expression on cell 
cycle progression in immortalized or transformed cell lines. The 
effects of HBx expression on cell proliferation pathways in cultured 
primary hepatocytes will be discussed in the next section. The 
results of studies in immortalized or transformed cells have shown 
that HBx can induce cells to enter the cell cycle, enter the cell cycle 
but stall in the S phase, or progress more rapidly through the cell 
cycle [ 264 – 272 ]. The reported variations in HBx effects may be 
attributed to the use of different cell lines, varying methods of 
HBx expression, and the experimental conditions of the study [ 257 ]. 
HBx expression can cause cells in the G0 phase to exit G0 but stall 
at the G1/S boundary; this could be interpreted as induction of 
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cell cycle progression beyond the G0 phase or inhibition of cell 
progression into the S phase. Therefore, some results that seem 
discrepant may actually represent varying interpretations of the 
same data by different researchers [ 257 ,  262 ]. A seminal study by 
the Andrisani group has provided support for the notion that HBx 
can have different effects on the cell cycle depending on specifi c 
cellular characteristics [ 268 ]. In these studies, two HBx-expressing 
cell lines were derived from the same parental AML12 liver cell 
line; AML12 cells are immortalized mouse hepatocytes [ 273 ]. 
One of the HBx-expressing cell lines displayed features consistent 
with that of a differentiated hepatocyte, whereas the other HBx- 
expressing cell line was more dedifferentiated [ 274 ,  275 ]. The 
dedifferentiated cell line displayed HBx-dependent cell cycle entry 
but paused early in S phase [ 268 ]. In contrast, HBx expression in 
the differentiated hepatocytes caused the cells to progress rapidly 
through the cell cycle; differentiated hepatocytes displayed HBx- 
dependent G1-, S-, and G2/M-phase progression [ 268 ]. Overall, 
the results of these studies suggest that HBx can modulate cell 
proliferation pathways in immortalized or transformed cells. 

 HBx can modulate the levels and activities of the positive regu-
lators of the cell cycle [ 257 ]. HBx can increase the levels of cyclin 
D1, cyclin E, and cyclin A; activate the endogenous cyclin A pro-
moter; promote the formation of cyclin A-CDK2 complexes; and 
enhance CDK1 and CDK2 activity in various immortalized and 
transformed cells [ 264 ,  266 ,  270 ,  276 ,  277 ]. HBx can also affect 
the negative cell cycle regulators, p16, p21, and p27 [ 257 ]. Results 
from a study in HBV-associated HCC liver sections demonstrated 
that the liver sections that contained high levels of methylated p16 
promoters also had high expression levels of HBx. These results 
indicate that the expression of HBx correlates with the methylation 
status of the p16 promoter [ 278 ]. Similarly, HBx induced hyper-
methylation of the p16 promoter and downregulation of p16 pro-
tein levels in HepG2 cells [ 276 ]. Studies were also conducted in 
liver tissue samples from HBV-associated HCCs and correspond-
ing HBV-infected noncancerous liver sections. HBx expression in 
HBV-infected noncancerous tissues correlated positively with 
DNA methyltransferase 1 (DNMT1) and negatively with p16 pro-
tein expression. However, in the HBV-associated HCC tissues, 
HBx expression still correlated positively with DNMT1 but did 
not correlate with the hypermethylation of the p16 promoter or 
with p16 protein expression. Thus, the results of this study suggest 
that HBx-mediated hypermethylation of p16 may play a role in the 
early stages of HBV-related HCC [ 279 ]. HBx has been shown to 
lead to both upregulation and downregulation of the Cip/Kip 
family members; the precise impact of HBx expression on the 
members of the Cip/Kip family seems to vary in different cellular 
contexts [ 257 ]. HBx increased p21 levels in NIH3T3 cells, a 
mouse embryonic fi broblast cell line, when p53 was present but 
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did not increase the level of p21 when p53 was knocked down 
[ 280 ]. However, in a different study, HBx was found to increase 
p21 levels in Hep3B cells, a p53 mutant HCC cell line [ 281 ]. 
In Huh7 cells, HBx expression increased proteasomal degradation 
of p27 [ 270 ]. Interestingly, the results of a study in Chinese ham-
ster ovary cells showed that the level of HBx expression infl uenced 
its effects on p21 and p27. Low levels of HBx expression resulted 
in an increased activity of the p21 and p27 promoters. On the 
contrary, when HBx was expressed at high levels, there was an 
inhibition of the activity of the p21 and p27 promoters [ 282 ]. This 
study suggests that the observed effects of HBx on CKIs can be 
infl uenced by the experimental conditions.  

  Most of the studies described above were conducted in immortal-
ized or transformed cell lines and when HBx was overexpressed in 
the absence of other HBV proteins, which could contribute to the 
varying HBx effects that were observed. Since cellular signaling 
pathways that control normal cell cycle progression are usually 
altered in established cell lines, the effects of HBx in these cells 
could refl ect functions that are valid in a specifi c cellular context 
but are not present in normal hepatocytes, which are the site of an 
authentic HBV infection. Recent studies in cultured primary 
hepatocytes have analyzed the effect of HBx expression, both 
when HBx is expressed alone and in the context of HBV replica-
tion, on hepatocyte cell cycle regulatory pathways (Fig.  4 ). HBx 
decreased the expression level of both p15 and p16 in cultured 
primary rat hepatocytes. Additionally, HBx increased the expres-
sion of p21 and p27. Thus, HBx expression decreased the levels of 
the CDK inhibitors that maintain the quiescent status of hepato-
cytes but increased the levels of the CDK inhibitors that prevent 
cell cycle progression past the late G1 phase [ 104 ]. Similar results 
were apparent in primary mouse hepatocytes; HBx increased the 
expression of both p21 and p27 and decreased cellular DNA syn-
thesis [ 283 ]. An increase in cyclin D1 and cyclin E expression was 
also observed in HBx-expressing cultured primary rat hepato-
cytes. However, HBx expression did not induce a change in the 
levels of S-phase activating proteins, including cyclin A and PCNA, 
indicating that HBx expression in normal hepatocytes does not 
induce entry into the S phase [ 104 ]. Importantly, similar effects 
were observed in primary rat hepatocytes when HBx was expressed 
in the context of the HBV genome and in the presence of other 
HBV proteins [ 104 ]. Further, these effects of HBx were also con-
fi rmed in cultured primary human hepatocytes [ 284 ]. Although 
HBx upregulated CDK4 activity in primary rat hepatocytes, the 
increase in cyclin E expression levels was not associated with an 
increase in CDK2 activity [ 104 ]. Overall, the results of these stud-
ies suggest that HBx induces quiescent hepatocytes to exit G0 but 
stall in the G1 phase.

4.4.3  HBx Regulation 
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   HBx-mediated exit of hepatocytes from G0 but subsequent 
HBx-induced arrest of hepatocytes at the G1/S phase border was 
shown to be critical for HBV replication in cultured primary rat 
hepatocytes [ 104 ]. The entry of quiescent hepatocytes into the G1 
phase was necessary for the activation of the HBV polymerase 
[ 285 ]. The inhibition of S-phase progression was proposed to be 
important for HBV replication because the stalling of the cell cycle 
at the G1/S border might prevent competition between the host 
cell DNA replication machinery and the HBV replication machinery 
for available deoxynucleotide triphosphates (dNTPs). Since the 
levels of dNTPs in quiescent cells are low [ 286 ], it is possible that 
HBx modulation of the cell cycle may lead to an increase in the 
levels of cellular dNTPs that are available to the HBV polymerase. 
Interestingly, HBx upregulated the expression of active ribonu-
cleotide reductase in cultured primary rat hepatocytes [ 285 ]. 
Cumulatively, these observations in primary hepatocytes suggest 
that HBx modulation of cell proliferation is essential for HBV 
replication. Alterations in cell cycle proteins and their regulatory 

  Fig. 4    Modulation of cell proliferation pathways by HBV (HBx) and HTLV-1. The effect of HBV (HBx) on cell 
proliferation pathways in primary hepatocytes is depicted. Human T-cell lymphotropic virus type I (HTLV-1) 
encodes proteins, such as Tax and p30, which regulate cell cycle progression. See text and references 
for details       
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mechanisms have been linked to cancer development [ 287 ], and 
HBx-induced changes in normal proliferation pathways of quiescent 
hepatocytes may facilitate HBV replication while ultimately prov-
ing detrimental to normal hepatocyte physiology and contributing 
to processes that infl uence the development of HBV- associated 
liver transformation [ 285 ].  

  Several groups have used HBx-transgenic mouse models to analyze 
the effect of HBx expression on liver regeneration. However, 
because of differences in mouse strains and experimental protocols 
and because hepatocyte proliferation was analyzed at different 
times after a partial hepatectomy (PH), it is diffi cult to compare 
the results from the different groups [ 11 ]. Two of the studies 
suggested that HBx expression inhibits liver regeneration [ 288 , 
 289 ], whereas the results of another study suggested that HBx did 
not affect total hepatocyte division but caused a subpopulation of 
HBx-expressing hepatocytes to enter the cell cycle prematurely 
[ 290 ]. These studies used mouse models in which HBx expression 
was controlled by the human antithrombin III gene promoter 
[ 288 ], the mouse albumin gene promoter [ 289 ], or the human 
α1-antitrypsin regulatory region [ 290 ]. Although these    promoters 
function in hepatocytes, because the endogenous HBV HBx 
transcription promoter was not used to drive HBx expression, vari-
ations in the level of HBx expression that may not completely 
mimic normal levels of HBx and may vary between these different 
promoters could have infl uenced the HBx-mediated effect on 
hepatocyte proliferation. Recently, a novel HBx transgenic mouse 
model was generated; in these mice, HBx expression was under the 
control of endogenous HBx viral regulatory elements. In these 
mice, HBx caused delayed cell cycle progression and liver regen-
eration that was linked to HBx-induced IL-6 overexpression [ 291 ]. 
Thus, the results of this study were consistent with the previously 
described antiproliferative effects of HBx expression on liver regen-
eration. Although this system could be argued to more accurately 
refl ect endogenous HBx levels during an HBV infection, unfortu-
nately mRNA splice sites, which are not present in the HBV 
genome, and a foreign, non-HBx mRNA 3′ noncoding region 
were included, which likely affected HBx expression levels. 
Therefore, this system also does not completely mimic HBx expres-
sion during an authentic HBV infection. Cumulatively, the studies 
in HBx transgenic mice have demonstrated that HBx can regulate 
hepatocyte proliferation pathways; however, the exact impact 
seems to vary in different mouse models. Determining the impact 
of HBx expression on liver regeneration will likely provide a more 
accurate understanding of the effects of HBx on hepatocyte 
 proliferation pathways in vivo. The impact of HBx on liver regen-
eration could be an important HBx activity that infl uences the 
development of HBV-associated HCC.   
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  Human T-cell lymphotropic virus type I (HTLV-1) is a human 
oncogenic Retrovirus. Retroviruses are enveloped viruses contain-
ing a single-stranded positive-sense RNA genome; two copies of 
the genome are contained within each virion [ 292 ,  293 ]. HTLV-1 
is the causative agent of Adult T-cell Leukemia (ATL), which is an 
aggressive malignancy of CD4+ T lymphocytes [ 294 – 296 ]. 
HTLV-1 infects an estimated 15–20 million people worldwide 
[ 293 ], and ATL can occur in approximately 2–5 % of the HTLV-
1- infected individuals [ 297 ,  298 ]. HTLV-1 has also been implicated 
as the causative agent of tropical spastic paraparesis/HTLV-
associated myelopathy (TSP/HAM) [ 293 ]. HTLV-1 is associated 
with malignancies that are characterized by excessive proliferation 
of T cells [ 299 ]. 

 The HTLV-1 transactivator, regulatory protein, Tax is both 
necessary and suffi cient for cell transformation and is considered to 
be a viral oncoprotein. Tax is a potent activator of HTLV-1 and 
cellular gene expression [ 297 ,  300 ]. The results of various studies 
suggest that Tax can prevent programmed cell death and increase 
the proliferation of HTLV-1-infected cells [ 297 ,  300 ]. Tax expres-
sion in cells can accelerate progression through the G1 phase and 
induce defects in the G1/S checkpoint, S phase, G2/M check-
point, and the M phase [ 297 ,  300 ]. The oncogenic potential of 
Tax is thought to depend on its ability to modulate the expression 
levels of genes involved in cell proliferation pathways as well as the 
interaction of Tax with cell cycle regulatory proteins [ 300 ]. HTLV-
1- transformed cells display genomic instability. Tax can inhibit cel-
lular DNA repair pathways and override cell cycle checkpoints. 
These effects are thought to contribute to genomic instability and 
ultimately lead to Tax-mediated cellular transformation [ 300 ]. It is 
not clear if Tax directly inhibits DNA repair or if Tax inhibition of 
cell cycle checkpoints allows HTLV-1-infected cells to replicate 
damaged DNA and undergo mitosis before the damaged or altered 
DNA is repaired [ 300 ]. 

 Cells expressing Tax have an accelerated progression through 
the G1 phase [ 301 ,  302 ] (Fig.  4 ). Several different mechanisms 
have been proposed to explain Tax-mediated disruption of G1 
phase regulatory mechanisms and accelerated progression into the 
S phase [ 300 ]. Tax expression can activate transcription of cyclin E 
and cyclin D2 mRNAs [ 300 ,  302 ]. Tax also directly interacts with 
CDK4 and CDK6 and stabilizes cyclin D-CDK4 complexes [ 297 , 
 303 ]. The results of one study indicated that Tax can stimulate 
CDK4 activity, and this activity correlated with the direct binding 
of Tax to CDK4. The cyclin D2-CDK4-Tax complex phosphory-
lated pRb in vitro, and the amount of phosphorylated pRb 
 correlated with the degree of Tax protein binding to CDK4. 
Additionally, the cyclin D2-CDK4-Tax complexes were resistant to 
repression by the CDK inhibitor, p21 [ 303 ]. Tax can also stimulate 
proteasomal degradation of pRb, which would affect cell cycle 
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progression by promoting passage through the G1/S checkpoint 
[ 304 ]. Further, Tax can activate the transcription of CDK4 and 
CDK2 [ 305 ] and repress the transcription of the CDK inhibitors, 
p18 and p19 [ 305 ,  306 ]. Tax can directly bind to p16 and prevent 
it from binding and inhibiting CDK6 [ 307 ]. Finally, Tax can 
inhibit p53 activation [ 308 ,  309 ]. Overall, the results of various 
reports suggest that the HTLV-1 Tax protein can disrupt normal 
cell cycle controls. 

 In contrast to the studies described above, the results of 
other studies have suggested that infection with HTLV-1 and the 
expression of Tax may not be suffi cient to induce cell proliferation; 
the accumulation of certain genetic defects, such as those induced 
by IL2 or somatic mutations that inactivate the CDK inhibitors 
p21 and p27, may be necessary to override cell cycle checkpoints 
and stimulate cell proliferation [ 310 – 312 ]. Results of one study 
showed that HeLa cells infected with HTLV-1 or transduced with 
Tax arrested in the G1 phase; HTLV-1 infected cells, similar to the 
cells transduced with Tax, expressed high levels of p21 and p27 
[ 310 ]. On the contrary, HOS (human osteosarcoma lineage) cells 
continued to proliferate after HTLV-1 infection or Tax expression; 
however, these cells demonstrated a reduced growth rate and 
exhibited mitotic aberrations. Constitutive activation of the P13K/
Akt pathway in HOS cells leads to a reduction in the expression of 
p21 and p27, which allows HTLV-1 and Tax-induced G1 arrest to 
be reverted. Similar to Tax effects in HeLa cells, HTLV-1 infection 
or Tax expression also caused human SupT1 T cells to arrest in the 
G1 phase [ 310 ]. The results of this study suggest that an HTLV-1 
infection usually leads to a Tax-mediated G1 arrest. Alternatively, 
T cells containing somatic mutations that inactivate the CDK 
inhibitors, p21 and p27, may proliferate after an HTLV-1 infection 
[ 310 ]. It is thought that in the context of an HTLV-1 infection, 
Tax promotes cell proliferation; oligoclonal expansion of infected 
T cells can lead to the onset of ATL. However, this cannot com-
pletely explain the long clinical latency of ATL following an 
HTLV-1 infection. The results of this study suggest that the onco-
genic potentials of Tax could be revealed only when HTLV-1 
infects or reactivates from T cells whose p21 and p27 function 
and/or expression has been lost [ 310 ]. The HTLV-1 accessory 
protein, p30, has also been shown to interact with cyclin E, reduce 
the function of cyclin E-CDK2 complexes, and delay the cell cycle 
before entry into S phase (Fig.  4 ) [ 311 ]. p30 also binds to the 
mRNA encoding the Tax/Rex proteins to prevent its nuclear 
export. Since Tax and Rex are positive regulators of viral gene 
expression, their inhibition by p30 leads to a decrease in virus 
expression [ 313 ]. This is thought to be benefi cial for the establish-
ment of a latent and persistent infection [ 311 ]. Since HTLV-1 is a 
highly immunogenic virus and has low genetic variability, a 
controlled and reduced expression of the viral proteins could be 
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essential for viral maintenance in the course of a natural infection. 
The different effects of Tax and p30 on cell cycle regulation may 
be refl ected in their different effects on HTLV-1 replication; Tax is 
a positive regulator of HTLV-1 replication, whereas p30 is a nega-
tive regulator [ 311 ,  314 ]. It is possible that rapid proliferation of 
cells is required at certain stages of HTLV-1 replication; however, 
uncontrolled proliferation of infected cells may lead to expression 
of viral proteins [ 311 ]. Therefore, HTLV-1 seems to have also 
evolved strategies that prevent rapid division of the infected cells 
[ 311 ]. Finally, the results of additional studies suggest that HTLV-
1- encoded small proteins, such as p30 and p12, help the infected 
cells to evade immune defenses and prevent elimination of infected 
cells by host immune cells [ 311 ,  315 – 321 ]. Overall, a number of 
studies have analyzed the effects of various HTLV-1 proteins, par-
ticularly Tax, on the host cell cycle. However, the exact effects of 
these viral proteins on the cell cycle are not yet completely defi ned, 
and future studies should focus on understanding the effects of 
HTLV-1 proteins on the cell cycle in the context of an HTLV-1 
infection and in primary T cells.   

5    Viral Regulation of the G2/M Checkpoint 

 Some DNA and RNA viruses can induce cell cycle arrest at the 
G2/M phase [ 8 ]. In this section, we summarize strategies used by 
viruses to elicit a G2/M arrest and the potential advantages of a 
G2/M arrest for viral replication. 

   A number of viruses encode proteins that inhibit the activity of the 
cyclin B1-CDK1 complex [ 8 ] (Fig.  5 ). Examples include the 
ORF20 gene of Murine gamma herpesvirus 68 virus (MHV68), 
the Agnoprotein of JC human polyomavirus, ICP0 of HSV-1, E4 
proteins of the HPV1, and the ς1s protein of serotype 3 reovirus, 
a member of the Reovirus family; members of the reovirus family 
are non-enveloped and contain a segmented, double-stranded 
RNA genome [ 2 ,  8 ,  322 – 327 ]. The activity of the mitosis- 
promoting cyclin B1-CDK1 complex can be negatively regulated 
by phosphorylation of CDK1 [ 44 ]. Expression of MHV68 ORF20 
can induce a G2/M arrest. ORF20 expression increased CDK1 
phosphorylation; the ORF20-mediated G2 arrest was a result of 
inactivation of the cyclin B-CDK1 complex [ 323 ]. Cells expressing 
Agnoprotein, which is encoded by the human neurotropic JC 
virus, accumulate at the G2/M phase. Agnoprotein-expressing 
cells showed a decrease in the expression levels and the activities of 
cyclins A and B. Further, Agnoprotein also stimulated p21 pro-
moter activity, and cells continuously expressing Agnoprotein 
showed higher expression levels of p21 [ 322 ]. ICP0, a multifunc-
tional HSV-1 immediate early gene product, can also induce a 
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G2/M arrest. ICP0-induced G2/M arrest was shown to require 
ATM and Chk2 and correlated with phosphorylation of Cdc25C 
on serine 216 [ 324 ]. Phosphorylation of Cdc25C on Ser216 
inactivates Cdc25C. Cdc25C is required for activation of CDK1, 
and inactivation of Cdc25C is an important event in establishment 
of the G2/M checkpoint [ 42 ,  44 ]. HPV1 E4 also elicits a G2/M 
arrest, and cells that expressed two E4 proteins (E4-17K/16K) 
contained inactive CDK1 complexes. During the infectious cycle 
of HPV1, a full length E1^E4 protein (E4-17K) is present, along 
with other smaller E4 polypeptides, including E4-16K, which arise 
by sequential cleavage of residues from the N-terminus of E4-17K. 
The inactivation of CDK1 was shown to be the result of an 
inhibitory phosphorylation on residue Tyr15 of CDK1, and the 
cells were found to contain elevated levels of Wee1. The kinase 
Wee1 inhibits CDK1 [ 42 ,  44 ]; interestingly, the depletion of 
Wee1 in cells co-expressing E4-17K and E4-16K alleviated the 
G2/M arrest [ 325 ]. Serotype 3 reoviruses-induced G2/M arrest 
was shown to require the viral S1 gene-encoded ς1s nonstructural 
protein. Serotype 3 reovirus infection caused a signifi cant reduc-
tion in CDK1 activity and was associated with an increase in the 

  Fig. 5    Examples of viruses that regulate the G2/M checkpoint. Various strategies by which viruses can induce 
a G2/M arrest (Inactivation of the cyclin B-CDK1 complex, Cytoplasmic retention of cyclin B-CDK1 complexes, 
and Inhibition of mitotic exit) are depicted. The Vpr protein of human immunodefi ciency virus type 1 (HIV-1) 
induces a G2/M arrest; some of the mechanisms by which Vpr induces a G2/M arrest are shown. See text and 
references for details       
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inhibitory phosphorylation of CDK1. The ς1s protein was required 
for the inhibitory phosphorylation of CDK1 [ 326 ]. The Human 
Herpesvirus 6A (HHV-6A) can also induce a G2/M arrest. 
HHV-6A infected cells had a decrease in the activity of the cyclin 
B1-CDK1 complex [ 328 ]. The inactivation of the cyclin B1-CDK1 
complex was associated with an increase in the inhibitory phos-
phorylation of CDK1, which was a result of elevated Wee1 expression 
and inactivation of Cdc25C. Moreover, HHV-6A infected cells 
had increased expression of p21; this elevated p21 expression was 
p53-dependent [ 328 ]. p21 can bind to the cyclin B1-CDK1 com-
plex, inhibit its activity, and prevent G2/M transition. Finally, 
HHV-6 infection activated the DNA damage checkpoint kinases 
Chk2 and Chk1. Thus, HHV-6A infection induces a G2/M arrest 
by reducing cyclin B1-CDK1 activity through various regulatory 
mechanisms [ 328 ]. SV40 and EBV have also been reported to 
induce a G2/M arrest [ 329 ]. SV40 infection prevents activation of 
the cyclin B1-CDK1 complex, and this has been linked to mainte-
nance of CDK1 phosphorylation [ 329 ]. A recent study showed 
that the EBV LMP-1 induces a G2/M-phase arrest; 14-3-3 sigma 
and Reprimo were found to be upregulated in LMP-1 expressing 
cells [ 330 ]. 14-3-3 sigma and Reprimo are p53-regulated inhibi-
tors of G2/M progression [ 331 ,  332 ]. Expression of 14-3-3 sigma 
can result in an inhibition of the activity of various CDKs, includ-
ing CDK1 [ 333 ]. Further, p53 expression results in increased 
mRNA levels of Reprimo and leads to the induction of a G2/M 
arrest. In arrested cells, Reprimo can inhibit the activity of CDK1 
[ 331 ]. Taken together, the various studies described here demon-
strate that many viruses affect the activity of the mitosis-promoting 
kinase complex, cyclin B-CDK1, in order to induce a G2/M arrest.

     Interestingly, even in the presence of active cyclin B1-CDK1 com-
plexes, mitosis can be inhibited, provided these mitosis-promoting 
kinase complexes are prevented from accumulating in the nucleus 
[ 8 ] (Fig.  5 ). The viral E1^E4 protein of HPV16 uses a novel 
mechanism to induce G2 arrest. E1^E4 does not inhibit the kinase 
activity of the cyclin B1-CDK1 complex. Instead, E1^E4 seques-
ters the cyclin B1-CDK1 complexes on the cytokeratin network, 
which prevents the accumulation of active cyclin B1-CDK1 
complexes in the nucleus and thus inhibits entry into mitosis 
[ 334 ]. A mutant of the E1^E4 protein of HPV16 that did not 
bind or colocalize with cyclin B1 failed to induce a G2 arrest [ 334 ]. 
Additionally, in vivo studies lend further signifi cance to these 
in vitro observations; HPV-16 induced lesions showed cyclin 
B1-CDK1 activity on the cytokeratin fi lament network of the 
E1^E4-expressing cells [ 334 ]. The G2 arrest induced by the par-
vovirus B19 NS1 protein appears to use a mechanism that is similar 
to the HPV 16 E1^E4 protein-dependent regulation of cyclin 
B1-CDK1 localization. B19 virus-infected cells have enhanced 
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activity of the cyclin B1-CDK1 complex; however, B19 infection 
causes an accumulation of cyclin B1 in the cytoplasm, thereby 
resulting in a G2/M arrest [ 335 ].  

  Some viruses induce a G2/M arrest by allowing the cells to enter 
but not exit mitosis [ 8 ,  336 ] (Fig.  5 ). Examples include the effects 
of apoptotin protein from chicken anemia virus (CAV), E4orf4 
from adenovirus, high-risk HPV E2 proteins, pUL97 and pUL21A 
from HCMV, ICP0 from HSV-1, and EC27 from baculovirus [ 54 , 
 55 ,  337 – 344 ]. The CAV protein Apoptotin associates with subunit 
1 of the anaphase-promoting complex/cyclosome (APC10) and 
induces a G2/M arrest by inhibiting the function of APC10. 
Expression of Apoptotin caused disruption of the APC10 complex 
and stabilization of APC substrates [ 337 ]. The adenovirus E4orf4 
can also elicit a cell cycle block at the G2/M phase. E4orf4 alters 
the activity of APC to either activate or inhibit the APC; E4orf4 
regulates APC in a PP2A-dependent manner [ 54 ,  55 ]. The detailed 
mechanisms that underlie E4orf regulation of APC are unknown, 
and it has not yet been shown whether this regulation occurs dur-
ing adenovirus infection [ 336 ]. The HPV E2 proteins from high-
risk but not low-risk HPV strains induce a G2/M block, which is 
independent of E6 and E7. E2-expressing cells that escaped the 
mitotic block displayed genomic instability. E2 proteins from high-
risk HPV strains can also bind directly to Cdh1 and Cdc20, which 
are APC activators, delocalize Cdh1 to insoluble cytoplasmic 
aggregates, and cause the accumulation of APC substrates like 
cyclin B. These results suggest that the high- risk HPV E2 proteins 
may contribute to the oncogenic potential of HPV by inducing 
genomic instability [ 338 ]. The HCMV viral protein kinase pUL97 
also induces Cdh1 phosphorylation during HCMV infection, 
which prevents the binding of Cdh1 to APC [ 339 ]. Further, dur-
ing HCMV infection, HCMV pUL21A interacts with APC and 
targets APC4 and APC5, which are two bridge subunits of APC, 
for proteasomal degradation and thus leads to disruption of APC 
[ 340 ]. Taken together, these studies suggest that HCMV uses sev-
eral mechanisms to ensure that the APC is inactivated [ 16 ,  336 ]. 
HSV-1 uses a different strategy to prevent mitotic exit. HSV-1 
ICP0 induces the degradation of the kinetochore proteins, centro-
meric protein A (CENP-A) and CENP-C, and therefore, causes 
kinetochore structural defects and mitotic delay [ 341 ,  342 ]. 
Finally, the baculovirus EC27 protein is thought to act as a nonde-
gradable cyclin B1-CDK1 analogue; however, the inhibition of 
mitotic exit by EC27 is not well  understood [ 343 ,  344 ]. Additional 
descriptions of how viruses regulate APC can be found in a series 
of recently published comprehensive reviews regarding this topic 
[ 53 ,  336 ]. Overall, the results of studies described here demon-
strate that many viruses can induce a G2/M arrest by interfering 
with mitotic progression.  

5.1.3  Inhibition 
of Mitotic Exit
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  HIV is a lentivirus, and a member of Retrovirus family. HIV infections 
can cause acquired immunodefi ciency syndrome (AIDS) [ 345 ]. 
Two types of HIV have been characterized, HIV-1 and HIV-2; 
HIV-1 has higher virulence and infectivity and is the causative 
agent of the majority of HIV infections globally [ 345 – 347 ]. HIV-1 
viral protein R (Vpr) is a virion-associated multifunctional acces-
sory protein that affects multiple stages of the HIV-1 life cycle 
[ 348 ]. Various studies have highlighted the importance of Vpr for 
viral replication and pathogenesis in vivo. Vpr can activate the 
HIV-1 long terminal repeat (LTR) promoter and can induce a G2 
arrest and apoptosis [ 345 ,  348 – 350 ]. 

 The results of several studies have shown that HIV-1 Vpr can 
inhibit cell proliferation by arresting HIV-1-infected cells in the 
G2/M phase [ 348 ,  351 ] (Fig.  5 ). Vpr induces a G2 arrest through 
Tyr15 hyperphosphorylation of human CDK1 [ 352 ,  353 ], the 
CDK which regulates the entry into mitosis in all eukaryotic cells 
[ 44 ]. Vpr can directly bind and inhibit the phosphatase activity of 
Cdc25 [ 354 ]. Vpr can also stabilize and promote the kinase activ-
ity of Wee1 [ 355 ,  356 ]. Vpr-mediated activation of Wee1 and inhi-
bition of Cdc25 promote phosphorylation of CDK1 during 
induction of G2 arrest [ 356 – 358 ]. The results of recent studies 
support the involvement of the ubiquitin proteasome system in the 
Vpr-induced G2 arrest [ 359 – 362 ]. In these studies, Vpr promoted 
the coordination of a E3 ubiquitin ligase complex comprised of 
Cullin 4A, damaged DNA-binding protein 1 (DDB1), and Vpr-
binding protein (VprBP) [ 359 – 362 ]; this ubiquitin ligase complex 
ubiquitinates a specifi c substrate that promotes G2/M transition 
and thus leads to its degradation [ 16 ,  348 ]. Interestingly, the inhi-
bition of polyubiquitination or the suppression of proteasome-
mediated degradation alleviated the Vpr-induced G2 arrest [ 359 , 
 362 ]. The cellular substrates that are specifi cally targeted by the 
Vpr-mediated ubiquitin proteasome system for induction of a 
G2/M arrest are not yet known. Identifying these substrates would 
lend further insight into the G2/M regulation by Vpr [ 16 ,  348 ]. 

 A number of studies have analyzed the cause underlying the 
Vpr-induced G2 arrest, and cell cycle checkpoint proteins have 
been shown to be involved. Vpr and the eukaryotic DNA damage 
or the DNA replication checkpoint controls induce G2 arrest 
through the inhibitory phosphorylation of CDK1 that is regulated 
by Wee1 or Cdc25, and it was thought that Vpr might induce G2 
arrest through the DNA damage or replication checkpoint 
 pathways [ 348 ,  351 ]. However, studies in human cells showed 
that Vpr does not induce a G2 arrest through the DNA damage 
checkpoint pathway [ 348 ,  351 ]. Two observations which support 
this conclusion are that Vpr can induce G2 arrest in cells from 
patients with ataxia telangiectasia, which is a disorder caused by a 
defect in the ATM gene [ 358 ] and that Vpr expression does not 
increase gene mutation frequencies [ 363 ]. Instead, activation of 

5.1.4  Human 
Immunodefi ciency Virus 
Type 1 Viral Protein R 
Induces a G2/M Arrest
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human ATR plays a major role in the Vpr-induced G2 arrest 
through Ser345 phosphorylation-dependent activation of Chk1 
[ 364 – 367 ]. Overall, the results of these studies suggest that the 
Vpr-induced G2 arrest may be similar to the activation of the DNA 
replication checkpoint rather than the DNA damage checkpoint 
control [ 348 ,  351 ]. The results of additional studies have shown 
that Vpr can also induce genomic instability, formation of micro-
nuclei, and aneuploidy, which could be sensed as replication stresses 
that would lead to the activation of the DNA replication check-
point [ 351 ]. Interestingly, the results of a recent study have led to 
the proposal of a novel mechanism underlying Vpr-induction of a 
G2/M arrest; the results of this study showed that the Vpr-induced 
G2 arrest occurs through an S-phase dependent mechanism. 
Although Vpr is well known to induce a G2/M arrest, the initiat-
ing event occurred in the S phase. Vpr-induced Chk1 Ser345 phos-
phorylation occurred in the S phase, and Vpr-expressing cells 
completed the S phase but arrested at the G2/M boundary. The 
results of this study also showed that the DNA licensing factor 
Cdt1 was responsible for Vpr-mediated phosphorylation of Chk1 
at Ser345 and for the G2 arrest induced by Vpr. This suggests that 
the Vpr-induced Chk1 phosphorylation and G2/M-phase arrest 
may be triggered during the onset of DNA replication [ 365 ]. 
Finally, PP2A is also involved in the Vpr-mediated G2 arrest; 
okadaic acid, which is a specifi c inhibitor of PP2A, blocks the Vpr- 
induced G2/M arrest in both fi ssion yeast and human cells [ 352 , 
 368 ]. PP2A is a regulator of Cdc25C and G2/M checkpoint acti-
vation. Other viruses, including adenoviruses and HTLV-1, can 
also modulate the activity of PP2A [ 54 ,  369 ]. Both adenovirus 
E4orf4 and HTLV-1 Tax can induce a G2/M arrest [ 54 ,  370 –
 372 ], and modulation of PP2A may be one of the strategies used 
by many viruses to induce a G2 arrest. 

 The results of studies with Vpr provide important examples of 
how viral proteins can manipulate cellular pathways at various 
points in order to promote effi cient viral replication. The suppres-
sion of cell proliferation and G2 arrest induced by Vpr is thought 
to suppress human immune function by inhibiting T-cell clonal 
expansion [ 373 ]. Further, a Vpr-induced G2/M arrest is thought 
to provide an optimal cellular environment to achieve maximum 
levels of HIV-1 replication. The expression of HIV RNA is optimal 
in the G2 phase, and the ability of Vpr to manipulate the cell cycle 
and keep the cells in the G2 phase leads to an indirect increase in 
HIV LTR expression. Finally, Vpr expression leads to increased 
HIV-1 production, which correlated with increased LTR promoter 
activity in the G2 phase of HIV-1 infected cells. Overall, HIV-Vpr 
maximizes viral production in vivo by delaying cells in the G2 
phase, where the HIV LTR is most active [ 349 ].  
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  Induction of G2/M arrest by various viruses is thought to help 
establish a pseudo-S-phase state that may be more favorable for 
viral replication [ 8 ]. In this pseudo-S phase, although cellular DNA 
replication is complete, the cellular environment is such that the 
substrates and the machinery for DNA replication are available. 
This extends the amount of time available to DNA viruses for rep-
lication of their genomes. For some DNA viruses, this continuous 
replicative state can lead to an increase in viral genome copy num-
ber [ 8 ]. The levels of some viral proteins also increase in the G2/M 
phase [ 8 ]. For example, the results of one study demonstrated that 
infection with the Coronavirus, Infectious Bronchitis Virus (IBV), 
caused an accumulation of infected cells in the G2/M phase. 
Interestingly, when the effects of the cell cycle perturbations on 
viral replication were examined, the IBV-infected, synchronized 
G2/M cells showed increased viral protein expression as compared 
to cells in the G0 phase or the asynchronously replicating cells [ 9 ]. 
Some RNA viruses, such as HIV, are more transcriptionally active 
in G2 [ 349 ], and an increased level of transcription during G2/M 
may lead to production of more viral genomes [ 8 ]. Additionally, 
some viruses can utilize the different phases of the cell cycle to 
modulate protein expression via utilization of IRES-mediated 
translation; the IRES of HIV is upregulated in G2/M while that of 
HCV appears to be downregulated [ 8 ,  374 ,  375 ]. Apart from the 
effects on transcription and translation of viral proteins, a G2/M 
arrest may also impact virion assembly and release [ 8 ]. It has been 
proposed that the enveloped RNA viruses arrest the cell cycle prior 
to mitosis so as to maintain an intact intracellular organization [ 1 ]. 
This is benefi cial to the viruses whose assembly occurs in the Golgi 
apparatus and ER [ 376 ]. For example, coronaviruses, such as IBV, 
utilize golgi and ER structures for their protein processing and 
assembly [ 377 – 380 ]. Finally, it is important to note that virus- 
induced G2/M arrest has been mostly studied in immortalized or 
transformed cell lines. Since cellular signaling pathways that regu-
late the cell cycle are usually altered in immortalized or transformed 
cell lines, the actual effect of the viral protein might be confounded 
in these systems [ 8 ]. Additionally, for many viruses, the conse-
quence of a G2/M arrest for viral replication remains incompletely 
understood and requires further investigation, especially in systems 
that more accurately mimic sites of an authentic infection.   

  Although all the studies described above focus on how viruses can 
initiate a G2 arrest, some viral proteins can also abrogate the 
G2/M checkpoint; examples of these viral proteins include 
HTLV1-Tax and EBV-EBNA3C. HTLV-1 Tax causes a G2 arrest in 
certain cell systems [ 372 ]; however, in some cell systems, Tax can 
interact with Chk1, impair Chk1 kinase activity, and inactivate Chk1-
mediated phosphorylation-dependent degradation of Cdc25C, 
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resulting in the inhibition of the gamma-irradiation- induced G2 
arrest [ 381 ]. Further, EBV-EBNA3C can release a G2/M block by 
manipulating Chk2 signaling [ 382 ,  383 ].  

  HTLV-1 Tax and HBV-HBx can activate APC [ 336 ]. HTLV-1 
binds and activates APC during the S phase [ 384 ]; however, the 
mechanism by which it activates APC remains unknown. 
Additionally, the impact of HTLV-1 Tax protein on APC in the 
context of infection is not known [ 336 ]. It is possible that the pre-
mature activation of APC by Tax may lead to chromosome insta-
bility and contribute to the tumorigenic ability of HTLV-1 [ 336 ]. 
HBx has been shown to activate APC through its interaction with 
BubR1, which is a component of the spindle assembly checkpoint 
(SAC). The binding of HBx to BubR1 prevents the interaction of 
the APC coactivator, Cdc20 with BubR1 and therefore, induces 
the release of Cdc20 from the SAC. Release of Cdc20 from the 
SAC allows Cdc20 to associate with the core APC subunits and 
causes premature activation of the APC [ 385 ]. However, studies 
that investigated the effect of HBx on APC were conducted when 
HBx was expressed in Chang cells and HeLa cells, which are human 
cervical cancer cells, and when HBx was expressed alone and not in 
the context of viral replication. Therefore, the effect of HBx on 
APC in context of HBV replication and in primary hepatocytes 
warrants further investigation. 

  Inhibition of APC could be advantageous for viral replication 
[ 336 ]. APC can cause the ubiquitination and degradation of 
multiple proteins, and inhibition of APC would lead to the stabili-
zation of its various substrates including securin, cyclin B1, thymi-
dine kinase (TK), and ribonucleotide reductase M2 [ 48 ,  50 ,  336 , 
 386 ]. HCMV is the only Herpesvirus that has been found to 
modulate the activity of APC. HCMV does not encode its own TK 
and RRM2 enzymes [ 387 ], which are important for nucleotide 
biosynthesis. It is possible that HCMV inhibits APC to prevent the 
degradation of these enzymes, which would allow the production 
of nucleotides that can be used for viral DNA replication [ 336 ]. 
Additionally, several HCMV proteins contain a consensus APC 
recognition signal, which is commonly observed in APC substrates 
[ 339 ]. It is possible that APC may limit viral replication by degrad-
ing these viral proteins, and inhibition of APC could enhance the 
stability of these viral proteins [ 336 ]. Future studies should focus 
on determining the impact of viral proteins on APC in the context 
of infection. Additionally, for certain viruses, APC has been shown 
to limit viral replication; therefore, it will be important to deter-
mine whether APC regulates replication by acting on viral or cellular 
substrates [ 336 ].    

5.3  Viral Activation 
of the APC

5.3.1  Benefi ts 
of Targeting APC
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6    Conclusions and Perspectives 

 Many viruses have developed strategies to alter cell cycle regulatory 
mechanisms. Viruses often encode proteins that modify cell cycle 
progression by affecting the expression levels and activities of cell 
cycle regulatory proteins. Manipulation of the host cell cycle by 
viruses is thought to promote a favorable cellular environment for 
viral replication; however, subversion of the host cell cycle by 
viruses can often pose detrimental consequences to host cell physi-
ology and contribute to viral-induced diseases. 

 The study of viruses, such as the small DNA tumor viruses, has 
led to many fundamental discoveries that have expanded our 
understanding of the dynamic regulation of the cell cycle. 
Particularly, the studies of small DNA tumor viruses have been 
extremely valuable in understanding the role of p53 and pRb in 
cell cycle control. For many viruses, such as the small DNA viruses 
and some Herpesviruses, the effects of infections with the viruses 
on the cell cycle are well understood. However, there are still many 
unanswered questions in regard to the exact outcomes of viral- 
induced cell cycle progression and arrest during infections with 
viruses such as HBV, HCV, HIV, and HTLV-1. Many studies that 
have analyzed the effects of these viruses on the host cell cycle 
have, by necessity, been conducted in immortalized or transformed 
cells. Since signaling pathways that control normal cell cycle pro-
gression are usually altered in immortalized or transformed cell 
lines, the effects of the viral protein, although valid in that specifi c 
cellular context, may not necessarily be similar during the course of 
a natural infection in normal cells. Effects of the viral proteins may 
be infl uenced by factors that are present in the transformed or 
immortalized cells as compared to normal cells as well as structural 
alteration, as described below, that might regulate these viral pro-
teins in specifi c cellular systems. Future studies should focus on 
understanding the effects of viral proteins on the host cell cycle in 
systems that closely resemble a natural infection [ 8 ]. Moreover, 
many studies that have analyzed the effect of a particular viral pro-
tein on the host cell cycle were conducted in systems in which 
individual viral proteins were overexpressed, and often out of the 
context of the entire viral genome. These types of systems may not 
accurately refl ect the expression level of the viral protein during an 
actual infection. Therefore, it will be important in future studies to 
analyze the effects of viral proteins on the cell cycle when these 
proteins are expressed in the context of viral replication, and in the 
presence of other viral proteins. 

 As described in this chapter, the multifunctionality of many 
viral proteins, such as those encoded by HBV, HCV, HIV, and 
HTLV-I, can often lead to context-dependent activities and an 
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array of seemingly contradictory effects on cellular signaling path-
ways. Many viral proteins seem to have adopted a multifaceted 
approach to manipulate the host cell cycle. Because viruses have 
limits to their genome size and must encode many functions in a 
limited number of proteins, it is not surprising that many viral pro-
teins are multifunctional. To this end, many viruses encode regula-
tory proteins that can each modulate multiple cellular factors, 
including those that regulate the cell cycle, to promote viral repli-
cation. Very recently, the results of two studies have provided 
insights into the multifunctionality of viral proteins. The results of 
one study showed that the viral matrix protein 40 (VP40) of the 
Ebola virus can rearrange into different structural assemblies. The 
highly plastic, unmodifi ed, wild-type VP40 polypeptide assembled 
into distinct structures including a dimeric precursor, a hexameric 
structural component, and a nonstructural RNA-binding ring 
structure. Each of these distinct structures was shown to have 
unique and critical functions in the Ebola virus life cycle; the 
butterfl y- shaped VP40 dimer was essential for cellular traffi cking, 
the hexameric structural component was essential for matrix assem-
bly, and viral budding and the RNA-binding structure had a critical 
role in regulating viral transcription [ 388 ]. Ebola virus encodes 
just 7 genes, and the ability of its protein, VP40, to adopt a differ-
ent shape for a different function provides one possible explanation 
for how the virus can accomplish a multiple-step life cycle even 
though it encodes a small number of genes. The physical plasticity 
possessed by VP40 that enables it to arrange into distinct struc-
tures demonstrates how a structural rearrangement can allow the 
product of a single viral gene to accomplish a number of essential 
functions [ 388 ]. A second study analyzed the multifunctionality of 
the Adenovirus E1A protein. Multiple cellular proteins can interact 
with the E1A protein, and this was linked to dynamic changes in 
the intrinsically disordered portions of E1A that expand the rep-
ertoire of cellular proteins that can bind to E1A [ 389 ]. Many 
viruses have a small genome, and encoding proteins that form 
distinct structures that function at different stages of the virus life 
cycle would help these viruses to accomplish a large number of 
diverse functions with a small number of genes. Thus, it is possible 
that, like Ebola Virus and Adenoviruses, other viruses also encode 
proteins that undergo structural transformations, which help the 
viral proteins to perform different functions [ 388 ]. Consequently, 
future studies should continue to analyze the context-dependent 
effect of viral proteins on cell cycle progression as these may iden-
tify novel therapeutic targets for inhibiting viral replication in vari-
ous cells as well as strategies for modulating cell cycle effects that 
contribute to diseases such as cancers. Moreover, these types of 
studies might also provide insights into the context-dependent 
effects of many viral proteins. 
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 Finally, alterations in normal cell cycle regulatory mechanisms 
can lead to the development of many human cancers, and viral 
infections have been linked to a signifi cant proportion of human 
cancers worldwide [ 12 ,  15 ]. Thus, a more comprehensive under-
standing of the mechanisms underlying virus-mediated alterations 
of the host cell cycle would help provide an in-depth understand-
ing of virus-induced oncogenesis. The results of future studies that 
address the effects of virus-encoded proteins on the host cell cycle 
in authentic systems and in the context of viral replication may help 
generate new therapies that target viral proteins so as to inhibit 
viral replication and the development of virus-associated cancers. 
Moreover, these future studies could help identify novel cell cycle 
regulators and provide insights into many processes that infl uence 
cell transformation [ 16 ,  17 ]. Cell cycle regulatory proteins that are 
targeted by viruses also offer potential targets for antiviral and anti-
cancer therapies; drugs that target cellular proteins instead of viral 
proteins may help limit the development of drug resistance in these 
viruses and thus limit both their replication and their ability to 
cause diseases such as cancer.     
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    Chapter 11   

 The Roles of Cohesins in Mitosis, Meiosis, 
and Human Health and Disease 

           Amanda     S.     Brooker     and     Karen     M.     Berkowitz    

    Abstract 

   Mitosis and meiosis are essential processes that occur during development. Throughout these processes, 
cohesion is required to keep the sister chromatids together until their separation at anaphase. Cohesion is 
created by multiprotein subunit complexes called cohesins. Although the subunits differ slightly in mitosis 
and meiosis, the canonical cohesin complex is composed of four subunits that are quite diverse. The cohesin 
complexes are also important for DNA repair, gene expression, development, and genome integrity. Here 
we provide an overview of the roles of cohesins during these different events as well as their roles in human 
health and disease, including the cohesinopathies. Although the exact roles and mechanisms of these pro-
teins are still being elucidated, this review serves as a guide for the current knowledge of cohesins.  

  Key words     Cohesin  ,   Mitosis  ,   Meiosis  ,   Sister chromatid cohesion  ,   Cell cycle  ,   Chromosome segrega-
tion  ,   Aneuploidy  ,   Human health  ,   Cohesinopathies  ,   Maternal age effect  

1      Introduction 

    During the S phase of the cell cycle, DNA replication generates a 
pair of sister chromatids with identical genetic content. The sister 
chromatids must be physically connected through the G2 phase 
and will only begin to separate during the transition from meta-
phase to anaphase during mitosis. The separation is completed in 
anaphase owing to the loss of cohesion between the sister chroma-
tids. The end result is two daughter cells that are identical to each 
other and to the parent cell. Separation of sister chromatids in 
mitosis is the most important event during the cell cycle, and this 
process must be monitored effectively. 

 Meiosis occurs strictly in germ cells and differs between males 
and females. The key difference between meiosis and mitosis is that 
meiotic cells undergo two cell divisions, meiosis I and meiosis II, 
without an intervening S phase. During meiosis I, the chromatin 
condenses as in mitosis and the sister chromatids are held together 
through a process called cohesion. In prophase I, however, DNA 
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crossovers form between paired homologous chromosomes, called 
bivalents. This involves chromosomal synapsis and formation of a 
tripartite protein complex, the synaptonemal complex (SC), as well 
as formation of chiasmata. Prophase I is divided into fi ve distinct 
substages: leptonema, zygonema, pachynema, diplonema, and dia-
kinesis. The bivalents, which are attached to microtubules through 
their kinetochores and centromeres, align on the metaphase plate 
during metaphase I. Unlike in mitosis, the sister chromatids remain 
attached at their centromeres by cohesion, and only the homolo-
gous chromosomes segregate during anaphase I. The second mei-
otic division is exactly like the division in mitosis, with separation 
of the sister chromatids. However, the end result is four haploid 
spermatids or one haploid oocyte (and two or three polar bodies) 
that are not identical to each other or to the parent cell. 

 Both mitosis and meiosis require cohesion to keep the sister 
chromatids together until separation is imminent at anaphase. 
Cohesion is established during DNA replication before both mito-
sis and meiosis by multiprotein subunit complexes called cohesins. 
Although the subunits differ slightly in mitosis and meiosis, the 
canonical cohesin complex is composed of four subunits. In mam-
mals these are the following: two structural maintenance of chro-
mosome (SMC) subunits (SMC1α or  SMC1β  and SMC3); one 
stromalin, HEAT-repeat domain subunit (STAG1 or STAG2 or 
STAG3 also called SA1 or SA2 or SA3, respectively); and one klei-
sin subunit protein (RAD21 or REC8 or RAD21L) (Fig.  1 ). 
Because these subunits are quite diverse, a wide variety of cohesin 
complexes with different subunit compositions exists in mitotic and 
meiotic cells. These cohesin complexes are important for chromo-
some segregation, DNA repair, gene expression, development, and 
genome integrity.

   Although cohesins have been studied extensively, the exact 
roles and mechanisms of these proteins are still being elucidated. 
Recent interest focuses on the roles of cohesins in genome integ-
rity during mitosis and meiosis. The role sister chromatid cohesion 
plays in replication fork maintenance is still unclear, but several 
mechanisms have been proposed. Cohesins are also important in 
double-strand break (DSB) repair and are implemented in cellular 
responses to DNA damage. Exactly how these processes occur is 
still unknown, but recent work is illuminating them. This review 
highlights the importance of cohesins during mitosis and meiosis 
by distinguishing different aspects of cohesin complexes and their 
functions. We include the structure of cohesins, the tempo-spatial 
association of cohesin subunits with chromosomes, recent mam-
malian studies involving targeted deletion of cohesin subunits, and 
importance of cohesins in genome integrity. We also discuss the 
roles and mechanisms of cohesins in human health and disease, 
highlighting the cohesinopathies and the maternal age effect.  

Amanda S. Brooker and Karen M. Berkowitz
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2    Mitosis 

 During somatic cell division, several key events occur before a cell 
can complete the cell cycle and divide into two identical cells. The 
specifi c phases of the cell cycle and its checkpoints allow healthy 
cells to divide and prevent abnormal cells from replicating. In 
some instances, however, problems occur and the regulation of 
the cell cycle is dysfunctional, leading to aberrant cell division. 
The G1 checkpoint is designed to identify these errors, halt the 
cell cycle, and to allow only functional cells to progress into S 
phase. The G2 checkpoint ensures that the cell has replicated its 
DNA correctly so that it can progress into mitosis and begin cell 
division. During S phase of the cell cycle, the chromosomes 
undergo DNA replication in order to produce identical sister 
chromatids. The sister chromatids must be held together through-
out G2 phase and into mitosis by cohesin complexes, most of 
which are conserved among eukaryotes. During prophase, the 
loosely coiled chromatin begins to condense into distinct chromo-
somes while the spindle apparatus migrates to opposite poles of 
the cell. In early metaphase the condensed chromosomes align on 
the equatorial plate and then begin to separate in late metaphase 
as the cell transitions into early anaphase. Cohesion between the 
 sister chromatids is maintained until this point, known as the 
metaphase-to- anaphase transition. During early anaphase, the sis-

SMC�

SMC�α/SMC�β

RAD��/RAD��L/REC8 STAG�/STAG�/STAG�

  Fig. 1    Cohesin subunits form a ringlike structure. SMC1 and SMC3 form a 
 heterodimer, interacting through their hinge regions. The SMC1 and SMC3 head 
domains, which contain ATPase motifs, interact with the C- and N-termini of the 
REC8 or RAD21 or RAD21L kleisin subunit, effectively closing the ring. The STAG1 
or STAG2 or STAG3 (also called SA1/SA2/SA3) subunit interacts with RAD21 or 
RAD21L or REC8, contributing to maintenance of the ring structure. Mammalian 
subunits are shown. Meiosis-specifi c subunits are depicted as underlined       
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ter chromatids begin to separate to opposite poles via kinetochore 
attachment to the spindle microtubules. Normally, sister kineto-
chores attach to microtubules with opposite orientations, known 
as amphitelic attachment. Attachment of kinetochores to microtu-
bules with the same orientation is called syntelic. Failure to cor-
rect erroneous syntelic attachment during mitosis will lead to 
improper segregation of sister chromatids and the gain or the loss 
of chromosomes. Once sister chromatids have separated in late 
anaphase, the fi nal steps of telophase and cytokinesis yield two 
daughter cells, which are identical to the parent cell. 

  It is critical that cohesion between sister chromatids be maintained 
until chromosome segregation occurs during both mitosis and 
meiosis. Disruption of cohesion can lead to genome instability, 
such as aneuploidy, defects in DNA repair, and chromosomal trans-
locations. Cohesion exists along the sister chromatid arms and at 
centromeres. In late metaphase, the microtubules at the spindle 
begin to contract to opposite poles of the cell, biorienting the sister 
chromatids. Sister chromatid cohesion is an essential part of this 
process, and it also provides a force that counteracts that exerted 
by the microtubules [ 1 ]. Separation of sister chromatids occurs 
only after chromosomes have bioriented on the metaphase plate, 
triggering the dissolution of cohesion and subsequent migration to 
the spindle poles [ 2 ] (Fig.  2 ). Cohesion between sister chromatids 
results in a tight association that is not released until the meta-
phase-to-anaphase transition (Fig.  2 ). The linkage between the sis-
ter chromatids is especially crucial at centromeres because it ensures 
correct microtubule attachment to the kinetochores.

     Sister chromatids are held together by multisubunit complexes 
called cohesins, which were fi rst identifi ed in the budding yeast, 
 Saccharomyces cerevisiae , and in  Xenopus  (Table  1 ). The cohesin 
complex is evolutionarily conserved among eukaryotes and consists 
of four main proteins. The core subunits of the cohesin complex in 
budding yeast contain two subunits of the SMC family, Smc1 and 
Smc3; a kleisin subunit protein Scc1/Mcd1; and a stromalin, 
HEAT-repeat domain protein Scc3/Irr1 [ 3 – 6 ]. Homologues of 
the cohesin subunits have been identifi ed in a variety of eukaryotic 
organisms from yeast to humans (Table  1 ). Higher eukaryotes have 
three homologues of Scc3 termed SA1, SA2, and SA3, also known 
as STAG1, STAG2, and STAG3 [ 7 ]. SA1/STAG1 and SA2/
STAG2 are present in mitosis, while SA3/STAG3 is specifi c to mei-
osis. Both SA1 and SA2 associate with the other cohesin subunits to 
create a diverse group of cohesin complexes in vertebrates [ 7 – 9 ]. 
Two mammalian homologues of Smc1 are termed SMC1α, found 
in both mitosis and meiosis, and  SMC1β , which is specifi c to meio-
sis. Fission yeast Psc3 and Rec11 are also homologues of Scc3, but 
Rec11 is required for cohesion during meiosis.

2.1  What Is 
Cohesion?

2.2  Cohesins Create 
Cohesion Between 
Sister Chromatids

Amanda S. Brooker and Karen M. Berkowitz
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   A model of the cohesin complex has been frequently proposed 
in which each proteinaceous ring entraps two sister chromatids [ 6 , 
 10 ,  11 ]. The Smc1 and Smc3 molecules consist of long, rod-
shaped proteins that fold back on themselves at N and C terminal 
domains to form long stretches of intramolecular and antiparallel 
coiled coils [ 10 ,  12 ] (Fig.  1 ). A characteristic ATP-binding cassette 
(ABC)-like ATPase is found at one end of the monomer and a half-
hinge domain at the other of each Smc1 and Smc3 molecule [ 12 ]. 
The ABC-like ATPase is a member of the protein superfamily that 
utilizes the energy of ATP hydrolysis to carry out certain functions. 

PCNA
S Phase

Metaphase

Anaphase

Separase

Scc�/�

Replisome

Ctf18-
RLC

Eco1

Scc�/� Scc�/�

  Fig. 2    Cohesion in yeast mitosis. Cohesin complexes require the Scc2/Scc4 pro-
tein complex in order to be loaded on chromosomes. Several proteins act 
together to establish cohesion during DNA replication. These proteins include 
Eco1 acetyltransferase, the CTF18–RLC complex, and the polymerase- associated 
protein Ctf4. Tension at centromeres is generated by the bipolar attachment of 
kinetochores to the mitotic spindle. Following biorientation of sister chromatids, 
separase is activated to cleave the Scc1 subunit resulting in removal of cohesin 
complexes, loss of cohesion, and separation of sister chromatids       
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One Smc1 and one Smc3 molecule join together through their 
hinge domains to form a heterodimer [ 10 ] when ATP binds. This 
complex is then joined together by the Scc1/Mcd1/Rad21 sub-
unit, effectively closing the ring [ 5 ,  6 ]. The Scc1 N-terminus binds 
Smc3, while the C-terminus of Scc1 binds Smc1. Scc3/SA1/SA2 
binds to the C-terminus of Scc1 and does not make direct contact 
with Smc1 or Smc3. Together these cohesin proteins form a very 
distinct ring structure that are distinguished from other associated 
proteins. 

 Biorientation of sister chromatids is tightly regulated and 
requires several proteins that work in concert to allow the 
metaphase- to-anaphase transition to occur. Separase is a mamma-
lian cysteine protease; it is the homologue of Esp1 in budding 
yeast and Cut1 in fi ssion yeast. When the centromeres are under 
tension in metaphase, the mitotic checkpoint prevents separase 
activation through Mad2 and Aurora B (Ipl1 in budding yeast) 
[ 1 ]. When activated, Mad2 and Aurora B inhibit APC Cdc20 , a ubiq-
uitin ligase for securin, which in turn inhibits separase [ 13 ,  14 ]. 
This tension is relaxed once all the pairs have aligned correctly on 

        Table 1  
     Mitotic, meiotic, and regulatory protein homologues   

 Budding 
yeast 

 Fission 
yeast  Mammals   Xenopus    C. elegans    Drosophila  

 Cohesin 
subunits 

 Smc1  Psm1  SMC1α,  SMC1β   XSMC1  Him1  DCAP 

 Smc3  Psm3  SMC3  XSMC3  Smc3  Smc3 
 Scc1/Mcd1  Rad21 

 Rec8  
 RAD21,  RAD21L 

REC8  
 XRAD21, 

 XREC8  
 Coh2/Scc1 

 Rec8  
 DRAD21 

 DREC8  
 Scc3/Irr1  Psc3 

 Rec11  
 SA1/STAG1, 

SA2/STAG2, 
 SA3/STAG3  

 XSA1, 
XSA2 

 Scc3  DSA1, 
 DSA2/
MNM  

 Loading  Scc2  Mis4  NIPBL  SCC2  Pqn-85  Nipped-B 
 Scc4  Ssl3  Mau2/Scc4  XSCC4  Mau2  Mau2 

 Establishment  Ctf7/Eco1  Eso1  ESCO1, ESCO2  XECO1, 
XECO2 

 Deco/San 

 Maintenance  Pds5  Pds5  PDS5A, PDS5B  PDS5A, 
PDS5B 

 Pds5/Evl14  Pds5 

 Rad61  Wpl1  WAPL 

 Dissolution  Pds1  Cut2  Securin  Securin  PIM 
 Esp1  Cut1  Separase  Separin  SSE/THR 
 Cdc5  Plo1  PLK1  PLX1  POLO 
 Sgo1  Sgo2 

 Sgo1  
 Shugoshin/

SGOL1 SGOL2 
 Shugoshin- 

like 1 
(xSGO1) 

 MEI-S332 

   Bold  denotes meiosis-specifi c  
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the metaphase plate. Aurora B/Ipl1 plays a crucial role in promot-
ing biorientation of sister chromatids [ 1 ,  15 ,  16 ]. In the absence 
of Ipl1, attachment of sister kinetochores is syntelic, leading both 
sister chromatids to segregate to the same daughter cell [ 16 ]. 
Aurora B plays a similar role in humans by destabilizing defective 
kinetochore attachments, but only when there is no tension on 
the kinetochores. 

 Several studies utilizing cohesin mutants have helped to eluci-
date the role of cohesins in sister chromatid cohesion; the mutants 
were all incapable of keeping sister chromatids together during 
metaphase [ 3 – 5 ,  17 ,  18 ]. In eukaryotic cells lacking cohesin, sister 
chromatids separate precociously, leading to ineffi cient biorientation 
and errors in segregation [ 19 – 21 ]. Mutations in cohesins have also 
been shown to result in an increased distance between sister centro-
meres [ 3 ,  4 ]. Cohesin function has been studied in higher eukary-
otes by employing different techniques including gene deletion in 
 Xenopus  and chickens and RNA interference (RNAi) in  Drosophila  
and humans. Scc1-defi cient cells in chickens show chromosome mis-
alignment at metaphase, resulting in mitotic arrest or delay with 
aberrant disjunction at anaphase [ 21 ]. Sonoda et al. also observed a 
signifi cant increase in distance between sister chromatids in Scc1-
defi cient cells, but not full separation. Cells with separated sisters 
and aberrant anaphases were also observed in  Drosophila  cells 
depleted of DRAD21 by RNAi [ 22 ]. This phenotype, however, was 
not observed in cells depleted of DSA1, the  Drosophila  homologue 
of Scc3. These cells had cohered sisters and were able to progress 
through anaphase normally, despite a slight increase in distance 
between the sisters. In order to release the cohesin complexes from 
the DNA, RAD21 is cleaved by separase in mammals. When a defi -
ciency in a cleavable form of RAD21 was expressed in human cells, 
no loss of centromeric cohesion was observed in prophase or pro-
metaphase [ 23 ]. Anaphase, however, occurred aberrantly because 
the separation of chromosome arms was perturbed. This fi nding 
indicates that separation of the chromosome arms is promoted by 
RAD21 cleavage and that cohesion- independent forces maintain 
cohesion at centromeres until anaphase. 

 Although the structure of the cohesin complex forms a tripar-
tite ring [ 6 ,  10 ], how the complex associates with the DNA is not 
well understood. Different ring models have been described, but 
two types are most common (Fig.  3 ). One ring model predicts that 
both sister chromatids are entrapped within a single cohesin ring 
[ 6 ,  24 ]. This model proposes that the connection between the sisters 
is topological rather than biochemical. The model would explain 
why cohesin does not bind strongly to DNA on its own [ 25 ] and 
why cohesin is readily released once the Scc1 subunit is cleaved [ 2 ]. 
Another type of ring model, the “handcuff” model, suggests that 
each of the two cohesin rings entraps one sister chromatid, by 
either binding a single Scc3 subunit or topological interconnection 
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between rings [ 26 ] (Fig.  3 ). The exact method by which the  cohesin 
complex associates with DNA has yet to be elucidated, but a few 
models have been proposed.

     Sister chromatids are tightly associated through cohesion, which 
prevents the separation of sisters before the metaphase-to- anaphase 
transition (Fig.  2 ). As early as S phase of the cell cycle, cohesion 
components are present in eukaryotes. For example, Scc1 in bud-
ding yeast associates with chromosomes during S phase and remains 
tightly associated until the metaphase-to-anaphase transition [ 4 ] 
(Fig.  2 ). When Scc1 expression is induced experimentally during 
G2, it is ineffective at promoting cohesion because it is needed at the 
time of DNA replication to establish sister chromatid cohesion [ 27 ]. 
Cohesion is also needed throughout G2 to facilitate the repair of 
DSBs by homologous recombination between sister chromatids 
[ 28 ]. Cohesins are recruited to DSBs in G2 and are implicated in 
holding the sister chromatid with a DSB near its undamaged sister 
template. Preventing cohesins from localizing to the DSBs actually 
abolishes DNA repair [ 29 ]. The loading of cohesins is extremely 
important from S phase through mitosis, but the dissociation signals 
the beginning of segregation between the sister chromatids. 

 In budding yeast, the cohesin dissociation and destruction 
process begins with proteolytic cleavage of the Scc1 subunit at spe-
cifi c residues by Esp1, a separin and protease [ 2 ,  30 ,  31 ] (Fig.  2 ). 
This triggers the dissociation of cohesins from chromosomes that 
is essential for the segregation of the sister chromatids to opposite 
poles of the cell in anaphase [ 2 ]. This important step is disrupted in 
Scc1 mutants as demonstrated by the premature separation of sister 
chromatids [ 4 ]. Sister chromatids in yeast that express a non- cleavable 

2.3  The Association 
and Dissociation 
of Cohesins

Ring Model Handcuff Model

a b

  Fig. 3    Models of cohesin rings. ( a ) One ring model predicts that both sister 
 chromatids are entrapped within a single cohesin ring. ( b ) Another type of ring 
model, the “handcuff” model, proposes that each of the two cohesin rings 
entraps one sister chromatid, by either binding a single Scc3 subunit or topologi-
cal interconnection between rings       
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form of Scc1 resistant to Esp1 are unable to separate [ 2 ]. Conversely, 
artifi cially targeting a different protease to Scc1 can still result in 
premature separation of sister chromatids [ 30 ]. In fi ssion yeast 
only a small amount of the Scc1 homologue, Rad21, is cleaved at 
the metaphase-to-anaphase transition to promote sister chromatid 
separation [ 32 ]. A bulk of Rad21 associated with the chromosomes 
remains during anaphase and may be necessary for the establish-
ment of cohesion at the next S phase. In lower eukaryotes the dis-
sociation process occurs in one step, but higher eukaryotes require 
additional steps. 

 In vertebrate cells, cohesin dissociation is regulated by two 
distinct pathways. A bulk of cohesins is removed from sister chro-
matid arms during prophase by a separase- and cleavage-indepen-
dent pathway [ 9 ,  33 ,  34 ] through phosphorylation by polo-like 
kinases (PLK) and Aurora B [ 35 – 38 ]. This occurs when chromo-
somes begin to condense and also when they biorient on the 
mitotic spindle during prometaphase. Phosphorylation of SA2/
STAG2 by Plk1 and Aurora B is essential for cohesion dissociation 
during these stages, but it is not required in the next stage of 
removal [ 39 ]. Hauf et al. have also shown that although RAD21 
phosphorylation is not essential for cohesin dissociation in early 
mitosis, it enhances the ability of separase to be cleaved during the 
metaphase-to-anaphase transition. The cohesins remain at the 
centromeres and are responsible for holding the sisters together 
while they biorient during prometaphase. They are removed, 
however, at the metaphase-to-anaphase transition when all the 
chromosomes have correctly bioriented and the spindle assembly 
checkpoint has been fulfi lled. This occurs through an anaphase- 
promoting complex or cyclosome (APC/C)- and separin- 
dependent pathway by cleavage of RAD21 [ 34 ]. In human cells, 
RAD21 is cleaved by separase, a step required to progress into 
anaphase [ 40 ]. Separase is also required for cleavage of the remain-
ing cohesin complexes at sister chromatid arms during metaphase 
in human cells [ 41 ]. 

 Until the metaphase-to-anaphase transition, separase is kept 
inactive by an inhibitory chaperone called securin [ 42 ], also known 
as Pds1 in budding yeast [ 31 ,  43 ] and Cut2 in fi ssion yeast [ 44 ]. 
Securin is controlled by the ubiquitin protein ligase APC/C. It is 
destroyed via ubiquitination by the APC/C only after all the chro-
matid pairs have aligned correctly on the mitotic spindle, allowing 
separase to become active. Once separase is activated in vertebrate 
cells by the APC/C, it undergoes autocleavage, similar to that of 
caspases. Separase cleaves RAD21 and the cohesin ring opens, 
allowing the release of cohesion and separation of sister chroma-
tids. Sister chromatids do not separate in the presence of non- 
cleavable Scc1, which suggests that separase may be the only mode 
of cohesin removal from the sister chromatid arms.  
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  Proteins that are essential for sister chromatid cohesion but not 
structural components of the cohesin complex are known as acces-
sory or cofactor proteins (Table  1 ). Scc2 and Scc4 function together 
in a complex to load cohesins onto chromosomes; they are con-
served among budding yeast and humans and are required for initial 
cohesin binding to chromosomes [ 45 ,  46 ]. Cohesin is initially 
loaded onto the Scc2–Scc4 complex at centromeres and at cohesion-
associated regions along sister chromatid arms (Fig.  2 ). Scc2 is con-
served in most eukaryotes; the fi ssion yeast homologue is Mis4, and 
the  Drosophila  homologue is Nipped-B, while the Scc4 homologue 
in fi ssion yeast is Ssl3. Metazoan Scc2 contains a heterochromatin 
protein 1 (HP1)-binding domain that has been shown to interact 
with HP1α, raising the possibility that Scc2 is directly involved in the 
establishment and maintenance of heterochromatic domains [ 47 ]. 
Depletion of Scc4 results in severe premature sister chromatid sepa-
ration, suggesting that Scc4 is critical for chromosome cohesion in 
actively dividing metazoan cells [ 46 ,  48 ]. Both Scc2 and Scc4 are 
essential for cohesin loading onto chromosomes during S phase. 

 Pds5 [ 49 ,  50 ], WAPL [ 51 ], sororin [ 52 ], and haspin [ 53 ] are 
involved in the regulation of cohesin complex association to and 
dissociation from chromatin. These proteins physically associate 
either directly or indirectly with the cohesin complex and they are 
involved in cohesion maintenance. In humans, PDS5 interacts 
with SA1/STAG1- and SA2/STAG2-containing complexes [ 9 ], 
and in  Caenorhabditis elegans  PDS5 also has an important role in 
sister chromatid cohesion during mitosis and meiosis [ 54 ]. Two 
vertebrate PDS5 proteins have been characterized, PDS5A and 
PDS5B, and depletion of these proteins from  Xenopus  extracts 
results in partial defects in sister chromatid cohesion, but not in 
mammals [ 55 ,  56 ]. Human WAPL regulates the resolution of sis-
ter chromatid cohesion and promotes cohesin complex dissocia-
tion during and after anaphase by direct interaction with the 
RAD21 and SA/STAG subunits [ 51 ,  57 ]. WAPL has also been 
found on axial and lateral elements (AE/LE) in some prophase I 
stages in mouse spermatocytes and oocytes, colocalizing with 
SYCP2 [ 58 ,  59 ]. Sororin was fi rst identifi ed in vertebrates during 
a screen for substrates of the APC/C, but no homologues have 
been characterized in other organisms [ 52 ]. Sororin is ubiquiti-
nated and degraded after cohesion is dissolved between sister chro-
matids. Recently, however, sororin has been shown to be necessary 
for maintaining sister chromatid cohesion in mitotic cells as well as 
for the stable binding of cohesin to chromatin and effi cient repair 
of DSBs in G2 [ 52 ,  60 ]. Haspin is a histone H3 threonine-3 kinase 
that colocalizes with the cohesin complex at inner centromeres 
during vertebrate mitosis. Depletion of haspin in human cells 
results in premature separation of sister chromatids, suggesting a 
role in the maintenance of centromeric cohesion prior to anaphase 
[ 53 ]. Thus, PDS5, WAPL, sororin, and haspin are all important 
mediators of cohesin complex function during mitosis.  

2.4  Accessory 
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  Mutations and deletions in replication machinery components 
result in defects in sister chromatid cohesion, suggesting a func-
tional relationship between processes that involve DNA replication 
and cohesion establishment. This requires not only the cohesin 
complex but also a number of accessory protein factors. Initial 
studies in budding yeast demonstrated that the Eco1/Ctf7 acetyl-
transferase is required during S phase for cohesion establishment 
[ 5 ,  61 ,  62 ] (Fig.  2 ). Eco1/Ctf7 mutations are synthetically lethal 
with proliferating cell nuclear antigen (PCNA) mutations. The syn-
thetically lethal phenotype can be  rescued, however, by overexpress-
ing PCNA. Recent work has shown that Eco1/Ctf7 is also necessary 
to establish sister chromatid cohesion in G2/M in response to DSBs 
[ 63 ]. The acetyltransferase domain of Eco1/Ctf7 and its activity are 
required to generate cohesion during G2/M, as well as during S 
phase. Thus, cohesion can be generated outside of S phase. 
Homologues in fi ssion yeast,  Drosophila , and humans have been 
termed Eso1, deco, and Esco2, respectively (Table  1 ). 

 Another group of proteins involved in establishing cohesion in 
budding yeast are components of the replication machinery. 
Investigators have suggested that stabilization of stalled replication 
forks may be essential for proper establishment of cohesion. Ctf18 
is a protein subunit of the alternative replication factor C-like com-
plex (Ctf18-RLC), a seven-subunit complex (Ctf18–Ctf8–Dcc1–
Rfc2–Rfc3–Rfc4–Rfc5). Ctf18–RLC establishes sister chromatid 
cohesion and has been shown to load and unload PCNA onto and 
off of DNA [ 64 – 67 ]. Eco1/Ctf7, Ctf4, and Ctf18-RLC all act in 
close proximity to the replication fork and are essential for cohe-
sion [ 68 ] (Fig.  2 ). Ctf4 associates with replication origins and with 
DNA polymerase α and moves with the replication machinery 
along chromosomes [ 66 ,  67 ]. Recent work has suggested that 
Eco1/Ctf7 and Ctf18-RLC colocalize with replication forks, but it 
is not known whether they move with the replication machinery. 
In their absence, however, sister chromatid cohesion is compro-
mised. Stabilization or “protection” of stalled replication forks and 
proper sister chromatid cohesion involves proteins Swi1–Swi3, 
Ctf18-RLC, and Chl1 in fi ssion yeast [ 69 ]. The Swi1–Swi3 com-
plex plays an important role in effi cient activation of Cds1, a repli-
cation checkpoint kinase. The complex moves with replication 
forks and is required to prevent accumulation of single-stranded 
DNA structures near the replication fork [ 70 ]. Homologues of 
Swi–Swi3 exist as the Timeless–Tipin complex in humans and the 
Tof1–Csm3 complex in budding yeast. The DNA helicase activity 
of Chl1 is evolutionarily conserved and appears to be involved in 
sister chromatid cohesion. In fi ssion yeast, Chl1 has been shown to 
stabilize replication forks and to promote proper establishment of 
sister cohesion [ 69 ], and in budding yeast Chl1 associates with 
Eco1/Ctf7 for critical involvement in chromatid cohesion [ 71 ]. 
ChlR1, the homologue of Chl1 in mammals, binds cohesin and is 
required for normal sister chromatid cohesion [ 72 ]. Depletion of 
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ChlR1 results in abnormal sister cohesion and a delay at prometa-
phase. These proteins are critical for cohesion between sister chro-
matids, but their functions have not been fully elucidated. 

 In this same context, Ctf18-RLC has been suggested to con-
trol the speed, spacing, and restart activity of replication forks in 
human cells and is also required for robust acetylation of SMC3 
and sister chromatid cohesion [ 73 ]. Terret et al. also found that 
cohesin acetylation itself is a “central determinant of fork proces-
sivity,” because slow-moving replication forks were found in 
human cells expressing a form of non-acetylatable SMC3 and in 
cells lacking the Eco1- related acetyltransferases, ESCO1 or 
ESCO2. The defect was a consequence of the strong interaction 
between cohesin and the regulatory cofactors WAPL and PDS5A 
because removal of either cofactor allowed forks to progress rap-
idly without ESCO1, ESCO2, or Ctf18-RLC. Although only 
demonstrated in human cells, these fi ndings suggest a possible  
new mechanism for clamp loader-dependent fork progression, 
resulting from the posttranslational modifi cation and structural 
remodeling of the cohesin ring [ 73 ]. 

 Several mechanisms have been proposed for the role of replica-
tion fork maintenance in sister chromatid cohesion. One model 
proposes that cohesin bound to chromosomes before arrival of the 
replication fork is suffi cient to establish sister chromatid cohesion 
[ 68 ]. Therefore, it is thought that the replication machinery slides 
through the cohesin rings. However, Lengronne et al. have also 
proposed that the cohesin complex may transiently dissociate upon 
fork passage through the rings. Fork components, such as Ctf18- 
RLC and/or Swi1–Swi3, may tether cohesin-related proteins to 
DNA when forks pass through the cohesin ring [ 69 ]. CHTF18, 
the gene product of the human Ctf18 homologue, has been shown 
to interact with several cohesin proteins, supporting this idea [ 64 ]; 
recent work also supports a possible interaction of CHTF18 with 
cohesins during mammalian meiosis [ 74 ]. Another model suggests 
that the cohesin ring may be an obstacle for replication fork pro-
gression and causes stalling of the fork [ 69 ]. This would require 
stabilizing proteins, such as Swi1–Swi3 and Ctf18-RLC, at cohesin 
sites. A third model proposes that Ctf18-dependent unloading of 
PCNA might loosen the replication fork structure in order for the 
forks to pass through the cohesin ring without its dissociation 
[ 65 ]. A very recent model proposes that sister chromatid cohesion 
is established simultaneously with cohesin loading behind the rep-
lication fork in close proximity to processing of the lagging strand 
[ 75 ]. Although several models have been proposed, the exact 
mechanism for replication fork maintenance in sister chromatid 
cohesion remains unknown. 

 Cohesins are also involved in cellular responses to DNA dam-
age [ 76 ]. Mammalian cohesins are recruited to DSBs; they take 
part in the ataxia telangiectasia mutant (ATM) DNA damage signal 
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transduction pathway and are important for survival after irradia-
tion [ 76 ]. Two different populations of cohesins contribute to the 
repair process: cohesins engaged in holding sisters together at the 
time of the break and cohesins subsequently recruited to chroma-
tin surrounding the break itself [ 29 ,  77 ]. After induction of DSBs, 
cohesins are recruited to these sites via the DNA damage response 
pathway. Because recombination between sister chromatids is gen-
erally more effi cient than between homologous chromosomes, 
cohesin might inhibit recombination between the homologues. 
Suppressing recombination between homologues is important in 
preventing chromosome instability and rearrangements such as 
nonallelic recombination and/or loss of heterozygosity. In bud-
ding yeast the cohesin complex encoded by  MCD1  genes plays a 
dual role in protecting chromosome and genome integrity [ 78 ]. 
Even a small reduction in the levels of cohesin subunits decreases 
DSB repair and signifi cantly increases damage- induced recombina-
tion between homologous chromosomes. Thus, cohesin levels 
appear to be a limiting factor in controlling genome integrity [ 78 ]. 

 Phosphorylation of cohesin SMC subunits has also been found 
to be implemented in the cellular response to DNA damage. In 
response to ionizing radiation, the phosphorylation of S957 and 
S966 of human SMC1 by ATM kinase is required for the activation 
of the S-phase checkpoint [ 79 ]. Mutant cells defective in SMC1 
phosphorylation still exhibited formation of DNA damage foci 
after exposure to ionizing radiation [ 80 ]. However, these cells 
show decreased survival, chromosomal anomalies, and a defective 
S-phase checkpoint after DNA damage. Investigators have also 
reported that SMC3 is phosphorylated at two specifi c serine resi-
dues as well as by two different kinases [ 81 ]. Human SMC3 S1083 
phosphorylation is inducible and ATM dependent by ionizing 
radiation, while S1067 is constitutively phosphorylated by CK2 
kinase and not increased by ionizing radiation. Phosphorylation of 
both of these sites, however, is required for the S-phase check-
point. The roles of cohesins in genome integrity are still being 
elucidated, but it is well known that cohesins play a larger role dur-
ing mitosis than originally thought.   

3    Meiosis 

 Although the process of meiosis is similar to mitosis, haploid gam-
etes are generated instead of diploid cells. Several distinct differ-
ences between the two processes have been established, and 
cohesins play a vital role in many aspects of meiosis. Meiosis begins 
in diploid germ cells following one round of DNA replication in 
which maternal and paternal homologous chromosomes have 
been duplicated, each chromosome consisting of two sister chro-
matids (4C DNA content). Ultimately, these duplicated pairs of 
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sister chromatids are separated into four different nuclei by two 
rounds of cell division without any intervening DNA replication. 
In mammals, male meiosis gives rise to four different haploid 
gametes (spermatids) whereas female meiosis gives rise to ulti-
mately one haploid gamete (oocyte) and two or three polar bod-
ies. During the fi rst meiotic division (meiosis I), pairs of maternal 
and paternal homologous chromosomes ultimately segregate in 
opposite directions. This reduces the chromosome number and 
also ensures that each gamete will inherit a complete copy of the 
genome. Pairs of sister chromatids then separate in the second 
meiotic division (meiosis II) as in mitosis. 

 Meiosis I is unique in the manner of chromosome segrega-
tion and in the distinct processes that occur during prophase 
I. Homologous recombination is an essential phenomenon during 
meiosis because it physically joins the maternal and paternal homo-
logues before segregation and ultimately generates new combina-
tions of alleles and genetic variation. Homologous recombination 
during meiosis I (also called meiotic recombination) results in the 
exchange of DNA between maternal and paternal chromatids, and 
the sites of DNA exchange are called crossovers. Crossovers are seen 
cytologically as structures called chiasmata. Chiasmata and cohesion 
along sister chromatid arms hold homologous chromosomes 
together prior to their segregation in anaphase I. Attachment of 
 sister kinetochores to microtubules with the same polarity, called 
syntelic attachment, is another feature that is unique to meiosis 
I. This type of attachment of sister kinetochores is also known as 
mono-orientation, and it differs from the biorientation of sister 
kinetochores during mitosis. Because the chiasmata physically link 
homologous chromosomes, tension is generated and a new form of 
equilibrium is established during metaphase I. Chiasmata ensure 
that the tension will be generated if both maternal centromeres 
attach to microtubules with one orientation and both paternal cen-
tromeres attach to microtubules with the opposite orientation. 
The spindle machinery senses this bipolar attachment-like tension 
between homologous chromosomes and not sister chromatids in 
metaphase I. Although tension on homologues of maternal and 
paternal centromeres pulls them in opposite directions, they are pre-
vented from disjoining during prophase I by the presence of chias-
mata and cohesion between sister chromatids. Cells systematically 
suppress amphitelic attachment and promote syntelic attachment of 
the sister chromatids during the fi rst meiotic division to prevent 
aneuploidy. During the second meiotic division sister kinetochores 
attach to microtubules in an amphitelic manner and the sisters are 
segregated to opposite poles during the metaphase-to- anaphase 
transition, as in mitosis. Only sister chromatid arm cohesion is 
destroyed during anaphase I, leaving centromeric cohesion to per-
sist. This process, along with resolution of chiasmata, results in the 
separation of homologues only and not sister chromatids during 
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anaphase I. Centromeric cohesion in meiosis II is essential to ensure 
the bipolar attachment of sister kinetochores as in mitosis. 

 Cohesion between sister chromatids is established during pre-
meiotic DNA replication and differs from its mitotic counterparts 
(Fig.  4 ). Meiotic cohesins must participate in the recombination 
process as well as persist at centromeres through the fi rst division. 
However, cohesion along sister chromatid arms must dissolve dur-
ing meiosis I to allow the homologues, joined by chiasmata, to 
separate (Fig.  4 ). The cohesion along sister chromatid arms ensures 
correct chromosome alignment during the fi rst division, and 

Pre-meiotic
S Phase

Metaphase I

Anaphase I

Homologous
Chromosomes

Separase

  Fig. 4    Cohesion in yeast meiosis I. Rec8 replaces Scc1 of the cohesin complex in 
S phase. During prophase I homologous chromosomes pair and meiotic recom-
bination leads to DNA crossovers between non-sister chromatids. In order for 
homologous chromosomes to segregate, kinetochores of sister chromatid pairs 
must each be mono-oriented to opposite poles during metaphase I. Separase 
cleavage of Rec8 during anaphase I, much like that during mitosis, resolves the 
cohesion distal to crossovers to allow segregation of homologues. In order to 
allow for the proper biorientation and segregation of sister chromatids during 
meiosis II, cohesion proximal to centromeres is preserved       
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 cohesion at the centromeres ensures proper segregation at the 
 second division [ 82 ,  83 ]. Once cohesion between sister chromatid 
arms is released, the microtubules pull maternal and paternal cen-
tromere pairs to opposite poles of the cell. These  different types of 
cohesion are extremely important during meiosis because the 
chromosomes must undergo two distinct rounds of segregation. 
Cohesion at the centromeres ensures biorientation of chromatids 
on the spindle and accurate segregation during meiosis II, as in 
mitosis. The destruction of centromeric sister chromatid cohesion 
triggers their disjunction and segregation to opposite poles of the 
cell, yielding haploid cells. The two steps involved in cohesin 
removal during meiosis are similar to the steps in prophase and 
anaphase of mitosis.

   Meiotic recombination has been most well characterized in 
yeast. The process begins with generation of DNA DSBs by Spo11 
endonuclease [ 84 ]. This occurs in early prophase I at multiple 
locations along each of the four chromatids. The 5′ ends resulting 
from Spo11 cleavage are resected in yeast by Rad50, Mre11, and 
Com1/Sae2 to form single-stranded 3′ overhangs on each side of 
the break [ 85 – 87 ]. First-end capture occurs by one 3′ overhang 
invading the homologous non-sister chromatid [ 88 ]. The invading 
3′ end becomes paired with the complementary strand from the 
other chromatid, creating a template for repair. The displaced 
strand will then pair with the second 3′ overhang on the original 
chromatid. The ends are ligated to the newly synthesized DNA, 
creating a joint molecule. At this point, the non-sister chromatids 
(one maternal and one paternal) will have recombined homologues 
and crossing over will be complete, creating a double Holliday 
junction (DHJ). The fi nal step in the recombination process is the 
resolution of DHJs by cleaving of a pair of chromosome strands at 
each end and their reciprocal ligation. The cleavage can be either 
horizontal or vertical, but crossover occurs only when one junction 
is resolved horizontally and the other vertically. Most organisms 
create several of these exchanges per chromosome, but only one 
chiasma is needed to hold a pair of homologous chromosomes 
together. 

  The cohesin complex in germ cells differs from somatic cells, and 
distinct meiosis-specifi c subunits have been characterized in various 
organisms. In both fi ssion and budding yeast, Rad21 is involved in 
mitosis and Rec8 is the meiotic paralogue of Scc1 [ 82 ,  89 ,  90 ]. 
Fission yeast has two Scc3 homologues, Rec11 and Psc3 (Table  1 ). 
Rec11 is meiosis-specifi c and forms a complex with Rec8, mainly 
along the chromosome arm regions, and the complex is critical for 
recombination [ 91 ]. Psc3, however, is expressed in mitosis and mei-
osis and associates with Rec8 mainly at the centromeres. Although 
inactivation of Rec11 impairs sister chromatid cohesion specifi cally 
along the arm and reduces the rate of recombination, Psc3 is 
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 dispensable for these functions but it is required for centromeric 
cohesion persisting throughout meiosis I. In mammals, the meiotic 
paralogues of SMC1, SCC1/RAD21, and SA/STAG1/2 are 
 SMC1β , REC8, and SA3/STAG3, respectively [ 92 – 96 ] (Table  1 ). 
Although these three subunits are strictly expressed in germ cells, 
SMC1α, RAD21, and SA2/STAG2 are also implemented in meiotic 
chromosome dynamics [ 97 ]. Recently, a third kleisin subunit in 
mammals, named RAD21L, has been identifi ed in meiotic cells and 
localizes along the AE/LEs of the SC throughout meiosis I 
 [ 98 – 101 ]. This subunit may be involved in synapsis initiation and 
crossover formation between homologous chromosomes. RAD21L 
has also been shown to be a functionally relevant meiotic kleisin 
subunit that is essential for male fertility and maintenance of fertility 
during natural aging in females [ 99 ]. Evidence for participation of 
different cohesin complexes during mammalian meiosis suggests a 
variety of putative cohesin complexes formed by combinations of 
cohesin subunits (Fig.  5 ). Several distinct complexes are thought to 
exist, showing differences in spatiotemporal distribution throughout 
the meiotic divisions.

     In yeast Chl1, Ctf4, and Ctf18-RLC are necessary for sister chro-
matid cohesion in both mitosis and meiosis, and they are essential 
for chromosome segregation during meiosis. In fact, they contrib-
ute signifi cantly to the establishment of cohesion in the region of 
centromeres. Deletion of  CTF18, or CHL1,  or  CTF4  in budding 
yeast leads to severe defects in chromosome segregation, aneu-
ploidy in the spores, and meiosis II nondisjunction at a high fre-

3.2  Cohesins 
in Genome Integrity 
During Meiosis
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  Fig. 5    Putative subunit compositions of some of the cohesin complexes in mammals. Differences in spatiotem-
poral distribution occur throughout the meiotic divisions       
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quency [ 102 ]. In yeast, frequent errors in meiosis II, rather than 
homologue  nondisjunction in meiosis I, predominantly contribute 
to the  mis-segregation phenotype in meiotic mutant cells. 

 Cohesin is particularly important in meiotic cells to hold biva-
lents together during homologous recombination and DSB repair. 
Whether cohesin is actively recruited to sites of DSBs during meio-
sis, as it is in mitotic cells, is not well known. A conserved DNA 
damage checkpoint, known as the pachytene checkpoint, also moni-
tors the effi cient repair of meiotic DSBs and induces apoptosis when 
DSBs are not repaired in a timely fashion. The involvement of cohe-
sin in repair of meiotic DSBs and activation of the pachytene check-
point have been demonstrated in the  C. elegans  germline [ 103 ]. 
Loading of cohesin onto chromatin during S phase, and also in 
response to DSBs in post-replicative cells, depends on a conserved 
complex composed of Scc2 and Scc4 proteins. Meiotic cohesin is 
loaded by Scc2, and in the absence of meiotic cohesin, recombina-
tion intermediates accumulate extensively but fail to trigger the 
apoptotic response of the pachytene checkpoint [ 103 ]. Meiotic 
cohesion is required for early DSB processing and for effi cient 
recruitment of DNA damage sensors [ 103 ]. This suggests that cohe-
sin is involved in early events of the meiotic DNA damage response.  

  Prophase I is prolonged in mammalian meiosis, and it is divided 
into substages according to chromatin changes based on cytological 
studies. The most important event during prophase I is formation 
of the SC, which forms between homologous chromosomes. This 
structure supports meiotic recombination, and it represents an 
essential difference between mitosis and meiosis. Meiosis- specifi c 
cohesin complexes are believed to form a scaffold to which compo-
nents of the SC can attach. 

 During leptonema of prophase I, the AE form along each 
chromosome. SYCP2 and SYCP3 create a bipartite polymer along 
the bivalent axes and are the main structural protein components 
of the AE/LE [ 104 – 107 ]. Then in zygonema, homologues begin 
to pair and central elements (CE) are deposited between the AE 
(now called LE). Zip1 in yeast and SYCP1 in mammals, known as 
transverse fi laments, form the center of the SC or the central ele-
ments. In pachynema, homologues synapse along their length, the 
SC fully forms, and DNA recombination takes place. This close 
association between maternal and paternal axes along the entire 
length of the bivalent is called synapsis, and it is achieved by the 
SC. The onset of diplonema is characterized by the disassembly of 
the SC and homologue desynapsis. The fi nal stage of prophase I is 
diakinesis, which quickly progresses into metaphase I. Homologues 
remain connected at chiasmata, which can now be seen cytologi-
cally at this stage, and cohesion between sister chromatids prevents 
premature segregation. Immunocytological studies have helped 
characterize the spatiotemporal localization of cohesins during 
meiosis. 

3.3  Specifi c Events 
in Meiosis I and II
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  During prophase I in spermatocytes, cohesin subunits are observed 
at different stages and in different quantities.  SMC1β  can be 
observed along the asynapsed AE, and STAG3 is found along the 
AE during leptonema [ 95 ,  96 ]. REC8 is localized along asynapsed, 
synapsed, and desynapsed AE/LE throughout prophase I [ 92 ]. 
RAD21, like REC8, also appears at the AE/LE during all stages of 
prophase I [ 108 ,  109 ]. RAD21L is expressed from premeiotic S 
phase and localizes along the AE in leptonema, with some confl ict-
ing reports as to whether it persists to mid-pachynema or diplo-
nema and into metaphase I [ 98 – 101 ].  

  In the zygotene stage of prophase I,  SMC1β  is found along the 
asynapsed AE and also the synapsed LE [ 96 ]. SMC1α and SMC3 
are observed in a distinct punctate pattern along the synapsed LE 
in late zygonema and are found to interact with SYCP2 and SYCP3, 
structural protein components of the SC [ 110 ]. STAG3 is observed 
along the AE/LE as in leptonema [ 95 ]. RAD21L localizes along 
the AE/LE in zygonema in a punctate or a continuous linear 
 pattern depending on the report [ 98 – 101 ].  

  During pachynema, SMC1α and SMC3 are still seen immunocyto-
logically in a distinct punctate pattern along the synapsed LE and 
interact with SYCP2 and SYCP3 [ 96 ,  110 ].  SMC1β  and STAG3 
are also found along the synapsed LE. Although RAD21L is dis-
tributed along the SC through at least mid-pachynema, reports of 
its localization vary. Some groups have reported that RAD21L is 
evenly distributed along the AE/LE, while other groups have 
reported that it is discontinuous [ 98 – 101 ]. In addition, two groups 
have reported that RAD21L localizes in a mutually exclusive pat-
tern with REC8, perhaps suggesting inherent loading sites for 
these cohesins [ 100 ,  101 ].  

  SMC1α is lost from the desynapsed LE during diplonema and it is 
not detected on bivalents in diakinesis or metaphase I. SMC3, how-
ever, persists at the desynapsed LE but is progressively lost and accu-
mulates at centromeres during diakinesis.  SMC1β  is found along the 
desynapsed LE, most of it dissociating in late diplonema, and accu-
mulating at the centromeres during diakinesis. STAG3 is still visible 
along the LE but is observed as patches along the contact surface 
between sister chromatids, called the “interchromatid domain,” 
during diakinesis [ 95 ,  111 ]. This subunit is maintained at the chro-
mosome arms and centromeres until metaphase I [ 95 ]. During late 
diplonema, RAD21 appears along desynapsed LE but also accumu-
lates in areas where it is colocalized with SYCP3. By late diplonema 
to diakinesis, RAD21 is partially released from the LE [ 108 ]. REC8 
has been found at the interchromatid domain along chromosome 
arms and centromeres during diakinesis and metaphase I bivalents 
[ 92 ,  110 ]. RAD21L disappears by mid-pachynema or diplonema as 
it accumulates at centromeres [ 98 – 101 ]. 
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 Based on the studies mentioned here, several different  cohesin 
complexes are present during mammalian prophase I (Fig.  5 ). The 
complex, SMC1α/SMC3/RAD21/SA1 or SA2, is present during 
premeiotic S phase. SMC1α/SMC3/RAD21L/STAG3 and 
 SMC1β /SMC3/RAD21L/STAG3 are present along the AE/LE 
from premeiotic S phase through diplonema. The canonical meiotic 
complex,  SMC1β /SMC3/REC8/STAG3, and the  SMC1β /SMC3/
RAD21/STAG3 complex are likely present throughout prophase I. 
These complexes ensure that at the end of prophase I homologous 
chromosomes remain connected at chiasmata despite dissolution of 
the SC.  

  In metaphase I mammalian spermatocytes, STAG3 is seen as dis-
continuous bright patches lining the interchromatid domain along 
sister chromatid arms, but not at chiasmata [ 95 ]. STAG3 is also 
present at the centromere domain just below the closely associated 
sister kinetochores. The same pattern of labeling has also been 
reported for REC8 [ 92 ,  110 ]. SMC3 was initially reported to be 
concentrated at centromeres and absent from chromosome arms 
[ 96 ,  112 ]. However, recent work has suggested that SMC3, like 
STAG3 and REC8, is distributed along the interchromatid and 
centromere domains of metaphase I bivalents [ 113 ]. The distribu-
tion of RAD21 is distinctive; it accumulates at the inner centro-
mere domain in a “double cornet-like” confi guration with SYCP2 
and SYCP3 and is also seen as small patches at the interchromatid 
domain [ 108 ].  SMC1β  also localizes with SYCP2 and SYCP3 to 
mainly the centromeres of metaphase I spermatocytes, but the 
exact confi guration at the inner centromere domain has not been 
studied [ 114 ]. Studies suggest that RAD21L remains in residual 
amounts, partly colocalized with SYCP3 at or near centromeres, 
although reports are confl icting [ 98 – 101 ].  

  The exact localization pattern of cohesin subunits from anaphase I 
to metaphase II is not known. REC8, STAG3, RAD21, SMC3, 
and  SMC1β  persist at centromeres during anaphase I, although 
their patterns differ [ 92 ,  95 ,  108 ,  109 ,  112 ]. The dynamics of 
these subunits are unknown during telophase I and interkinesis, 
but some information is known about a few of the subunits. 
RAD21 changes its distribution to a bar-like pattern in between 
sister kinetochores at telophase I centromeres [ 108 ]. These bars 
are also seen during interkinesis at “heterochromatic chromocen-
ters,” which represent closely associated centromeres [ 108 ,  113 ]. 
This pattern disappears at prophase II. STAG3 and REC8 have 
also been reported to disappear from centromeres during telophase 
I and are no longer seen in interkinesis nuclei [ 95 ,  113 ,  115 ].  

  Reports regarding the appearance and distribution of cohesin sub-
units at centromeres in metaphase II are confl icting. Original 
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studies in rodent surface-spread spermatocytes indicated that 
RAD21,  SMC1β , and SYCP3 appeared as rod-shaped aggregates 
between sister centromeres [ 96 ,  109 ]. However, RAD21 and 
SYCP3 were not visualized at centromeres in squashed spermato-
cytes [ 108 ,  115 ]. The confl icting results obtained are attributed to 
differences in the techniques used as well as possible differences in 
the ability to detect small amounts of the cohesins [ 108 ,  113 ,  115 ].  

  Although features of meiosis are similar in male and female mam-
mals, important gender-specifi c differences exist in the onset, tim-
ing, duration, and outcome of meiotic processes. Female germ 
cells enter meiosis as oocytes during fetal development and arrest 
at the end of the diplotene stage of prophase I, known as dictyate. 
Dictyate arrest lasts from the late stages of fetal development until 
resumption of meiosis just prior to ovulation. Information regard-
ing chromosome cohesion during this extended time frame and 
whether cohesin complexes established during fetal life are present 
decades later is not known. Localization patterns of several meiotic 
cohesins have been compared to SYCP3 during the formation and 
dissolution of the SC in fetal oocytes during human and murine 
prophase I [ 116 ]. Results from this study suggested that STAG3, 
REC8,  SMC1β , and SMC3 associate with chromatin to form a 
“cohesin axis” prior to AE formation during female meiosis in 
mammals [ 116 ]. In human fetal oocytes STAG3 and REC8 are 
scattered throughout preleptotene nuclei but become more orga-
nized in leptonema and partially colocalize with SYCP3. By zygo-
nema, however, REC8 and STAG3 colocalize with SYCP3 and 
persist into early diplonema. In mouse oocytes expression of 
STAG3, SMC3, and  SMC1β  fi rst appears as fi bers in leptonema 
prior to AE formation, similar to the timing of cohesin axis forma-
tion in human oocytes. The cohesin fi bers become more promi-
nent in zygonema with AE formation and then colocalize with 
SYCP3 in pachynema. During dictyate arrest in mouse oocytes 
there is gradual loss of both SYCP3 and the cohesin axis [ 116 ]. 

 A recent study analyzed the distribution of SMC3, REC8, 
 SMC1β , STAG3, and SYCP3 in human oocytes throughout meiosis 
[ 117 ]. As meiosis progresses into leptonema in oocytes, the cohesins 
appear as thin threads and their staining completely overlaps with 
SYCP3 and remains colocalized through diplonema. Unlike mouse 
oocytes, cohesins do not appear to be lost during dictyate arrest in 
human oocytes. REC8, STAG3, and SMC3 appear as short fi la-
ments with a diffuse pattern of distribution in the nucleoplasm and 
cytoplasm [ 117 ].  SMC1β , however, appears intensely all over the 
oocyte, including the nucleus and cytoplasm. In fully grown germi-
nal vesicle oocytes STAG3 appears as cohesin threads all over the 
chromatin, including intense staining at the nucleolus. In metaphase 
I oocytes, cohesins are seen as bright patches along the interchroma-
tid domain and the centromeric area of all bivalents. From early 

3.3.8  Female Meiosis

The Roles of Cohesins in Mitosis, Meiosis, and Human Health and Disease



250

anaphase I,  cohesins are no longer seen at the arms of sister chroma-
tids and are confi ned to the centromeric area. At metaphase II, 
REC8, STAG3,  SMC1β , and SMC3 are observed in the space 
between sister kinetochores, and SYCP3 appears as small dots par-
tially colocalizing with each sister kinetochore.  

  One component of the CE unique to mammals is FK506-binding 
protein 6 (FKBP6), which belongs to the FKBP family of proteins 
and is expressed in mouse male and female germ cells during pro-
phase I [ 118 ]. FKBP6 localizes to SYCP1 of synapsed chromo-
some cores and also coimmunoprecipitates with SYCP1, suggesting 
a role in the assembly and maintenance of the SC [ 118 ,  119 ]. 
FKBP6 appears to interact with NEK1, a never-in-mitosis A 
(NIMA)-related kinase 1 dual-specifi city serine–threonine and 
tyrosine kinase [ 119 ]. NEK1 is highly expressed in spermatogonial 
cells and spermatocytes during prophase I in mice. SMC3 staining 
decreases and becomes more diffuse in spermatocytes of wild-type 
mice during diplonema. However, SMC3 persists in diplotene 
 Nek1 -defi cient spermatocytes, consistent with a role of NEK1 in 
removal of the meiotic cohesin SMC3 from chromosome cores at 
the end of prophase I [ 119 ]. Similar fi ndings are observed in 
 Fkbp6 -null spermatocytes, suggesting that the FKBP6–NEK1 
pathway may be involved in cohesin removal at the end of pro-
phase I. However, normal accumulation of SC and DSB repair 
proteins is seen in  Nek1- defi cient spermatocytes [ 119 ].   

  Destruction of cohesion distal to chiasmata is mediated by the 
same mechanism that triggers disjunction of chromatids in mitosis. 
Rec8 is present along sister chromatid arms during metaphase I 
but disappears from the arms at the onset of anaphase I in budding 
yeast and mice [ 82 ,  83 ,  92 ]. In budding yeast resolution of chias-
mata and removal of Rec8 from sister chromatid arms depend on 
cleavage by separase, just like Scc1 in mitosis [ 120 ]. However, 
Rec8 remains in the area of centromeres until the onset of ana-
phase II in budding yeast [ 82 ], fi ssion yeast [ 83 ],  C. elegans  [ 121 ], 
and mouse spermatocytes [ 92 ]. These fi ndings suggest that eukary-
otic organisms maintain suffi cient cohesion around centromeres 
during meiosis II by protecting Rec8 from separase cleavage dur-
ing meiosis I. Mutations in  rec8  result in precocious separation of 
sister chromatids during anaphase I. In fi ssion yeast, Rad21 ectopi-
cally expressed at centromeres cannot rescue this defect, suggest-
ing that Rec8 is responsible for the persisting centromeric cohesion 
until meiosis II and it cannot be replaced by Rad21 [ 89 ]. Protection 
of centromeric Rec8 is lost after anaphase I, as indicated by the dis-
sociation of Rec8 from chromosomes with reactivation of separase 
at the onset of anaphase II. If the protection were to dissolve prior 
to inactivation of separase, premature disjunction of sister centro-
meres would occur. It is interesting, however, that exchange of 
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Scc1 for Rec8 during mitosis does not prevent cohesin cleavage at 
the centromere, suggesting that other meiosis-specifi c factors are 
involved [ 120 ]. In  C. elegans , where separase is also required for 
meiosis I, the phosphorylation of Rec8 by the Aurora B protein 
Air2 might ensure that only Rec8 distal to chiasmata is cleaved at 
the fi rst division [ 122 – 124 ]. In budding and fi ssion yeast, the 
expression of a nondegradable form of Rec8 that carries mutations 
at the separase target sites dominantly blocks the onset of anaphase 
I. This phenotype is suppressed by the elimination of chiasmata, 
suggesting that the separase-mediated cleavage of Rec8 triggers 
homologue separation by resolving chiasmata on the arm regions 
[ 120 ,  125 ]. An accumulation of securin, the inhibitory chaperone 
of separase, has been observed not only in meiosis I but also in 
meiosis II, indicating separase activation at both meiotic divisions 
[ 120 ,  125 ]. The same observation has been made in  C. elegans  and 
in mice, where the activation of securin is crucial for the progres-
sion of meiosis I [ 122 ,  126 ,  127 ]. 

 Identifi cation of a protein that protects centromeric cohesion 
during prophase I has revealed why centromeric Rec8 is only 
cleaved during meiosis II and not during meiosis I. In fi ssion yeast 
this protector of Rec8 centromeric cohesion is a gene product that 
when coexpresssed with Rec8 causes toxicity during mitotic growth 
[ 128 ]. The gene encodes a meiosis-specifi c protein named shu-
goshin (Sgo1), a homologue of the  Drosophila  protector Mei-S332 
[ 129 – 131 ]. Shugoshin associates with protein phosphatase 2A 
(PP2A) and forms a complex at centromeres, which blocks the 
cohesin phosphorylation necessary for removal of cohesion and 
also prevents premature loss of centromere cohesion [ 132 ,  133 ]. 
Fission yeast Sgo1 localizes exclusively at the site where Rec8 is 
predicted to have a role in centromeric protection during meiosis I 
[ 91 ]. Budding yeast shugoshin is also thought to have the same 
effect on Rec8 during meiosis I [ 128 ,  130 ,  131 ]. Fission yeast and 
mammals also possess paralogues of Sgo1 called Sgo2 and SGOL2, 
respectively. Their proteins are ubiquitously expressed throughout 
the mitotic and meiotic cell cycle in yeast, [ 128 ,  129 ] but only 
SGOL2 is essential for meiosis in mammals [ 134 ]. However, both 
SGOL1 and SGOL2 are expressed in mouse germ cells, and 
SGOL1- depleted oocytes also show meiotic defects [ 135 ,  136 ]. 
During metaphase II, SGOL2 relocates in a tension-dependent 
way to the centromeres in mouse spermatocytes and oocytes [ 115 , 
 135 ]. In the absence of Sgo1, fi ssion yeast sister chromatids co-
segregate to the same pole, implying that monopolar attachment is 
intact, but they start to separate precociously during anaphase I. 
Thus because Rec8 is no longer protected without Sgo1 during 
meiosis I, the sister chromatids separate prematurely in anaphase I. 

 The fi nding that shugoshins protect centromeric cohesion by 
recruiting PP2A suggests that the phosphorylation of a protein is 
needed for Rec8 cleavage. In mitotic yeast cells, cohesin cleavage is 
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promoted through phosphorylation of Scc1 by PLK (Cdc5 in 
yeast), which also participates in the phosphorylation of Rec8 [ 36 ]. 
Replacement of alanine for Rec8 residues that are thought to be 
phosphorylated by Cdc5 has no signifi cant effect on the kinetics of 
cohesin cleavage at meiosis I [ 137 ]. Recent work has shown that 
casein kinase 1δ/ε (CK1δ/ε), Hrr25 in yeast, and Dbf4-dependent 
Cdc7 kinase (DDK) are essential for Rec8 cleavage, not Cdc5 
[ 138 ]. Investigators have proposed that Hrr25- and DDK- 
dependent phosphorylation of Rec8 promotes cohesin cleavage in 
meiosis I, whereas dephosphorylation of Rec8 by PP2A bound to 
Sgo1 protects it from separase at centromeres.  

  The characterization of mice defi cient in meiosis-specifi c subunits 
has helped us to understand the function of these proteins in mam-
malian meiosis. Both male and female SMC1β-defi cient mice are 
sterile and show defects in SC formation and premature loss of 
sister chromatid cohesion [ 139 ].  SMC1β -defi cient spermatocytes 
undergo pachytene arrest, whereas mutant oocytes reveal prema-
ture loss of cohesion at metaphase II. REC8-defi cient male and 
female mice are also sterile and display severe defects in synapsis 
and sister chromatid cohesion, but the phenotypes are different 
than those of  SMC1β  mutant mice [ 140 ]. SC formation occurs 
aberrantly in REC8 mutant spermatocytes between sister chroma-
tids instead of between homologous chromosomes. AE-like struc-
tures are formed, even though synapsis does not occur correctly. 
Rec8 deletion mutants in budding yeast and  C. elegans  also cause 
sister chromatids to lose cohesion and to separate early, yielding 
aneuploid gametes [ 82 ,  121 ]. However, in fi ssion yeast Rec8 
mutants lose cohesion only at centromeres because Rad21 pro-
vides cohesion along sister chromatid arms [ 83 ]. RAD21L- 
defi cient male mice show a defect in chromosome synapsis at 
prophase I, which leads to meiotic arrest at a zygotene-like stage 
[ 99 ]. Defi cient females, however, are initially fertile but develop an 
age-dependent sterility. 

 Absence of SYCP2 or SYCP3 in mice results in a sexually 
dimorphic phenotype: males are sterile, and females are subfertile 
[ 141 ,  142 ]. Males show a disruption in chromosomal synapsis and 
meiotic arrest in prophase I, but females have reduced litter size 
and embryo death due to chromosome mis-segregation from 
aneuploid oocytes.  Sycp3 -defi cient male mice show defects in AE 
formation, chromosomal synapsis, and SC assembly [ 141 ]. A null 
mutation of  Sycp1  causes sterility in homozygous male and female 
mice. Most of  Sycp1 -defi cient spermatocytes display defects in mei-
otic recombination and arrest at the pachytene stage, and mutant 
ovaries reveal a paucity of oocytes and growing follicles [ 143 ]. 
Male  Fkbp6   -/-   mice are sterile, whereas mutant females are fertile. 
The mutant spermatocytes show severe defects in pairing and syn-
apsis and arrest at pachytene of prophase I [ 118 ]. Similar to 
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  Fkbp6 - null   mice,  Nek1 -null male mice show severely impaired 
 fertility consistent with an absence of epididymal sperm and a 
reduction in testis weight and size [ 119 ]. Holloway et al. also dem-
onstrated that  Nek1 -null mice show defects in cohesin SMC3 
removal during diplonema, suggesting that NEK1 plays a role in 
cohesin unloading at the end of prophase I.   

4    Human Health and Disease 

  Human diseases caused by mutations in primary genes associated 
with the cohesin network are termed cohesinopathies. All the 
cohesinopathies that have been identifi ed manifest as multisystem 
developmental disorders, but they have distinct phenotypes. 
Although mutations in the cohesin network might be expected to 
generate defects in chromosome segregation and/or the ability to 
repair DNA, mutations of this nature are probably lethal and have 
not been reported. Instead, cohesinopathies are characterized by a 
variety of developmental defects, including growth and mental 
retardation, limb deformities, and craniofacial anomalies. These 
phenotypes are consistent with a role for cohesins in gene expres-
sion during embryogenesis. Although downregulating cohesin suf-
fi ciently to cause signifi cant sister chromatid cohesion defects is 
lethal in eukaryotes, the mechanism of action by which cohesin 
affects developmental processes appears to be through a nonca-
nonical role as a regulator of gene expression and other genomic 
processes. The molecular mechanisms underlying the changes in 
gene expression that result in cohesinopathies are not well known. 
Mechanisms have been proposed, such as actions of cohesin 
in transcriptional activation, transcriptional repression, transcript 
 termination, and long-distance enhancer–promoter interactions, 
none of which are mutually exclusive.  

  Cornelia de Lange syndrome (CdLS) is a dominantly inherited, 
multisystem developmental disorder characterized by classic facial 
anomalies, upper extremity malformations, hirsutism, cardiac 
defects, growth and cognitive retardation, and gastrointestinal 
abnormalities. Behavioral and cognitive defects display a wide range 
of severity, as do limb malformations, which can range from small 
digits to both upper and lower limb defects. CdLS is caused by point 
mutations or small deletions/insertions in one of the two alleles of 
 SMC1 , SMC3, or most commonly,  NIPBL  (Nipped-B- like and the 
human orthologue of  SCC2 ) [ 144 – 147 ]. Mutations in NIPBL, the 
vertebrate homologue of the yeast Scc2 protein and a regulator of 
cohesin loading and unloading, are responsible for approximately 
50 % of cases of CdLS [ 144 ,  145 ,  148 ]. Two other mutations in 
SMC1 and SMC3 were shown to result in an X-linked form of CdLS 
that is milder than the syndrome caused by NIPBL mutations [ 146 ]. 
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The mutations in the SMC proteins have been identifi ed within the 
coiled coil of the ATPase head domain and near the interface of the 
coiled coil with the hinge domain [ 147 ]. Mutations in this region 
disrupt DNA binding and ATP hydrolysis involved in loading 
cohesins. Mutations in  NIPBL  have been identifi ed throughout 
the coding and noncoding regions of the gene. Alternative splicing 
of  NIPBL  is consistent with multiple transcripts detected by 
Northern blot analysis, and some types of mutations tend to result 
in more severe forms of CdLS [ 144 ,  148 ]. Mutations have been 
identifi ed only in the context of the genomic copy and may affect 
particular splice variants, potentially affecting the severity of the 
disease phenotype. 

 The mutations in the SMC proteins could weaken interactions 
between cohesin subunits or between chromatin and cohesin. 
However, the mutations most likely do not abolish complex for-
mation or chromatin association completely because patients do 
not exhibit severe defects in chromosome cohesion, DNA damage 
response, or chromosome segregation [ 149 ,  150 ]. Sister chroma-
tid cohesion has been reported to be mildly affected in cell lines 
derived from individuals with mutations in  NIPBL  [ 149 ], but no 
defects in precocious sister chromatid separation have been 
observed in cells with a mutation in  SMC1  or SMC3 [ 151 ]. CdLS 
mutations could affect the dynamics of cohesin subunit–chromatin 
interaction, resulting in mild destabilization of the complex on 
chromatin without affecting the overall function of the complex 
for cohesion. Interestingly,  NIPBL  expression in human embry-
onic tissue sections is consistent with affected tissues and organs 
seen in patients [ 145 ]. Molecular studies of cohesins in this disease 
will help elucidate the defects underlying the mechanism of the 
mutated cohesins. 

 A mouse model of CdLS has been developed in which the mice 
are heterozygous for an  Nipbl  mutation [ 152 ]. These mice show 
similar defects that are characteristic of the syndrome, including 
small size, craniofacial anomalies, delayed bone maturation, micro-
brachycephaly, behavioral disturbances, and high mortality during 
the early weeks of postnatal life. The  Nipbl  defi ciency in heterozy-
gous mice leads to small but signifi cant transcriptional dysregulation 
of many genes. Expression changes at the protocadherin β locus, 
which encodes synaptic cell adhesion molecules for neural tube and 
CNS development, as well as other loci, support the notion that 
 NIPBL  infl uences long-range chromosomal regulatory interactions. 
Although this model has proven to be benefi cial in studying CdLS, 
closer scrutiny of cohesins in the disease is still needed.  

  Roberts syndrome and SC phocomelia are rare, recessively inherited, 
multisystem disorders involving craniofacial, cardiac, limb, other 
 systemic abnormalities, and neurocognitive dysfunction. Roberts syn-
drome and SC phocomelia are similar disorders, but SC phocomelia 
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represents a milder phenotype of Roberts  syndrome. Chromosomal 
features in metaphase spreads of patients with Roberts syndrome 
reveal a lack of cohesion in heterochromatic areas around centromeres 
and at the distal region on the long arm of the Y chromosome, known 
as heterochromatin repulsion or puffi ng or premature centromere 
separation [ 153 ,  154 ]. Mitotic chromosomes have a railroad track-
like appearance; although this resembles a cohesion defect, it does not 
appear to cause chromosome segregation defects. Roberts syndrome/
SC phocomelia is caused by a mutation in both alleles of  ESCO2 , the 
human orthologue of yeast  ECO1 . In most cases the mutations are 
truncating, but at least two mutations that disrupt the acetyltransfer-
ase activity of ESCO2 have been identifi ed [ 155 ]. The majority of 
mutations identifi ed result in low or undetectable levels of mRNA 
compared with wild-type  ESCO2  expression. Although there are 
two genes that encode  ECO1  paralogues,  ESCO1  and  ESCO2 , only 
 ESCO2  has been implicated in Roberts syndrome and SC phocome-
lia. This is interesting because the  ESCO1  and  ESCO2  genes share a 
C-terminal acetyltransferase domain and a zinc-fi nger motif but differ 
in their N-termini [ 156 ]. 

 Although ESCO2 is required for the establishment of sister 
chromatid cohesion, processivity of DNA replication forks in cells 
from patients with Roberts syndrome is reduced, suggesting a role 
for  ESCO2  in replication-coupled cohesion [ 73 ]. Decreased 
 ESCO2  activity may lead to some loss of cohesion that manifests as 
heterochromatic repulsion, but there may be suffi cient protection 
of centromeric cohesion through the activity of shugoshin and 
PP2A so that chromosome segregation is not disturbed. As in 
CdLS,  ESCO2  is expressed in human embryonic tissues in a pat-
tern that is consistent with the systems and organs affected in 
patients with this syndrome [ 155 ].  

  Two copies of the  Pds5  gene,  Pds5A  and  Pds5B , are found in 
mammals and differ in expression [ 55 ]. Both  Pds5A - and  Pds5B - 
defi cient  mice are born with multiple congenital abnormalities, 
including growth retardation, cleft palate, and congenital heart 
defects, similar to the abnormalities found in humans with CdLS, 
and they die at birth [ 56 ,  157 ]. Surprisingly,  Pds5B -defi cient 
mouse embryonic fi broblasts lack defects in sister chromatid 
cohesion, but expression is detected in postmitotic neurons in 
the brain [ 157 ], suggesting an alternate role for cohesins. This 
expression pattern is similar to that of  Smc1 ,  Rad21 ,  Pds5B , and 
 Smc3  in zebrafi sh [ 158 ], and in conjunction with the neurologi-
cal phenotypes of the mutants the pattern suggests a crucial role 
for cohesin in the development and migration of neurons. Because 
this regulatory cohesin protein has not been well characterized in 
the human disease, examining these defi ciencies more closely 
would be benefi cial to better understand the mechanisms under-
lying PDS5A and PDS5B function.  
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  α-Thalassemia/mental retardation syndrome, X-linked (ATRX), is 
a multisystem disorder of postnatal growth defi ciency, mental 
retardation, microcephaly, dysmorphic craniofacial features, genital 
abnormalities in males, seizures, and a mild form of hemoglobin H 
disease. ATRX is caused by mutations in the  ATRX  gene on the X 
chromosome and was recently found to also lead to a cohesion 
defect in ATRX-depleted mammalian cells. The  ATRX  gene 
encodes a chromatin remodeling enzyme that is highly enriched at 
pericentromeric heterochromatin in mouse and human cells and 
associates with heterochromatin  protein 1α (HP1α), just like 
NIPBL [ 159 ]. In mammalian cells, defects in sister chromatid 
cohesion and chromosome congression at the metaphase plate and 
mitotic defects were described. Defects in the  ATRX  gene are 
thought to result from perturbed cohesin targeting or loading/
unloading. ATRX is believed to play a dual role in the regulation of 
cohesion during mitosis and in the control of gene expression in 
interphase, which is reminiscent of cohesin complex function. 
Investigators have recently found that ATRX is required for nor-
mal recruitment of cohesin in mouse brain cells and alters expres-
sion of imprinted genes in the postnatal brain [ 160 ]. Therefore, 
ATRX along with cohesin may regulate expression of this imprinted 
gene network by controlling higher order chromatin structure. 
Defects in the  ATRX  gene disrupt the cohesin targeting and/or 
loading/unloading, resulting in ATRX syndrome phenotypes.  

  Only one patient with Warsaw breakage syndrome has been 
reported who displayed severe microcephaly, pre- and postnatal 
growth retardation, and abnormal skin pigmentation. The patient 
displayed two mutations in the  ChlR1  helicase, also called DDX11: 
a splice-site mutation in intron 22 of the maternal allele and a 
three-base pair deletion in exon 26 of the paternal allele [ 161 ]. 
The maternal allele mutation leads to a deletion of the last 10 base 
pairs of exon 22 from the cDNA, and the paternal allele mutations 
result in deletion of a highly conserved lysine residue in the ChlR1 
protein. Cells from this patient reveal chromosomal instability 
characterized by sister cohesion defects, chromosomal breakage, 
and sensitivity to DNA cross-linking agents and topoisomerase 
inhibitors. Investigators have suggested that Warsaw breakage 
 syndrome represents a unique disease with cellular features of both 
Fanconi anemia and Roberts syndrome, but with a distinct clinical 
phenotype. Other patients have yet to be identifi ed with these 
same characteristics, and the defects underlying the  ChlR1  muta-
tions have yet to be revealed.  

  Chromosome abnormalities represent not only the leading cause 
of birth defects in humans but also the major cause of pregnancy 
loss. Approximately 0.2–0.3 % of newborn infants are trisomic, and a 
majority of these errors result from fertilization of a chromosomally 
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abnormal egg by a normal sperm (reviewed in ref.  162 ). For this 
reason, attention has focused on why human female meiosis is so 
error prone. It is widely understood that the number of pregnan-
cies involving trisomies increases drastically among women in their 
40s to 35 %, compared with women in their 20s, in whom the rate 
is 2–3 % (reviewed in ref.  163 ). Little is known about the basis of 
this increased frequency of aneuploidy with age, but cohesins are 
becoming increasingly implicated because these complexes are 
essential for proper chromosome segregation in mitosis and meio-
sis. Because S phase takes place during fetal development in the 
oocyte and cell division does not occur until resumption of meiosis 
beginning at puberty, cohesins may in part be responsible for these 
errors. Sites of DNA crossover are also established decades before 
they function as physical mediators of chromosome segregation 
(reviewed in ref.  163 ). The correlation between age and aneu-
ploidy in humans has been postulated to result from age-related 
weakening of cohesion. 

  SMC1β -defi cient female mice provided the fi rst direct evidence 
of an age-related decline in chromosome cohesion in mammalian 
oocytes [ 139 ]. Revenkova et al. demonstrated that  SMC1β - defi cient  
mice in both sexes were sterile, but male meiosis was blocked in 
pachynema, whereas in females meiosis progressed until metaphase 
II. AEs are markedly shortened, chromatin extends further from 
the AEs, chromosome synapsis is incomplete, sister chromatid 
cohesion at chromosome arms and centromeres are lost prema-
turely, and crossovers are absent or reduced owing to this defi -
ciency. A recent study observed that when the  SMC1β  gene is 
deleted in mice after the neonatal period and the protein is pro-
duced only during fetal development, fertility is not affected [ 164 ]. 
This fi nding suggests that meiotic cohesin is suffi ciently robust that 
once cohesion is established in fetal oocytes, little or no turnover 
of the cohesin protein occurs until fertilization at reproductive 
maturity. The pronounced age effect observed in  SMC1β -defi cient 
mice suggests that the cause may not be related to recombination 
itself, but instead to defective cohesion [ 165 ]. Weakened cohesion 
in these mice may accelerate the normal aging process, but severe 
abnormalities occur if cohesin complexes are absent [ 139 ]. Loss of 
cohesion may explain human age-related nondisjunction, but it 
raises a question about the fate of cohesins during prophase I arrest 
in women. 

 The possible association between age-related degradation of 
cohesion and increasing rate of aneuploidy was also examined in 
older, naturally aged female mice [ 166 ,  167 ]. Centromere  cohesion 
was assessed by examining the distances between sister kineto-
chores in old compared to young oocytes [ 166 ]. Studies of meta-
phase I and II oocytes revealed an increase in distance between 
sister kinetochores from old compared to young mice, suggesting 
an age-related loss of centromere cohesion. Immunofl uorescence 
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staining of chromosome-associated REC8 was also analyzed, and 
levels were signifi cantly reduced in old compared to young oocytes 
[ 166 ]. Thus, loss of cohesion with age could predispose oocytes to 
meiotic errors involving the premature separation of homologues 
and sister chromatids. In a similar study, 14-month-old female 
mice showed increased interkinetochore distances, reduction in 
REC8 staining, and increases in anaphase defects compared to 
2-month-old mice [ 167 ]. An age-related depletion of SGO2, a 
protein necessary for preventing degradation of centromere cohe-
sin at anaphase I, was also observed, suggesting another cause of 
aneuploidy. These studies provide a plausible explanation for non-
disjunction events, including not only abnormalities involving 
homologous chromosomes at the fi rst meiotic division but also 
abnormalities involving mis-segregation of sister chromatids. 

 Human oogenesis is an extremely error-prone process, which 
leads to a high percentage of aneuploid oocytes compared to sper-
matocytes. The percentage of aneuploid oocytes increases with 
age, known as the “maternal age effect,” and loss of sister chroma-
tid cohesion has been postulated as a culprit for this phenomenon 
[ 168 ]. A recent study has shed light on cohesins in human oocytes 
and provides surprising counterpoints to the mouse data above 
[ 117 ]. In oocytes from women aged 18 to 34 years, no age-related 
changes were identifi able in immunolocalization patterns of 
REC8, SMC3, STAG3, or  SMC1β , or in levels of  SMC1β  gene 
expression. Direct evidence linking age-related cohesin degrada-
tion to human oogenesis is therefore lacking, and the physiologi-
cal basis of maternal age-related aneuploidy is unknown, although 
loss of cohesion could still be an important contributing factor.   

5    Conclusions 

 Cumulative studies from many model organisms have established 
that cohesins play a key role in sister chromatid cohesion and 
the maintenance of genome integrity during cell division. During 
meiosis, distinct cohesin complexes, composed of different sub-
units including those that are meiosis-specifi c, regulate chromo-
some dynamics and are essential for normal germ cell development 
and precise chromosome segregation. The recent discovery that 
cohesins are involved with the replication machinery and other fac-
tors necessary for proper DNA replication during mitosis and mei-
osis barely touches the surface in shedding light on these complex 
proteins. The question of how cohesin complexes associate with 
DNA has yet to be answered. Debate over the different models 
continues, and conclusive data are needed to settle the issue. Only 
in the past several years have cohesinopathies been recognized and 
mutations in the cohesin subunits characterized. The maternal age 
effect is unresolved, but it is thought to be due to loss of cohesion 
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between sister chromatids with age, leading to premature chromo-
some  separation and ultimately to aneuploidy. Although the roles 
of cohesins and their mechanisms of action have yet to be fully 
elucidated, research continues to move forward and progress so far 
has been remarkable.     

  Acknowledgements 

 This work was supported in part by the NIH (1R01GM106262 to 
KMB). We thank Dr. Soumya Rudra for critical reading of the 
manuscript. We apologize to any authors/researchers whose con-
tributions we may have overlooked.  

   References 

      1.    Tanaka T, Fuchs J, Loidl J, Nasmyth K (2000) 
Cohesin ensures bipolar attachment of microtu-
bules to sister centromeres and resists their pre-
cocious separation. Nat Cell Biol 2:492–499  

        2.    Uhlmann F, Lottspeich F, Nasmyth K (1999) 
Sister-chromatid separation at anaphase onset 
is promoted by cleavage of the cohesin sub-
unit Scc1. Nature 400:37–42  

      3.    Guacci V, Koshland D, Strunnikov AV (1997) 
A direct link between sister chromatid cohe-
sion and chromosome condensation revealed 
through the analysis of  MCD1  in S. cerevisiae. 
Cell 91(1):47–57  

      4.    Michaelis C, Ciosk R, Nasmyth K (1997) 
Cohesins: chromosomal proteins that pre-
vents premature separation of sister chroma-
tids. Cell 91:35–45  

      5.    Toth A, Ciosk R, Uhlmann F, Galova M, 
Schleiffer A, Nasmyth K (1999) Yeast cohesin 
complex requires a conserved protein, 
Eco1p(Ctf7), to establish cohesion between 
sister chromatids during DNA replication. 
Genes Dev 13:320–333  

        6.    Gruber S, Haering CH, Nasmyth K (2003) 
Chromosomal cohesin forms a ring. Cell 
112(6):765–777  

     7.    Carramolino L, Lee BC, Zaballos A, Peled A, 
Barthelemy I, Shav-Tal Y, Prieto I, Carmi P, 
Gothelf Y, Gonzalez de Buitrago G, Aracil M, 
Marquez G, Barbero JL, Zipori D (1997) 
SA-1, a nuclear protein encoded by one mem-
ber of a novel gene family: molecular cloning 
and detection in hemopoietic organs. Gene 
195(2):151–159  

   8.    Losada A, Yokochi T, Kobayashi R, Hirano T 
(2000) Identifi cation and characterization of 
SA/Scc3p subunits in the  Xenopus  and human 
cohesin complexes. J Cell Biol 150(3):405–416  

      9.    Sumara I, Vorlaufer E, Gieffers C, Peters BH, 
Peters J-M (2000) Characterization of verte-
brate cohesin complexes and their regulation 
in prophase. J Cell Biol 151(4):749–761  

       10.    Haering CH, Lowe J, Hochwagen A, 
Nasmyth K (2002) Molecular architecture of 
SMC proteins and the yeast cohesin complex. 
Mol Cell 9(4):773–788  

    11.    Anderson DE, Losada A, Erickson HP, 
Hirano T (2002) Condensin and cohesin dis-
play different arm conformations with charac-
teristic hinge angles. J Cell Biol 156(3):
419–424  

     12.    Melby TE, Ciampaglio CN, Briscoe G, 
Erickson HP (1998) The symmetrical structure 
of structural maintenance of chromosomes 
(SMC) and MukB proteins: long, antiparallel 
coiled coils, folded at a fl exible hinge. J Cell 
Biol 142(6):1595–1604  

    13.    Biggins S, Murray AW (2001) The budding 
yeast protein kinase Ipl1/Aurora allows the 
absence of tension to activate the spindle 
checkpoint. Genes Dev 15(23):3118–3129  

    14.    Tanaka TU, Rachidi N, Janke C, Pereira G, 
Galova M, Schiebel E, Stark MJR, Nasmyth K 
(2002) Evidence that the Ipl1-Sli15 (Aurora 
kinase-INCENP) complex promotes chromo-
some bi-orientation by altering kinetochore- 
spindle pole connections. Cell 108:317–329  

    15.    He X, Rines DR, Espelin CW, Sorger PK 
(2001) Molecular analysis of kinetochore- 
microtubule attachment in budding yeast. 
Cell 106(2):195–206  

     16.    Biggins S, Severin FF, Bhalla N, Sassoon I, 
Hyman AA, Murray AW (1999) The con-
served protein kinase Ipl1 regulates microtu-
bule binding to kinetochores in budding 
yeast. Genes Dev 13(5):532–544  

The Roles of Cohesins in Mitosis, Meiosis, and Human Health and Disease



260

    17.    Strunnikov AV, Larionov VL, Koshland D 
(1993)  SMC1 : an essential yeast gene encod-
ing a putative head-rod-tail protein is required 
for nuclear division and defi nes a new ubiqui-
tous protein family. J Cell Biol 123(6):
1635–1648  

    18.    Strunnikov AV, Hogan E, Koshland D (1995) 
 SMC2 , a  Saccharomyces cerevisiae  gene essen-
tial for chromosome segregation and conden-
sation, defi nes a subgroup within the SMC 
family. Genes Dev 9:587–599  

    19.    Hoque MT, Ishikawa F (2002) Cohesin 
defects lead to premature sister chromatid 
separation, kinetochore dysfunction, and 
spindle-assembly checkpoint activation. J Biol 
Chem 277(44):42306–42314  

   20.    Britton RA, Lin DC, Grossman AD (1998) 
Characterization of a prokaryotic SMC pro-
tein involved in chromosome partitioning. 
Genes Dev 12(9):1254–1259  

     21.    Sonoda E, Matsusaka T, Morrison C, 
Vagnarelli P, Hoshi O, Ushiki T, Nojima K, 
Fukagawa T, Waizenegger IC, Peters J-M, 
Earnshaw WC, Takeda S (2001) Scc1/
Rad21/Mcd1 is required for sister chromatid 
cohesion and kinetochore function in verte-
brate cells. Dev Cell 1:759–770  

    22.    Vass S, Cotterill S, Valdeolmillos AM, Barbero 
JL, Lin E, Warren WD, Heck MMS (2003) 
Depletion of Drad21/Scc1 in  Drosophila  cells 
leads to instability of the cohesin complex and 
disruption of mitotic progression. Curr Biol 
13:208–218  

    23.    Diaz-Martinez LA, Gimenez-Abian JF, 
Clarke DJ (2007) Cohesin is dispensable for 
centromere cohesion in human cells. PLoS 
One 2(3):e318  

    24.    Chang C-R, Wu C-S, Hom Y, Gartenberg 
MR (2005) Targeting of cohesin by transcrip-
tionally silent chromatin. Genes Dev 19(24):
3031–3042  

    25.    Losada A, Hirano T (2001) Intermolecular 
DNA interactions stimulated by the cohesin 
complex in vitro: Implications for sister chro-
matid cohesion. Curr Biol 11(4):268–272  

    26.    Zhang N, Kuznetsov SG, Sharan SK, Li K, 
Rao PH, Pati D (2008) A handcuff model for 
the cohesin complex. J Cell Biol 183(6):
1019–1031  

    27.    Uhlmann F, Nasmyth K (1998) Cohesion 
between sister chromatids must be established 
during DNA replication. Curr Biol 8(20):
1095–1101  

    28.    Sjogren C, Nasmyth K (2001) Sister chroma-
tid cohesion is required for postreplicative 
double-strand break repair in  Saccharomyces 
cerevisiae . Curr Biol 11:991–995  

     29.    Strom L, Lindroos HB, Shirahige K, Sjogren C 
(2004) Postreplicative recruitment of cohesin 

to double-strand breaks is required for DNA 
repair. Mol Cell 16:1003–1015  

     30.    Uhlmann F, Wernic D, Poupart M-A, Koonin 
EV, Nasmyth K (2000) Cleavage of cohesin 
by the CD clan protease separin triggers ana-
phase in yeast. Cell 103:375–386  

     31.    Ciosk R, Zachariae W, Michaelis C, 
Shevchenko A, Mann M, Nasmyth K (1998) 
An ESP1/PDS1 complex regulates loss of sis-
ter chromatid cohesion at the metaphase to 
anaphase transition in yeast. Cell 93(6):
1067–1076  

    32.    Tomonaga T, Nagao K, Kawasaki Y, Furuya 
K, Murakami A, Morishita J, Yuasa T, Sutani 
T, Kearsey SE, Uhlmann F, Nasmyth K, 
Yanagida M (2000) Characterization of fi s-
sion yeast cohesin: essential anaphase prote-
olysis of Rad21 phosphorylated in the S 
phase. Genes Dev 14:2757–2770  

    33.    Losada A, Hirano M, Hirano T (1998) 
Identifi cation of  Xenopus  SMC protein com-
plexes required for sister chromatid cohesion. 
Genes Dev 12(13):1986–1997  

     34.    Waizenegger IC, Hauf S, Meinke A, Peters 
J-M (2000) Two distinct pathways remove 
mammalian cohesin from chromosome arms 
in prophase and from centromeres in ana-
phase. Cell 103:399–410  

    35.    Sumara I, Vorlaufer E, Stukenberg PT, Kelm 
O, Redemann N, Nigg EA, Peters J-M (2002) 
The dissociation of cohesin from chromo-
somes in prophase is regulated by Polo-like 
kinase. Mol Cell 9:515–525  

    36.    Alexandru G, Uhlmann F, Mechtler K, 
Poupart M-A, Nasmyth K (2001) 
Phosphorylation of the cohesin subunit 
Scc1 by Polo/Cdc5 kinase regulates sister 
chromatid separation in yeast. Cell 105(4):
459–472  

   37.    Hoque MT, Ishikawa F (2001) Human chro-
matid cohesin component hRad21 is phos-
phorylated in M phase and associated with 
metaphase centromeres. J Biol Chem 276(7):
5059–5067  

    38.    Gimenez-Abian JF, Sumara I, Hirota T, Hauf 
S, Gerlich D, de la Torre C, Ellenberg J, 
Peters J-M (2004) Regulation of sister chro-
matid cohesion between chromosome arms. 
Curr Biol 14(13):1187–1193  

    39.    Hauf S, Roitinger E, Koch B, Dittrich CM, 
Mechtler K, Peters J-M (2005) Dissociation 
of cohesin from chromosome arms and loss of 
arm cohesion during early mitosis depends on 
phosphorylation of SA2. PLoS Biol 3(3):
0419–0432  

    40.    Hauf S, Waizenegger IC, Peters J-M (2001) 
Cohesin cleavage by separase required for 
anaphase and cytokinesis in human cells. 
Science 293(5533):1320–1323  

Amanda S. Brooker and Karen M. Berkowitz



261

    41.    Nakajima M, Kumada K, Hatakeyama K, 
Noda T, Peters J-M, Hirota T (2007) The 
complete removal of cohesin from chromo-
some arms depends on separase. J Cell Sci 
120:4188–4196  

    42.    Zou H, McGarry TJ, Bernal T, Kirschner 
MW (1999) Identifi cation of a vertebrate 
sister- chromatid separation inhibitor involved 
in transformation and tumorigenesis. Science 
285:418–422  

    43.    Cohen-Fix O, Peters J-M, Kirschner MW, 
Koshland D (1996) Anaphase initiation in 
 Saccharomyces cerevisiae  is controlled by the 
APC-dependent degradation of the anaphase 
inhibitor Pds1p. Genes Dev 10:3081–3093  

    44.    Funabiki H, Yamano H, Kumada K, Nagao K, 
Hunt T, Yanagida M (1996) Cut2 proteolysis 
required for sister-chromatid separation in fi s-
sion yeast. Nature 381(6581):438–441  

    45.    Ciosk R, Shirayama M, Shevchenko A, Tanaka 
T, Toth A, Shevchenko A, Nasmyth K (2000) 
Cohesin’s binding to chromosomes depends 
on a separate complex consisting of Scc2 and 
Scc4 proteins. Mol Cell 5(2):243–254  

     46.    Watrin E, Schleiffer A, Tanaka K, Eisenhaber 
F, Nasmyth K, Peters J-M (2006) Human 
Scc4 is required for cohesin binding to chro-
matin, sister-chromatid cohesion, and mitotic 
progression. Curr Biol 16:863–874  

    47.    Lechner MS, Schultz DC, Negorev D, Maul 
GG, Rauscher FJ III (2005) The mammalian 
heterochromatin protein 1 binds diverse 
nuclear proteins through a common motif that 
targets the chromoshadow domain. Biochem 
Biophys Res Commun 331(4):929–937  

    48.      Seitan VC, Banks P, Laval S, Majid NA, 
Dorsett D, Rana A, Smith J, Bateman A, 
Krpic S, Hostert A, Rollins RA, Erdjument- 
Bromage H, Tempst P, Benard CY, Hekimi S, 
Newbury SF, Strachan T (2006) Metazoan 
Scc4 homologs link sister chromatid cohesion 
to cell and axon migration guidance. PLoS 
Biol 4(8):e242  

    49.    Hartman T, Stead K, Koshland D, Guacci V 
(2000) Pds5p is an essential chromosomal 
protein required for both sister chromatid 
cohesion and condensation in  Saccharomyces 
cerevisiae . J Cell Biol 151(3):613–626  

    50.    Panizza S, Tanaka T, Hochwagen A, 
Eisenhaber F, Nasmyth K (2000) Pds5 coop-
erates with cohesin in maintaining sister chro-
matid cohesion. Curr Biol 10:1557–1564  

     51.    Gandhi R, Gillespie PJ, Hirano T (2006) 
Human Wapl is a cohesin-binding protein that 
promotes sister-chromatid resolution in mitotic 
prophase. Curr Biol 16(24):2406–2417  

      52.    Rankin S, Ayad NG, Kirschner MW (2005) 
Sororin, a substrate of the anaphase- 
promoting complex, is required for sister 

chromatid cohesion in vertebrates. Mol Cell 
18:185–200  

     53.    Dai J, Sullivan BA, Higgins JMG (2006) 
Regulation of mitotic chromosome cohesion 
by Haspin and Aurora B. Dev Cell 11(5):
741–750  

    54.    Wang F, Yoder J, Antoshechkin I, Han M 
(2003)  Caenorhabditis elegans  EVL-14/
PDS5 and SCC-3 are essential for sister chro-
matid cohesion in meiosis and mitosis. Mol 
Cell Biol 23(21):7698–7707  

     55.    Losada A, Yokochi T, Hirano T (2005) 
Functional contribution of Pds5 to cohesin- 
mediated cohesion in human cells and  Xenopus  
egg extracts. J Cell Sci 118(Pt 10):2133–2141  

     56.    Zhang B, Chang J, Fu M, Huang J, Kashyap 
R, Salavaggione E, Jain S, Shashikant K, 
Deardorff MA, Giovannucci Uzielli ML, 
Dorsett D, Beebe DC, Jay PY, Heuckeroth 
RO, Krantz ID, Millbrandt J (2009) Dosage 
effects of cohesin regulatory factor PDS5 on 
mammalian development: implications for 
cohesinopathies. PLoS One 4(5):1–17  

    57.    Kueng S, Hegemann B, Peters BH, Lipp JJ, 
Schleiffer A, Mechtler K, Peters J-M (2006) 
Wapl controls the dynamic association of cohe-
sin with chromatin. Cell 127(5):955–967  

    58.    Kuroda M, Oikawa K, Ohbayashi T, Yoshida 
K, Yamada K, Mimura J, Matsuda Y, Fujii- 
Kuriyama Y, Mukai K (2005) A dioxin sensi-
tive gene, mammalian  WAPL , is implicated in 
spermatogenesis. FEBS J 579(1):167–172  

    59.    Zhang J, Hakansson H, Kuroda M, Yuan L 
(2008) Wapl localization on the synaptone-
mal complex, a meiosis-specifi c proteinaceous 
structure that binds homologous chromo-
somes, in the female mouse. Reprod Domest 
Anim 43(1):124–126  

    60.    Schmitz J, Watrin E, Lenart P, Mechtler K, 
Peters J-M (2007) Sororin is required for 
stable binding of cohesin to chromatin and 
for sister chromatid cohesion in interphase. 
Curr Biol 17:630–636  

    61.    Skibbens RV, Corson LB, Koshland D, Hieter 
P (1999) Ctf7p is essential for sister chroma-
tid cohesion and links mitotic chromosome 
structure to the DNA replication machinery. 
Genes Dev 13:307–319  

    62.    Ivanov D, Schleiffer A, Eisenhaber F, Mechtler 
K, Haering CH, Nasmyth K (2002) Eco1 is a 
novel acetyltransferase that can acetylate pro-
teins involved in cohesion. Curr Biol 12(4):
323–328  

    63.    Unal E, Heidinger-Pauli JM, Koshland D 
(2007) DNA double-strand breaks trigger 
genome-wide sister-chromatid cohesion 
through Eco1 (Ctf7). Science 317:245–248  

    64.    Bermudez VP, Maniwa Y, Tappin I, Ozato K, 
Yokomori K, Hurwitz J (2003) The alternative 

The Roles of Cohesins in Mitosis, Meiosis, and Human Health and Disease



262

Ctf18-Dcc1-Ctf8-replication factor C complex 
required for sister chromatid cohesion loads 
proliferating cell nuclear antigen onto DNA. 
PNAS 100(18):10237–10242  

     65.    Bylund GO, Burgers PM (2005) Replication 
protein A-directed unloading of PCNA by the 
Ctf18 cohesion establishment complex. Mol 
Cell Biol 25(13):5445–5455  

    66.    Hanna JS, Kroll ES, Lundblad V, Spencer FA 
(2001)  Saccharomyces cerevisiae  CTF18 and 
CTF4 are required for sister chromatid cohe-
sion. Mol Cell Biol 21(9):3144–3158  

     67.    Mayer ML, Gygi SP, Aebersold R, Hieter P 
(2001) Identifi cation of RFC(Ctf18p, Ctf8p, 
Dcc1p): an alternative RFC complex required 
for sister chromatid cohesion in  S. cerevisiae . 
Mol Cell 7:959–970  

     68.    Lengronne A, McIntyre J, Katou Y, Kanoh Y, 
Hopfner K-P, Shirahige K, Uhlmann F (2006) 
Establishment of sister chromatid cohesion at 
the  S. cerevisiae  replication fork. Mol Cell 
23(6):787–799  

       69.    Ansbach AB, Noguchi C, Klansek IW, 
Heidlebaugh M, Nakamura TM, Noguchi E 
(2008) RFC Ctf18  and the Swi1-Swi3 complex 
function in separate and redundant pathways 
required for the stabilization of replication 
forks to facilitate sister chromatid cohesion in 
 Schizosaccharomyces pombe . Mol Biol Cell 
19(2):595–607  

    70.    Noguchi E, Noguchi C, McDonald WH, 
Yates JRI, Russell P (2004) Swi1 and Swi3 are 
components of a replication fork protection 
complex in fi ssion yeast. Mol Cell Biol 24(19):
8342–8355  

    71.    Skibbens RV (2004) Chl1p, a DNA helicase- 
like protein in budding yeast, functions in sis-
ter-chromatid cohesion. Genetics 166:33–42  

    72.   Parish JL, Rosa J, Wang X, Lahti JM, Doxsey 
SJ, Androphy EJ (2006) The DNA helicase 
ChlR1 is required for sister chromatid cohe-
sion in mammalian cells. J Cell Sci 119
(4857–4865)  

      73.    Terret ME, Sherwood R, Rahman S, Qin J, 
Jallepalli PV (2009) Cohesin acetylation 
speeds the replication fork. Nature 462(7270):
231–234  

    74.    Berkowitz KM, Sowash AR, Koenig LR, 
Urcuyo D, Khan F, Yang F, Wang PJ, Jongens 
TA, Kaestner KH (2012) Disruption of 
CHTF18 causes defective meiotic recombina-
tion in male mice. PLoS Genet 8(11):e1002996  

     75.    Rudra S, Skibbens RV (2012) Sister chroma-
tid cohesion establishment occurs in concert 
with lagging strand synthesis. Cell Cycle 
11(11):2114–2121  

    76.    Kim S-T, Xu B, Kastan MB (2002) 
Involvement of the cohesin protein, Smc1, in 

Atm-dependent and independent responses 
to DNA damage. Genes Dev 16(5):560–570  

    77.    Unal E, Arbel-Eden A, Sattler U, Shroff R, 
Lichten M, Haber JE, Koshland D (2004) 
DNA damage response pathway uses histone 
modifi cation to assemble a double-strand 
break-specifi c cohesin domain. Mol Cell 16:
991–1002  

     78.    Covo S, Westmoreland JW, Gordenin DA, 
Resnick MA (2010) Cohesin is limiting for 
the suppression of DNA damage-induced 
recombination between homologous chro-
mosomes. PLoS Genet 6(7):1–16  

    79.    Yazdi PT, Wang Y, Zhao S, Patel N, Lee EY-HP, 
Qin J (2002) SMC1 is a downstream effector in 
the ATM/NBS1 branch of the human S-phase 
checkpoint. Genes Dev 16:571–582  

    80.    Kitagawa R, Bakkenist CJ, McKinnon PJ, 
Kastan MB (2004) Phosphorylation of SMC1 
is a critical downstream event in the ATM-
NBS1- BRCA1 pathway. Genes Dev 18(12):
1423–1438  

    81.    Luo H, Li Y, Mu J-J, Zhang J, Tonaka T, 
Hamamori Y, Jung SY, Wang Y, Qin J (2008) 
Regulation of intra-S phase checkpoint by 
ionizing radiation (IR)-dependent and 
IR-independent phosphorylation of SMC3. 
J Biol Chem 283(28):19176–19183  

        82.    Klein F, Mahr P, Galova M, Buonomo SBC, 
Michaelis C, Nairz K, Nasmyth K (1999) A 
central role for cohesins in sister chromatid 
cohesion, formation of axial elements, and 
recombination during yeast meiosis. Cell 
98(1):91–103  

       83.    Watanabe Y, Nurse P (1999) Cohesin Rec8 is 
required for reductional chromosome segre-
gation at meiosis. Nature 400(6743):
461–464  

    84.    Keeney S, Giroux CN, Kleckner N (1997) 
Meiosis-specifi c DNA double-strand breaks 
are catalyzed by Spo11, a member of a widely 
conserved protein family. Cell 88(3):375–384  

    85.    Alani E, Padmore R, Kleckner N (1990) 
Analysis of wild-type and  rad50  mutants of 
yeast suggests an intimate relationship 
between meiotic chromosome synapsis and 
recombination. Cell 61:419–436  

   86.    Nairz K, Klein F (1997)  mre11S  - a yeast 
mutation that blocks double-strand break 
processing and permits nonhomologous syn-
apsis in meiosis. Genes Dev 11:2272–2290  

    87.    Prinz S, Amon A, Klein F (1997) Isolation of 
 COM1 , a new gene required to complete mei-
otic double-strand break induced recombina-
tion in  Saccharomyces cerevisiae . Genetics 
146:781–795  

    88.    Hunter N, Kleckner N (2001) The single-end 
invasion: an asymmetric intermediate at the 

Amanda S. Brooker and Karen M. Berkowitz



263

double-strand break to double-Holliday 
 junction transition of meiotic recombination. 
Cell 106(1):59–70  

     89.    Yokobayashi S, Yamamoto M, Watanabe Y 
(2003) Cohesins determine the attachment 
manner of kinetochores to spindle microtu-
bules at meiosis I in fi ssion yeast. Mol Cell 
Biol 23(11):3965–3973  

    90.    Kateneva AV, Konovchenko AA, Guacci V, 
Dresser ME (2005) Recombination protein 
Tid1p controls resolution of cohesin- 
dependent linkages in meiosis in  Saccharomyces 
cerevisiae . J Cell Biol 171(2):241–253  

     91.    Kitajima TS, Yokobayashi S, Yamamoto M, 
Watanabe Y (2003) Distinct cohesin com-
plexes organize meiotic chromosome 
domains. Science 300(5622):1152–1155  

          92.    Lee J, Iwai T, Yokota T, Yamashita M (2003) 
Temporally and spatially selective loss of Rec8 
protein from meiotic chromosomes during 
mammalian meiosis. J Cell Sci 116(Pt 13):
2781–2790  

   93.    Parisi S, McKay MJ, Molnar M, Thompson 
MA, van der Spek PJ, van Drunen- 
Schoenmaker E, Kanaar R, Lehmann E, 
Hoeijmakers JHJ, Kohli J (1999) Rec8p, a 
meiotic recombination and sister chromatid 
cohesion phosphoprotein of the Rad21p fam-
ily conserved from fi ssion yeast to humans. 
Mol Cell Biol 19(5):3515–3528  

   94.    Pezzi N, Prieto I, Kremer L, Jurado LAP, 
Valero C, del Mazo J, Martinez-A C, Barbero 
JL (2000)  STAG3 , a novel gene encoding a 
protein involved in meiotic chromosome pair-
ing and location of  STAG3 -related genes 
fl anking the Williams-Beuren syndrome dele-
tion. FASEB J 14(3):581–595  

          95.    Prieto I, Suja JA, Pezzi N, Kremer L, 
Martinez-A C, Rufas JS, Barbero JL (2001) 
Mammalian STAG3 is a cohesin specifi c to sis-
ter chromatid arms in meiosis I. Nat Cell Biol 
3:761–766  

         96.    Revenkova E, Eijpe M, Heyting C, Gross B, 
Jessberger R (2001) Novel meiosis-specifi c 
isoform of mammalian SMC1. Mol Cell Biol 
21(20):6984–6998  

    97.       Prieto I, Pezzi N, Buesa JM, Kremer L, 
Barthelemy I, Carreiro C, Roncal F, Martinez 
A, Gomez L, Fernandez R, Martinez AC, 
Barbero JL (2002) STAG2 and Rad21 mam-
malian mitotic cohesins are implicated in mei-
osis. EMBO Rep 3(6):543–550  

         98.    Gutierrez-Caballero C, Herran Y, Sanchez- 
Martin M, Suja JA, Barbero JL, Llano E, 
Pendas AM (2011) Identifi cation and molec-
ular characterization of the mammalian 
 alpha- kleisin RAD21L. Cell Cycle 10(9):
1477–1487  

     99.    Herran Y, Gutierrez-Caballero C, Sanchez- 
Martin M, Hernandez T, Viera A, Barbero 
JL, De Alava E, de Rooij DG, Suja JA, Llano 
E, Pendas AM (2011) The cohesin subunit 
RAD21L functions in meiotic synapsis and 
exhibits sexual dimorphism in fertility. EMBO 
J 30(15):3091–3105  

    100.    Ishiguro K, Kim J, Fujiyama-Nakamura S, 
Kato S, Watanabe Y (2011) A new meiosis- 
specifi c cohesin complex implicated in the 
cohesin code for homologous pairing. EMBO 
Rep 12(3):267–275  

          101.    Lee J, Hirano T (2011) RAD21L, a novel 
cohesin subunit implicated in linking homol-
ogous chromosomes in mammalian meiosis. 
J Cell Biol 192(2):263–276  

    102.    Petronczki M, Chwalla B, Siomos MF, 
Yokobayashi S, Helmhart W, Deutschbauer 
AM, Davis RW, Watanabe Y, Nasmyth K 
(2004) Sister-chromatid cohesion mediated 
by the alternative RF-C Ctf18/Dcc1/Ctf8 , the heli-
case Chl1 and the polymerase-a-associated 
protein Ctf4 is essential for chromatid dis-
junction during meiosis II. J Cell Sci 
117(16):3547–3559  

      103.    Lightfoot J, Testori S, Barroso C, Martinez- 
Perez E (2011) Loading of meiotic cohesin 
by SCC-2 is required for early processing of 
DSBs and for the DNA damage checkpoint. 
Curr Biol 21(17):1421–1430  

    104.    Sym M, Engebrecht J, Roeder GS (1993) 
ZIP1 is a synaptonemal complex protein 
required for meiotic chromosome synapsis. 
Cell 72:365–378  

   105.    Meuwissen RLJ, Offenberg HH, Dietrch AJJ, 
Riesewijk A, van Iersel M, Heyting C (1992) 
A coiled-coil related protein specifi c for syn-
apsed regions of meiotic prophase chromo-
somes. EMBO J 11(13):5091–5100  

   106.    Schmekel K, Meuwissen RLJ, Dietrch AJJ, 
Vink ACG, van Marle J, van Veen H, Heyting 
C (1996) Organization of SCP1 protein mol-
ecules within synaptonemal complexes of the 
rat. Exp Cell Res 226:20–30  

    107.    Schalk JAC, Dietrch AJJ, Vink ACG, 
Offenberg HH, van Aalderen M, Heyting C 
(1998) Localization of SCP2 and SCP3 
 protein molecules within synaptonemal com-
plexes of the rat. Chromosoma 107:540–548  

           108.    Parra MT, Viera A, Gomez R, Page J, 
Benavente R, Santos JL, Rufas JS, Suja JA 
(2004) Involvement of the cohesin Rad21 
and SCP3 in monopolar attachment of sister 
kinetochores during mouse meiosis I. J Cell 
Sci 117:1221–1234  

      109.    Xu H, Beasley M, Verschoor S, Inselman A, 
Handel MA, McKay MJ (2004) A new role 
for the mitotic RAD21/SCC1 cohesin in 

The Roles of Cohesins in Mitosis, Meiosis, and Human Health and Disease



264

meiotic chromosome cohesion and segrega-
tion in the mouse. EMBO Rep 5:378–384  

       110.    Eijpe M, Heyting C, Gross B, Jessberger R 
(2000) Association of mammalian SMC1 and 
SMC3 proteins with meiotic chromosomes 
and synaptonemal complexes. J Cell Sci 113:
673–682  

    111.    Suja JA, Antonio C, Debec A, Rufas JS (1999) 
Phosphorylated proteins are involved in sister- 
chromatid arm cohesion during meiosis I. 
J Cell Sci 112:2957–2969  

      112.    Eijpe M, Offenberg HH, Jessberger R, 
Revenkova E, Heyting C (2003) Meiotic 
cohesin REC8 marks the axial elements of rat 
synaptonemal complexes before cohesins 
SMC1b and SMC3. J Cell Biol 160(5):
657–670  

      113.    Suja JA, Barbero JL (2009) Cohesin com-
plexes and sister chromatid cohesion in mam-
malian meiosis. Genome Dyn 5:94–116  

    114.    Kouznetsova A, Novak I, Jessberger R, Hoog 
C (2005) SYCP2 and SYCP3 are required for 
cohesin core integrity at diplotene but not for 
centromere cohesion at the fi rst meiotic divi-
sion. J Cell Sci 118:2271–2278  

       115.    Gomez R, Valdeolmillos AM, Parra MT, 
Viera A, Carreiro C, Roncal F, Rufas JS, 
Barbero JL, Suja JA (2007) Mammalian 
SGO2 appears at the inner centromere 
domain and redistributes depending on ten-
sion across centromeres during meiosis II and 
mitosis. EMBO Rep 8(2):173–180  

      116.    Prieto I, Tease C, Pezzi N, Buesa JM, Ortega 
S, Kremer L, Martinez A, Martinez-A C, 
Hulten MA, Barbero JL (2004) Cohesin 
component dynamics during meiotic pro-
phase I in mammalian oocytes. Chromosome 
Res 12:197–213  

      117.    Garcia-Cruz R, Brieno MA, Roig I, 
Grossmann M, Velilla E, Pujol A, Cabero L, 
Pessarrodona A, Barbero JL, Garcia Caldes M 
(2010) Dynamics of cohesin proteins REC8, 
STAG3, SMC1b and SMC3 are consistent 
with a role in sister chromatid cohesion dur-
ing meiosis in human oocytes. Hum Reprod 
25(9):2316–2327  

      118.    Crackower MA, Kolas NK, Noguchi J, Sarao 
R, Kikuchi K, Kaneko H, Kobayashi E, Kawai 
Y, Kozieradzki I, Landers R, Mo R, Hui C-C, 
Nieves E, Cohen PE, Osborne LR, Wada T, 
Kunieda T, Moens PB, Penninger JM (2003) 
Essential role of Fkbp6 in male fertility and 
homologous chromosome pairing in meiosis. 
Science 300(5623):1291–1295  

        119.    Holloway K, Roberson EC, Corbett KL, 
Kolas NK, Nieves E, Cohen PE (2011) NEK1 

facilitates cohesin removal during mammalian 
spermatogenesis. Genes 2(1):260–279  

       120.    Buonomo SB, Clyne RK, Fuchs J, Loidl J, 
Uhlmann F, Nasmyth K (2000) Disjunction 
of homologous chromosomes in meiosis I 
depends on proteolytic cleavage of the mei-
otic cohesin Rec8 by separin. Cell 103(3):
387–398  

     121.    Pasierbek P, Jantsch M, Melcher M, Schleiffer 
A, Schweizer D, Loidl J (2001) A 
 Caenorhabditis elegans  cohesion protein with 
functions in meiotic chromosome pairing and 
disjunction. Genes Dev 15:1349–1360  

     122.    Siomos MF, Badrinath A, Pasierbek P, 
Livingstone D, White J, Glotzer M, Nasmyth 
K (2001) Separase is required for chromosome 
segregation during meiosis I in  Caenorhabditis 
elegans . Curr Biol 11:1825–1835  

   123.    Rogers E, Bishop JD, Waddle JA, Schumacher 
JM, Lin R (2002) The aurora kinase AIR-2 
functions in the release of chromosome cohe-
sion in  Caenorhabditis elegans  meiosis. J Cell 
Biol 157(2):219–229  

    124.    Kaitna S, Pasierbek P, Jantsch M, Loidl J, 
Glotzer M (2002) The aurora B kinase AIR-2 
regulated kinetochores during mitosis and is 
required for separation of homologous chromo-
somes during meiosis. Curr Biol 12:798–812  

     125.    Kitajima T, Miyazaki Y, Yamamoto M, 
Watanabe Y (2003) Rec8 cleavage by separase 
is required for meiotic nuclear division in fi s-
sion yeast. EMBO J 22(20):5643–5653  

    126.    Herbert M, Levasseur M, Homer H, Yallop 
K, Murdoch A, McDougall A (2003) 
Homologue disjunction in mouse oocytes 
requires proteolysis of securin and cyclin B1. 
Nat Cell Biol 5(11):1023–1025  

    127.    Terret ME, Wassmann K, Waizenegger IC, 
Maro B, Peters J-M, Verlhac M-H (2003) 
The meiosis I-to-meiosis II transition in 
mouse oocytes requires separase activity. Curr 
Biol 13:1797–1802  

      128.    Kitajima TS, Kawashima SA, Watanabe Y 
(2004) The conserved kinetochore protein 
shugoshin protects centromeric cohesion dur-
ing meiosis. Nature 427(6974):510–517  

     129.    Rabitsch KP, Gregan J, Schleiffer A, Javerzat 
J-P, Eisenhaber F, Nasmyth K (2004) Two 
fi ssion yeast homologs of  Drosophila   Mei- S332 
are required for chromosome segregation 
during meiosis I and II. Curr Biol 14:
287–301  

    130.    Marston AL, Tham W-H, Shah H, Amon A 
(2004) A genome-wide screen identifi es 
genes required for centromeric cohesion. 
Science 303:1367–1370  

Amanda S. Brooker and Karen M. Berkowitz



265

     131.    Katis VL, Galova M, Rabitsch KP, Gregan J, 
Nasmyth K (2004) Maintenance of cohesin at 
centromeres after meiosis I in budding yeast 
requires a kinetochore-associated protein related 
to MEI-S332. Curr Biol 14(7):560–572  

    132.    Kitajima TS, Sakuno T, Ishiguro K, Iemura S, 
Natsume T, Kawashima SA, Watanabe Y 
(2006) Shugoshin collaborates with protein 
phosphatase 2A to protect cohesin. Nature 
441(7089):46–52  

    133.    Ridel CG, Katis VL, Katou Y, Mori S, Itoh T, 
Helmhart W, Galova M, Petronczki M, 
Gregan J, Cetin B, Mudrak I, Ogris E, 
Mechtler K, Pelletier L, Buchholz F, Shirahige 
K, Nasmyth K (2006) Protein phosphatase 
2A protects centromeric sister chromatid 
cohesion during meiosis I. Nature 441(7089):
53–61  

    134.    Llano E, Gomez R, Gutierrez-Caballero C, 
Herran Y, Sanchez-Martin M, Vazquez- 
Quinones L, Hernandez T, de Alava E, 
Cuadrado A, Barbero JL, Suja JA, Pendas AM 
(2008) Shugoshin-2 is essential for the com-
pletion of meiosis but not for mitotic cell divi-
sion in mice. Genes Dev 22:2400–2413  

     135.    Lee J, Kitajima TS, Tanno Y, Yoshida K, 
Morita T, Miyano T, Miyake M, Watanabe Y 
(2008) Unifi ed mode of centromeric protec-
tion by shugoshin in mammalian oocytes and 
somatic cells. Nat Cell Biol 10(1):42–52  

    136.    Yin S, Ai J-S, Shi L-H, Wei L, Yuan J, Ouyang 
Y-C, Hou Y, Chen D-Y, Schatten H, Sun Q-Y 
(2008) Shugoshin 1 may play important roles 
in separation of homologous chromosomes 
and sister chromatids during mouse oocyte 
meiosis. PLoS One 3(10):1–7  

    137.    Brar GA, Kiburz BM, Zhang Y, Kim JE, 
White F, Amon A (2006) Rec8 phosphoryla-
tion and recombination promote the step- 
wise loss of cohesins in meiosis. Nature 
441(7092):532–536  

    138.    Katis VL, Lipp JJ, Imre R, Bogdanova A, 
Okaz E, Habermann B, Mechtler K, Nasmyth 
K, Zachariae W (2010) Rec8 phosphorylation 
by casein kinase 1 and Cdc7-Dbf4 kinase reg-
ulates cohesin cleavage by separase during 
meiosis. Dev Cell 18(3):397–409  

      139.    Revenkova E, Eijpe M, Heyting C, Hodges 
CA, Hunt PA, Liebe B, Scherthan H, 
Jessberger R (2004) Cohesin SMC1b is 
required for meiotic chromosome dynamics, 
sister chromatid cohesion and DNA recombi-
nation. Nat Cell Biol 6(6):555–562  

    140.    Xu H, Beasley MD, Warren WD, van der 
Horst GTJ, McKay MJ (2005) Absence of 
mouse REC8 cohesin promotes synapsis of 

sister chromatids in meiosis. Dev Cell 8:
949–961  

     141.    Yuan L, Liu J-G, Zhao J, Brundell E, 
Daneholt B, Hoog C (2000) The murine 
 SCP3  gene is required for synaptonemal com-
plex assembly, chromosome synapsis, and 
male fertility. Mol Cell 5:73–83  

    142.    Yang F, De La Fuente R, Leu NA, Baumann 
C, McLaughlin KJ, Wang PJ (2006) Mouse 
SYCP2 is required for synaptonemal complex 
assembly and chromosomal synapsis during 
male meiosis. J Cell Biol 173(4):497–507  

    143.    de Vries FAT, de Boer E, van den Bosch M, 
Baarends WM, Ooms M, Yuan L, Liu J-G, 
van Zeeland AA, Heyting C, Pastink A 
(2005) Mouse  Sycp1  functions in synaptone-
mal complex assembly, meiotic recombina-
tion, and XY body formation. Genes Dev 
19(11):1376–1389  

      144.    Krantz ID, McCallum J, DeScipio C, Kaur M, 
Gillis LA, Yaeger D, Jukofsky L, Wasserman 
N, Bottani A, Morris CA, Nowaczyk MJM, 
Toriello H, Bamshad MJ, Carey JC, 
Rappaport E, Kawauchi S, Lander AD, Calof 
AL, Li H, Devoto M, Jackson LG (2004) 
Cornelia de Lange syndrome is caused by 
mutations in  NIPBL , the human homolog of 
 Drosophila melanogaster Nipped-B . Nat Genet 
36(6):631–635  

     145.    Tonkin ET, Wang T-J, Lisgo S, Bamshad MJ, 
Strachan T (2004)  NIPBL , encoding a homo-
log of fungal Scc2-type sister chromatid cohe-
sion proteins and fl y Nipped-B, is mutated in 
Cornelia de Lange syndrome. Nat Genet 
36(6):636–641  

    146.    Musio A, Selicorni A, Focarelli ML, Gervasini 
C, Milani D, Russo S, Vezzoni P, Larizza L 
(2006) X-linked Cornelia de Lange syndrome 
owing to  SMC1L1  mutations. Nat Genet 
38(5):528–530  

     147.    Deardorff MA, Kaur M, Yaeger D, Rampuria 
A, Korolev S, Pie J, Gil-Rodriguez C, Arnedo 
M, Loeys B, Kline AD, Wilson M, Lillquist K, 
Siu V, Ramos FJ, Musio A, Jackson LG, 
Dorsett D, Krantz ID (2007) Mutations in 
cohesin complex members SMC3 and SMC1A 
cause a mild variant of Cornelia de Lange syn-
drome with predominant mental retardation. 
Am J Hum Genet 80(3):485–494  

     148.    Gillis LA, McCallum J, Kaur M, DeScipio C, 
Yaeger D, Mariani A, Kline AD, Li H, Devoto 
M, Jackson LG, Krantz ID (2004)  NIPBL  
mutational analysis in 120 individuals with 
Cornelia de Lange syndrome and evaluation 
of genotype-phenotype correlations. Am J 
Hum Genet 75(4):610–623  

The Roles of Cohesins in Mitosis, Meiosis, and Human Health and Disease



266

     149.    Kaur M, DeScipio C, McCallum J, Yaeger D, 
Devoto M, Jackson LG, Spinner NB, Krantz 
ID (2005) Precocious sister chromatid sepa-
ration (PSCS) in Cornelia de Lange syn-
drome. Am J Med Genet 138A(1):27–31  

    150.    Vrouwe MG, Elghalbzouri-Maghrani E, 
Meijers M, Schouten P, Godthelp BC, 
Bhuiyan ZA, Redeker EJ, Mannens MM, 
Mullenders LHF, Pastink A, Darroudi F 
(2007) Increased DNA damage sensitivity of 
Cornelia de Lange syndrome cells: evidence 
for impaired recombinational repair. Hum 
Mol Genet 16(12):1478–1487  

    151.    Revenkova E, Focarelli ML, Susani L, Paulis 
M, Bassi MT, Mannini L, Frattini A, Delia D, 
Krantz ID, Vezzoni P, Jessberger R, Musio A 
(2009) Cornelia de Lange syndrome muta-
tions in SMC1A or SMC3 affect binding to 
DNA. Hum Mol Genet 18(3):418–427  

    152.    Kawauchi S, Calof AL, Santos R, Lopez- 
Burks ME, Young CM, Hoang MP, Chua A, 
Lao T, Lechner MS, Daniel JA, Nussenzweig 
A, Kitzes L, Yokomori K, Hallgrimsson B, 
Lander AD (2009) Multiple organ system 
defects and transcriptional dysregulation in 
the  Nipbl   +/-   mouse, a model of Cornelia de 
Lange syndrome. PLoS Genet 5(9):1–17  

    153.    Vega H, Waisfi sz Q, Gordillo M, Sakai N, 
Yanagihara I, Yamada M, van Gosliga D, 
Kayserili H, Xu C, Ozono K, Jabs EW, Inui K, 
Joenje H (2005) Roberts syndrome is caused 
by mutations in  ESCO2 , a human homolog of 
yeast  ECO1  that is essential for the establish-
ment of sister chromatid cohesion. Nat Genet 
37(5):468–470  

    154.    Schule B, Oviedo A, Johnston K, Pai S, 
Francke U (2005) Inactivating mutations in 
 ESCO2  cause SC phocomelia and Roberts 
syndrome: no phenotype-genotype correla-
tion. Am J Hum Genet 77(6):1117–1128  

     155.    Vega H, Trainer AH, Gordillo M, Crosier M, 
Kayserili H, Skovby F, Giovannucci Uzielli 
ML, Schnur RE, Manouvrier S, Blair E, Hurst 
JA, Forzano F, Meins M, Simola KOJ, Raas- 
Rothschild A, Hennekam RCM, Jabs EW 
(2010) Phenotypic variability in 49 cases of 
 ESCO2  mutations, including novel missense 
and codon deletion in the acetyltransferase 
domain, correlates with  ESCO2  expression 
and establishes the clinical criteria for Roberts 
syndrome. J Med Genet 47(1):30–37  

    156.    Hou F, Zou H (2005) Two human ortho-
logues of Eco1/Ctf7 acetyltransferases are 
both required for proper sister-chromatid 
cohesion. Mol Biol Cell 16(8):3908–3918  

     157.    Zhang B, Jain S, Song H, Fu M, Heuckeroth 
RO, Erlich JM, Jay PY, Millbrandt J (2007) 

Mice lacking sister chromatid cohesion 
 protein PDS5B exhibit developmental abnor-
malities reminiscent of Cornelia de Lange 
syndrome. Development 134:3191–3201  

    158.    Monnich M, Banks S, Eccles M, Dickinson E, 
Horsfi eld J (2009) Expression of cohesin and 
condensin genes during zebrafi sh develop-
ment supports a non-proliferative role for 
cohesin. Gene Expr Patterns 9:586–594  

    159.    Ritchie K, Seah C, Moulin J, Isaac C, Dick F, 
Berube NG (2008) Loss of ATRX leads to 
chromosome cohesion and congression 
defects. J Cell Biol 180(2):315–324  

    160.    Kernohan KD, Jiang Y, Tremblay DC, 
Bonvissuto AC, Eubanks JH, Mann MRW, 
Berube NG (2010) ATRX partners with 
cohesin and MeCP2 and contributes to devel-
opmental silencing of imprinted genes in the 
brain. Dev Cell 18(2):191–202  

    161.    van der Lelij P, Chrzanowska KH, Godthelp 
BC, Rooimans MA, Oostra AB, Stumm M, 
Zdzienicka MZ, Joenje H, de Winter JP 
(2010) Warsaw breakage syndrome, a 
cohesinopathy associated with mutations in 
the XPD helicase family member DDX11/
ChlR1. Am J Hum Genet 86:262–266  

    162.    Hassold TJ, Jacobs PA (1984) Trisomy in 
man. Annu Rev Genet 18:69–97  

     163.    Hunt PA, Hassold TJ (2010) Female meiosis: 
coming unglued with age. Curr Biol 20(17):
R699–R702  

    164.    Revenkova E, Hermann K, Adelfalk C, 
Jessberger R (2010) Oocyte cohesin expres-
sion restricted to predictyate stages provides 
full fertility and prevents aneuploidy. Curr 
Biol 20:1529–1533  

    165.    Hodges CA, Revenkova E, Jessberger R, 
Hassold TJ, Hunt PA (2005) SMC1b- 
defi cient female mice provide evidence that 
cohesins are a missing link in age-related non-
disjunction. Nat Genet 37(12):1351–1355  

      166.    Chiang T, Duncan FE, Schindler K, Schultz 
RM, Lampson MA (2010) Evidence that 
weakened centromere cohesion is a leading 
cause of age-related aneuploidy in oocytes. 
Curr Biol 20(17):1522–1528  

     167.    Lister LM, Kouznetsova A, Hyslop LA, 
Kalleas D, Pace SL, Barel JC, Nathan A, 
Floros V, Adelfalk C, Watanabe Y, Jessberger 
R, Kirkwood TB, Hoog C, Herbert M (2010) 
Age-related meiotic segregation errors in 
mammalian oocytes are preceded by deple-
tion of cohesin and Sgo2. Curr Biol 20(17):
1511–1521  

    168.    Chiang T, Schultz RM, Lampson MA (2012) 
Meiotic origins of maternal age-related aneu-
ploidy. Biol Reprod 86(1):1–7    

Amanda S. Brooker and Karen M. Berkowitz



267

Eishi Noguchi and Mariana C. Gadaleta (eds.), Cell Cycle Control: Mechanisms and Protocols, Methods in Molecular Biology, 
vol. 1170, DOI 10.1007/978-1-4939-0888-2_12, © Springer Science+Business Media New York 2014

    Chapter 12   

 Introductory Review of Computational Cell Cycle Modeling 

           Andres     Kriete     ,     Eishi     Noguchi    , and     Christian     Sell   

    Abstract 

   Recent advances in the modeling of the cell cycle through computer simulation demonstrate the power of 
systems biology. By defi nition, systems biology has the goal to connect a parts list, prioritized through 
experimental observation or high-throughput screens, by the topology of interactions defi ning intracellu-
lar networks to predict system function. Computer modeling of biological systems is often compared to a 
process of reverse engineering. Indeed, designed or engineered technical systems share many systems-level 
properties with biological systems; thus studying biological systems within an engineering framework has 
proven successful. Here we review some aspects of this process as it pertains to cell cycle modeling.  

  Key words     Cell cycle  ,   Computer modeling  ,   Systems biology  ,   Biological systems  ,   Computer simulation  , 
  Cell cycle modeling  ,   System function  

1      Introduction 

 The complexity of biological systems requires us to take a systems- 
level view in order to holistically understand the networks of cel-
lular regulation. Such approaches involve in silico modeling of 
biological systems and have a remarkable similarity to reverse 
engineering. Indeed, designed or engineered technical systems 
share many systems-level properties with evolved biological sys-
tems [ 1 ]. The cell cycle, which consists of an orderly sequence of 
events, is an example of biological complexity and involves both 
positive and negative feedback regulations. Such regulations are 
also at the core of other major oscillating systems including circa-
dian rhythms; thus computational systems biology has become an 
important area of cell cycle research [ 2 – 4 ]. Here we describe an 
introductory overview of the main steps required to develop cell 
cycle models.  
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2    Steps of the Modeling Process 

  Model development is an iterative process, whereby graphical 
representations, mathematical implementations, simulations, 
predictions, and experimental validations are continuously refi ned 
until all project goals are reached. Modeling can also help to pro-
vide consistency between different experimental efforts as well as 
to generate and test new hypotheses. The fi rst step in the modeling 
process is to defi ne the scope and objectives of the model, and to 
identify all state variables such as genes or proteins, which change 
their state or activity through transcription, phosphorylation, or 
other mechanisms. The most diffi cult part of a modeling process is 
to accurately defi ne all necessary rates and parameters and to make 
a decision on the most adequate level of complexity or comprehen-
siveness and scale. Most likely, the modeler is faced with a situation 
where some parameters are available, and some not. Parameters 
missing can be initially estimated, and experimental research can be 
guided to determine more precise values. This task is greatly 
enhanced by focusing on the most essential items required to build 
the model; it is essential to discern which components of a model 
are absolutely necessary and have to be prioritized. Obviously, it is 
also important to gauge which components can be omitted in the 
initial model and reintroduced in future extensions. In many areas, 
the development of models naturally follows a pattern from simple 
to more complex. For instance, an early model of the MAPK path-
way originally contained only nine state variables [ 5 ], but subse-
quently grew to a network representation with 202 proteins, and 
additional ions, oligomers, and genes [ 6 ]. However, the qualitative 
behavior of the pathway in terms of a negative feedback had already 
been captured correctly by the initial model. Cell cycle models are 
no exception. The fi rst models published by Tysen [ 7 ] and 
Goldbeter [ 8 ] in 1991 have grown steadily in complexity. The 
Goldbeter model is the most minimalistic model featuring three 
state variables; however, it captures the essential behavior of the 
core constituents of the cell cycle. While the examples of this model 
discussed below assume a continuous cycling, which is a suitable 
assumption for embryonic development, most cell cycles are differ-
ent from a continuous oscillatory system, since they depend on and 
are regulated by external cues and internal cell cycle checkpoints.  

  The second major step is to lay out the topology of the connectivity 
or network wiring in a graphical fashion. While the interactions of 
proteins are typically defi ned by biochemical reactions rates, the 
topology can be defi ned in terms of control elements or regulatory 
network motifs, such as feedback loops [ 9 ,  10 ]. In combination, 
rates and network topologies determine the overall dynamic of the 
system. Both amplifying positive and inhibitory negative feedback 

2.1  Scope and Goals

2.2  Model Topology
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motifs are relevant for cell cycle regulation, and their fi ne-tuned 
interaction gives rise to a cyclic behavior. 

 Using formal graphical notations, as compared to pathway car-
toons, promotes model exchange and enhances the process of 
deriving mathematical formulations. Among the early    schematic 
representations used in biology, specifi cally in ecology, are Forrester 
diagrams and Petri Nets with different level of abstraction [ 11 ]. 
Forrester diagrams make use of only one graphical element for 
state variables with sources and sinks limiting the representation of 
more complex diagrams in which state variables of different kinds 
have to be discerned. Another limitation is that these diagrammatic 
concepts were developed when computer graphics and user inter-
faces were still in initial development; thus no convenient com-
puter programs were available to support the development of such 
diagrams, and the application was limited to simpler models. 

 Figure  1  shows a diagram for a simple cell cycle model using 
Forrester Diagram notation. This model, which is proposed by 
Goldbeter, is a minimalistic model of a mitotic oscillator during 
the cell cycle [ 8 ]. In this model, the mathematical representation 
uses three state variables of interest: Cyclin (C), active dephos-
phorylated Cdc2 (also known as CDK1) kinase (M), and active 
phosphorylated protease (X). The Cyclin protein (C) is a key ingre-
dient in the cell cycle, since its periodic buildup and breakdown 
drives cell cycle progression. When Cyclin exceeds a certain 
threshold, it begins to combine with and activate a protein kinase 
Cdc2 to form a complex called “maturation-promoting factor 
(or M-phase promoting factor, MPF: M),” which stimulates mitosis. 

C

M

X

r2

M+

X+

r1
r3

r4

r5

r6

r7

  Fig. 1    Schema for the mitotic oscillator from Goldbeter [ 8 ] using Forrester dia-
gram notations. The state variables [Cyclin (C), maturation promotion factor (M), 
and protease (X)] are shown by boxes, with in- and outfl ows denoted by valves 
of defi ned molecular reaction rates. The cloud symbols represent sources or 
sinks, and  dotted lines  indicate regulatory connections       
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The Cdc2 kinase stimulates degradation of Cyclin by activating a 
protease (X). Since Cyclin promotes its own degradation by a pro-
tease related to MPF, this constitutes a negative feedback. The bio-
chemical reactions r1–r7 based on enzyme kinetics constitute the 
in- and outfl ows, which in combination determine the behavior of 
each state variable. The cloud symbols denote undefi ned sources 
and sinks; these are outside the scope of the Goldbeter model. 
In this circuit, Cyclin (C) is constantly synthesized (r1), while non-
specifi c degradation of Cyclin also occurs constantly (r2). When 
the concentration of Cyclin is below the threshold, Cyclin does not 
form a complex with Cdc2, keeping Cdc2 inactive (M + ). In r4, 
when Cyclin (C) concentration rises over the threshold, Cyclin 
activates the Cdc2 kinase by increasing the velocity of the phospha-
tase that activates the kinase (M +  → M). In this reaction, the phos-
phatase (Cdc25 protein, not modeled) converts inactive Cdc2 
(M + ) to the active form (M), by removing the inhibitory phosphate 
groups (r4). In r5, although it is not explicitly modeled, the Wee1 
kinase deactivates Cdc2 by adding the inhibitory phosphate group 
to Cdc2. Here, the amount of Wee1 is considered to be constant 
(r5). When the Cdc2 kinase is activated (M), it directly promotes r6 
without other intervening factors. In this reaction, Cdc2 phos-
phorylates and activates Cyclin-specifi c protease (X +  → X), which 
promotes r3 that degrades Cyclin. Finally, in r7, Cyclin-specifi c 
protease is deactivated, and the amount of deactivating phosphatase 
(not modeled) for the cyclin protease (X) is considered to be con-
stant. In this reaction, the activating phosphate groups are removed 
from the Cyclin-specifi c protease. Taken together, the total 
amounts of (M + M + ) and (X + X + ) are constant, thus completing 
the mitotic oscillator cycle, which is caused by negative feedback.

   One instructional implementation and description of the 
Goldbeter model is available from Mathworks (  http://www.math-
works.com    ). The model from    Tyson [ 7 ] has also been available as 
an educational resource [ 12 ]. To handle the increasing complexity 
of molecular data several graphical modeling tools, such as 
CellDesigner [ 6 ], still based on the principles used in Forrester 
diagrams, are now available to conveniently design molecular net-
works graphically. Based on a Systems Biology Graphical Notation 
(SBGN) standard, such programs use different symbols for vari-
ables (genes, proteins, and phenotypes); they allow for entering 
functions and reaction rates to defi ne the mathematical model, and 
subsequently support to execute the simulation. As part of these 
developments model sharing through using standardized formats 
such as Systems Biology Markup Language (SBML) and the use of 
model repositories (such as CellML or BioModels at EMBL-EBI) 
has become essential to advance the fi eld.  

  The mathematical equations resulting from graphical models are 
typically linear or nonlinear ordinary differential equations (ODE). 

2.3  Simulation 
and Prediction

Andres Kriete et al.
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Each ODE represents one state variable and its change during each 
time step, which means for most systems several ODEs have to be 
solved at each time step. The connection to other state variables is 
expressed in any of the terms defi ning either an increase or decrease 
of the state variable, or expressed in auxiliary equations. Rate equa-
tions are solved by ODE solvers such as Euler, Runga-Kutta, or 
Stiff solvers. Stiff solvers with variable time steps are most adequate 
and computationally effi cient for systems that have a fl uctuating 
dynamic consisting of regimes of smooth change with more rapid 
changes. User-defi ned error thresholds will force the computation 
to take small step sizes when the system changes, and will relax the 
step size when the change is more linear, as demonstrated in Fig.  2  
for the parameter M.

   However, using classical mathematical modeling can pose limi-
tations. Not all parameters might be available, specifi cally if there is 
an understanding about the role of other factors, external 
 regulators, or interaction with other networks. The understanding 
of the topology of a network can grow more rapidly than the abil-
ity to quantify all required parameters. The two alternative 
approaches are Boolean logic [ 13 ] and Fuzzy-logic [ 14 ,  15 ]; 
both are used to develop rule-based representations. In these cases, 
the qualitative known regulatory mechanisms of interactions are 
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  Fig. 2    Example of a cell cycle simulation using the Goldbeter model. Shown are 
the oscillations of Cyclin (C), the maturation promoting factor (M), and the activity 
of the protease (X). As C increases, it activates M and X, which subsequently 
degrades C. The simulation has been performed with a stiff solver of variable 
step size, as demonstrated for M       
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implemented as defi ned rules into the model. Fuzzy-logic rule-based 
models can be adjusted to the granularity of available quantitative 
data; i.e., they can start with a low resolution (ON/OFF) but can 
be calibrated to a higher resolution if more discernable states 
are provided.  

  An objective analysis of the relevance of components and proper-
ties can be made once the model is complete. A mathematical rep-
resentation has the ability to identify how defi ned perturbations 
infl uence the overall behavior of the model. Such a computational 
task can be done repeatedly and iteratively in a manner not avail-
able in the wet laboratory. One goal could be to    identify state vari-
ables most amenable to experimental perturbation for the purpose 
of experimental model validation. Another goal could be to iden-
tify targets most suitable for intervention and drug development. 
In addition, it may be useful to identify unnecessary components 
in the overall model to reduce model complexity. A sensitivity 
 analysis, which allows a ranking of all model parameters, is the 
most commonly applied. In such an analysis, each parameter is 
changed by a defi ned degree, and compared to a defi ned output 
parameter. One defi nition is the Sensitivity Objective Function 
(SOF), a ration of % change in outcome and % change of rate. An 
example of a sensitivity analysis for the Goldbeter model is shown 
in Table  1 . V2 is the parameter with the greatest sensitivity out of 
all the parameters when the initial value is perturbed by 10 %, using 
the amount of C at the end of the calculation as a reference. This 
is the case because the V2 parameter is involved in the enzyme 
kinetics of reaction r5 ( see  Fig.  1 ), which determines the outfl ow or 
conversion of the active into the inactive form of MPF. As long as 
M is active, it activates the protease (r6 in Fig.  1 ), and herewith 
infl uences the cyclic behavior. V4, which is involved in reaction r7 
and represents degradation of the active protease, has the least 
effect on the simulation outcome, and requires a stronger pertur-
bation to cause a noticeable effect.

   The investigation of sensitivities can lead to broader questions 
such as robustness of the biological system. Robustness is a systems- 
level property, not determined by a single factor alone, but by the 
overall behavior of the system, its circuitry, and connectivity. 
Fluctuations can arise from stochastic effects in gene transcription 
and protein concentrations [ 16 ], as well as environmental pertur-
bations. A high sensitivity in certain parameters can make the sys-
tem fragile to specifi c perturbations, while the topology of a 
network can contribute to an enhancement of stability. It can be 
assumed that the evolved design of an essential process such as cell 
cycle regulation is stable and provides robustness against many 
common fl uctuations [ 17 ]. Thus, mathematical modeling has 
become an important tool to conveniently study and compare 
responses to perturbations and noise [ 18 – 21 ].   

2.4  Model Analysis
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3    Conclusions and Outlook 

 The reverse engineering of the cell cycle has been a successful 
enterprise in systems biology. The mathematical models can be 
executed conveniently and repeatedly to study the infl uence of specifi c 
or random perturbations. The model revisited here is minimalistic 
and had been chosen to demonstrate essential steps involved in the 
modeling process. The reader is referred to systems biology text-
books for an in-depth discussion of computational modeling and 
applications [ 22 – 25 ]. 

 The growing complexity of cell cycle models is mostly driven 
from experimental insights, and panels of genetically engineered 
strains in model organisms allow validation of hundreds of model 
parameters [ 26 ]. Current model development strides are designed 
to integrate cell cycle models into a larger scope of cellular mecha-
nisms and functions, which includes identifi cations of cell cycle 
regulators and checkpoints, which are hooks to connect other 
models representing signaling, transcriptional regulation, or 
metabolism [ 27 ,  28 ]. Functional and hierarchical modularity can 

   Table 1  
  Example of a sensitivity analysis using the mitotic oscillator model by 
Goldbeter   

 Perturbation 
target 

 End amount 
of cyclin 

 % Change 
in outcome  S.O.F 

 None  0.54  0  0 

 K1 (r4)  0.53  0.016  0.165 

 K2 (r5)  0.52  0.031  0.317 

 K3 (r6)  0.54  0.007  0.071 

 K4 (r7)  0.53  0.021  0.213 

 Kc (r4)  0.33  0.379  3.790 

 Kd (r3)  0.53  0.012  0.123 

 Kdd (r2)  0.53  0.011  0.113 

 V2 (r5)  0.06  0.880  8.800 

 V4 (r7)  0.54  0.006  0.058 

 Vd (r3)  0.56  0.043  0.428 

 VM1 (r4)  0.26  0.518  5.182 

 VM3 (r6)  0.51  0.050  0.496 

  Each parameter or constant involved in the molecular reactions is perturbed by 10 %. 
V2, part of the reaction r5 ( see  Fig.  1 ), is the most sensitive parameter, and V4, part of 
reaction r7, is the least sensitive.  
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keep the growing model complexity manageable [ 29 ]. Finally, 
such aggregated models will allow studying the involvement of the 
cell cycle regulation in development, aging, and disease.     
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    Chapter 13   

 Cell Cycle Synchronization and Flow Cytometry 
Analysis of Mammalian Cells 

           Naoko     Yoshizawa-Sugata     and     Hisao     Masai    

    Abstract 

   Analysis of cellular DNA content and measurement of pulse-labeled newly replicated DNA by fl ow cytometry 
are useful techniques for cell cycle studies. In this chapter, we describe the protocols for cell cycle synchro-
nization of mammalian cells, including time course designs and consideration of cell types to achieve 
successful experiments, along with the methods for detection of DNA. Some selected applications dealing 
with siRNA-mediated knockdown are also presented.  

  Key words     Cell cycle synchronization  ,   Flow cytometry  ,   Double-thymidine block  ,   Mitosis  ,   DNA 
replication  ,   Cell cycle inhibitors  ,   BrdU incorporation  ,   Click chemistry  ,   Embryonic stem cells  ,   siRNA- 
mediated gene knockdown  

1      Introduction 

 Analysis of cell cycle by fl ow cytometry is an important technique 
for monitoring cell proliferation, DNA replication, cell division, 
and checkpoint-dependent cell cycle arrest. In cancer research, 
detection of aneuploidy by fl ow cytometry is a classical but effec-
tive method [ 1 ]. Flow cytometry techniques related to cell cycle 
analysis have been well established and documented in the litera-
ture [ 2 – 6 ]. This chapter fi rst describes basic methods for cell 
cycle synchronization and analysis of DNA content and then 
shows selected useful applications. In the following sections, we 
will list classical techniques useful for cell cycle analysis and 
describe their features. We will then provide the detailed proto-
cols for each of them. 
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   The most basic technique would be to take a snapshot of the cell 
cycle profi le of asynchronously growing cells. Proliferating cells 
replicate DNA in S phase and divide into two daughter cells in 
mitosis, with the two phases being separated by gap phases. The 
DNA content of normal mammalian cells varies from 2N in G1 to 
4N in G2/M phase. It is somewhere between 2N and 4N during 
S phase. In contrast, quiescent cells in G0 phase show 2N DNA 
population. In transition from quiescence into growing phase, 
changes in cell cycle snapshots can indicate that cells are entering 
the proliferative cell cycle phase. In cancer cells, especially at a late 
stage, chromosomal aneuploidy may be detected by fl ow cytome-
try as cells harbor abnormal chromosome sets. DNA content can 
be analyzed by well-established protocols using propidium iodide 
(PI), a compound that intercalates into double-stranded DNA or 
RNA and emits strong fl uorescence [ 3 ].  

  In growing cells, most of the essential proteins required for the 
cell cycle regulation are expressed, activated, or degraded in a cell 
cycle-dependent manner. Therefore, single snapshots of the cell 
cycle of asynchronous cells may be insuffi cient to accurately 
describe the effect of mutations or siRNA depletion on various 
phenotypes. When the target protein is a cell cycle regulator, cells 
may tend to become arrested at specifi c stages of the cell cycle. 
This is called “cell cycle effect.” Analysis of synchronized cells 
would circumvent this sort of complication. 

 There are many reagents available for synchronization. In 
Subheadings  3.1 – 3.3 , the standard protocols for HeLa cells or 
mouse embryonic stem cells will be presented. There is no recipe 
that is good for all cell types, and optimization of the protocol 
(concentration, duration of treatment, choice, and combination 
of reagents) is generally required for each cell type to be analyzed. 
It appears that the most important is to keep cells in a good condi-
tion during the course of treatment. It should be noted that 
 synchronization could be diffi cult for some cell lines due to inabil-
ity of the cells to return to the cell cycle or acute cell death caused 
by the treatment.  

  The snapshot of cell cycle profi le described in Subheading  1.1  is 
useful but is limited in its capacity to accurately estimate cell cycle 
states. For example, the accumulation of S-phase populations may 
be related to cell proliferation in most cases but it can be caused by 
defects in S-phase progression. The dual labeling of total and newly 
synthesized DNA can distinguish between these two possibilities. 

 The most common reagent used to label nascent DNA is 
5-bromo-2′-deoxyuridine (BrdU), a deoxythymidine analog, which 
is readily incorporated into DNA in place of deoxythymidine by 
addition to the medium. BrdU is detected by a specifi c antibody 
after mild denaturation of the DNA [ 3 ]. Another thymidine analog, 
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5-ethynyl-2′-deoxyuridine (EdU), is also frequently used for labeling 
nascent DNA. EdU is detected after the covalent coupling of 
fl uorochroms in a copper-catalyzed reaction between azide and 
alkyne [ 7 ]. The advantage of the use of EdU is that EdU incorpo-
rated into DNA can be detected without denaturation steps, 
enabling co-staining with other antibodies. Both methods will be 
explained in Subheadings  3.4.1  and  3.4.2 , and the combination 
with synchronization protocols will be presented in Subheading  3.4.3 . 
BrdU and EdU have been used to detect proliferation of tumors or 
cells from specifi c tissues in animals as well [ 8 – 10 ].  

  Cell cycle regulating proteins are often expressed at specifi c stages 
of the cell cycle and can be detected by co-staining with DNA 
using fl ow cytometry. Data from multi-staining experiments can 
give useful information on the cell cycle-specifi city of protein 
expression. Details of these procedures are not presented in this 
chapter but are described elsewhere [ 4 ]. 

 More recently, single-cell mass cytometer has been developed 
using a mass spectrometric detector. This technology enables simul-
taneous detection of over 40 proteins with isotope-tagged antibod-
ies, and expression timing of each protein can be assigned to specifi c 
cell cycle stages [ 11 ]. Nascent DNA is labeled with 5-iodo-2′-
deoxyuridine (IdU) and analyzed directly by mass spectrometry. 
This state-of-the-art technique will not be described in this chapter 
but those interested may be referred to the literature [ 12 ].   

2    Materials 

 The following is equipment and materials commonly required for 
the protocols described in this chapter:

    1.    Fluorescent fl ow cytometer: For cell cycle analysis, fl ow cytome-
ters with at least single argon or blue laser excitation can be used. 
In case of analyzing EdU-labeled DNA, the manufacturer 
 recommends the use of a cytometer with two lasers (e.g., UV and 
blue laser; or blue and red laser). Software for analysis is included 
in the cytometer system or is commercially provided from Verity 
Software House (for ModFit LT™), Phoenix Flow systems (for 
Multi cycle AV), or others.   

   2.    Microcentrifuge: To spin down or wash cells in 1.5-mL micro-
centrifuge tubes, a refrigerated microcentrifuge is required. 
Availability of a swing rotor is preferred.   

   3.    Culture medium: For HeLa cells, Dulbecco’s Modifi ed Eagle 
Medium (DMEM) containing 10 % fetal bovine serum and 
2 mM glutamine is used. For mouse ES cells, DMEM supple-
mented with 15 % fetal bovine serum, 4 mM glutamine, 0.1 mM 
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2-mercaptoethanol, 1 mM sodium pyruvate, and 1,000 U/mL 
ESGRO ®  leukemia inhibitory factor (LIF, Millipore).   

   4.    Phosphate buffered saline (PBS): 136.9 mM NaCl, 2.68 mM 
KCl, 8.1 mM Na 2 HPO 4 , and 1.47 mM KH 2 PO 4 , pH 7.4.     

       1.    100 % ethanol.   
   2.    70 % ethanol.   
   3.    RSA-PI(50) buffer: PBS supplemented with 100 μg/mL 

RNaseA, 2 % fetal bovine serum, 0.02 % NaN 3 , and 50 μg/mL 
propidium iodide (PI).      

          1.    Thymidine stock solution (100 mM): Dissolve 242 mg of thy-
midine in 10 mL of serum-free DMEM and fi ltrate with 
0.22 μm pore size membrane. This can be stored at −20 °C for 
6 months.   

   2.    Nocodazole stock solution (10 mg/mL): Dissolve 10 mg of 
nocodazole in 1 mL of dimethysulfoxide (DMSO). This can be 
stored at −20 °C for at least 6 months. Just before use, dilute 
1,000-fold with serum-free DMEM (10 μg nocodazole/mL). 
The diluted solution is not suitable for long storage.   

   3.    L-mimosine stock solution (10 mM): Dissolve 10 mg L-mimosine 
((S)-alpha-Amino-β-[1-(3-hydroxy-4- oxopyridine)]propionic 
acid) in 5.05 mL of serum-free DMEM and fi ltrate with 0.22 μm 
pore size membrane. Can be stored at −20 °C for 6 months.   

   4.    100 % ethanol.   
   5.    70 % ethanol.   
   6.    RSA-PI(50) buffer ( see  Subheading  2.1 ).      

      1.    Thymidine stock solution ( see  Subheading  2.2 ).   
   2.    Nocodazole stock solution ( see  Subheading  2.2 ).   
   3.    Gelatin-coated 10-cm dishes.   
   4.    100 % ethanol.   
   5.    70 % ethanol.   
   6.    RSA-PI(50) buffer ( see  Subheading  2.2 ).      

      1.    5-bromo-2′-deoxyuridine (BrdU) stock solution (20 mM): 
Dissolve 61.42 mg of BrdU in 10 mL of distilled water and 
fi ltrate with 0.22 μm pore size membrane. This can be stored 
at −20 °C for 6 months.   

   2.    100 % ethanol.   
   3.    70 % ethanol.   
   4.    Wash buffer containing RNaseA: PBS supplemented with 

0.5 % bovine serum albumin, 0.02 % NaN 3 , and 100 μg/mL 
RNaseA.   
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   5.    Denaturation buffer: 2N HCl and 0.5 % Triton X-100.   
   6.    Neutralizing buffer: 0.1 N NaB 4 O 7 , with pH adjusted at 8.5 

by boric acid-saturated solution.   
   7.    Wash buffer (+): PBS supplemented with 0.5 % Tween 20, 

0.5 % bovine serum albumin, and 0.02 % NaN 3 .   
   8.    FITC-conjugated anti-BrdU antibody (Beckton Dickinson).   
   9.    FITC-conjugated anti-igG antibody (Beckton Dickinson).   
   10.    SA-PI(10) buffer: PBS supplemented with 2 % fetal bovine 

serum, 0.02 % NaN 3 , and 10 μg/mL PI.   
   11.    Click-iT ®  EdU Imaging Kit (Invitrogen), containing EdU, 

Alexa Fluor ®  488 azide, DMSO, Click-iT ®  EdU reaction buf-
fer, 100 mM CuSO 4 , and Click-iT ®  EdU buffer additive.   

   12.    EdU stock solution (10 mM): Dissolve 5 mg of EdU (from 
the Kit shown above) in 2 mL of DMSO. This can be stored 
at −20 °C for up to 1 year.   

   13.    PBS/Triton buffer: PBS supplemented with 0.5 % Triton X-100.   
   14.    Hoechst staining solution: PBS containing 1 % bovine serum 

albumin, 20 μg/mL RNaseA, and 5 μg/mL Hoechst 33342.   
   15.    Lipofectamine 2000 (Life Technologies).   
   16.    Hydroxyurea stock solution (2 M): Dissolve 1.522 g of hydroxy-

urea in 10 mL of distilled water and fi ltrate with 0.22 μm pore 
size membrane. Can be stored at −20 °C for 6 months.      

      1.    100 % ethanol.   
   2.    70 % ethanol.   
   3.    RSA-PI(50) buffer ( see  Subheading  2.2 ).   
   4.    All-trans-retinoic acid stock solution (10 mM): Dissolve 3 mg 

retinoic acid in 1 mL of ethanol. Store under argon or other 
inert gas at −80 °C, and keep in the dark.       

3    Methods 

                1.    Harvest cells: Culture HeLa cells in a 6-cm dish until the cul-
ture has semi-confl uent density, detach cells with trypsin, and 
harvest to a 1.5-mL microcentrifuge tube.   

   2.    Wash cells: Centrifuge cells at 176 ×  g  for 3 min and remove 
the supernatant. Add 0.5–1 mL of cold PBS to wash. Repeat 
centrifugation and remove the PBS.   

   3.    Fix cells: Resuspend cells in 400 μL of cold PBS. Add 1 mL 
(2.5 × volume) of 100 % EtOH. Immediately invert tubes 
upside down several times and mix by gentle vortex for 5 s. 
Alternatively, add 9 × volume of 70 % EtOH to the cell suspen-
sion and vortex gently. Let the tube sit at room temperature 
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for 5 min or at 4 °C for 30 min. Cells can be stored at 4 °C for 
weeks or at −20 °C for months.   

   4.    Wash fi xed cells: Centrifuge cells at 314 ×  g  for 3 min at 4 °C 
and remove EtOH. Add 0.5–1 mL of cold PBS. Centrifuge 
cells at 314 ×  g  for 3 min and remove the supernatant.   

   5.    Stain DNA with PI: Suspend cells in RSA-PI(50) buffer. Keep 
tubes in the dark at 37 °C for 10 min or at room temperature 
for 30 min.   

   6.    Analyze cells by fl uorescent fl ow cytometer: PI signal can be 
detected at 617 nm, at FL2 channel for FACSCalibur and 
FACScan, or PE channel for FACSCantoII (Becton Dickinson 
Immunocytometry Systems).      

   Thymidine is the most commonly used S-phase blocker and its 
addition to the medium depletes nucleotide pools and inhibits new 
DNA synthesis, causing the slowdown or arrest of S-phase pro-
gression ( see   Note 1 ). As a result, cells accumulate as a broadly 
distributed population between 2N and 4N. For clear synchroniza-
tion at early S phase, the double thymidine block procedure 
described in Subheading  3.3.1  is recommended.

    1.    Culture HeLa cells until 60–70 % confl uency is achieved.   
   2.    Add thymidine to a fi nal concentration of 2.5 mM and incu-

bate for 16 h.   
   3.    Harvest cells and analyze as in Subheading  3.1 .    

         1.    Culture HeLa cells until 80 % confl uency is achieved.   
   2.    Add nocodazole to a fi nal concentration of 20–100 ng/mL 

and incubate for 16 h.   
   3.    Harvest cells by mitotic shake-off. Collect round, mitotic- 

arrested cells from the dish by tapping or gentle pipetting 
using a 5-mL pipette or a Pasteur glass pipette. Process cells for 
cytometric analysis as in Subheading  3.1 .      

  Mimosine is an iron chelator and an inhibitor of initiation of DNA 
replication in mammalian cells, causing sharp arrest at the G1/S 
transition. Blocking the cell cycle with mimosine for longer time is 
highly cytotoxic and induces cell death.

    1.    Culture HeLa cells until 60–70 % confl uency is achieved.   
   2.    Add L-mimosine to a fi nal concentration of 0.3 mM and incu-

bate for 16 h.   
   3.    Harvest and analyze cells as in Subheading  3.1 .      

  Some cell types can be synchronized by release from G0-arrest by 
contact inhibition or serum deprivation. The protocols for these 
methods are described elsewhere [ 13 ].   

3.2  Single-Staining 
of DNA of HeLa Cells 
in Synchronous 
Culture

3.2.1  Arrest at S Phase

3.2.2  Arrest at M Phase

3.2.3  Arrest at G1/S 
Boundary

3.2.4  Arrest at G0 Phase
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      In this protocol, HeLa cells are treated with thymidine twice 
sequentially with an interval in between the treatments. As shown 
in Fig.  1 , highly synchronous cell cycle populations can be obtained 
with this method. For tips on the release from the fi rst block and 
optimization of the protocol for other cells lines,  see   Notes 2  and  3 .

     1.    Culture HeLa cells in a 10-cm dish until 25–30 % confl uency 
is achieved.   

   2.    Add thymidine to a fi nal concentration of 2.5 mM and incu-
bate at 37 °C for 16 h.   

   3.    Wash cells twice with 3 mL of pre-warmed PBS or serum-free 
DMEM.   

   4.    Add pre-warmed medium with serum and release cells into cell 
cycle at 37 °C for 9 h.   

   5.    Add thymidine to a fi nal concentration of 2.5 mM and incu-
bate at 37 °C for 14–16 h.   

   6.    Wash cells twice with 3 mL of pre-warmed PBS or serum-free 
DMEM.   

   7.    Release cells at 37 °C as in  step 4  and harvest cells at 0, 3, 6, 
9, and 12 h.    

     HeLa cells can be easily arrested at mitosis by nocodazole as 
described in Subheading  3.2.2 , although release effi ciency is often 
unsatisfactory. To increase the effi ciency of mitotic release and syn-
chronization, nocodazole arrest is often combined with thymidine 
block. The method can also be combined with siRNA-mediated 
knockdown of a cell cycle regulator. The ideal design of this experi-
ment is to synchronize the cell cycle at the early stage of knockdown 
when siRNA has little effects on cell proliferation, and then analyze 
cell cycle progression after the effective knockdown of the target. 
We usually start the fi rst synchronization soon after the fi rst trans-
fection of siRNA to achieve maximum synchronization with the 

3.3  Sequential 
Treatment with Two 
Cell Cycle Blockers 
and Synchronous 
Release

3.3.1  Double Thymidine 
Block and Release of HeLa 
Cells

3.3.2  Mitotic Release 
of HeLa Cells After 
Thymidine Block

  Fig. 1    Histograms of DNA contents of HeLa cells in double thymidine block and 
release protocol. HeLa cells were treated as in Subheading  3.3.1  and histograms 
were overlayed at series of time after release (0–12 h)       
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least effect of knockdown. For details, refer to [ 14 ,  15 ]. Figure  2  
shows that S-phase progression is inhibited by depletion of Cdc7, a 
kinase essential for initiation of DNA replication. For alternative 
mitotic blockers,  see   Note 4  and [ 16 ].

     1.    Culture HeLa cells in a 10-cm dish until 60–70 % confl uency 
is achieved.   

   2.    Add thymidine to a fi nal concentration of 2.5 mM and incu-
bate at 37 °C for 16 h.   

   3.    Wash cells twice with 3 mL of pre-warmed PBS or serum-free 
DMEM.   

   4.    Add pre-warmed medium with serum and release cells at 37 °C 
for 8 h.   

   5.    Add nocodazole to a fi nal concentration of 15–50 ng/mL and 
incubate at 37 °C for 6–8 h ( see   Note 5 ).   

   6.    Harvest cells by mitotic shake-off or by gentle pipetting with 
10-mL pipette. Centrifuge cells at 190 ×  g  at room temperature 
for 5 min. Wash cells twice with 5 mL of pre-warmed PBS or 
serum-free DMEM.   

   7.    Resuspend cells in pre-warmed medium with serum and trans-
fer to new dishes ( see   Note 6 ).   

   8.    Release cells at 37 °C and harvest at 0, 3, 6, 9, 12, and 15 h.    

         1.    Culture E14tg2a cells in a gelatin-coated 10-cm dish until 
30 % confl uency.   

   2.    Add nocodazole to a fi nal concentration of 25 ng/mL and 
incubate cells at 37 °C for 14 h.   

   3.    Harvest cells by gentle pipetting with Pasteur pipettes or 1-mL 
tips. Centrifuge cells at 190 ×  g  at room temperature for 5 min. 
Wash the cells once with 5 mL of pre-warmed PBS and then 
once with culture medium containing LIF.   

3.3.3  Thymidine Block 
and Release of Mouse 
Embryonic Stem (ES) Cells 
After Mitotic Block/Release

  Fig. 2    Histograms of DNA contents of HeLa cells released from nocodazole block. 
The effect of Cdc7 kinase knockdown. Cells were treated with control siRNA ( left ) 
or siRNA against Cdc7 kinase ( right )       
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   4.    Resuspend cells in pre-warmed medium containing 1.5 mM 
thymidine and transfer cells to four new gelatin-coated dishes. 
Incubate at 37 °C for 6 h.   

   5.    Wash cells twice with 4 mL of pre-warmed PBS or culture 
medium.   

   6.    Release cells in fresh medium at 37 °C and harvest cells at 0, 2, 
4, 8 h ( see   Note 6 ).   

   7.    Analyze cells as in Subheading  3.1 . A representative result is 
shown in Fig.  3 .

                   1.    Add BrdU to a fi nal concentration of 10 μM to semi-confl uent 
HeLa cells in two 6-cm dishes. Incubate for 30 min at 37 °C.   

   2.    Harvest cells into two tubes. Fix and wash cells as described in 
Subheading  3.1 ,  steps 1 – 4 .   

   3.    Resuspend cells in Wash buffer containing 100 μg/mL 
RNaseA. Keep tubes in the dark at 37 °C for 10 min or at 
room temperature for 30 min.   

   4.    Centrifuge cells at 314 ×  g  for 3 min and resuspend cell pellets in 
0.5 mL of Denaturation buffer. Incubate for 20 min in the dark.   

   5.    Centrifuge cells at 314 ×  g  for 3 min and resuspend cell pellets 
in 0.5 mL of Neutralizing buffer for 2 min.   

   6.    Wash cells with 0.5 mL of Wash buffer (+).   
   7.    Dislodge cell pellets. Add 20 μL of FITC-labeled anti-BrdU 

antibody for tube 1, and add 20 μL of FITC-labeled control 
IgG (negative control) for tube 2. Incubate for 20 min at room 
temperature in the dark.   

   8.    Add 0.5 mL of Wash buffer (+) and remove unbound antibodies.   
   9.    Resuspend cells in 0.5 mL of SA-PI(10) buffer and incubate 

for a few minutes in the dark ( see   Note 7 ).   

3.4  Pulse-Labeling 
of Nascent 
and Cellular DNA

3.4.1  Detection 
of Nascent DNA Labeled 
with BrdU in HeLa Cells

  Fig. 3    Synchronous release of mouse E14tg2a ES cells from thymidine block       
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   10.    Analyze total and pulse-labeled DNA. If you use FACScan or 
FACSCalibur cytometer, parameters are FL2-A channel 
(linearity mode) for total DNA content and FL1-H (loga-
rithm mode) for incorporated BrdU. Representative dot plots 
are presented in Fig.  4a  (negative control) and in Fig.  4b  
(anti-BrdU antibody).

              1.    Add EdU to a fi nal concentration of 10 μM to 50 % confl uent 
E14tg2a cells in a 6-cm dish. Incubate for 20 min (or 
10–30 min).   

   2.    Harvest cells into two tubes. Fix and wash cells as described in 
Subheading  3.1 ,  steps 1 – 4 .   

   3.    Resuspend cells in PBS/Triton buffer and incubate at room 
temperature for 5 min.   

   4.    Prepare Click-iT ®  reaction cocktail. Make 1× Reaction buffer 
additive by diluting Click-iT ®  EdU reaction buffer with dis-
tilled water. For 1 reaction, mix 10 μL of 100 mM CuSO 4  
solution, 2.5 μL of Alexa Fluor ®  488 azide, 50 μL of Click-iT ®  
EdU reaction buffer additive, and 438 μL of PBS. Use 
Click-iT ®  reaction cocktail within 15 min.   

   5.    Add 0.5 mL of Click-iT ®  reaction cocktail per tube. Incubate 
at room temperature for 30 min in the dark.   

   6.    Wash cells with 0.5 mL of PBS/Triton buffer.   
   7.    Resuspend cells in Hoechst staining solution and incubate at 

room temperature for 30 min in the dark.   

3.4.2  Detection 
of Nascent DNA Labeled 
with EdU in Mouse 
Embryonic Stem Cells
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   8.    Analyze total and pulse-labeled DNA. If you use FACSCantoII 
cytometer, parameters are AmCyan-A (linearity mode) for 
total DNA contents and PE (logarithm mode) for incorpo-
rated EdU. A representative result is shown in Fig.  5 .

                1.    Transfect HeLa cells in 10-cm dishes with control or Cdc7 
siRNA using Lipofectamine 2000. Incubate cells for 24 h at 
37 °C.   

   2.    Replate cells from each dish into three 6-cm dishes (dishes 
1–3), and incubate cells for 24 h.   

   3.    Add BrdU to a fi nal concentration of 10 μM to each dish and 
incubate for 20 min at 37 °C.   

   4.    Harvest dish 1 and fi x as in Subheading  3.1  (sample “time 0”). 
For others (dishes 2 and 3), wash cells with pre-warmed PBS 
twice and add fresh medium for release.   

   5.    At 4 or 8 h after the release, harvest cells from dishes 2 or 3, 
respectively, and fi x cells (samples “time 4 and 8”). Analyze 
DNA as in Subheading  3.4.1 . A representative result is shown 
in Fig.  6  ( see   Note 8 ).

              1.    Culture mouse CCE28 embryonic stem cells with medium 
containing LIF in three 6-cm dishes.   

   2.    At day 0, harvest cells from dish 1 and fi x as in Subheading  3.1 .   
   3.    Replace the medium in dishes 2 and 3 with LIF-free medium 

and add all-trans-retinoic acid solution to a fi nal concentration 
of 1 μM to induce differentiation into neuronal lineage.   

   4.    Continue to culture and subculture if needed.   
   5.    At day 2 and 6, harvest cells from dishes 2 and 3, respectively, and 

fi x as in Subheading  3.1 . A representative result is shown in Fig.  7 .

3.4.3  Pulse-Labeling 
and Time-Lapse Protocol 
Combined with siRNA- 
Mediated Knockdown

3.5  Analysis of Cell 
Cycle Profi le During 
Differentiation
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  Fig. 5    A dot plot of incorporated EdU and Hoechst-stained cellular DNA in mouse 
E14tg2a ES cells. G1, S, G2/M populations can be mapped as in Fig.  4        

 

Cell Cycle Synchronization and Flow Cytometry



290

B
rd

U
 in

co
rp

o
ra

ti
o

n

Control siRNA

0 4 8

Time after BrdU puse- labeling [hrs]

Cdc7 siRNA

Cellular DNA content (PI)

Pulse-labeled
population

FL2-A

FL2-AFL2-AFL2-A

FL2-A
0 0

0

1000 1000

100000 10001000

0 1000
F

L1
-H

F
L1

-H

F
L1

-H
F

L1
-H

F
L1

-H

F
L1

-H

10
0

10
4

10
3

10
2

10
1

10
0

10
4

10
3

10
2

10
1

10
0

10
4

10
3

10
2

10
1

10
0

10
4

10
3

10
2

10
1

10
0

10
4

10
3

10
2

10
1

10
0

10
4

10
3

10
2

10
1

FL2-A
f

cb

ed

a

  Fig. 6    Detection of S-phase progression of HeLa cells by pulse-labeling and time-lapse protocol ( see  
Subheading  3.4.3  for details). In control cells, BrdU-labeled population proceeds through S phase at 4 h ( b ) and 
more than half moves into next G1 phase at 8 h ( c ). In contrast, the pulse-labeled fraction in Cdc7-depleted 
cells distributed broadly in the S-phase fraction at 4 h ( e ) and mid to late S-phase cells remained even at 8 h 
after release ( f )       

  Fig. 7    Cell cycle profi les of mouse ES cells after induction of differentiation. The 
undifferentiated ES cells show abundant S-phase cells (Day 0), whereas 
G1-phase population increases after induction of differentiation (Day 2 and 6). As 
control, DNA content of the mouse embryonic fi broblast (MEF) cells is also shown       
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4            Notes 

     1.    Choice of S-phase blocking reagents: In place of thymidine, 
HeLa cells can be arrested with other S-phase inhibitors such 
as hydroxyurea (HU; 1 mM) or aphidicolin (1 μg/mL). In our 
experience, thymidine is less toxic and release from thymidine 
block into the cell cycle works well in most cell lines. Treatment 
with HU or aphidicolin at higher doses or longer incubation 
times should be avoided since it causes severe DNA damage 
response and hyper-checkpoint activation or cell death. This 
may infl uence the expression levels of cell cycle-related pro-
teins. Other drugs used for cell cycle synchronization are listed 
elsewhere [ 16 ].   

   2.    Tips on the release from the fi rst block in “double thymidine 
block and release” protocol: For better synchronization, keep 
cells warm during the wash and handle only a small number of 
dishes at one time (at most 4–5 dishes).   

   3.    Optimization of the “double thymidine block and release” pro-
tocol for other cells lines: In case of working with other cell 
types, time for block and release should be conditioned. The 
time for the fi rst release should be long enough for cells to pass 
through S phase and should be shorter than the sum of G2, M, 
and G1 phases. For slowly growing cells, a longer blocking time 
is required. For rapidly cycling cells such as mouse embryonic 
stem cells, the double thymidine block and release protocol is 
not generally applicable because of their short G1 phase. Other 
methods, such as mitotic block and release (similar to what is 
described in Subheading  3.3.2 ), or S-phase block and release 
after mitotic release (described in Subheading  3.3.3 ) or release 
from mimosine-induced G1/S block [ 17 ] are recommended.   

   4.    Alternative reagents for mitotic block and release: Nocodazole 
inhibits assembly of microtubule reversibly and stops mitosis at 
metaphase under the activated spindle checkpoint. TN-16 
(3-(1-Anilinoethylidene)-5-benzylpyrrolidine-2,4-dione, 
Sigma) is another reversible mitotic inhibitor and can be used 
for HeLa cells at 75–150 ng/mL for mitotic block and release 
experiments. In contrast, demecorcin (corcemid) is an irrevers-
ible mitotic blocker and thus not useful for synchronous release.   

   5.    Tips for nocodazole block: For effi cient release, optimization of 
nocodazole treatment using the cells and reagent stocks in your 
laboratory is recommended. The optimum concentration is the 
lowest that is suffi cient to block most of the cells in the popula-
tion (95 %<). Higher concentration and longer incubation times 
(>10 h) inhibit release into the cell cycle and increase cell death.   

   6.    Tips for release from nocodazole block: Over 90 % of HeLa 
cells can be released into cell cycle after nocodazole treatment 
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under a highly optimized condition. Under an unconditioned 
protocol or when diffi cult-to-release cells are used, a fraction 
of the cells stops cycling and remains fl oating with a round 
shape. Removal of these uncycling cells at 2–3 h after 
nocodazole release may help increase the better-synchronized 
populations.   

   7.    For double-staining protocols in Subheadings  3.4.1  and  3.4.3 , 
the use of PI at a low concentration is essential to acquire FITC 
signal without interference by emission from DNA-bound PI. 
A minor adjustment of detectors for compensation may still be 
required to minimize overlaps. For compensation or subtrac-
tion, refer to the cytometer manuals or textbooks of basic fl ow 
cytometric analysis.   

   8.    S-phase cells incorporating BrdU in asynchronous culture can 
be chased in dot plots of FL2-A and FL1-H ( see  Fig.  4 ). The 
advantage of this protocol is to circumvent the use of cell cycle 
blockers. When cell cycle-related genes are knocked down, cell 
cycle synchronization becomes less effective, or cellular toxic-
ity is induced, making the interpretation of results diffi cult. 
Other useful applications have been described elsewhere [ 18 ].         
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    Chapter 14   

 Analyzing Transcription Dynamics During the Budding 
Yeast Cell Cycle 

           Adam     R.     Leman    ,     Sara     L.     Bristow    , and     Steven     B.     Haase    

    Abstract 

   Assaying global cell cycle-regulated transcription in budding yeast involves extracting RNA from a 
synchronous population and proper normalization of detected transcript levels. Here, we describe 
 synchronization of  Saccharomyces cerevisiae  cell populations by centrifugal elutriation, followed by the 
isolation of RNA for microarray analysis. Further, we outline the computational methods required to 
directly compare RNA abundance from individual time points within an experiment and to compare inde-
pendent experiments. Together, these methods describe the complete workfl ow necessary to observe RNA 
abundance during the cell cycle.  

  Key words     The cell cycle  ,   Transcription  ,   Microarray  ,   RNA  ,   Centrifugal elutriation  ,   Gene expression  , 
  Data normalization  

1      Introduction 

 The budding yeast  Saccharomyces cerevisiae  has over 5,000 genes. 
Often, gene regulation is thought of in the context of response to 
stimulus (e.g., changing environments, food sources, and cell fate 
decisions). However, few processes dynamically regulate transcrip-
tion to the extent of cell cycle progression, as up to one-third of 
the yeast genome comes under the control of the cell cycle tran-
scription program [ 1 – 4 ]. The ability to detect dynamic changes in 
many transcripts is a powerful tool to assay the phenotype of cell 
cycle mutants. Our lab has utilized a workfl ow similar to the one 
described in this chapter to measure the expression of genes in 
wild-type yeast as well as cyclin–CDK mutants. The use of centrifu-
gal elutriation coupled to microarray analysis has led to the recog-
nition and characterization of a transcription factor network 
capable of regulating cell cycle gene expression [ 2 ,  5 ]. By properly 
monitoring a synchronous population of budding yeast, one can 
determine the dynamic changes of the entire transcriptional program 
during the cell cycle. 
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 Here we describe the isolation of a synchronous population of 
G1 cells from a logarithmically growing culture using centrifugal 
elutriation. We prefer centrifugal elutriation to other methods of 
synchronization as it is generally considered to be a minimal per-
turbation to cells compared to arrest [ 6 ]. A key aspect of elutria-
tion is that there is no cell cycle arrest involved, but rather a 
synchronous population of unbudded (early G1) cells is removed 
from an asynchronous population by size fractionation (Fig.  1 ). 
This population of cells is resuspended and released into medium 

  Fig. 1    Centrifugal elutriation. ( a )  At left , a mock-up of an elutriation chamber. 
 At right , the adjustments required to change the fl ow of cells from the chamber and 
to the output for collection. ( b ) A schematic circuit of the elutriation tubing setup       
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to synchronously grow and progress through multiple cell cycles. 
Cells are periodically monitored for budding in order to follow cell 
cycle progression. Separately, cell aliquots are removed from the 
population and stored for RNA extraction. The RNA is extracted, 
purifi ed, and then prepared for microarray analysis of gene expres-
sion; each time series sample is amplifi ed, labeled, and hybridized 
to the microarray. The microarray is read, and the data is returned 
to the user.

   Before any analysis of microarray data can be started, the mea-
sured raw fl uorescent intensities for every probe on all chips that 
will be compared must be normalized to each other. The normal-
ization process eliminates non-biological variations in gene expres-
sion across time points and/or conditions. Labeled cDNA destined 
for each chip may vary in mRNA isolation effi ciency, fl uorescent 
labeling, and hybridization. Thus, differences in raw values of gene 
expression of a single gene on a single chip and across multiple 
chips will be a convolution of biological and technical variance. As 
many different normalization methods have been developed, the 
user must make a choice on how to normalize the data before 
analysis of cell cycle transcription can be carried out. We prefer to 
use Affymetrix (yeast 2.0) microarrays as the data is returned in a 
manner that makes it simple for the user to employ their preferred 
normalization method. Here, we describe the implementation of 
several algorithms designed to normalize microarray data. After 
the normalization is complete, the user may commence analysis of 
the global periodic transcription program.  

2    Materials 

       1.    Rich growth medium (YEP + 2 % sugar): 10 g/L yeast extract, 
20 g/L Bacto-Peptone, 20 g/L sugar (dextrose, sucrose, 
galactose, etc.,  see   Note 1 ), 80 mg/L adenine hemisulfate, 
4 mg/L uracil.   

   2.    Fernbach culture fl ask, sterile.   
   3.    Water bath shaking incubator with adjustable temperature 

(from 25 to 37 °C) and shaking speed control (up to 180 rpm).   
   4.    Compound light microscope.   
   5.    Hemacytometer (Neubauer Improved Grid).   
   6.    Sonicator cell disruptor with 7.5 cm microtip attachment 

(Misonix Model XL2000 or equivalent).      

      1.    Elutriation system: Refrigerated elutriation centrifuge such as a 
Beckman J-6M/E with strobe light delay control, portal, and 
tube access. Peristaltic pump, with adjustable pump speed 
capable of 5–100 mL per minute. Tubing set up with two 
intake tubes, a manual directional valve to change fl uid supply, 
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and a bubble trap. The output should be long enough to 
switch between several different collection tubes. An appropri-
ate elutriation rotor for the refrigerated elutriation centrifuge 
is the Beckman J-6M/E or equivalent. More information at 
  h t t p s : / / w w w. b e c k m a n c o u l t e r. c o m / w s r p o r t a l /
techdocs?docname=JE5-IM-13    .   

   2.    200-mL conical tubes.   
   3.    Hemacytometer (Neubauer Improved Grid).   
   4.    Refrigerated centrifuge with the capability of spinning 200- mL 

conical tubes at 3,000 ×  g .   
   5.    Pre-warmed rich growth medium ( see  Subheading  2.1 ).   
   6.    Pre-warmed 500-mL fl asks.   
   7.    2× PBS: 274 mM NaCl, 5.4 mM KCl, 20 mM Na 2 HPO 4 , 

3.6 mM KH 2 PO 4 , adjust pH to 7.2 using 10 N HCl.   
   8.    Fixative solution: 4 % formaldehyde in 2× PBS.   
   9.    Bleach, household use strength.   
   10.    190 proof ethanol.      

      1.    Fixative solution: 4 % formaldehyde in 2× PBS.   
   2.    Multichannel vacuum fi ltration apparatus (GE Health Sciences 

or equivalent).   
   3.    0.45 μM PVDF membrane fi lters, at the appropriate diameter 

for the multichannel vacuum fi ltration apparatus.   
   4.    Flat-bladed tweezers for removal of fi lter membranes from 

apparatus.   
   5.    15-mL conical tubes.   
   6.    Liquid nitrogen for fl ash freezing.      

      1.    Compound light microscope.   
   2.    Hemacytometer (Neubauer Improved Grid).   
   3.    Personal computer capable of running JavaScript applets.   
   4.    CLOCCS software.      

      1.    Tris–EDTA–SDS (TES) buffer: 10 mM Tris–HCl pH 7.5, 
10 mM EDTA, 0.5 % SDS. Warmed to 60–65 °C.   

   2.    Water-saturated phenol, pH 4.5–5.0.   
   3.    Microfuge.   
   4.    Chloroform, ACS grade.   
   5.    3 M sodium acetate, pH 5.3.   
   6.    200 proof ethanol, molecular biology grade.   
   7.    70 % ethanol.   
   8.    DEPC-treated distilled H 2 O.      
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       1.    10× MEN buffer (for dilution to 1× MEN as running buffer and 
for use as 10× MEN in sample loading buffer): 44.8 g MOPS, 
6.8 g NaAc (anhydrous), 3.72 g EDTA (dihydrous). Add to 
800 mL dH 2 O, adjust pH to 7.2 using 10 N NaOH, and bring 
volume to 1 L. Store in the dark at room temperature.   

   2.    Formaldehyde gel: 0.5 g agarose, 5 mL 10× MEN buffer, 
37 mL dH 2 O. Melt agarose, let it cool until ~55 °C, move to 
fume hood, and add 8 mL 100 % formaldehyde. Pour the gel 
into a 5 cm × 12 cm gel casting mold. If it is necessary to make 
a larger gel to run all samples, double the above recipe.   

   3.    6× Nucleic acid loading dye: 1.7 mL 0.5 M EDTA, 4.2 mL 
100 % glycerol, 35 mg bromophenol blue, add ddH 2 O to 14 mL.   

   4.    Sample loading buffer: 100 μL 100 % formamide, 40 μL 100 % 
formaldehyde, 30 μL 10× MEN buffer, 30 μL of 6× nucleic 
acid loading dye, 5 μL ethidium bromide (2 mg/mL).      

      1.    Nanodrop Spectrophotometer.   
   2.    RNeasy MinElute Cleanup Kit (Qiagen).   
   3.    DEPC-treated RNase-free dH 2 O.      

      1.    Agilent Bioanalyzer.   
   2.    Ambion MessageAmp Premier kit.   
   3.    Affymetrix GeneChip Yeast Genome 2.0 arrays.      

      1.    Personal computer capable of running R (  http://www.R- -
project.org    ).       

3    Methods 

    Using centrifugal elutriation to obtain a synchronized population 
of cells relies on isolating a population subset, rather than synchro-
nizing an entire population. To observe cell cycle-transcription 
dynamics, we isolate early G1 cells and release them into condi-
tions under which we monitor the cell cycle progression and gene 
expression. For such an approach to work, one needs to generate a 
large number of cells in logarithmic growth. This process takes 
several days to scale up. The cells must be monitored, and care 
must be taken to prevent overgrowth of the cultures and subse-
quent quiescence.

    1.    Begin by inoculating a 25 mL rich growth medium starter cul-
ture in a 125 mL fl ask for overnight growth in a shaking water 
bath incubator at the optimal growth temperature for the 
strain ( see   Note 2 ).   
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   2.    The next morning (approximately 16 h later), back dilute the 
culture in fresh growth medium to 50 mL at a concentration 
of ~5 × 10 6  cells/mL. Cells should not be allowed to grow to a 
concentration greater than 3 × 10 7  cells/mL to avoid cells exit-
ing the cell cycle to G0 (quiescence) ( see   Note 3 ).   

   3.    The night before the time course, inoculate 2.25 L of medium 
in a 3 L Fernbach fl ask. The number of cells used should be 
predetermined to give a density of 1.5–3.0 × 10 7 /mL cells 
when the cells are removed from the incubator for the experi-
ment the next morning ( see   Note 4 ).   

   4.    After removing the fl ask from the incubator, sonicate the cul-
ture to break up cell clumps. This will facilitate movement of 
cells through the elutriator system tubing and reduce the pos-
sibility of clogging. Three pulses of 5 s (at 25 % power) with 
1 min between each pulse are suffi cient, with at least 5 cm of 
the probe tip submerged in the medium.   

   5.    Remove sonicated cells from Fernbach fl ask to one or more 
beakers surrounded by ice to cool cells and prevent further cell 
proliferation. Cover the beaker with foil ( see   Note 5 ).      

  Elutriation of budding yeast has been described previously in detail 
[ 6 ,  7 ]. Elutriation depends on two different separation processes 
occurring simultaneously, the sedimentation of cells by centrifuga-
tion countered by fl uid fl ow, allowing for the release of the smallest 
particles from the elutriation chamber (Fig.  1a ). Determination of 
the parameters required for isolating early G1 cells is highly strain 
dependent. The parameters are also variable according to elutriator 
and pump model. Therefore, it is highly recommended that the 
protocol for growing cells, centrifugal elutriation, sampling for time 
course, and determination of cell cycle time (Subheadings  3.1 – 3.4 ) 
are carried out at least three times before an attempt is made at 
a time course for microarray analysis of cell cycle transcription 
( see   Note 6 ).

    1.    With cells on ice (Subheading  3.1 ,  step 5 ), prepare for cen-
trifugal elutriation. The specifi c details of setup vary depending 
on elutriator and pump model. Assemble a single elutriation 
chamber, fi ll the system with sterile dH 2 O, and cool the centri-
fuge chamber to 4–10 °C. The system should have two inputs; 
input #2 will serve as a constant reservoir of sterile H 2 O to 
ensure that when switching input #1 to a cell culture, no air is 
introduced (Fig.  1b ). If air is introduced into the system, it 
may interrupt the fl ow of cells and increase the pressure, result-
ing in a tube blowoff.   

   2.    Once the system is fi lled and all air bubbles are purged, turn 
the centrifuge on and allow the speed to reach the desired 
 elutriation rpm setting ( see   Note 7 ).   

3.2  Centrifugal 
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   3.    Move the input #1 tube to the beaker containing the yeast 
culture to pump cells through the fl uidics system. Leave the 
output tube in a liquid waste receptacle ( see   Note 8 ).   

   4.    When medium begins to fl ow from the output tube, place the 
output into the beaker containing the cell culture. This allows 
for a closed system and provides the necessary fl uid supply for 
continuous elutriation.   

   5.    Set your elutriation conditions (pump speed and centrifuge 
rotor speed), and allow for a gradient to set up within the cell 
chamber of the elutriator (typically about 10 min). At this 
point, turn on the strobe light setup and adjust the delay so 
that the cell chamber is visible.   

   6.    Observe the cell chamber through the elutriator portal. Wait for 
approximately two-thirds of the cell chamber to fi ll before begin-
ning any observation of cells from the output ( see   Note 9 ).   

   7.    Check the output medium under the microscope. Ideal condi-
tions are found once the percentage of budded cells in the 
output falls below 5 % and the concentration of cells becomes 
suffi cient to collect at least 1.5 × 10 6  cells/mL ( see   Note 10 ).   

   8.    Once the cells are ready to be collected, move the output tube 
to a cold 200 mL conical tube surrounded by ice. Once the 
conical tube is fi lled, add 10 μL to a hemacytometer and count. 
Determine the total number of cells in the conical tube. Keep 
the conical tube on ice. Filling multiple tubes may be necessary 
depending on the concentration of cells collected.   

   9.    Continuously collect cells while ensuring that suffi cient fl uid 
remains within the elutriation system ( see   Note 11 ).   

   10.    Once all of the small unbudded cells are collected and on ice, 
pellet the cells in a 4 °C centrifuge set up to spin 200 mL coni-
cal tubes at 3,000 ×  g  for 5 min ( see   Note 12 ).   

   11.    Remove the supernatant while taking care to retain the cell 
pellet.   

   12.    Return the pellets to ice, and pool the cell pellets.   
   13.    While cells are still cold, set up suction apparatus and liquid 

nitrogen-holding container before releasing cells into the cell 
cycle.   

   14.    Add 3 × 10 9  cells to pre-warmed medium for a fi nal concentra-
tion of 1 × 10 7  cells/mL in a pre-warmed 500-mL fl ask. Place 
the fl ask in a pre-warmed incubator at the optimal tempera-
ture/shaking settings for your strain.   

   15.    Before you begin the time course, take a time zero budding 
sample. Use a P1000 micropipette to remove 200 μL of 
medium containing cells and add directly to 200 μL fi xative 
solution in a 1.5 mL microfuge tube.    
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        1.    Determine the number of samples required for your experiment. 
Typically analysis is greatly enhanced by the use of greater than 
ten samples per cell cycle.   

   2.    At each time point, stop the shaking water bath, use a P1000 
micropipette to remove 200 μL of medium containing cells, 
and add directly to 200 μL fi xative solution in a 1.5 mL 
microfuge tube.   

   3.    Next, remove 4–16 mL of culture medium containing cells and 
add to a vacuum apparatus containing a pre-wetted 0.45 μM 
PVDF fi lter membrane. As cell concentration goes up, the vol-
ume of cells necessary for each time point is decreased. Open 
the suction valve to trap cells onto fi lter membrane.   

   4.    Using tweezers, remove the fi lter membrane from the appara-
tus. Place the fi lter, with the cell-containing surface curved 
inward into a 15-mL conical tube.   

   5.    Flash-freeze the conical tube containing the fi lter membrane in 
liquid nitrogen.   

   6.    Move the conical tube to −80 °C freezer for long-term storage.      

   The ability to determine cell cycle time intervals by population 
is convolved by the differential cell cycle times of mother and 
daughter cells as a result of asymmetric cell division in  S. cerevisiae  
[ 8 – 11 ]. Therefore, we have implemented a closed-form, parame-
tric, mathematical model to better model cell cycle times in an 
experimental population. Characterizing loss of cell cycle syn-
chrony (CLOCCS) models the progression of a semi-synchronous 
population through cell cycles to determine a cell cycle time for the 
population based on observance of cell cycle markers [ 12 ,  13 ]. 
This model can be applied to data from budding dynamics col-
lected over the cell cycle experiment. A graphical user interface has 
been developed to implement CLOCCS and is freely available as a 
JavaScript application ( see   Note 13 ) (Fig.  2 ).

     1.    Using fi xed cells collected at each time point, count 200 cells 
under a microscope at 400 times magnifi cation.   

   2.    Determine the number of budded and unbudded cells in the 
counted sample.   

   3.    Open the CLOCCS program.   
   4.    Provide CLOCCS with the required information, the model 

type (bud), experimental temperature, time points (in min-
utes), and the number of budded and unbudded cells.   

   5.    Allow CLOCCS to run using the following settings: sim 
anneal: 10,000; burn-in: 100,000; iterations: 250,000.   

   6.    Use the provided posterior parameters to determine the cell 
cycle time of the population monitored during the experi-
ment: “mu0” gives you the recovery time after elutriation, the 

3.3  Sampling Cells 
Through Time Course

3.4  Determination 
of Cell Cycle Time

Adam R. Leman et al.



303

  Fig. 2    CLOCCS analysis of cell cycle time. Screenshots for the CLOCCS program after fi tting population data 
from an elutriation time course. ( a ) A CLOCCS fi t from data supplied from a budding, exponentially growing 
population of cells after elutriation and release into rich medium. These budding curves can be found under 
the Predicted Fits tab of the CLOCCS program. ( b ) Under the Posterior Parameters tab of the CLOCCS param-
eters, mu0 (corresponding to the recovery time of the population) and lambda (corresponding to the cell cycle 
time of the population) can be found       
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minutes from experimental start to the fi rst START during the 
experiment. “lambda” is the cell cycle time over the time course, 
post-recovery.   

   7.    Compare the recovery and cell cycle time output by CLOCCS 
to determine if the experimental timing is as expected from 
 previous experiments. If the cell cycle or the recovery times are 
altered from preliminary experiments, it could indicate that the 
experiment should not be followed through to microarray 
analysis.    

      Isolation of RNA from cells requires conditions to minimize the 
degradation of RNA due to environmental contamination by 
RNase enzymes. To mitigate this potential experimental pitfall, 
one must prepare an appropriate workspace complete with cleaned 
consumable reagents and tools ( see   Note 14 ). Often, RNA is com-
monly extracted using a TRIzol-based reagent [ 14 ,  15 ]. We prefer 
to use an acidic (pH ~4.5) water-saturated phenol solution, prefer-
entially retaining RNA in the aqueous phase during an aqueous/
organic-phase separation [ 16 ]. This protocol is based on and mod-
ifi ed from an existing protocol [ 17 ].

    1.    Working in batches of less than 12 samples to prevent samples 
from thawing, remove the samples from −80 °C storage and 
keep on ice until ready to work on the individual sample. After 
each sample is removed from ice, keep the sample at room 
temperature. The SDS in the TES buffer will precipitate out at 
cold temperatures.   

   2.    Using a P1000 micropipette add 400 μL of pre-warmed TES 
buffer to each 15 mL conical tube containing the time course 
samples of intact cells.   

   3.    Pipette up and down gently a few times to loosen cells from 
the fi lter membrane. Take care not to generate too much foam.   

   4.    Briefl y vortex the conical tube to facilitate removal of cells 
from the fi lter membrane. Again, take care not to generate too 
much foam in the sample.   

   5.    Transfer the TES buffer containing the cells removed from the 
membrane to a 1.5 mL microfuge tube.   

   6.    Move on to the next sample within the batch.   
   7.    To each sample, add 400 μL (1 volume) of acid phenol. Vortex 

vigorously for 10 s, and place on 65 °C heat block.   
   8.    Move on to the next batch of samples until all are incubating 

at 65 °C.   
   9.    Once all samples are on the heat block at 65 °C, incubate for 

at least 45 min.   
   10.    Every 15 min during the incubation, vortex each sample vigor-

ously for 10 s.   

3.5  RNA Extraction
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   11.    After the 65 °C incubation is complete, place the samples on 
ice for 5 min.   

   12.    Spin the samples in a microfuge for 5 min at max speed 
(>12,000 ×  g ) in a 4 °C microfuge.   

   13.    Transfer the aqueous phase to a new microfuge tube contain-
ing 400 μL of acid phenol.   

   14.    Vortex vigorously for 10 s, and then place the samples on ice 
for 5 min.   

   15.    Spin the samples in a microfuge for 5 min at max speed 
(>12,000 ×  g ) in a 4 °C microfuge.   

   16.    Transfer the aqueous phase to a new microfuge tube contain-
ing 400 μL of chloroform.   

   17.    Vortex vigorously for 10 s, and then place the samples on ice 
for 5 min.   

   18.    Spin the samples in a microfuge for 5 min at max speed 
(>12,000 ×  g ) in a 4 °C microfuge.   

   19.    Transfer the aqueous phase to a new microfuge tube contain-
ing 40 μL of 3 M sodium acetate (pH 5.3) and 1,000 mL of 
ice-cold 100 % ethanol. Mix well by inversion.   

   20.    Place the samples on ice for 5–10 min.   
   21.    Spin the samples at max speed for 5 min in a 4 °C microfuge.   
   22.    Completely remove the supernatant, taking care not to disturb 

the pellet containing RNA.   
   23.    Gently wash the pellet with ice-cold 70 % ethanol, immediately 

followed by spinning the samples at max speed for 5 min in a 
4 °C microfuge.   

   24.    Completely remove the supernatant, taking care not to disturb 
the pellet containing RNA.   

   25.    Resuspend the pellet in 100 μL of DEPC-treated RNase-free 
dH 2 O.   

   26.    At this point, RNA samples can be stored at −80 °C or moved 
to the next step.    

    Checking the RNA integrity before the samples leave the lab is a 
potential time- and money-saving measure. Using an agarose 
formaldehyde gel, one can prevent RNA secondary structure for-
mation while protecting the RNA sample from degradation. 
Detecting the structural ribosomal RNA bands at 28S and 18S is 
typically suffi cient to ensure that the sample mRNA is intact.

    1.    Prepare a 1 % agarose formaldehyde gel ( see  Subheading  2.6 ).   
   2.    Add 5 μL of RNA sample to 10 μL of RNA sample loading 

buffer.   

3.6  RNA Gel 
Electrophoresis 
(Optional)
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   3.    Incubate samples at 65 °C for 5 min. Briefl y centrifuge at RT 
to gather condensation.   

   4.    Run the gel in a fume hood. Using 1× MEN running buffer, 
load samples to gel and run at 100–120 V until dye front has 
reached about 75 % of the way down the gel.   

   5.    Using a UV light source, check for the presence of the 28S and 
18S ribosomal RNA bands. A separate 5/5.8S band may be 
present if it has not run off the gel.   

   6.    If these bands are present, the RNA integrity is intact and the 
samples can be processed further.      

  RNA extracted by acid-phenol extraction in Subheading  3.5  may 
still have some level of impurities such as salts. These impurities are 
incompatible with amplifi cation and labeling for microarray analysis, 
so they must be removed. Here we describe desalting and purifi ca-
tion using a commercially available silica-membrane column.

    1.    To determine the approximate RNA concentration in each 
sample, load 2 μL of 1:10 diluted RNA onto a NanoDrop 
spectrophotometer.   

   2.    Determine the RNA concentration of the original samples.   
   3.    Remove 45 μg of RNA from the original sample for RNA 

cleanup and desalting. Using the Qiagen RNeasy Minelute 
cleanup kit, more than 45 μg of RNA will hinder the purifi ca-
tion process.   

   4.    Process samples according to the manufacturer’s protocols.   
   5.    Elute RNA using 14 μL of DEPC-treated RNase-free dH 2 O.    

    At this point, many labs are able to hand off their samples for post- 
process quality checking, generation of labeled RNA, hybridiza-
tion, and fi nally array detection of RNA. Samples are quality 
checked and post-processed at the Duke Microarray Core Facility 
( see   Note 15 ) in the following way.

    1.    Two microfuge tubes of RNA are required: one sample of at 
least 3 μL (>50 ng/μL, total 150–500 ng of RNA) for ampli-
fi cation/labeling for array hybridization, and the other sample 
is 3 μL for quality control.   

   2.    For quality control, samples are checked for RNA integrity via 
an Agilent Bioanalyzer.   

   3.    Once samples have passed quality control, they are amplifi ed 
and labeled using the Ambion MessageAmp Premier kit, 
according to the manufacturer’s instructions.   

   4.    Samples are hybridized to Affymetrix GeneChip Yeast Genome 
2.0 arrays.   

   5.    Arrays are read, and the data is disseminated back to the lab.    

3.7  Sample Cleanup

3.8  Sample 
Submission
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      The entire process of normalizing microarrays occurs in three main 
steps: (1) background adjustment, (2) normalization, and (3) 
 summarization [ 18 ]. The background adjustment takes into 
account any hybridization artifacts. Normalization accounts for 
variation in overall chip fl uorescence intensities across all chips. 
This step will alter fl uorescence intensities of the probes on each 
chip to ensure that the overall fl uorescence of each chip is similar. 
Summarization takes all of the probes that correspond to a single 
gene in the genome and combine the fl uorescence intensities into 
a combined value. A variety of normalization approaches have been 
developed specifi cally for the Affymetrix gene expression microar-
rays, which can be found in the  affy  package available through 
Bioconductor in R [ 19 – 21 ]. Each normalization approach makes 
different assumptions about the fl uorescent intensities and the 
types of non- biological variations that are present on the chips that 
are to be compared. It is important to understand the methods 
used for each different approach before carrying out this critical 
pre- processing step.

    1.    Download R onto your computer from the R project website 
  http://www.r-project.org     [ 21 ]. Install Bioconductor [ 20 ] 
within the R environment (  http://www.bioconductor.org    ) 
using the following commands: (a) source(“  http://biocon-
ductor.org/biocLite.R    ”)—This command accesses the 
Bioconductor website. (b) biocLite()—This command down-
loads all packages into R.   

   2.    Open the  affy  [ 19 ] package from Bioconductor, which con-
tains the information for normalizing Affymetrix gene expres-
sion microarrays: (a) library(“affy”).   

   3.    Import CEL fi les for all Affymetrix gene expression microarray 
chips that will be compared into R. To do this, you enter the 
command Data<- ReadAffy(widget=T). A GUI will appear on 
the screen. Identify the folder(s) with the data of interest in the 
left column. Highlight the individual fi les and add to the right 
column. Continue adding data from folders until all data to be 
normalized is in the right column ( see   Note 16 ).   

   4.    The Yeast 2.0 arrays contain probes for both  S. cerevisiae  and 
 Schizosaccharomyces pombe . Mask the  S. pombe  probes to pre-
vent using these probes for the normalization process. To do 
this, fi rst download the masking fi le from Affymetrix. Log into 
the Affymetrix website (  http://www.affymetrix.com    , free 
account). From the home screen, select Products → Microarray 
Solutions → RNA Analysis Solutions → 3′ IVT Expression 
Analysis → Arrays → Other Organisms → Yeast Genome 2.0 
Array. Under the Mask Files in the Technical Documentation 
Tab, download the Yeast Genome 2.0 Array:  S. cerevisiae , 
which will mask the  S. pombe  probes.   

3.9  Normalization 
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   5.    Three distinct approaches for normalizing CEL fi les: The dChip 
[ 22 ], Robust Multichip Average (RMA) [ 23 ], and MAS5 [ 24 ] 
methods are explained further in  Note 17(a) . To implement the    
dChip method, use the following command   : out<- expresso
(Data, normalize.method=“invariantset”, bgcorrect.method=
“none”, pmcorrect.method=“pmonly”, summary.method=
“liwong”).  Note 17(b)  To implement the RMA method, use 
the following command: out<- expresso(Data, bgcorrect.
method=“rma”,normalize.method=“quantiles”,pmcorrect.
method=“pmonly”,summary.method=“medianpolish”). 
 Note 17(c)  To implement the MAS5 method, use the following 
command: out<- mas5(Data).   

   6.    Export the newly normalized data. This command will create a 
tab-delimited fi le with the rows referencing a gene and each 
column referencing a different microarray chip you added in 
 step 3 . The fi rst column will have the probe IDs, the second 
column will have the fi rst CEL fi le input, and so on: (a) write.
exprs(out, fi le=“fi lename.txt”).   

   7.    Begin analyses to address your biological question.    

4       Notes 

     1.    Depending on the genetic background of the yeast strain and 
the desired growth rate, different sugars may be used as carbon 
source. Additionally, the percentage of sugar as a carbon source 
in the media can be varied. Elutriations have even been per-
formed on cells growing in nonsugar carbon sources such as 
ethanol/glycerol [ 4 ].   

   2.    Cells from a freshly grown plate may be used to inoculate the 
25 mL starter culture. However, depending on the strain, cells 
from a 5 mL starter culture may be used to inoculate the 25 mL.   

   3.    The time it takes for cells to reenter the cell cycle from quies-
cence is variable and will negatively affect doubling time 
growth calculations.   

   4.    For the larger volume of the Fernbach fl ask, the cells should be 
grown using gentle shaking at the optimal temperature for the 
strain. Gentle shaking denotes a setting with suffi cient force to 
mix the sample and allow for aeration without splashing the 
sample near the mouth of the fl ask.   

   5.    Once cells are removed from their Fernbach fl ask, they are no 
longer in a sterile environment. Care must be taken to prevent 
contamination of the culture. Ensure that vessels where cells are 
kept in are clean. Any vessel containing cells should be covered 
with new aluminum foil. Clean practices must be utilized to 
keep the elutriator clean ( see   Note 12 ). Pipettes used to collect 
samples for observation during elutriation should not be reused. 
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Contamination of the culture can occur during the elutriation 
process, and if this does happen, the experiment should be 
abandoned.   

   6.    Elutriating cells to determine a cell cycle time before perform-
ing a microarray experiment is highly recommended. We rec-
ommend at least three time courses before a microarray 
experiment. Doing so will allow the user to determine the con-
ditions necessary for a successful centrifugal elutriation isola-
tion of early G1 cells. As important, doing several experiments 
prior to microarray will allow the user to determine the range 
of cell cycle duration of a specifi c strain after centrifugal elutria-
tion. Cells have variable recovery times from the centrifugal 
elutriation, and cell cycle time may vary from a “doubling 
time” assessed before a time course with synchronized cells.   

   7.    We typically start at 3,400 rpm. Optimal centrifuge    rotor speed 
will depend upon the size of cells in the population.   

   8.    We typically begin with a pump speed of 30–40 mL/min. 
Optimal pump speed will depend upon the size of cells in the 
population. The speed can be adjusted before elutriation 
begins or even during the protocol.   

   9.    Before this point, conditions are changing too rapidly to reli-
ably assess the cell fraction being collected.   

   10.    Cells collected should be consistently small-sized and unbud-
ded. Both phenotypic markers indicate that the population is 
newly divided daughter cells. If the population contains a dis-
tribution of differentially sized unbudded cells, they will not be 
synchronous upon release. If this occurs in an experiment, elu-
triation conditions should be adjusted for better selection of 
small cells: typically an increase in centrifuge speed and/or 
decrease in pump speed.   

   11.    If more than several 200 mL conical tubes are fi lled with the cells 
required for the experiment, the overall fl uid level in the system 
is reduced. To maintain a suffi cient amount of liquid in the cen-
trifugal elutriation system, it may be necessary to pellet synchro-
nized cells and add the medium back to the input medium. Use 
a 4 °C centrifuge to keep cells from entering the cell cycle.   

   12.    Once the elutriator is no longer needed, clean and turn off the 
machine. Cleaning the elutriation fl uidics and chamber immedi-
ately after performing a centrifugal elutriation is vital for the 
upkeep of the devices as well as for minimizing contamination 
that might develop within the fl uidics or the chambers of the 
apparatus. To clean the elutriator (after the centrifuge has stopped 
rotating), fi rst we fl ow double-distilled H 2 O through the machine 
until the chamber is free of remaining cells (~300 mL). Next, we 
fl ow 300 mL of a weak bleach (about 1:100 in H 2 O, measured 
by eye) solution through the machine to kill the remaining cells. 

Yeast Cell-Cycle Gene Expression Analysis
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To complete the disinfection, we fl ow 300 mL of 70 % ethanol in 
H 2 O. Disassemble the cell chamber, and connect the tubing to 
close the system without the cell chamber. The system should be 
dried as best as possible by keeping the pump on at full speed 
until fl uid is no longer observed coming out of the output tube. 
The cell chamber should also be rinsed with dH 2 O and dried.   

   13.    The CLOCCS program is available at   http://www.cs.duke.
edu/~amink/software/cloccs/    .   

   14.    Working with RNA requires diligence to maintain a clean, 
RNase-free environment. We have separate microfuge tubes 
and tips that are used only for RNA work. These tubes and tips 
are only handled with clean gloves and then autoclaved before 
use. We use a spray RNase-decontamination solution to clean 
the benchtop, pipettors, tube racks, lab markers, and vortex 
surface (as well as any other surface required to perform the 
steps in Subheading  3.5 ). To minimize contamination and also 
for personal protection, clean lab coats, protective gloves, and 
safety glasses should be used during this protocol. Additionally, 
phenol should be handled in a ventilated fume hood.   

   15.    Use of a core facility or an RNA microarray service to perform 
the labeling and hybridization is a cost-effective and reliable 
method to obtain high-quality microarray data. For further 
information on submission to the Duke University Microarray 
Core Facility: Website,   http://www.genome.duke.edu/
cores/microarray    ; E-mail, microarraylab@duke.edu; Phone, 
1-919-684-8224.   

   16.    It is important to remember the order in which you add the 
data to the right-side window in the widget pop-up. This is the 
order that will be output after the normalization.   

   17.    The following are summaries of normalization approaches:
   (a)    dChip does not perform any background correction. The 

normalization step is completed by choosing the chip with 
the median level of overall fl uorescence and uses this as a 
baseline to adjust the overall fl uorescence levels of all other 
chips. The summarization step utilizes a model-based 
expression index that will down-weight probes for a gene 
with high variability. The output is a set of absolute values 
that can be compared to each other.   

  (b)    RMA background corrects using a closed-form transforma-
tion with an exponential signal and normalized noise. The 
normalization step is done using a quantile normalization, 
and the probes are summarized with median polish. The out-
put of RMA pre-processing is a set of log-change values.   

  (c)    MAS5 background corrects by subtracting out the fl uo-
rescence from the corresponding mismatch probe. 
Normalization is completed by scaling the intensity of 
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each chip to a target intensity (default is 500). 
Summarization uses Tukey’s biweight method. The out-
put of MAS5 pre-processing is a set of log- change values.   

  (d)    The background correction, normalization, and summari-
zation steps are completed after you specify the type of 
normalization approach you want to use in Subheading  3.9 , 
 step 5 . The variations in the command used will change 
the type of background correction, normalization, and 
summarization. The exported data from Subheading  3.9 , 
 step 6 , will have the fully normalized data according to 
your choices.             
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    Chapter 15   

 Analyzing Cell Cycle Checkpoints in Response to Ionizing 
Radiation in Mammalian Cells 

           Bin     Wang    

    Abstract 

   Exposure of cells to DNA-damaging agents, such as ionizing radiation (IR), results in perturbation of cell 
cycle progression. IR activates cell cycle checkpoints that arrest the cell cycle at the G1/S, S, and G2/M 
phases. The DNA damage-signaling network involves a number of important DNA damage response factors 
that are required for maintaining genome stability and prevention of cancer. These factors are involved in the 
regulation of cell cycle checkpoints and include ATM, NBS1, BRCA1, Chk2, and p53. Here we describe a 
series of assays that are often used to analyze cell cycle checkpoints after IR. These assays include a G1/S 
checkpoint assay that measures 5-bromodeoxyuridine incorporation into DNA, an S-phase checkpoint assay 
that measures DNA synthesis at a very early time point after IR, and a G2/M checkpoint assay that quanti-
tates histone H3 phosphorylation. This collection of assays allows us to investigate the specifi c functions of 
proteins involved in regulating different cell cycle checkpoints in mammalian cells as a response to IR.  

  Key words     Cell cycle checkpoints  ,   BrdU  ,   Ionizing radiation  ,   DNA synthesis  ,   Flow cytometry  , 
  Histone H3 phosphorylation  

1      Introduction 

 Ionizing radiation (IR) induces DNA double-strand breaks 
(DSBs), which are the most deleterious form of DNA damage. 
Cells have evolved an intricate network of complex mechanisms for 
the signaling and repair of DSBs in response to IR [ 1 ]. One of the 
mechanisms developed is the activation of cell cycle checkpoints 
that arrest cell cycle progression, presumably to facilitate DNA 
repair, thereby ensuring genetic stability and preventing tumori-
genesis. Mutations in checkpoint proteins, such as ATM, BRCA1, 
p53, and Chk2, lead to predisposition to cancer [ 1 ]. 

 IR causes cell cycle arrest at the G1/S, S, and G2/M phases. 
The assays used for measuring cell cycle checkpoints utilize DNA 
synthesis, DNA content, immunofl uorescence, and fl ow cytometry 
to monitor percentage of cells positioned in each cell cycle phase. 
Defects in cell cycle checkpoints are detected by comparing cell 
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cycle profi le of cells treated and untreated with IR. The G1/S 
checkpoint assay uses fl ow cytometry analysis to measure 
5- bromodeoxyuridine (BrdU) incorporation into DNA in order to 
monitor the progression of cells from G1 to S phase. The S-phase 
checkpoint assay measures  3 H/ 14 C thymidine incorporation to 
monitor DNA synthesis at a very early time point after IR. The 
G2/M checkpoint assay quantitates histone H3 phosphorylation 
shortly after IR treatment in order to detect cells entering M phase 
from G2 phase. A number of key DNA damage response proteins 
have been reported to regulate different cell cycle checkpoints after 
IR. For example, ATM is required for G1/S, S, and G2/M check-
points [ 2 ,  3 ] in response to irradiation. p53 regulates the G1/S 
checkpoint [ 4 ,  5 ], and BRCA1 and 53BP1 are critical for the intra-
S- phase and the G2/M checkpoint after IR [ 6 ,  7 ].  

2    Materials 

      1.    Mammalian cell growth medium (e.g., DMEM with 10 % fetal 
bovine serum, FBS).   

   2.    1× DPBS: Dulbecco’s phosphate-buffered saline, 0.2 g/L 
KCl, 0.2 g/L KH 2 PO 4 , 8 g/L NaCl, 2.16 g/L Na 2 HPO 4 ·7H 2 O, 
pH 7.0–7.2.   

   3.    0.25 % Trypsin–EDTA: 0.25 % trypsin, 2.21 mM EDTA in 
HBSS without sodium bicarbonate, calcium, and magnesium.   

   4.    10 mM BrdU (1,000× BrdU).   
   5.    100 % ethanol.   
   6.    4 N HCl.   
   7.    0.5 % BSA/0.25 % Tween-20/DPBS: 0.5 % BSA, 0.25 % 

Tween-20 in 1× DPBS.   
   8.    Alexa Fluor 488-conjugated anti-BrdU antibody (Invitrogen).   
   9.    10 mg/mL propidium iodide.   
   10.    100 mg/mL RNase A.      

      1.    Mammalian cell growth medium (e.g., DMEM containing 
10 % FBS).   

   2.    1× DPBS.   
   3.    0.25 % Trypsin–EDTA.   
   4.    Thymidine [methyl- 3 H] (specifi c activity 2 Ci/mmol).   
   5.    Thymidine [2- 14 C] (specifi c activity 50 mCi/mmol).   
   6.    21-mm Whatman glass microfi ber fi lters GF/C circles 

(Whatman).   
   7.    70 % methanol/DPBS: 70 % methanol, 30 % 1× DPBS.   
   8.    95 % methanol/DPBS: 95 % methanol, 5 % 1× DPBS.   

2.1  G1/S 
Checkpoint Assay

2.2  S-Phase 
Checkpoint Assay

Bin Wang
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   9.    Pyrex No. 36060 fritted funnel, 15-mL fi ne.   
   10.    Scintillation fl uid.   
   11.    Beckman Scintillation counter.      

      1.    Mammalian cell growth medium (e.g., DMEM with 10 % FBS).   
   2.    1× DPBS.   
   3.    0.25 % Trypsin–EDTA.   
   4.    100 % ethanol.   
   5.    0.25 % Triton X-100/DPBS: Add 0.625 mL 20 % Triton 

X-100 to 49.375 mL 1× DPBS.   
   6.    1 % BSA/DPBS: Dissolve 0.5 g BSA in 50 mL 1× PBS.   
   7.    Rabbit anti-phospho-histone H3 Ser10 antibody (Upstate).   
   8.    Alexa 488-conjugated goat anti-rabbit antibody (Invitrogen).   
   9.    10 mg/mL propidium iodide.   
   10.    100 mg/mL RNase.       

3    Methods 

  The G1/S-phase checkpoint assay detects a decrease in the num-
ber of cells entering S phase after DNA damage. In response to IR, 
cells in G1 do not continue to enter S phase, whereas cells that are 
already in S phase at the time of DNA damage appear to continue 
to progress into G2/M phase [ 4 ,  5 ]. The assay is carried out 
12–24 h after IR when the proliferation of irradiated cells is maxi-
mally inhibited [ 4 ]. Cells that are still proliferating with DNA 
 synthesis are pulse labeled by 5-bromo-2′deoxyuridine 14 h after 
IR treatment. The relative amount of cells in each phase of the cell 
cycle can be assessed by measuring the overall DNA content with 
propidium iodide staining. The percentage of cells synthesizing 
DNA can be calculated by measuring the incorporation of 
fl uorescence- conjugated anti-BrdU antibody in the fl ow cytometry 
analysis. Cells with the intact G1/S checkpoint show a marked 
decrease of BrdU-labeled S-phase cells in response to IR when 
compared to untreated cells [ 4 ,  5 ].

    1.    Seed cells 1 day before the experiment in appropriate cell cul-
ture medium at 37 °C such that cells grow to exponential 
phase the next day. Aim about 50–60 % confl uency at the time 
of the experiment.   

   2.    Treat cells with 5 Gy of IR. Include a plate of cells for mock 
treatment (untreated cells) in the analysis. Return cells to the 
37 °C incubator to grow for an additional 14 h.   

   3.    Pulse label cells with BrdU by adding BrdU (10 mM stock) to 
the medium for a fi nal concentration of 10 μM BrdU. Incubate 
at 37 °C for 60 min.   

2.3  G2/M 
Checkpoint Assay

3.1  G1/S 
Checkpoint Assay
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   4.    Remove the labeling medium by aspiration and wash twice 
with 1× DPBS.   

   5.    Trypsinize cells with 0.25 % trypsin–EDTA, and harvest cells 
by centrifugation at 220 ×  g  for 5 min.   

   6.    Wash cells with 5 mL of 1× DPBS twice to further remove 
unincorporated BrdU.   

   7.    Resuspend cells in 300 μL of cold 1× DPBS and transfer into a 
2 mL Eppendorf tube.   

   8.    Fix cells by adding 700 μL of ice-cold ethanol (stored at 
−20 °C) dropwise to make a fi nal concentration of 70 % etha-
nol ( see   Note 1 ). Mix it well by inverting the tube a couple of 
times. Incubate at −20 °C for at least 1 h.   

   9.    Centrifuge fi xed cells at    2,000 rpm in a microfuge for 5 min. 
Wash once with cold 1× DPBS, and centrifuge at 2,000 rpm in 
a microfuge for 5 min.   

   10.    Denature by adding 500 μL of 4 N HCl to the pellet ( see  
 Note 2 ). Incubate at room temperature for 15 min.   

   11.    After denaturation, add 1.5 mL of 1× DPBS and centrifuge at 
3,500 rpm in a microfuge for 5 min. Wash the pellet two more 
times with 2 mL of 1× DPBS ( see   Note 3 ).   

   12.    Resuspend the pellet with 100 μL of 0.5 % BSA/0.1 % 
Tween20/PBS and incubate for 20 min at room temperature 
to block unspecifi c binding.   

   13.    Centrifuge at 3,500 rpm in a microfuge for 5 min.   
   14.    Resuspend the pellet in 100 μL of 0.5 % BSA/0.1 % Tween20/

PBS containing Alexa 488-conjugated anti-BrdU antibody 
(1:20 dilution). Incubate for 45 min at 37 °C in a humid 
chamber in the dark.   

   15.    Centrifuge at 3,500 rpm in a microfuge for 5 min. Wash the 
pellet twice with 500 μL of 1× DPBS.   

   16.    Resuspend the pellet in a 0.5–1 mL of 1× DPBS containing 
propidium iodide (25 μg/mL) and RNaseA (0.1 mg/mL). 
Incubate at room temperature for 30 min.   

   17.    Analyze on a fl ow cytometer.    

    The IR-induced intra-S-phase checkpoint in mammalian cells rep-
resents an inhibition of DNA synthesis in response to IR-induced 
damage [ 3 ]. It is measured as a transient decrease in [ 3 H]thymi-
dine incorporation to cells at an early time point (30 min) after 
irradiation [ 2 ,  6 ]. Cells are pre-labeled in growth medium contain-
ing [ 14 C]thymidine. This pre-labeling provides an internal control 
for cell number by allowing normalization for total DNA content 
of samples. The rate of DNA synthesis is represented by measuring 
the ratios of  3 H counts per minute to  14 C counts per minute and 

3.2  S-Phase 
Checkpoint Assay
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calculated as a percentage of irradiated cells over un-irradiated 
cells. The absence of this IR-induced S-phase arrest, referred to as 
radioresistant DNA synthesis (RDS), has been previously reported 
for cells defi cient in key DNA damage response proteins such as 
ATM, NBS1, or BRCA1 [ 2 ,  3 ,  6 ,  8 ].

    1.    Culture cells in a 37 °C incubator. Pre-label cells with [ 14 C] thy-
midine by incubating exponentially growing cells in growth 
medium containing 10 nCi of [ 14 C]thymidine per mL for 
approximately 24 h. For culturing cells that require transfection, 
 see   Note 4 . A control plate of cells that is only labeled with [ 14 C] 
is needed for correction of channel crossover ( see   Note 5 ).   

   2.    Split cells into three dishes for triplicate analysis of the assay 
( see   Note 6 ). Incubate cells in fresh normal nonradioactive 
medium for another 24 h.   

   3.    Irradiate cells with different doses (e.g., 5, 10, 15, 20, and 
25 Gy). Include a sample of mock-treated cells as a control 
(0 Gy) for comparison. Return cells to 37 °C and grow for 
30 min.   

   4.    Replace with medium containing 2.5 μCi/mL of [ 3 H]thymi-
dine for 15 min ( see   Note 7 ). The control plate for [ 14 C] label-
ing only is set aside without [ 3 H] labeling.   

   5.    Harvest cells by trypsinization. Place harvested cells immedi-
ately on ice.   

   6.    Collect cell pellet by centrifugation at 220 ×  g  for 5 min at 4 °C.   
   7.    Wash cell pellet twice with cold 1× DPBS.   
   8.    Resuspend the pellet in 300 μL of cold 1× DPBS. Fix cells by 

adding 700 μL ice-cold 100 % methanol (stored at −20 °C) 
dropwise. Mix it well by inverting the tube a couple of times. 
Incubate on ice for at least 30 min.   

   9.    Spin down the fi xed cells by centrifugation at 2,000 rpm in a 
microfuge for 5 min at 4 °C and wash once with 70 % metha-
nol/DPBS.   

   10.    Resuspend cell pellet in 200 μL of 70 % methanol/DPBS. The 
cell suspension is fi ltered through a GF/C (Whatman) fi lter 
placed on a Pyrex fritted funnel and rinsed sequentially with 
1 mL of 70 % and 1 mL of 95 % methanol/DPBS.   

   11.    Place the fi lter on a clear paper towel and air-dry.   
   12.    Place the fi lter into a liquid scintillation vial. Add 5 mL scintillant, 

and read radioactivity with a scintillation counter. The resulting 
ratios of  3 H counts per minute to  14 C counts per minute, cor-
rected for channel crossover, were calculated ( see   Note 5 ).   

   13.    The DNA synthesis is measured by calculating the ratios of 
 3 H/ 14 C of cells irradiated at a certain dose as a percentage of 
un-irradiated cells.    

IR-Induced Checkpoint Analysis in Mammalian Cells
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    The G2/M checkpoint prevents G2-phase cells with DSBs from 
entering into mitosis. The G2/M checkpoint assay assesses the pro-
gression of irradiated cells from G2 into mitosis. Phosphorylation at 
Ser10 of histone H3 is tightly correlated with chromosome conden-
sation during mitosis [ 9 ,  10 ]; thus, an antibody that specifi cally rec-
ognizes the phosphorylated form of histone H3 (p-histone H3 
Ser10) is used to identify mitotic cells. Co-staining of cells with prop-
idium iodide (PI) and anti-p-histone H3 Ser 10 antibody distin-
guishes mitotic cells from G2 cells in a fl ow cytometry analysis [ 6 ]. 
This assay has been successfully applied to a number of different 
mammalian cell lines. It has been very consistent that 1.5–3 % of cells 
in mitosis are detected in the undamaged cell population. The per-
centage of cells in mitosis dramatically decreases to less than 0.2 % 
when cells with an intact G2/M checkpoint are treated with IR.

    1.    Culture cells in a 37 °C incubator. About 2 × 10 6  cells at expo-
nentially growing phase are needed for this assay.   

   2.    Irradiate cells with 2 Gy IR. Include a sample of mock-treated 
cells (un-irradiated) in the analysis as a control. Return cells to 
37 °C and culture for 1 h.   

   3.    Collect the medium, wash cells once with 1× DPBS, and col-
lect the DPBS. Harvest cells by trypsinizing cells with 0.25 % 
trypsin–EDTA. Harvest fl oating cells as well ( see   Note 8 ).   

   4.    Collect cells by centrifugation at 220 ×  g  at 4 °C for 5 min. 
Keep the cell pellet on ice.   

   5.    Wash cells once with cold 1× PBS and centrifuge at 220 ×  g  at 
4 °C for 5 min.   

   6.    Resuspend the cell pellet in 300 μL of cold 1× DPBS, mix well, 
and transfer the mixture to a 1.5 mL Eppendorf tube.   

   7.    Fix cells by adding 700 μL of ice-cold 100 % ethanol (stored at 
−20 °C). Mix well by inverting the tube a couple of times.   

   8.    Place the tube in a −20 °C freezer for at least 1 h ( see   Note 9 ).   
   9.    After fi xation, pellet cells at 3,500 rpm in a microfuge at 4 °C 

for 2 min. Wash the pellet twice with 1 mL cold 1× DPBS. 
Resuspend cells completely in the second wash.   

   10.    Add 1 mL ice-cold 0.25 % Triton X-100/PBS to permeabilize 
cells for 15 min on ice.   

   11.    Pellet cells at 3,500 rpm in a microfuge at 4 °C for 3 min. Wash 
the pellet once with 1 mL of 1 % BSA/PBS. Resuspend cells 
completely and then centrifuge at 3,500 rpm in a microfuge at 
4 °C for 3 min.   

   12.    Resuspend the pellet in 100 μL of 1 % BSA/PBS containing 
1:100 dilution of the anti-phospho-histone H3 Ser10 antibody.   

   13.    Incubate for 1–3 h at room temperature with agitation using a 
rocker such that fi xed cells are in suspension during incubation.   

3.3  G2/M 
Checkpoint Assay
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   14.    Pellet cells at 3,500 rpm in a microfuge at room temperature 
for 3 min. Wash the pellet twice with 300 μL of 1 % BSA/
DPBS each time ( see   Note 10 ).   

   15.    Resuspend the pellet in 100 μL of 1 % BSA/DPBS containing 
1:100 dilution of Alexa 488-conjugated goat-anti-rabbit 
antibody.   

   16.    Incubate for 0.5–1 h in the dark or in a rack wrapped with 
aluminum foil at room temperature.   

   17.    Pellet cells at 3,500 rpm in a microfuge at room temperature for 
3 min. Wash the pellet once with 300 μL 1 % BSA/DPBS, fol-
lowed by a one-time wash with 1× DPBS at room temperature.   

   18.    Pellet cells at 3,500 rpm in a microfuge at room temperature 
for 3 min. Resuspend the pellet in 1× DPBS containing prop-
idium iodide (25 μg/mL) and 0.1 mg/mL RNase at 37 °C for 
15 min.   

   19.    Use fl ow cytometry to determine the percentage of cells in M 
phase. The cells can also be stored at 4 °C overnight for analysis 
the next day.    

4       Notes 

     1.    Do not resuspend the cell pellet directly in 70 % ethanol 
because cells will aggregate and make it diffi cult for single-cell 
analysis with fl ow cytometry.   

   2.    Loosen the pellet by fl icking the bottom of the Eppendorf 
tube before adding 4 N HCl.   

   3.    After washing twice with 1× DPBS, the pH value should be 
above pH 6.5 (if pH is lower, repeat incubation with 1× DPBS).   

   4.    For assaying cells that require transfection with plasmids or 
siRNAs, seed cells the day before transfection. Remove 
medium, and replace with medium containing [ 14 C]thymidine. 
Transfect cells with proper transfection methods and incubate 
in medium containing [ 14 C]thymidine for about 24 h.   

   5.    A control plate that is labeled with [ 14 C]thymidine only is used 
for correcting channel crossover. Channel crossover is calcu-
lated using the counts from the control sample containing 
[ 14 C]thymidine only. The ratio of  3 H counts per minute to  14 C 
counts per minute, corrected for those counts per minute that 
are the result of channel crossover, is calculated as a measure of 
DNA synthesis.   

   6.    When splitting cells, prevent cells from becoming too confl u-
ent. Exponentially growing cells respond well to pulse labeling 
with [ 3 H]thymidine treatment in the later step.   

IR-Induced Checkpoint Analysis in Mammalian Cells
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   7.    Medium containing [ 3 H]thymidine needs to be pre-warmed 
at 37 °C.   

   8.    Cells in mitosis are often loosely attached to the plate; thus, it 
is necessary to collect fl oating cells as well. Collect the medium 
and the DPBS used for washing the cells before trypsinization, 
and combine these with the cells trypsinized off the plate.   

   9.    Fixing at −20 °C for 1 h is enough for a successful staining. 
Fixing overnight may result in a failed staining with the 
p-H3Ser10 antibody.   

   10.    Cell pellet is quite loose after this step. Be careful not to dis-
turb the pellet after centrifugation. Use a pipet tip to carefully 
remove the supernatant after wash. Do not use vacuum.         
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    Chapter 16   

 Analyzing DNA Replication Checkpoint in Budding Yeast 

           Nicole     Hustedt     and     Kenji     Shimada    

    Abstract 

   Checkpoints are conserved mechanisms that prevent progression into the next phase of the cell cycle when 
cells are unable to accomplish the previous event properly. Cells also possess a surveillance mechanism 
called the DNA replication checkpoint, which consists of a conserved kinase cascade that is provoked by 
insults that block or slow down replication fork progression. In the budding yeast  Saccharomyces cerevisiae , 
the DNA replication checkpoint controls the timing of S-phase events such as origin fi ring and spindle 
elongation. This checkpoint also upregulates dNTP pools and maintains the replication fork structure in 
order to resume DNA replication after replication block. Many replication checkpoint factors have been 
found to be tumor suppressors, highlighting the importance of this checkpoint pathway in human health. 
Here we describe a series of protocols to analyze the DNA replication checkpoint in  S. cerevisiae .  

  Key words     DNA replication checkpoint  ,   Mec1  ,   Rad53  ,   Kinase assay  ,   Budding yeast  

1       Introduction 

 Cells are constantly exposed to DNA damage. DNA lesions can 
arise from either exogenous (e.g., DNA-damaging drugs) or 
endogenous (e.g., replication forks encountering barriers) agents [ 1 ]. 
To preserve the genetic information, cells have evolved mecha-
nisms called DNA damage checkpoint that senses the damage, 
stops the cell cycle, and induces DNA repair pathways [ 2 ]. 

 Depending on the cell cycle stage in which the damage occurs, 
cells arrest either in G1 (before starting DNA replication) or G2 
(before entering mitosis) stages of the cell cycle. During S phase, 
cells have a mechanism called the DNA replication checkpoint that 
is provoked by the insults that block or slow down replication forks. 

 The checkpoint signaling cascades include the human PI3K- 
like (PIKK) kinases ATM and ATR and their homologs Tel1 and 
Mec1 in budding yeast, respectively (Fig.  1 ) [ 3 ]. ATR and Mec1 
genes are essential for cell viability, although a Mec1 deletion 
mutant can be generated by simultaneously upregulating ribo-
nucleotide reductase (e.g., by deleting the gene encoding the 
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ribonucleotide reductase inhibitor  SML1 ) in budding yeast. 
PIKKs are generally large proteins (about 2,500 amino acids in 
length) with a C-terminal kinase domain fl anked by FRAPP ATM 
TRAPP (FAT) and FAT C-terminal (FATC) domains [ 3 ,  4 ]. 
Other members of this kinase family are mTOR kinases (budding 
yeast Tor1 and Tor2) and the catalytic subunit of DNA-PK [ 3 ].

   While ATM becomes activated in response to DNA double- 
strand breaks (DSBs), ATR can sense a variety of lesions [ 3 ] that 
contain single-stranded DNA (ssDNA) coated by the single-strand 
DNA-binding protein replication protein A (RPA). ATR binds to 
these ssDNA-containing structures via its binding partner ATR- 
interacting protein (ATRIP, or Ddc2 in budding yeast) [ 5 ]. 
Experiments in     Xenopus  egg extracts indicated an additional 
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  Fig. 1    Current model of the replication checkpoint in budding yeast. Ddc1, Dpb11, 
and Dna2 activate Ddc2–Mec1 when it is recruited to stalled replication forks. 
Phosphorylation of the downstream kinase Rad53 requires the checkpoint medi-
ator Mrc1. Sgs1 also aids to activate Rad53. Tel1 can partially substitute for 
Mec1 in the activation of Rad53, as does Rad9 for Mrc1. Active Rad53 leads to 
its autophosphorylation, thus amplifying the checkpoint signal. The replication 
checkpoint suppresses late origin fi ring, inhibits spindle elongation, upregulates 
dNTP pools, and promotes recovery from the fork arrest       
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requirement of double-stranded DNA adjacent to the ssDNA 
stretch for ATR-dependent checkpoint activation [ 6 ]. The Rad17–
RFC2-5 clamp-loading complex (Rad24–Rfc2-5 in budding yeast) 
recognizes such DNA structures and loads the 9-1-1 clamp (the 
Rad9–Rad1–Hus1 complex in  Schizosaccharomyces pombe  and 
metazoans, Rad17–Mec3–Ddc1 in budding yeast) [ 7 ]. Phos-
phorylation of the Rad9 ( Saccharomyces cerevisiae  Ddc1) subunit 
of 9-1-1 recruits TopBP1 ( S. cerevisiae  Dpb11) [ 8 – 10 ]. TopBP1 
can activate ATR–ATRIP ( S. cerevisiae  Mec1–Ddc2) in vitro, and 
mutations that abolish the activation were mapped in both ATR 
and ATRIP [ 11 ]. 

 In  S. cerevisiae , Ddc1 not only recruits the TopBP1 homolog, 
Dpb11, but also enhances Mec1 kinase activity in certain  conditions 
in vitro [ 7 ,  12 ]. A C-terminal unstructured region in both Ddc1 
and Dpb11 was shown to activate Mec1, and it has been suggested 
that the mode of Mec1 activation depends on the cell cycle stage 
[ 12 – 15 ]. Recently, another protein, Dna2, has been reported to 
activate Mec1 specifi cally in S phase [ 16 ] (Fig.  1 ). 

 In the checkpoint cascade, Mec1 activation leads to phosphor-
ylation of the downstream effector kinases Rad53 (human CHK2) 
and Chk1 (human CHK1) in budding yeast (Fig.  1 ) [ 2 ]. While 
Rad53 is commonly referred to as the CHK2 homolog, human 
CHK1 acts as the Rad53 functional homolog in the replication- 
associated checkpoint. Activation of those effector kinases requires 
mediator proteins [ 17 ,  18 ]. In the case of Mec1 activation in bud-
ding yeast, in response to DSBs or DNA adducts such as those 
caused by methyl methanesulfonate (MMS), the checkpoint pro-
tein Rad9 (human 53BP1) recruits Rad53 and facilitates its phos-
phorylation by Mec1 at the site of damage [ 19 – 21 ]. Once Mec1 
has primed Rad53 for activation, Rad9 also provides a scaffold that 
accommodates Rad53 autophosphorylation, which is necessary for 
full Rad53 activation [ 19 ]. In this process, Rad53 becomes heavily 
phosphorylated, and this can be monitored by a band shift on 
Western blots. Alternatively, Rad53 activation can be monitored by 
testing its autophosphorylation capability. Rad9 has little role in 
Rad53 activation in response to fork-stalling agents such as 
hydroxyurea (HU) [ 17 ,  22 ]. Instead, the replication fork compo-
nents Mrc1 and Sgs1 facilitate Rad53 phosphorylation in response 
to HU-induced replication stress [ 23 – 25 ]. Both Mrc1 and Rad9 
enhance enzyme–substrate interaction rather than increasing 
 enzymatic activity of Mec1 [ 20 ,  26 ]. Sgs1 contributes to Rad53 
activation, both by regulating the amount of ssDNA at the fork 
(by reversing fold-back structures and aberrant annealing) and by 
directly binding to Rad53 [ 27 ]. Once activated, the replication 
checkpoint inhibits the fi ring of late origins [ 28 ,  29 ] and maintains 
replication fork integrity by preventing the conversion of forks into 
DSBs and/or by reducing recombination events [ 30 ,  31 ]. This 
checkpoint also upregulates dNTP pools [ 32 ] and suppresses spin-
dle elongation [ 33 ] ( see  also review  34 ). 

Replication Checkpoint Assays in Budding Yeast
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 Besides the downstream kinases Chk1 and Rad53, Mec1/ATR 
phosphorylates multiple targets, many of which are replication 
proteins ( see  review  34 ). Therefore, a Mec1 in vitro kinase assay 
can be used to identify direct targets of Mec1. 

 Here, we describe a series of protocols to monitor replication 
checkpoint activation in  S. cerevisiae . First we describe means to 
monitor the activation of the effector kinase Rad53, and then we 
describe three tractable readouts of the replication checkpoint: cell 
growth on HU (drop assay), recovery from fork arrest (colony- 
forming assay), and spindle elongation in response to HU. Finally, 
we provide a protocol to measure Mec1 kinase activity in vitro.  

2    Materials 

           1.    YPAD medium: 20 g/L Bacto peptone, 10 g/L yeast extract, 
20 g/L dextrose, 25 mg/L adenine-hemisulfate salt. Dissolve 
in ddH 2 O, and autoclave at 120 °C for 15 min.   

   2.    Spectrophotometer to measure optical density (OD 600 ) of yeast 
culture or other cell-counting device.   

   3.    YPAD medium pH 5.0: Adjust YPAD medium to pH 5.0 with 
HCl then autoclave at 120 °C for 15 min.   

   4.    Sterile tubes with air-permeable lids (50 mL) or sterile 
 (autoclaved) Erlenmeyer fl asks (50–100 mL).   

   5.    α-Factor stock solution: 5 mg/mL α-Factor in 10 mM HCl, 
1 mM β-mercaptoethanol, 0.2 mM EDTA. Make aliquots, and 
store at −20 °C.   

   6.    Light microscope with a 20× objective.    
   7.    1.5-mL tubes.   
   8.    70 % ethanol.   
   9.    RNase A solution: 200 μg/mL RNase A, 50 mM Tris–HCl 

pH 7.5.   
   10.    PI solution: 10 μg/mL propidium iodide, 50 mM citrate–ace-

tate pH 7.0.   
   11.    Pulse sonicator (550 Sonic Dismembrator, Fisher Scientifi c).   
   12.    Flow cytometer (e.g., FACSCalibur, Becton Dickinson).      

      1.    Cell culture tools, medium, and equipment as listed in 
Subheading  2.1  ( items 1 – 6 ).   

   2.    15- and 50-mL tubes.   
   3.    Hydroxyurea ( see   Note 1 ).   
   4.    2-mL tubes.   
   5.    Microfuge (4 °C).   
   6.    Solution I: 1.85 M NaOH, 7.4 % (v/v) β-mercaptoethanol 

( see   Note 2 ).   

2.1   α-Factor 
Synchronization 
of Budding Yeast Cells

2.2  Phospho-Shift 
Analysis of Rad53 
Phosphorylation
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   7.    Solution II: 50 % trichloroacetic acid (TCA).   
   8.    Solution III: 80 % (v/v) acetone, 10 % (v/v) methanol, 10 mM 

Tris–HCl pH 7.5.   
   9.    1× NuPAGE LDS sample buffer (Life    Technologies) supple-

mented with 50 mM dithiothreitol (DTT) freshly added 
( see   Note 3 ).   

   10.    Heating block.   
   11.    6 % acrylamide SDS-PAGE gels or commercially available 

 low-percent gradient gels (e.g., NuPAGE 3–8 % Tris–acetate 
protein gels, Life Technologies).   

   12.    SDS-PAGE gel-running apparatus.   
   13.    Protein transfer apparatus.   
   14.    PVDF (polyvinyl difl uoride) or nitrocellulose membrane.   
   15.    TEN + Tween-20 buffer: 50 mM Tris–HCl pH 7.5, 1 mM 

EDTA, 150 mM NaCl, 0.05 % Tween-20.   
   16.    Blocking buffer: TEN + Tween-20 buffer supplemented with 

5 % nonfat dry milk powder (skim milk).   
   17.    Anti-Rad53 antibody (Santa Cruz, sc-6749).   
   18.    Horseradish peroxidase-conjugated secondary antibody.   
   19.    ECL-developing reagent.   
   20.    Films and fi lm-developing system or CCD camera-based detec-

tion system (e.g., ChemiDoc XRS system, Bio-Rad).      

      1.    Cell culture tools, medium, and equipment as listed in 
Subheading  2.1  ( items 1 – 6 ).   

   2.    10 % Acrylamide SDS-PAGE gels.   
   3.    SDS-PAGE gel-running apparatus.   
   4.    PVDF membrane.   
   5.    Protein transfer apparatus.   
   6.    Denaturing buffer: 7 M Guanidine–HCl, 50 mM Tris–HCl 

pH 8.0, 2 mM EDTA, 50 mM DTT ( see   Note 4 ).   
   7.    Tris-buffered saline (TBS): 50 mM Tris–HCl pH 7.5, 150 mM 

NaCl.   
   8.    Renaturing buffer: 10 mM Tris–HCl pH 7.5, 140 mM NaCl, 

2 mM EDTA, 0.04 % w/v Tween-20, 1 % w/v bovine serum 
albumin (BSA), 2 mM DTT ( see   Note 5 ).   

   9.    30 mM Tris–HCl pH 7.5.   
   10.    Kinase buffer: 40 mM HEPES–NaOH pH 8.0, 20 mM MgCl 2 , 

20 mM MnCl 2 , 0.1 mM EGTA, 100 μM sodium orthovana-
date, 1 mM DTT (freshly added from powder or 1 M −20 °C 
frozen stock).   

   11.    γ- 32 P-ATP (370 MBq (10 mCi)/mL).   

2.3  Rad53 
Autophosphorylation 
by In Situ Kinase 
Assay
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   12.    30 mM Tris–HCl pH 7.5, 0.01 % NP-40.   
   13.    1 M KOH.   
   14.    10 % TCA.   
   15.    Plastic wrap (e.g., Saran wrap).   
   16.    Phosphor-imaging system (e.g., Typhoon, GE Healthcare).      

         1.    YPAD plates: 20 g/L Bacto peptone, 10 g/L yeast extract, 
20 g/L dextrose, 25 mg/L adenine-hemisulfate salt, 20 g/L 
Bacto Agar. Suspend in ddH 2 O, and autoclave at 120 °C for 
15 min ( see   Note 6 ). Let it cool down about 50 °C, and pour 
about 20 mL in each petri dish.   

   2.    Cell culture tools, medium, and equipment as listed in 
Subheading  2.1  ( items 1, 2  and  4 ).   

   3.    96-well plates.   
   4.    8-channel pipette.   
   5.    YPAD plates with DNA-damaging reagents: Autoclave YPAD- 

agar, cool down to about 50 °C, and then add DNA-damaging 
agents (HU, MMS, bleomycin, etc.) to the desired concentra-
tion. Pour about 20 mL in each petri dish in the ventilation 
hood.      

      1.    YPAD plates ( see  Subheading  2.4 ,  item 1 ).   
   2.    Cell culture tools, medium, and equipment as listed in 

Subheading  2.1  ( items 1 – 6 ).   
   3.    Hydroxyurea ( see   Note 1 ).      

      1.    YPAD plates ( see  Subheading  2.4 ,  item 1 ).   
   2.    Cell culture tools, medium, and equipment as listed in 

Subheading  2.1  ( items 1 – 6 ).   
   3.    Budding yeast strain expressing the GFP-TUB1 fusion pro-

tein. If not available, wild-type cells can be used ( see   Note 7 ).   
   4.    Hydroxyurea ( see   Note 1 ).   
   5.    20 % Paraformaldehyde solution: Dissolve 5 g of paraformal-

dehyde powder in 15 mL of H 2 O, then add 25 μL of 10 N 
NaOH, and heat at 60 °C until the solution becomes clear. 
Add H 2 O fi lling up to 25 mL, and keep at 4 °C.   

   6.    Phosphate-buffered saline (PBS): 137 mM NaCl, 2.7 mM 
KCl, 8.1 mM Na 2 HPO 4 , 1.1 mM KH 2 PO 4 , pH 7.4.   

   7.    10 % Triton X-100.   
   8.    (Optional) DAPI: 4′,6-Diamidino-2-phenylindole, dihydro-

chloride.   
   9.    Fluorescent microscope and image analysis software (e.g., 

Image J).      

2.4  Testing Cell 
Sensitivity to DNA-
Damaging Agents by 
Drop Assay

2.5  Cell 
Recovery Assay

2.6  Monitoring 
Spindle Elongation
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327

      1.    Cell culture tools, medium, and equipment as listed in 
Subheading  2.4  ( items 1, 2  and  4 ).   

   2.    Budding yeast strain expressing the Ddc2–GFP fusion protein 
( see   Note 8 ).   

   3.    500-mL Erlenmeyer fl ask.   
   4.    PBS: 137 mM NaCl, 2.7 mM KCl, 8.1 mM Na 2 HPO 4 , 1.1 mM 

KH 2 PO 4 , pH 7.4.   
   5.    2-mL screw-cap tubes.   
   6.    Liquid nitrogen.   
   7.    Dynabeads Protein G (Life Technologies).   
   8.    Lysis buffer: 50 mM HEPES–NaOH pH 7.5, 150 mM NaCl, 

2 mM EDTA, 0.5 % (w/v) NP-40, protease inhibitor cocktail 
(complete, Roche).   

   9.    Magnet tube holder (e.g., Dynamag, Life Technologies).   
   10.    Anti-GFP antibody (Roche, 11814460001).   
   11.    0.5-mm Zirconia/silica beads.   
   12.    FastPrep-24 cell disruptor system (MP Biomedicals).   
   13.    25-gauge needles.   
   14.    4× NuPAGE LDS sample buffer (Life Technologies) supple-

mented with 200 mM DTT (freshly added) or equivalent 
4× SDS-PAGE sample buffer ( see   Note 3 ).   

   15.    Heating block.   
   16.    10× Kinase buffer: 200 mM Tris–HCl pH 7.4, 100 mM mag-

nesium acetate, 0.5 % (w/v) Tween-20, 40 mM MnCl 2 , 1 mM 
DTT (freshly added from powder or 1 M −20 °C frozen stock).   

   17.    10 mM adenosine triphosphate (ATP).   
   18.    γ- 32 P-ATP (370 MBq (10 mCi)/mL).   
   19.    Recombinant substrate (e.g., human EIF4EBP1 recombinant 

protein, Abnova, H00001978-P01) ( see   Note 9 ).   
   20.    300 mM caffeine.   
   21.    10 % SDS gels or commercially available gradient gels 

(e.g., 4–12 % Bis/Tris gels, Life Technologies).   
   22.    SDS-PAGE gel-running apparatus.   
   23.    Protein gel dye (e.g., Instantblue, Expedeon).   
   24.    Gel-drying apparatus.   
   25.    Phosphor-imaging system (e.g., Typhoon, GE Healthcare).   
   26.    Protein transfer apparatus.       

2.7  In Vitro Mec1 
Kinase Assay

Replication Checkpoint Assays in Budding Yeast
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3    Methods 

 The activity of the effector kinase Rad53 is commonly used as 
readout of the activation of the replication checkpoint in budding 
yeast. As mentioned in Subheading  1 , once activated, Rad53 
undergoes autophosphorylation and becomes hyperphosphorylated 
(Fig.  1 ). Hyperphosphorylated Rad53 migrates more slowly than its 
less phosphorylated form in SDS-PAGE. In this section, we fi rst 
describe how to synchronize budding yeast cells. We then describe 
two methods to monitor Rad53 activation and two different survival 
assays: drop assay and recovery assay, both of which refl ect the activity 
of the replication checkpoint. In budding yeast, unlike other eukary-
otes, microtubules (spindles) start to elongate in S phase, and the 
replication checkpoint inhibits, once activated, premature spindle 
elongation. We also describe a method to monitor spindle elongation 
in response to HU. Finally, we provide a protocol to test Mec1 kinase 
activity on a recombinant substrate in vitro. 

  We use α-factor to synchronize budding yeast cells in G1 phase. 
Effi cacy of α-factor varies from one batch to the other. To ensure 
effi cacy, every batch of α-factor should be tested to confi rm its 
effect on cell synchronization. In this section, we provide a proto-
col to determine an optimal α-factor concentration. 

      1.    Culture MAT a  yeast cells in 5 mL of YPAD medium overnight.   
   2.    Dilute cells in 30 mL of YPAD (OD 600  ~ 0.2) in a 250-mL 

fl ask, and then culture until an OD 600  of 0.5–0.6 is achieved 
( see   Note 10 ).   

   3.    Centrifuge at 1,500 ×  g  for 3 min at room temperature to col-
lect cells, and resuspend cells in 30 mL of YPAD medium 
pH 5.0 ( see   Note 11 ).   

   4.    Take 1 mL of cell culture for FACS analysis (random culture 
sample). Follow Subheading  3.1.2  for FACS analysis.   

   5.    Distribute 5 mL of cell culture to 50-mL sterile tubes with air- 
permeable lids, and add different amounts of α-factor stock 
solution to each tube (e.g., 5, 2.5, 1, 0.5 μL to achieve fi nal 
concentrations of 5, 2.5. 1, 0.5 μg/mL) ( see   Note 12 ).   

   6.    Culture cells for 90 min at 30 °C.   
   7.    Take 1 mL of each cell culture for FACS analysis ( see  

Subheading  3.1.2 ). Also, monitor cell cycle arrest under the 
microscope ( see   Note 13 ).   

   8.    Centrifuge the cultures at 1,500 ×  g  for 2 min at room tem-
perature, and remove the culture supernatant.   

   9.    Suspend cells with 5 mL of YPAD and then spin at 1,500 ×  g  
for 2 min at room temperature to wash and collect cells.   

3.1   α-Factor 
Synchronization 
of Budding Yeast Cells

3.1.1   α-Factor 
Treatment of Budding 
Yeast Cells
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   10.    Resuspend cells in 5 mL of YPAD and culture at 30 °C.   
   11.    Take 1 mL of each cell culture at 15, 30, 45, and 60 min after 

release for FACS analysis ( see  Subheading  3.1.2 ).      

           1.    Centrifuge cells at 1,500 ×  g  for 2 min at room temperature to 
collect cells in a 1.5-mL tube.   

   2.    Remove the medium from each sample, suspend cells in 500 μL 
of 70 % ethanol, and keep the samples at 4 °C for 30 min. The 
samples can be kept at 4 °C for several days.   

   3.    Spin samples at 8,000 ×  g  for 1 min at room temperature, and 
remove the ethanol.   

   4.    Add 250 μL of RNaseA solution, and incubate at 37 °C for 2 h.   
   5.    Spin samples at 8,000 ×  g  for 1 min, remove supernatant, and 

add 250 μL of PI solution.   
   6.    Pulse sonicate each sample for 1 s ( see   Note 14 ).   
   7.    Dilute the samples by fi ve- to tenfold, 50–100 μL of samples, 

in 500 μL of PI solution, and then analyze the cell-cycle profi le 
by fl ow cytometry ( see   Note 15 ).   

   8.    Determine the optimal α-factor concentration based on cell- 
cycle profi les of synchronized cells and cells released from the 
α-factor arrest ( see   Note 16 ).       

  Rad53 activation can be monitored by its hyperphosphorylation. 
Hyperphosphorylated Rad53 migrates more slowly in an SDS- PAGE 
gel, resulting in a band shift (phospho-shift). This section describes a 
method to detect hyperphosphorylated Rad53 by Western blotting. 

            1.    Streak yeast cells freshly on YPAD plates. Incubate for 1–2 days 
at 30 °C ( see   Note 17 ).   

   2.    Inoculate a colony of yeast into 5 mL YPAD medium in a ster-
ile (autoclaved) Erlenmeyer fl ask (50–100 mL) or into a sterile 
tube with air-permeable lids (50 mL). Shake the culture at 
30 °C overnight.   

   3.    Measure OD 600  after overnight culture, and dilute the culture 
to an OD 600  of 0.3 in 15 mL of YPAD in a sterile (autoclaved) 
Erlenmeyer fl ask (50–100 mL) or a sterile tube with air- 
permeable lid (50 mL); shake culture at 30 °C for about 3 h 
( see   Note 18 ).   

   4.    Measure OD 600 , and transfer a culture volume equivalent to 
15 mL of an OD 600  0.5 culture into a fresh 50-mL tube ( see  
 Note 18 ).   

   5.    Spin at 1,500 ×  g  for 2 min at room temperature.   
   6.    Wash cells once with 15 mL of YPAD.   
   7.    Resuspend in 15 mL of YPAD pH 5.0, and add the appropri-

ate amount of α-factor.   

3.1.2  FACS Analysis 
to Determine an Optimal 
α-Factor Concentration

3.2  Phospho-Shift 
Analysis of Rad53 
Phosphorylation After 
Replication Stress

3.2.1  Synchronization 
and Hydroxyurea 
Treatment of Budding 
Yeast Cells
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   8.    Shake the culture at 30 °C for about 75 min, and check cells 
under the microscope for absence of small buds ( see   Note 13 ).   

   9.    Spin at 1,500 ×  g  for 2 min.   
   10.    Wash cells once with 15 mL of YPAD.   
   11.    Resuspend cells in 15 mL of YPAD supplemented with 0.2 M 

HU or intra-S damage checkpoint can be induced with other 
DNA-damaging drugs such as 0.03 % MMS. Culture cells 
at 30 °C.      

       1.    Take 2 mL of the culture ( see  Subheading  3.2.1 ,  step 11 ) after 
0, 15, 30, 60, and 90 min of HU or MMS treatment into 
2-mL tubes.   

   2.    Spin at max speed in a microfuge for 1 min at 4 °C, remove the 
medium, and add 100 μL of ice-cold solution I.   

   3.    Suspend cells, and keep the samples on ice for 10 min.   
   4.    Add 100 μL of solution II, vortex to mix, and then keep sam-

ples on ice for 10 min. After adding solution II, samples can 
be kept on ice until the end of the time-course experiment 
( see   step 1 ) and processed all together.   

   5.    Spin down samples at max speed for 1 min at 4 °C in a 
microfuge, and remove supernatant.   

   6.    Wash with 500 μL of solution III (do not disturb the pellet).   
   7.    Spin at max speed for 1 min at 4 °C in a microfuge, and remove 

supernatant completely ( see   Note 19 ).   
   8.    Let samples dry at room temperature with the tube lids open.   
   9.    Resuspend samples in 50 μL of 1× NuPAGE sample buffer 

supplemented with 50 mM DTT ( see   Note 3 ).   
   10.    Heat samples at 70 °C for 10 min ( see   Note 3 ).   
   11.    Spin shortly, and store whole samples at −20 °C until SDS- 

PAGE and Western blot analysis. Repeat  step 10  and spin 
shortly just before loading sample on SDS-PAGE.      

      1.    If samples were stored at −20 °C, heat samples at 70 °C for 10 
min again ( see   Note 3 ).   

   2.    Spin down briefl y, load 2.5–5 μL of sample on a 6 % acrylamide 
SDS-PAGE gels, and perform electrophoresis according to 
standard procedures.   

   3.    Transfer proteins to PVDF or nitrocellulose membrane accord-
ing to the instructions for the protein transfer apparatus.   

   4.    Block the membrane by incubating with blocking buffer for 30 
min at room temperature ( see   Note 20 ).   

   5.    Incubate the membrane with blocking buffer supplemented 
with the anti-Rad53 antibody ( see   Note 21 ) at room tempera-
ture for 1 h or at 4 °C overnight.   

3.2.2  Protein Sample 
Preparation by NaOH/
Trichloroacetic Acid 
Precipitation

3.2.3  SDS-PAGE 
and Western Blotting
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   6.    Wash the membrane with TEN-Tween 20 buffer for 10–20 min 
at room temperature at least three times with buffer exchange.   

   7.    Incubate the membrane with blocking buffer containing the 
secondary antibody for 30 min to 1 h at room temperature.   

   8.    Wash the membrane with TEN-Tween 20 buffer for 5–10 min 
at room temperature at least fi ve times with buffer exchange.   

   9.    Detect Western blot signal using ECL-developing reagent on 
either fi lms or a CCD camera-based system (Fig.  2 ).

          Rad53 activation can also be monitored by its autophosphoryla-
tion, which can be detected by an in situ kinase assay (ISA) 
described in this section. This procedure has ben adapted from a 
previously described method [ 22 ].

    1.    Follow all the steps in Subheadings  3.2.1  and  3.2.2 .   
   2.    Load 5–10 μL of sample on 10 % SDS-PAGE gel, and perform 

electrophoresis according to standard procedures.   
   3.    Transfer proteins to PVDF membrane according to the instruc-

tions for the protein transfer apparatus ( see   Note 22 ).   
   4.    Incubate membrane in denaturing buffer for 1 h at room tem-

perature ( see   Note 20 ).   
   5.    Wash membrane twice for 10 min in TBS.   
   6.    Incubate membrane in renaturing buffer at 4 °C overnight. 

Change this buffer more than four times during the incubation.   
   7.    Wash membrane in 30 mM Tris–HCl pH 7.5 for 30–60 min at 

room temperature.   
   8.    Incubate membrane with kinase buffer for 30 min at room 

temperature.   
   9.    Incubate membrane with kinase buffer supplemented with 

0.37 MBq/mL (10 μCi/mL) of [γ- 32 P]ATP for 1 h at room 
temperature (10 mL of kinase buffer is typically used for a 
mini-gel size of PVDF membrane, 10 × 8 cm).   

3.3  Rad53 
Autophosphorylation 
by In Situ Kinase 
Assay (ISA)

0 30 600 30 60 min release into 0.2M HU

wild-type mec1-100

anti-Rad53
Western blot

P-Rad53
Rad53

P-Rad53(active form)
Rad53

32P
Rad53 ISA

0 30 600 30 60

wild-type mec1-100

  Fig. 2    Rad53 phospho-shift and Rad53-ISA. Wild-type and  mec1-100  cells were arrested in G1 phase with 
α-factor and released into YPAD medium supplemented with 0.2 M HU. Samples were taken at indicated time 
points, and proteins were extracted using TCA. Protein samples were subjected to SDS-PAGE and Western blot 
with anti-Rad53 antibody ( left ). An example of Rad53-ISA results is also shown ( right )       
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   10.    Wash membrane with 30 mM Tris–HCl pH 7.5 twice for 10 
min.   

   11.    Wash membrane with 30 mM Tris–HCl pH 7.5 supplemented 
with 0.01 % NP-40 once for 10 min.   

   12.    Wash membrane with 30 mM Tris–HCl pH 7.5 once for 10 
min.   

   13.    Wash membrane with 1 M KOH once for 10 min.   
   14.    Rinse membrane with ddH 2 O.   
   15.    Wash membrane with 10 % TCA once for 10 min.   
   16.    Rinse membrane with ddH 2 O, and wrap it in plastic wrap.   
   17.    Expose the membrane to a Phosphorimager screen overnight, 

and detect radioactivity by a phosphor-imaging system 
( see   Note 23  and Fig.  2 ).    

        1.    Streak yeast cells fresh on YPAD plates. Incubate for 1–2 days 
at 30 °C ( see   Note 17 ).   

   2.    Inoculate a colony of yeast into 5 mL of YPAD in a sterile 
(autoclaved) Erlenmeyer fl ask (50–100 mL) or a sterile tube 
with air-permeable lids (50 mL); shake the culture at 30 °C 
overnight.   

   3.    Measure OD 600  after overnight culture, and dilute all cultures to 
the same OD 600  or cell number (e.g., OD 600  1.0) ( see   Note 10 ).   

   4.    Prepare a tenfold serial dilution in a 96-well plate: Add 100 μL 
of cell density-adjusted cultures (e.g., OD 600  1.0) in the wells 
of the fi rst column. Then, using an 8-channel pipette, add 
90 μL of water in the wells of the second through the sixth 
columns (each column has 8 wells).   

   5.    Using an 8-channel pipette, add 10 μL of cultures from the 
fi rst column into the wells of the second column, and mix cells 
by pipetting up and down several times.   

   6.    Repeat  step 5  until the sixth column (10 μL from the second 
to third, 10 μL from the third to fourth, and so on).   

   7.    YPAD control plates and YPAD plates with DNA-damaging 
agent should be prepared the day before, and the surface 
should be free of water droplets. If you have water droplets, let 
plates dry in a fume hood or a laminar fl ow hood.   

   8.    Drop 2–3 μL of the serially diluted cultures column by column 
on the YPAD plates using an 8-channel pipette ( see   Note 24 ). 
Finally, every row on the plate will show a tenfold serial dilu-
tion of cells of one strain.   

   9.    Incubate plates at 30 °C for 2–3 days, and take pictures of the 
plates after incubation (Fig.  3a ) ( see   Note 25 ).

3.4  Drop Assay 
to Test Cellular 
Sensitivity 
to DNA- 
Damaging Agents

Nicole Hustedt and Kenji Shimada



333

              1.    Follow Subheading  3.2.1  for synchronization and hydroxyurea 
treatment of budding yeast cells.   

   2.    Determine cell density by a cell-counting device (can be done 
while cells are still in α-factor arrest).   

   3.    Make dilutions of cells at 1 × 10 3  cells/mL, and plate 100–200 
cells (100–200 μL) on three YPAD plates for each strain after 
0, 2, 4, and 6 h of hydroxyurea treatment ( see   Note 26 ).   

   4.    Incubate plates at 30 °C for 2–3 days before counting 
colonies.   

   5.    Calculate average colony number of the three plates of each 
strain and each time point.   

   6.    Calculate percentages of cell survival based on 0-h time point 
for each strain (Fig.  3b ) ( see   Note 27 ).      

      1.    Grow GFP-TUB1-expressing cells ( see   Note 7 ) to exponential 
phase, and treat cells with α-factor to induce G1 arrest in 
~40 mL of YPAD ( see  Subheading  3.2.1  for details).   

   2.    Take 1 mL of exponentially growing cells and α-factor-arrested 
cells for FACS analysis ( see  Subheading  3.1.2 ).   

   3.    Release cells in ~40 mL of YPAD containing 0.2 M HU 
( see  Subheading  3.2.1  for details).   

3.5  Cell Recovery 
Assay from HU 
Treatment

3.6  Monitoring 
Spindle Elongation

wild-type

mec1-100

YPAD (control)

+50 mM HU

wild-type

mec1-100

a
wild-type

mec1-100

co
lo
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  Fig. 3    HU sensitivity assays of budding yeast cells. ( a ) For drop assays, tenfold 
serial dilutions of wild-type and  mec1-100  cells were spotted and grown on 
YPAD-agar medium containing 0 (control) or 50 mM HU ( see  text for details). 
Pictures were taken after 2 days of incubation at 30 °C. ( b ) For cell recovery 
assays, wild-type and  mec1-100  cells were arrested in G1 phase with α-factor 
and released into YPAD medium containing 0.2 M HU. Samples were taken at 0, 
2, 4, and 6 h after release from the α-factor arrest and subjected to colony-
forming assay. Plating effi ciency of each strain was normalized to samples at 
time 0 h. Error bar represents standard deviation of three independent experi-
ments. Drop assay represents tolerance/outgrowth of cells on replication stress, 
whereas recovery assay refl ects the replication fork stability/restart. The DNA 
replication checkpoint is important for both aspects       
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   4.    Take 5 mL of culture at 0, 1, 2, 3, 4, and 5 h after release from 
α-factor, and fi x cells with 1 % paraformaldehyde (0.25 mL of 
20 % paraformaldehyde solution) for 5 min at room tempera-
ture. Take also 1 mL of culture for FACS analysis at each 
time point to determine whether DNA synthesis is inhibited 
( see  Subheading  3.1.2 ).   

   5.    Spin fi xed samples at 1,500 ×  g  for 5 min at room temperature, 
and then remove the culture medium.   

   6.    Add 5 mL of ice-cold PBS to wash the samples, and spin at 
1,500 ×  g  for 5 min at room temperature. Repeat this step once 
more.   

   7.    (Optional) DAPI staining: Resuspend cells in 100 μL of PBS 
supplemented with 0.1 % Triton and 1 μg/mL DAPI and trans-
fer to a 1.5-mL tube. Incubate for 5 min at room temperature, 
and then spin at 6,000 ×  g  for 1 min at room temperature.   

   8.    Resuspend cells in 100 μL of PBS, and keep the samples at 
4 °C until analysis with a fl uorescent microscope.   

   9.    Take pictures with a fl uorescent microscope, and measure the 
spindle length (Fig.  4 ) ( see   Note 28 ).

         Immunoprecipitated Mec1–Ddc2 complex can be used to monitor 
its kinase activity on recombinant substrates. This protocol was 
adapted from a previously described assay [ 27 ]. 

3.7  In Vitro Mec1 
Kinase Assay

  Fig. 4    Spindle elongation in checkpoint-defi cient cells in response to HU. Wild-
type and  rad53-11  cells were synchronized in G1 and released into S phase in 
YPAD medium supplemented with 0.2 M HU. Samples were taken after 4 h for 
immunofl uorescence using TAT-1 that reacts with α-tubulin. DNA was counter-
stained with DAPI. Scale bar, 5 μm. Checkpoint-defi cient  rad53-11  cells exhibit an 
elongated spindle, while wild-type cells retain a short spindle       

 

Nicole Hustedt and Kenji Shimada



335

       1.    Streak yeast cells fresh on YPAD plates. Incubate overnight at 
30 °C.   

   2.    Inoculate a colony of Ddc2–GFP-expressing cells ( see   Note 8 ) 
into 5 mL YPAD in a sterile (autoclaved) Erlenmeyer fl ask 
(50–100 mL) or a sterile tube with air-permeable lid (50 mL); 
shake the culture at 30 °C overnight.   

   3.    Measure OD 600  of overnight culture, and dilute to an OD 600  of 
0.3 in 100 mL of YPAD in sterile (autoclaved) Erlenmeyer 
fl asks (500 mL); shake the culture at 30 °C for about 2–3 h ( see  
 Note 10 ).   

   4.    Measure OD 600 , and harvest cells equivalent to 100 mL of an 
OD 600  0.5/mL culture (50 ODs, about 7 × 10 8  cells) by cen-
trifugation at 1,500 ×  g  for 2 min at room temperature.   

   5.    Resuspend cell pellets in 1 mL cold PBS, and transfer cells to 
2-mL screw-cap tubes.   

   6.    Spin at max speed in a microfuge for 1 min at 4 °C.   
   7.    Remove supernatant. At this stage the cell pellet can be frozen 

in liquid nitrogen and stored at −80 °C.      

       1.    Transfer 50 μL of Dynabeads Protein G slurry per sample into 
a fresh 1.5-mL tube.   

   2.    Wash beads twice with lysis buffer using a magnet tube holder. 
If necessary, centrifuge tubes only briefl y.   

   3.    Resuspend beads in 50 μL (original bead slurry volume) of 
lysis buffer, and add 5 μg of the anti-GFP antibody.   

   4.    Incubate for 1 h at room temperature with rotation. In the 
meantime, extracts can be prepared ( see  Subheading  3.7.3 ).   

   5.    Using a magnet tube holder, collect beads, remove superna-
tant, and wash beads twice with lysis buffer.   

   6.    Wash beads once with lysis buffer supplemented with protease 
inhibitor cocktail.      

         1.    Resuspend the cell pellets (prepared in Subheading  3.7.1 ) in 
200 μL ice-cold lysis buffer supplemented with protease inhib-
itor cocktail. Perform all the subsequent steps on ice.   

   2.    Add ~200 μL of zirconia/silica beads.   
   3.    Break cells using a FastPrep-24 system ( see   Note 29 ).   
   4.    To separate zirconia/silica beads from crude cell extracts, make 

a hole at the tube bottom using a 25-gauge needle and assem-
ble the tube onto a second tube. Spin at 1,500 ×  g  for 2 min at 
4 °C, and collect the extracts in the second tube ( see  N ote 30 ).   

   5.    Transfer the crude extracts to a fresh 1.5-mL tube, and clarify 
the cell extract by spinning at max speed in a microfuge for 10 
min at 4 °C.   

   6.    Transfer the cleared supernatant into a fresh 1.5-mL tube.   

3.7.1  Harvesting Cells

3.7.2  Anti-GFP Bead 
Preparation

3.7.3  Cell Extract 
Preparation
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   7.    Take 5 μL of cleared lysate (input sample), dilute into 40 μL 
lysis buffer, and add 15 μL 4× NuPAGE sample buffer supple-
mented with 50 mM DTT or equivalent. Heat sample for 10 
min at 70 °C ( see   Note 3 ).      

        1.    Using a magnet tube holder, remove the supernatant from the anti-
GFP antibody-coupled magnetic beads ( see  Subheading  3.7.2 ), 
and directly add 200 μL of cleared lysates ( see  Subheading  3.7.3 , 
 step 6 ).   

   2.    Incubate for 1 h at 4 °C with rotation.   
   3.    Using a magnet tube holder, wash the immunoprecipitated 

beads three times for 10 min with lysis buffer supplemented 
with protease inhibitor cocktail.   

   4.    Rinse beads two times with 1× kinase buffer.   
   5.    Resuspend beads in 60 μL of 1× kinase buffer, and keep them 

on ice.      

      1.    Prepare 5× master reaction mix (4 μL per reaction) containing 
5× ATP (250 μM), 5× recombinant substrate (200 ng/μL), 
and 5× [γ-32P]ATP (9.25 kBq/μL = 0.25 μCi/μL) in 
1× kinase buffer.   

   2.    Prepare a dilution series of kinase: Add 3.5, 7, and 14 μL of the 
immunoprecipitated kinase sample (prepared in Subheading 
 3.7.4 ,  step 5 ) to new tubes. Prepare the last one in duplicate: 
in one of these two tubes add 1.8 μL of caffeine stock solution 
for “plus caffeine” as a Mec1 inhibited control.   

   3.    Add 1× kinase buffer to all samples fi lling up to 16 μL.   
   4.    Add 4 μL of 5× master reaction mix, and then incubate for 30 

min at 30 °C with gentle agitation.   
   5.    Stop the reaction by adding 6 μL of 4× NuPAGE sample buf-

fer supplemented with 200 mM DTT. Heat the sample for 
10 min at 70 °C ( see   Note 3 ).   

   6.    Load 10 μL of each sample on an SDS-PAGE gel, and follow 
standard SDS-PAGE procedures.   

   7.    Stain the gel with protein gel stain according to the manufac-
turer’s instructions, and check for equal amounts of substrate.   

   8.    Dry the gel with a gel drying apparatus and expose to a phos-
phorimager screen to monitor the  32 P incorporation into the 
substrate (Fig.  5 ).

       9.    Denature by heating the residual immunoprecipitated kinase-
bead sample (IP,  see  Subheading  3.7.4 ,  step 5 ) with NuPAGE 
sample buffer for 10 min at 70 °C ( see   Note 3 ). Check 
the  successful immunoprecipitation by Western blot of input 
( see  Subheading  3.7.3 ,  step 7 ) and IP sample.        

3.7.4  Immuno-
precipitation

3.7.5  Kinase Assay
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4    Notes 

     1.    Hydroxyurea is hygroscopic and decomposes in the presence 
of moisture. Let vessel equilibrate to room temperature before 
opening. Weigh the amount needed, and dissolve directly in 
the culture medium.   

   2.    Prepare solution I fresh before each experiment and keep it 
on ice.   

   3.    We normally use 1×  (or 4×) NuPAGE LDS sample buffer. 
However, regular 1×  (or 4×) SDS-PAGE sample buffer (for 1×: 
50 mM Tris–HCl pH 6.8, 10 % glycerol, 2 % SDS, 1 % 
β-mercaptoethanol, 0.01 % bromophenol blue) can also be used. 
Heat samples at 70 °C for 10 min with 1× NuPAGE LDS sample 
buffer or at 95 °C for 5 min with 1× SDS-PAGE sample buffer.   

   4.    Weigh guanidine-HCl and dissolve directly in the buffer. Add 
DTT freshly from powder or from 1 M stock solution stored 
at −20 °C.   

   5.    Weigh BSA and dissolve directly in the buffer. Add DTT freshly 
from powder or from 1 M stock solution stored at −20 °C.   

   6.    Agar completely dissolves only during autoclaving.   
   7.    The localization of the GFP-TUB1 fusion protein can be 

monitored by fl uorescent microscopy described in this pro-
tocol. GFP-TUB1 yeast strain can be obtained from Life 
Technologies or upon request [ 35 ]. When using wild-type 

caffeine - - - +

Mec1-Ddc2 IP

32P Coomassie
staining 

substrate
(Sgs1-404-604)

antibody
(H-chain)

- - - +

  Fig. 5    In vitro Mec1 kinase assay. Cells expressing Ddc2–GFP were subjected to 
immunoprecipitation using the anti-GFP antibody. Immunoprecipitated Mec1–
Ddc2–GFP complexes were transferred into kinase buffer, and kinase reactions 
were performed in twofold dilution series ( see  text for details). As a control, a 
reaction with the highest amount of Mec1–Ddc2–GFP was treated with 30 mM 
caffeine (Mec1 inhibitor). An Sgs1 peptide (amino acid 404–604) was used as a 
substrate [ 27 ]. Reactions were subjected to SDS-PAGE and Coomassie Brilliant 
Blue staining ( right ) and  32 P detection by a phosphorimager ( left )       
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cells, immunofl uorescence with anti-TAT-1 antibody (anti-α 
Tubulin, Sigma 00020911) needs to be performed.   

   8.    The budding yeast  DDC2–GFP  strain is available from Life 
Technologies or upon request.   

   9.    We also use an Sgs1 peptide (amino-acid 404–604) as a Mec1 
substrate [ 27 ].   

   10.    Photometric measurements of OD 600  are usually not linear at 
higher values. Overnight cultures should be diluted in such a 
way that the measured OD 600  is below 1. The actual OD 600  can 
be calculated as indicated below:

  
Actual OD Measured OD

Final volume of diluted culture
Volume of

= ×
undiiluted culture used for dilution       

   11.    α-Factor arrest is more effi cient in YPAD pH 5.0 than in stan-
dard YPAD because the secreted protease Bar1, which cleaves 
α-factor, is less active in low pH conditions.   

   12.    To increase the effi ciency of α-factor arrest, Bar1-defi cient cells 
can be used. In this case, α-factor can be used at a 50–100 
times lower concentration.   

   13.    In budding yeast bud growth is coupled to cell cycle progres-
sion. G1-arrested cells should not contain small buds. Cells 
should be unbudded or arrested as two equal-sized cells that 
are attached together.   

   14.    Output 1 using a 550 Sonic Dismembrator.   
   15.    We use FACSCalibur. More information for fl ow cytometry 

conditions at   http://www.bdbiosciences.com/instruments/
facscalibur/    .   

   16.    After 90 min of α-factor treatment, cells should be arrested in 
G1. G1-arrested cells should not show small buds as can be seen 
by microscopic analysis. S or G2 populations should not be 
detected by fl ow cytometry. At 30–45 min after release from the 
α-factor arrest, the culture should be highly enriched with S-phase 
cells. At 60 min after the release, cells should reach G2 phase.   

   17.    When using a temperature-sensitive strain, grow cells at 23 °C 
here and during the rest of cell culture steps in Subheading  3.2.1  
before shifting up the temperature and inactivating a gene 
product.   

   18.    An OD 600  of 0.7 corresponds to roughly 1 × 10 7  cells/mL. 
Therefore, a 15 mL culture of OD 600  0.3 (4.5 ODs) and 0.5 
(7.5 ODs) roughly corresponds to 6 × 10 8  and 1 × 10 8  cells, 
respectively.   

   19.    If necessary, spin down once more in order to remove super-
natant completely.   

Nicole Hustedt and Kenji Shimada
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   20.    Submerge membrane in 10–20 mL buffer for each step, and 
gently agitate at room temperature unless otherwise 
indicated.   

   21.    If the anti-Rad53 antibody is not available, use a strain that is 
engineered to express tagged Rad53 (e.g., Rad53-GFP is avail-
able from Life Technologies and Rad53-13myc is available 
upon request) [ 24 ]. Antibodies against those tags are available 
from various commercial sources.   

   22.    A wet Transfer system is preferred in order to obtain consistent 
protein-transfer effi ciency. It should also be considered to use 
slightly elevated amperage than usual to ensure most effi cient 
transfer. We use 400–500 mA for this assay instead of the usual 
200 mA.   

   23.    Alternatively an X-ray fi lm can be used to detect radioactive 
signals with a standard fi lm developer.   

   24.    Alternatively, a stamping device, such as a 48-pin replicator, 
can be used.   

   25.    The drop assay scores the tolerance of cells typically on low dose 
of replication stress or DNA-damaging agents. In contrast, 
the cell recovery assay described in Subheading  3.5  refl ects cell 
ability to restart and stabilize stalled replication forks.   

   26.    Cell numbers refer to wild-type strains. Mutant strains might 
be more sensitive to DNA-damaging agents. In this case a 
higher number of cells can be plated.   

   27.    Percentage of colony formation (plating effi ciency) can be nor-
malized to wild-type colony formation unit.   

   28.    Checkpoint-defi cient cells exhibit elongated mitotic spindles, 
which are typically more than 5 μm in length, while checkpoint- 
profi cient cells keep the short spindle (<2 μm) (Fig.  4 ).   

   29.    For Fast Prep-24, use the following settings: level 6.5, 60 s, 
three times with 5-min cooling on ice in between beating steps.   

   30.    At this step the silica beads should stay in the 2-mL screw-cap 
tube. For collection of cells, FACS sample tubes (e.g., 
Semadeni, 3190; 10 mm × 54 mm length) or normal 1.5-mL 
tubes can be used depending on the size of the centrifuge used 
for collection.         
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    Chapter 17   

 Analyzing Cell Cycle-Dependent Degradation 
and Ubiquitination in Budding Yeast 

           Dong-Hwan     Kim     and     Deanna     M.     Koepp      

  Abstract 

   Cell cycle progression is tightly regulated to prevent uncontrolled growth and division. Specifi c cell cycle 
factors are responsible for driving the cell from one cell cycle stage to the next. Many of these proteins are 
targeted for degradation by the ubiquitin proteasome system when their function is no longer required or 
may disrupt cell cycle progression. Here we describe a series of experiments used to study the ubiquitin- 
mediated degradation of cell cycle proteins. This collection of assays may be used to determine the 
requirement for individual proteins in the degradation and ubiquitination of cell cycle proteins in 
 Saccharomyces cerevisiae .  

  Key words     Ubiquitin  ,   Proteasome  ,   Cell cycle  ,   Protein stability assay  ,   Degradation  ,   Proteolysis  

1      Introduction 

 When cells grow and divide, they follow a defi ned series of events. 
Specifi c cell cycle factors are responsible for driving the cell from 
one stage to the next. The activities of these factors are tightly 
regulated to prevent uncontrolled growth and division; many of 
these factors are controlled by ubiquitin-dependent proteolysis. 
For example, G1 and mitotic cyclins are regulated by proteolysis 
and disruption of their respective proteolytic pathways has dele-
terious ramifi cations for the cell, including defects in chromosome 
segregation [ 1 – 3 ]. Other cell cycle factors, including cyclin- 
dependent kinase inhibitors [ 4 – 6 ], transcription factors [ 7 ,  8 ], and 
phosphatases [ 9 ], are also regulated by ubiquitin-dependent 
proteolysis. In all cases, absence of this ubiquitination leads to 
defective cell growth and division. Thus, regulated proteolysis of 
cell cycle factors has emerged as an important mechanism to con-
trol cell division. 

 A major mechanism of regulated proteolysis inside the cell is 
through polyubiquitination. The formation of ubiquitin conjugates 
requires the activity of three enzymes [ 10 ]. An ubiquitin- activating 
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enzyme (E1) covalently attaches to the small polypeptide ubiquitin 
[ 11 ] and transfers it to an E2 or a ubiquitin-conjugating enzyme. 
The E2 transfers ubiquitin to a lysine residue in the substrate pro-
tein, often with a third enzyme, the ubiquitin ligase (E3). Multiple 
rounds of this cycle lead to polyubiquitination of the substrate pro-
tein [ 10 ,  12 ]. The primary means of specifi city in this process is 
provided by the E3 ubiquitin ligase. As such, they are prime targets 
for regulation. Multiple ubiquitin ligases have roles in regulating 
cell cycle transitions. Two of the most signifi cant ubiquitin ligases 
that function in cell cycle progression are the SCF family and the 
anaphase-promoting complex/cyclosome (APC/C) (reviewed in 
ref.  13 ). Several SCF complexes have been shown to function in 
the ubiquitination of cell cycle factors in G1 and S phase, while the 
APC/C has been implicated in the ubiquitination of mitotic and 
early G1 factors [ 14 – 25 ]. 

 To be recognized and destroyed by the 26S proteasome, a pro-
tein must be modifi ed with a chain of at least four ubiquitins [ 26 ]. 
Ubiquitin receptor proteins recognize ubiquitin chains and target 
the modifi ed protein to the regulatory subunit of the 26S protea-
some (reviewed in [ 27 ]). At the proteasome, ubiquitin chains are 
trimmed and cleaved by the action of de-ubiquitination enzymes. 
Then, the substrate protein is unfolded to enter the central core of 
the proteasome, which is composed of proteases that sever peptide 
bonds [ 27 ,  28 ]. The substrate protein is digested to short stretches 
of amino acids and released from the proteasome; these short pep-
tides are eventually cleaved to free amino acids by isopeptidases in 
the cytosol [ 27 ,  29 ]. 

 In this chapter, we describe a collection of experiments that we 
have used to investigate cell cycle proteins targeted for ubiquitina-
tion and degradation in  Saccharomyces cerevisiae . These experi-
ments include assays examining protein turnover, the isolation of 
proteins modifi ed by ubiquitin, and generating an in vitro ubiqui-
tination system.  

2    Materials 

      1.    YPD medium: 20 g/L Peptone, 10 g/L yeast extract, 20 g/L 
glucose.   

   2.    Hemacytometer.   
   3.    Cell cycle arrest agent: For G1: 5 mg/mL Alpha factor dissolved 

in water and stored at −20 °C ( see   Note 1 ). For early S: 1 M 
Hydroxyurea (HU) dissolved in water and used fresh. For 
G2/M: 5 mg/mL Nocodazole dissolved in DMSO and stored 
at 4 °C.   

   4.    Cycloheximide: 100 mg/mL Dissolved in DMSO and stored 
at 4 °C.   

2.1  Protein 
Stability Assays
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   5.    15 mL Conical tubes.   
   6.    20 % Trichloroacetic acid (TCA) solution, stored at 4 °C.   
   7.    2.0 mL Screw-cap tubes (cap with O-ring).   
   8.    0.5 mm Glass beads.   
   9.    5× SDS-PAGE sample buffer: 60 mM Tris–HCl pH 6.8, 25 % 

glycerol, 2 % SDS, 5 % beta-mercaptoethanol, 0.1 % bromo-
phenol blue.   

   10.    1 M Tris base: Dissolved in water and stored at room 
temperature.   

   11.    RC DC Protein Assay kit (Bio-Rad).   
   12.    Nitrocellulose or PVDF membrane for Western blotting.   
   13.    PBST buffer, pH 7.4: 137 mM NaCl, 2.7 mM KCl, 10 mM 

Na 2 HPO 4 , 2 mM KH 2 PO 4 , 0.1 % Tween-20.   
   14.    Anti-HA antibody (Covance) and anti-Pgk1 antibody (Abcam).      

      1.    50 mM MG132 proteasome inhibitor: Dissolved in DMSO 
and stored at −20 °C.   

   2.    50 mL conical tubes.   
   3.    RIPA lysis buffer: 1 % Triton X-100, 0.1 % SDS, 0.5 % deoxy-

cholic acid, 20 mM Tris–HCl pH 7.5, 10 % glycerol.   
   4.    Protease inhibitor cocktail (Hoffmann-La Roche): One tablet 

dissolved in 2.0 mL water and stored at −20 °C. Use this 
solution as 25×.   

   5.    2.0 mL Screw-cap tubes (cap with O-ring).   
   6.    0.5 mm Glass beads.   
   7.    25 gauge Needle.   
   8.    5 mL Centrifuge tubes.   
   9.    Bio-Rad Protein Assay Reagent (Bio-Rad).   
   10.    Anti-HA antibody (HA.11 monoclonal, Covance).   
   11.    Protein A/G agarose.   
   12.    5× SDS-PAGE sample buffer: 60 mM Tris–HCl pH 6.8, 25 % 

glycerol, 2 % SDS, 5 % beta-mercaptoethanol, 0.1 % bromo-
phenol blue.   

   13.    Nitrocellulose or PVDF membrane for Western blotting.   
   14.    Anti-ubiquitin antibody (PD41 monoclonal, Covance).      

      1.    4 L Culture fl ask.   
   2.    YPD medium: 20 g/L Peptone, 10 g/L yeast extract, 20 g/L 

glucose.   
   3.    500 mL Centrifuge bottles.   
   4.    Predigestion buffer: 100 mM Tris–HCl pH 9.2, 10 mM DTT.   

2.2  Immuno-
precipitation 
of Ubiquitin-
Conjugated Proteins

2.3  In Vitro 
Ubiquitination Assays
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   5.    50 mL Conical tubes.   
   6.    Digestion buffer: 1 M Sorbitol, 50 mM Tris–HCl pH 7.5, 

50 mM MgCl 2 , 50 mM CaCl 2 .   
   7.    Zymolyase 20T.   
   8.    1 and 2 M sorbitol solutions.   
   9.    Yeast extraction buffer    (YEB): 125 mM Potassium acetate, 

30 mM HEPES–KOH pH 7.2, 3 mM EDTA, 3 mM EGTA, 
2 mM DTT.   

   10.    Mortar and pestle.   
   11.    Liquid nitrogen.   
   12.    Ultracentrifuge.   
   13.    Ultracentrifuge tubes.   
   14.    Bio-Gel P-6 DG desalting gel and empty columns (Bio-Rad): 

Soak Bio-Gel in sterile water overnight prior to use.   
   15.    Desalting buffer: 50 mM Tris–HCl pH 7.5, 50 mM KCl, 

0.5 mM DTT.   
   16.    DEAE Sephacel (GE Healthcare Life Sciences).   
   17.    Elution buffer: 50 mM Tris–HCl pH 7.5, 250 mM KCl, 

0.5 mM DTT.   
   18.    Bio-Rad Protein Assay Reagent (Bio-Rad).   
   19.    Centricon concentrators (Millipore).   
   20.    Recombinant GST-Cdc6 substrate protein, purifi ed from 

insect cells using a baculovirus system ( see   Note 2 ).   
   21.    Recombinant ubiquitin (Sigma-Aldrich): Resuspended in 

water and stored at −80 °C.   
   22.    Recombinant E1 and E2 enzymes (Boston Biochem).   
   23.    10 mM ATP.   
   24.    10× Energy mix (10× EM): 10 mM ATP, 350 mM creatine 

phosphate, 20 mM HEPES–KOH, pH 7.2, 10 mM magne-
sium acetate, 500 μg/mL creatine kinase.   

   25.    5× SDS-PAGE sample buffer: 60 mM Tris–HCl pH 6.8, 25 % 
glycerol, 2 % SDS, 5 % beta-mercaptoethanol, 0.1 % bromo-
phenol blue.   

   26.    Nitrocellulose or PVDF membrane for Western blotting.   
   27.    Anti-GST antibody (Santa Cruz).       

3    Methods 

 Many proteins required for cell cycle progression are targeted for 
degradation at specifi c times in the cell cycle, presumably to prevent 
activity at sensitive times during cell division. Other proteins are 
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unstable throughout the cell cycle, but the rate of degradation 
fl uctuates with cell cycle stage. For example, the ATPase Cdc6, 
which is required to load the MCM replicative helicase complex 
onto replication origins [ 30 ,  31 ], exhibits a markedly shorter 
half- life during the G1-to-S phase transition than during other 
parts of the cell cycle [ 32 ]. 

 In this section, we describe the use of protein stability assays to 
evaluate whether a protein is degraded in a cell cycle-dependent 
manner. Observing protein turnover requires examining a 
 population of protein that cannot be replenished by new synthesis. 
A simple approach to accomplish this is to treat cells with the 
translation inhibitor cycloheximide. Because cycloheximide will 
inhibit all protein synthesis and cell cycle progression, when exam-
ining the effect of cell cycle dependence on protein stability, cell 
cycle synchronization must be performed prior to the addition of 
the drug so that any inherent differences in cell cycle distribution 
in the strains do not affect the interpretation of the results. 

 Figure  1  exhibits the turnover of the Cdc6 protein during G1 
phase in wild-type cells as well as in a strain in which the catalytic 
cysteine in the  TOM1  gene is defective ( tom1 C3235A ). Tom1 is a 
HECT domain ubiquitin ligase [ 33 ]. As shown, Cdc6 turnover is 
inhibited in the  tom1 C3235A  cells in this assay. Pgk1 is a stable 
protein that is used as a loading control. These results indicate that 
the catalytic function of Tom1 is important for the normal degra-
dation of Cdc6. As Tom1 functions as an E3 ubiquitin ligase, these 
results suggest that Tom1 may be responsible for the ubiquitin- 
mediated degradation of Cdc6 in G1.

         1.    Inoculate 5 mL YPD with  S. cerevisiae  cells. Grow overnight at 
30 °C with rotation or shaking.   

   2.    Prepare a 1:20 dilution of culture (50 μL in 950 μL water), 
and use 10 μL of dilution to count cells in a hemacytometer.   

   3.    Adjust cell density to 5 × 10 6  cells/mL in 25 mL of YPD. 
Incubate at 30 °C with shaking for 2–4 h until cell density 
reaches 1–2 × 10 7  cells/mL.   

3.1  Protein 
Stability Assays

  Fig. 1    The catalytic activity of the Tom1 E3 ubiquitin ligase is required for Cdc6 
turnover. Wild-type and  tom1C3235A  strains arrested with alpha factor were used 
in protein stability assays. Samples were collected at indicated times after cyclo-
heximide (CHX) addition. Pgk1 was used as a loading control. Modifi ed from [ 34 ]       
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   4.    Perform cell cycle arrest as desired ( see   Note 3 ).   
   5.    Add cycloheximide to the culture at a fi nal concentration of 

100 μg/mL. Immediately take out 5 mL aliquot for the fi rst 
time point and transfer to a 15 mL conical tube.   

   6.    Pellet cells for 2 min at 3,220 ×  g . Aspirate supernatant, and 
store cells on ice ( see   Note 4 ).   

   7.    Continue to take aliquots for each desired time point, and 
 pellet as described in  step 6 .   

   8.    Add 2 mL of 20 % TCA to each pellet, vortex to resuspend the 
cells, and then pellet cells as described in  step 6 .   

   9.    Aspirate supernatant, and resuspend pellet in 50 μL of 20 % TCA.   
   10.    Transfer suspension to 2 mL screw-cap tubes with attached 

cap. Add 50 μL of glass beads, and vortex for 3–4 min at 4 °C 
( see   Note 5 ).   

   11.    Pellet at 835 ×  g  for    10 min in a microfuge ( see   Note 6 ). 
Aspirate supernatant.   

   12.    Add 50 μL sterile water, 20 μL 5× SDS sample buffer, and 
30 μL 1 M Tris base to the pellet, and resuspend by vortexing. 
If the color of suspension is orange or yellow, continue to add 
water, 5× SDS sample buffer, and Tris base in the same propor-
tions until suspension turns blue or purple.   

   13.    Heat samples at 95 °C for 5 min, and then spin samples for 
2 min at 835 ×  g  in a microfuge.   

   14.    Use RC DC Protein Assay kit to determine protein concentra-
tion of samples ( see   Note 7 ).   

   15.    Load equal protein amounts for each sample on a 10 % SDS- 
PAGE gel.   

   16.    Transfer proteins to nitrocellulose or PVDF membrane for 
Western blotting.   

   17.    Perform Western blotting ( see   Note 8 ). Anti-Pgk1 antibodies 
are used to determine if equal protein was loaded in each sam-
ple. After probing with the antibody for the protein of interest, 
the blot may be re-probed with the anti-Pgk1 antibodies or the 
blot may be cut if the protein of interest is of signifi cantly 
different size than Pgk1.      

   To determine if a ubiquitin ligase is required for the ubiquitination 
of a cell cycle protein, the generation of ubiquitin conjugates estab-
lished in vivo or in vitro can be examined. The next two methods 
in this chapter outline approaches to examine in vivo or in vitro 
ubiquitination of a substrate protein. 

 The advantage of examining in vivo conjugates is that they are 
physiological and are not the result of a promiscuous ligase in an 
in vitro reaction. However, these conjugates are often very labile 

3.2  Immuno-
precipitation 
of Ubiquitin-
Conjugated Proteins
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and diffi cult to detect. To maximize the recovery of ubiquitinated 
proteins, cells are treated with the proteasome inhibitor MG132 
and immunoprecipitation is used. Because ubiquitin conjugates are 
a heterogeneous mix of long and short chains, the ubiquitinated 
species are typically observed as a smear in the gel lane. As shown 
in Fig.  2 , the presence of Cdc6 ubiquitin conjugates (or smear) is 
enhanced in the wild-type strain when MG132 is added. In 
 contrast, substantially fewer Cdc6 ubiquitin conjugates are isolated 
from cells lacking the  TOM1  gene ( tom1 Δ), even though MG132 
was added to the cells. These results indicate that Tom1 is required 
for the effi cient formation of ubiquitin conjugates on Cdc6.

     1.    Prepare a log-phase culture of  S. cerevisiae  cells as described in 
Subheading  3.1 .   

   2.    Add MG132 to a fi nal concentration of 50 μM, and incubate 
for 2 h ( see   Note 9 ).   

   3.    Collect cells in a 50 mL conical tube, and spin for 2 min at 
3,220 ×  g .   

   4.    Aspirate supernatant, and resuspend cells in 250 μL of RIPA 
lysis buffer containing 1× protease inhibitor cocktail. Transfer 
cell suspension to 2 mL screw-cap tubes.   

   5.    Add 50 μL of glass beads, and vortex for 40 min at 4 °C.   
   6.    Puncture a hole in the bottom of the tube with a 25 gauge 

hot needle.   
   7.    Place the tube in a 5 mL centrifuge tube, and spin at 200 ×  g  

for 1 min at 4 °C to collect the cell lysate in the 5 mL centri-
fuge tube.   

   8.    Transfer the cell lysate in the 5 mL tube to a new microcentri-
fuge tube.   

  Fig. 2    Cdc6 ubiquitination is dependent on Tom1. Wild-type and  tom1 Δ strains 
were arrested with 200 mM hydroxyurea for 3 h and treated with DMSO (−) or 
20 mM MG132 (+) for 5 h. Cdc6 protein was immunoprecipitated and visualized 
by immunoblot assays with anti-HA antibodies. The  asterisks  indicate nonspe-
cifi c bands       
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   9.    Spin samples at top speed in a microfuge for 15 min at 4 °C.   
   10.    Transfer supernatant to a new microcentrifuge tube.   
   11.    Determine the protein concentration using Bio-Rad protein 

assay.   
   12.    Set up new microfuge tubes with 1–2 mg total protein. Adjust 

the volumes to equal concentration using RIPA lysis buffer 
with 1× protease inhibitor cocktail.   

   13.    Add 1 μL of antibody against a protein of interest (e.g., anti-
 HA antibody for immunoprecipitation of HA-tagged Cdc6). 
Incubate with rotation at 4 °C overnight.   

   14.    Add 20 μL of protein A/G agarose (previously washed with 10 
volumes of lysis buffer plus protease inhibitors), and rotate at 
4 °C for 1–2 h.   

   15.    Pellet beads by spinning at 2,138 ×  g  for 30 s in a microfuge. 
Aspirate supernatant, and wash three times with equal volume 
of lysis buffer containing protease inhibitors ( see   Note 10 ).   

   16.    Resuspend beads in 20 μL of lysis buffer containing protease 
inhibitors, and add 5 μL of 5× SDS-PAGE sample buffer. 
Incubate samples at 95 °C for 5 min.   

   17.    Load equal volumes for each sample on a 10 % SDS-PAGE gel.   
   18.    Transfer proteins to nitrocellulose or PVDF membrane for 

Western blotting.   
   19.    Perform Western blotting using anti-Ubiquitin antibody at 

1:1,000 dilution ( see   Note 8 ).    

     Another approach to determine whether a ubiquitin ligase is 
required for the formation of ubiquitin conjugates on a substrate 
protein is to use an in vitro ubiquitination assay. This approach 
requires signifi cant amounts of substrate protein, E1 and E2 
enzymes, as well as ubiquitin. Thus, it is best to have access to 
recombinant protein or the ability to generate recombinant pro-
tein, particularly for the substrate protein. E1 and E2 enzymes, as 
well as ubiquitin, are commercially available. These proteins are 
mixed together with fractionated yeast extracts, which serve as the 
source for E3 enzymes, and ATP to promote the formation of 
ubiquitin conjugates on the substrate protein. With budding yeast, 
it is possible to make extracts from ubiquitin ligase mutants to 
determine if the ligase is important for the formation of ubiquitin 
conjugates on the substrate. As shown in Fig.  3 , ubiquitin conju-
gates are observed on Cdc6 when wild-type cell extract is mixed 
with all reagents but reduced in the absence of E1 and E2. In con-
trast, Cdc6 ubiquitin conjugates are reduced in  tom1 Δ extracts, 
despite the addition of E1 and E2.

   A primary advantage of the in vitro system is that the ubiq-
uitination reaction can be modifi ed by changes in incubation 

3.3  In Vitro 
Ubiquitination Assays
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time, temperature, or amount of yeast extract to give the maximal 
ubiquitin conjugates on the substrate protein. The protocol given 
below outlines a standard assay that can be easily modifi ed for spe-
cifi c situations.

    1.    Prepare 2 L culture of  S. cerevisiae  cells. Inoculate 50 mL YPD 
with  S. cerevisiae  cells and grow overnight at 30 °C. When cell 
density reaches O.D. 600  of at least 1.0, add the culture to 2 L 
of YPD and continue to grow until O.D. 600  reaches 1.0.   

   2.    Collect cells in 500 mL centrifuge bottles, and pellet cells at 
3,800 ×  g  at 4 °C for 5 min.   

   3.    Decant supernatant. Wash cells twice with 100 mL sterile 
water. Vortex to resuspend, and pellet cells as in  step 2 .   

   4.    Decant supernatant. Resuspend the pellet in 50 mL of predi-
gestion buffer and transfer to a conical tube. Incubate at room 
temperature for 15 min with rocking.   

   5.    Pellet cells by spinning for 2 min at 3,220 ×  g  and wash with an 
equal volume of sterile water. Vortex to resuspend, and pellet 
cells as before.   

   6.    Aspirate supernatant. Determine the weight of cells using an 
empty tube to tare the balance.   

   7.    Resuspend cells in 50 mL of digestion buffer, and add 1 g of 
Zymolyase 20T per gram of cells. Vortex to mix, and incubate 
with rocking at room temperature for 30–45 min.   

  Fig. 3    In vitro ubiquitination of Cdc6. GST-Cdc6 protein expressed from 
baculovirus- infected insect cells was purifi ed using glutathione-sepharose 4B 
beads. GST-Cdc6 protein was incubated with ubiquitin, E1, E2, ATP, an ATP 
regeneration system (Energy Mix), and fractionated yeast extracts purifi ed from 
wild type or  tom1 Δ at 30 °C for 45 min. Samples were run on 6 % SDS-PAGE 
and immunoblotted with anti-GST antibodies       
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   8.    Pellet cells as in  step 5 , and aspirate supernatant. Wash cells 
with 500 mL 1 M sorbitol and pellet as before.   

   9.    Decant supernatant, and resuspend cells in 20 mL 1 M sorbi-
tol. Gently layer the cell suspension onto a 400 mL cushion of 
2 M sorbitol in a centrifuge bottle.   

   10.    Spin cells through the sorbitol cushion for 5 min at 3,800 ×  g  
at 4 °C. Gently decant supernatant, and resuspend cells in 1 
pellet volume of cold YEB (prepare only the volume that is 
needed, DTT added fresh each time).   

   11.    Cool mortar and pestle with liquid nitrogen. Add liquid nitro-
gen half way to the top of mortar. Add cell suspension drop by 
drop to the liquid nitrogen. As liquid nitrogen evaporates, tap 
cell pellets to break and grind into powder. Add liquid nitro-
gen periodically to keep cold. Continue until all of the cell 
suspension has been ground into a powder.   

   12.    Use a plastic spoon to transfer powder to a conical tube, and 
store at −80 °C.   

   13.    Thaw cell lysate powder in ice bath.   
   14.    Transfer lysate to ultracentrifuge tubes and spin at 541,000 ×  g  

at 4 °C for 30 min.   
   15.    Transfer supernatant to a fresh tube.   
   16.    Desalt on a Bio-Gel P-6DG desalting column. To prepare a 

column, soak Bio-Gel in sterile water overnight. Transfer three 
sample volumes of Bio-Gel to an empty column (e.g., if you 
have 10 mL cell lysate, load 30 mL Bio-Gel on column). Allow 
Bio-Gel to settle by gravity. Equilibrate column with 10 bed 
volumes of YEB. Load lysate onto the column.   

   17.    Elute with 3 sample volumes of desalting buffer (prepare only 
the volume that is needed, DTT added fresh each time). 
Collect the last 2.5 volumes.   

   18.    Centrifuge lysate at 11,000 ×  g  at 4 °C for 30 min.   
   19.    Transfer supernatant to a fresh tube ( see   Note 11 ).   
   20.    Fractionate lysate on DEAE column. Prepare column by load-

ing suffi cient volume of DEAE Sephacel onto an empty col-
umn to give a 5 mL bed volume. Allow beads to settle by 
gravity. Equilibrate the column with 50 mL of desalting 
buffer.   

   21.    Elute with four applications of 5 mL elution buffer. Collect 
each elution volume in a separate tube.   

   22.    Measure protein concentration of each elution volume using 
Bio-Rad protein assay.   

   23.    Combine elutions with maximum protein concentrations, and 
concentrate samples to 10–40 mg/mL using Centricon con-
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centrators. Concentrated extracts may be fl ash frozen in liquid 
nitrogen and stored at −80 °C.   

   24.    Prepare ubiquitination reactions by mixing 40 μg GST-Cdc6 
(substrate protein) with 50 μg ubiquitin, 12 ng E1, 1.5 μg E2, 
10 mM ATP, 1× EM, and 50 μg fractionated yeast extract. Use 
sterile water to bring the reaction volume to 20 μL. Incubate 
reactions at 30 °C for 45 min.   

   25.    Add 5 μL of 5× SDS-PAGE sample buffer   . Incubate samples at 
95 °C for 5 min.   

   26.    Load equal volumes for each sample on 10 % SDS-PAGE gel.   
   27.    Transfer proteins to nitrocellulose or PVDF membrane for 

Western blotting.   
   28.    Perform Western blotting using anti-GST antibody at 1:1,000 

dilution ( see   Note 8 ).       

4    Notes 

     1.    If using a large amount of alpha factor, it is often more eco-
nomical to have it synthesized by a peptide synthesis company.   

   2.    We used GST-Cdc6 expressed and purifi ed from insect cells 
using glutathione-Sepharose (GE Healthcare Life Sciences). 
Protein still bound to beads was added directly to ubiquitina-
tion reactions to reduce loss of the recombinant protein that 
may happen with elution. Insect cell expression systems have 
the advantage that posttranslational modifi cations, which may 
be necessary for ubiquitination, are often conserved.   

   3.    Cell cycle arrests are performed as follows: (a) Alpha factor (if 
the strain is not defective for the  BAR1  gene): Transfer cells to 
YPD pH 3.9 medium, add 40 μL of 5 mg/mL alpha factor per 
10 mL of culture, and after 1 h, add an additional 20 μL of 
alpha factor every 30 min until 90 % of cells exhibit shmoo 
morphology. Most strains reach this stage in 2–3 h. If the strain 
is defective for  BAR1 , regular YPD may be used and a fi nal 
concentration of 5 μM alpha factor is suffi cient to arrest 90 % 
of cells in 2–3 h. Strains must be mating type  a  for alpha factor 
arrest. (b) HU: Add HU to culture to give a fi nal concentra-
tion of 200 mM. Incubate for 2–3 h until 90 % of cells are 
budded. (c) Nocodazole: Add nocodazole to culture to give a 
fi nal concentration of 15 μg/mL. Incubate for 2–3 h until 
90 % of cells are large budded. If necessary, a brief sonication 
pulse (2 s, 20 % output) can break up clumps of cells without 
lysing them to distinguish buds.   

   4.    Flash freezing cell aliquots in liquid nitrogen and storing them 
at −80 °C prior to TCA precipitation can reduce nonspecifi c 
protein degradation.   
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   5.    To measure glass beads, we use a cutoff microfuge tube 
attached to a Pasteur pipet.   

   6.    Separating the glass beads from the lysate by poking a hole in 
the bottom of the lysis tube with a hot needle and performing 
a 1-min spin at 200 ×  g  prior to the 10-min centrifugation of 
the lysed cells prevents accidental pipetting of glass beads in 
later steps ( see  Subheading  3.2 ,  steps 6 – 8 ).   

   7.    We use the manufacturer’s directions for micro samples, but 
use only 5 μL of the protein sample instead of 25 μL.   

   8.    We block the membrane in PBST + 5 % nonfat dry milk for 
20 min at room temperature prior to incubating with primary 
antibody (e.g., anti-HA at 1:1,000 dilution) in PBST + 5 % 
milk overnight at 4 °C. Wash membrane at least three times in 
PBST for 20–30 min each time. Secondary antibody incuba-
tion (e.g., HRP-conjugated anti-mouse at 1:5,000) in 
PBST + 5 % milk is for 1 h at room temperature followed by 
washing in PBST as after primary antibody.   

   9.    MG132 inhibition works best in strains bearing deletions of 
the  RPN4  and  PDR5  genes to reduce new proteasome synthe-
sis and export of the drug from the cells. Deletion strains are 
available from ATCC, Invitrogen, Open Biosystems, and 
EUROSCARF.   

   10.    It is important to remove as much supernatant as possible 
without losing beads. We use a 0.25 mm diameter gel-loading 
tip attached to an aspirator. These tips can be inserted into the 
bead pellet without losing signifi cant volume.   

   11.    Crude yeast extracts may be concentrated and used in ubiqui-
tination assays in Subheading  3.3 ,  step 25 , although a protea-
some inhibitor such as MG132 should be added to these 
assays.         
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    Chapter 18   

 Imaging Analysis of Cell Cycle-Dependent Degradation 
of Cdt1 in Mammalian Cells 

           Yasushi     Shiomi    ,     Naohiro     Suenaga    ,     Miyuki     Tanaka    , 
    Akiyo     Hayashi    , and     Hideo     Nishitani     

   Abstract 

   Numerous cell cycle-regulating proteins are controlled by protein degradation. Recent work shows that 
ubiquitination-dependent proteolysis plays an important role in once-per-cell cycle control of DNA 
replication. Cdt1 is a licensing factor essential for assembling the pre-replicative complex on replication 
origins. Cdt1 is present in G1 phase, but after S phase ubiquitin-mediated proteolysis maintains Cdt1 at 
low levels. This is important to prevent the re-replication of chromosomal DNA. The cell cycle-dependent 
degradation of Cdt1 can be monitored by dual staining of the cell nuclei with antibodies against Cdt1- and 
S/G2-phase marker proteins, such as cyclin A or geminin.  

  Key words     Ubiquitin  ,   Proteolysis  ,   DNA replication licensing  ,   Cdt1  ,   Cyclin A  ,   Geminin  , 
  CRL4 Cdt2   ,   SCF Skp2   

1       Introduction 

 Periodic activation of cyclin-dependent kinases (CDKs) globally 
regulates the process by which chromosome duplication and subse-
quent sister-chromatid separation are faithfully performed during the 
cell cycle [ 1 ]. This regulation is achieved by controlling protein 
levels; inactivation of CDKs is accomplished by proteolysis of cyclin 
proteins in a ubiquitination-mediated process. Similarly, many cell 
cycle-regulating proteins are controlled by protein degradation 
during the cell cycle, ensuring that cellular events are spatially and 
temporarily coordinated [ 2 ,  3 ]. DNA replication is one of the major 
events in the cell cycle. To maintain genome integrity, chromo-
somal DNA must be correctly replicated in S phase, before entering 
mitosis. Furthermore, a control called  DNA replication licensing  
ensures that no segment of DNA undergoes replication more than 
once in the same cycle [ 4 – 6 ]. Much work has been done to under-
stand the replication licensing, and recent work demonstrates that 
ubiquitination-mediated proteolysis plays an essential role in this 
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control. Cdt1 is one of the licensing factors, and its tight control is 
critical for once-per-cell cycle control of DNA replication. Cdt1 is 
present in G1 phase but is absent from the S phase to the G2/M 
phases because ubiquitin-mediated proteolysis regulates Cdt1 lev-
els during the cell cycle (Fig.  1 ) [ 7 ]. In addition, Cdt1 is inactivated 
by binding to its inhibitor, geminin [ 8 ,  9 ].

   Replication origins, bound by the origin recognition complex 
(ORC), are licensed for replication by assembly of the pre- 
replicative complex (pre-RC) at the end of mitosis and in the early 
G1 phase before S-CDK is activated. To assemble the pre-RC, 
Cdc6 and Cdt1 associate with ORC and then assist chromatin 
loading of the MCM2-7 complex [ 4 – 6 ]. MCM2-7 is a DNA heli-
case; however, it is inactive in G1 phase. Activation of pre-RC by 
the protein kinases S-CDK and DDK (Dbf4-dependent protein 
kinase) leads to origin fi ring and initiation of DNA replication. At 
this point, other essential replication factors, such as Cdc45 and 
GINS, associate with MCM2-7 to form an active helicase complex. 
This complex, which is termed the CMG complex, travels along 
the DNA at the head of the replication fork [ 10 ,  11 ]. At the same 
time, the origin shifts to a post-replicative state and cannot be 
licensed again owing to Cdt1 proteolysis after the onset of S phase. 
Even if Cdt1 is still present, geminin is able to inhibit Cdt1 [ 8 ,  9 ]. 
Thus, even a single origin is not reused in the same cycle. 

 In ubiquitin–proteasome-mediated proteolysis, the target 
proteins are polyubiquitinated by the repeated action of the group 
of enzymes E1, E2, and E3. E1 is a ubiquitin-activating enzyme 
and transfers ubiquitin to a ubiquitin-conjugating enzyme, E2. 

  Fig. 1    Cdt1 expression during the cell cycle. Synchronized culture of HeLa cells 
was prepared after double-thymidine block. Cells in early S phase (0 h) were 
released and sampled every 2 or 3 h for Western blotting. Cdt1 levels increase as 
cells progress into G1 phase; levels then decrease as cells enter S phase (about 
22 h after release). In contrast, cyclin A and geminin are present during S and 
G2/M phases but are targeted for degradation during M to G1 phases by APC/C. 
Orc2 is present throughout the cell cycle and can be used as a loading control. 
Adapted from Nishitani et al. [ 7 ] with permission       
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Ubiquitin is then transferred to the target protein from the E2 
ubiquitin conjugate in a reaction mediated by a substrate- 
recognizing E3 ubiquitin ligase. E3 is important for the timely and 
rapid degradation of target proteins. Two major multicomplex E3 
ubiquitin ligases that function during the cell cycle have been iden-
tifi ed [ 2 ,  3 ]. The fi rst is anaphase-promoting complex/cyclosome 
(APC/C), operating from M phase to G1 phase. This E3 is 
required for the metaphase-to-anaphase transition to degrade 
securin and cyclin B. The other is the SCF ubiquitin ligase, which 
is composed of Skp1, cullin 1 (Cul1), Rbx1, and the variable F-box 
subunit. SCF is also called cullin-ring ligase 1 (CRL1). Cul1 is a 
scaffold protein that assembles the complex; the F-box protein is a 
substrate-recognizing subunit; and Skp1 is an adaptor protein con-
necting Cul1 and F-box protein. Rbx1 transfers ubiquitin from E2 
to the substrate. The best known SCF is SCF Skp2 , which regulates 
the G1/S transition by targeting the CDK inhibitor p27 for 
 degradation, leading to the activation of S-CDK. p27 is phosphor-
ylated on T187 by cyclin E/Cdk2 and recognized by Skp2, a phos-
phodegron-recognizing subunit of SCF Skp2  [ 2 ,  3 ,  12 ,  13 ]. 

 SCF Skp2  also targets Cdt1 for degradation. Concomitant with 
the onset of S phase, cyclin A/Cdk2 is activated and phosphory-
lates Cdt1 on T29. This phosphorylation creates a binding site, 
namely, a phosphodegron, for SCF Skp2 , which polyubiquitinates 
Cdt1 [ 14 – 16 ]. In addition, Cdt1 is redundantly targeted by 
another E3 ubiquitin ligase, CRL4 Cdt2 , during S phase [ 17 – 21 ]. 
CRL4 Cdt2  is composed of the scaffold protein Cul4, the adaptor 
protein DDB1, Rbx1, and the substrate receptor Cdt2. CRL4 Cdt2  
ubiquitinates Cdt1 when Cdt1 associates with proliferating cell 
nuclear antigen (PCNA) on the chromatin. PCNA is a sliding 
clamp, originally identifi ed as an accessory factor for DNA poly-
merase δ [ 22 ]. When DNA replication is initiated, PCNA is loaded 
on chromatin and functions as a scaffold for many proteins involved 
in chromosome duplication [ 23 ]. Most of these proteins contain 
PCNA interaction protein motifs (PIP boxes), which directly bind 
to PCNA. Cdt1 also has a PIP box at the N-terminus. In addition, 
Cdt1 has a basic amino acid at a position 4 downstream from the 
PIP box, PIP-x-x-x-B. Both the PIP box and the basic amino acid 
are essential for degradation of Cdt1, and the motif (PIP-x-x-x-B) 
is called PIP degron [ 24 ,  25 ]. Cdt2 is a WD40 repeat-containing 
protein, which is thought to recognize the specialized protein 
domain that is created by binding between the PIP degron of Cdt1 
and PCNA. While the PCNA-mediated Cdt1 degradation by 
CRL4 Cdt2  is conserved from yeast cells to mammalian cells, the 
SCF Skp2 -dependent ubiquitination of Cdt1 appears to be specifi c to 
mammalian cells. This means that Cdt1 degradation is regulated 
redundantly in mammalian cells. Thus, only when both SCF Skp2  
and CRL4 Cdt2  are knocked down does Cdt1 protein become stable 
in mammalian cells [ 20 ]. After DNA replication is completed and 
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CDK is inactivated by degradation of cyclins during mitosis, ubiq-
uitination activity on Cdt1 is turned off and Cdt1 levels again 
increase (Fig.  1 ). 

 In this chapter, we describe an immunostaining method needed 
to analyze the level of Cdt1 in asynchronous mammalian cell culture. 
Cdt1 is a nuclear protein that is present only in G1-phase cells. In 
contrast, S and G2 cells can be identifi ed by staining with antibodies 
against cyclin A or geminin, which are also nuclear protein and 
present from the beginning of S phase until early M phase but are 
absent in late M phase and in G1 phase owing to APC/C-mediated 
proteolysis (Fig.  1 ). Dual staining with Cdt1 and cyclin A or gemi-
nin provides a simple method for analyzing a cell cycle-dependent 
degradation of Cdt1 [ 7 ,  20 ] (Fig.  2 ).

2        Materials 

     1.    35-mm Culture dish.   
   2.    Glass cover slip, sterilized by baking in an oven at 180 °C for 

2 h ( see   Note 1 ).   
   3.    HeLa cells: Cultured in Dulbecco’s modifi ed Eagle’s medium 

with 10 % fetal bovine serum supplemented with 100 units/mL 

  Fig. 2    Dual staining of asynchronous HeLa culture with antibodies against Cdt1 and cyclin A or geminin. ( a ) Both 
Cdt1 and cyclin A are localized in the nucleus, but they are present in different populations of cells. Cdt1 is 
detected in G1-phase cells but is absent in S–G2 (and early M) cells. Cyclin A is detected in the opposite man-
ner. The cell labeled with an  arrow  is a mitotic cell. ( b ) Dual staining of Cdt1 and geminin       
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of penicillin and 0.1 mg/mL of streptomycin in a 5 % CO 2  
atmosphere at 37 °C.   

   4.    Phosphate-buffered saline (PBS): Dissolve 8 g of NaCl, 0.2 g 
of KCl, 1.44 g of Na 2 HPO 4 , and 0.24 g of KH 2 PO 4  in 800 mL 
of H 2 O. Adjust the pH to 7.4 with 1 N HCl. Add H 2 O to 1 L.   

   5.    4 % Paraformaldehyde (PFA) ( see   Note 2 ): Dissolve 4 g PFA in 
about 90 mL PBS in a Pyrex or other appropriate containers 
with a stir bar. Heat to 60 °C, and add fi rst 1 N and then 0.1 N 
NaOH dropwise until the solution becomes clear ( see   Note 3 ). 
Cool to room temperature. Adjust the pH to 7.4 with 0.1 N 
NaOH or 0.1 N HCl depending on the pH of the solution, 
and adjust the volume to 100 mL with PBS. Commercially 
available 4 % PFA phosphate buffer solution also works well.   

   6.    PBS containing 0.25 % Triton X-100.   
   7.    Pipette tip (200 μL) box with an empty tip holder ( see   Note 4 ): 

Used as a coverslip holder.   
   8.    Blocking buffer: 3 % bovine serum albumin, 0.2 % Tween 20, 

and 0.02 % NaN 3  in PBS.   
   9.    Primary antibodies and solution: Anti-Cdt1 antibody (rabbit, 

 see   Note 5 ), anti-cyclin A antibody (mouse, Thermo Scientifi c, 
Ab-6), and anti-geminin antibody (goat, Santa Cruz 
Biotechnology, N-19). Dilute anti-Cdt1 antibody at 1:200, 
anti-cyclin A antibody at 1:100, and anti-geminin antibody at 
1:100 in blocking buffer.   

   10.    Secondary antibodies and solution: For dual staining of Cdt1 
and cyclin A: Alexa488-conjugated goat anti-mouse antibody 
and Alexa594-conjugated goat anti-rabbit antibody are diluted 
at 1:400 in blocking buffer. For dual staining of Cdt1 and 
geminin: Alexa488-conjugated donkey anti-goat antibody and 
Cy3-conjugated sheep anti-rabbit antibody are diluted at 
1:400 in blocking buffer.   

   11.    Hoechst solution: Stock solution (5–10 mg/mL Hoechst33258), 
dilute at 1 μg/mL in PBS for use.   

   12.    Mounting medium: Vectashield Mounting Medium (VECTOR 
Laboratories) or equivalent.   

   13.    Nail polish.   
   14.    Fluorescence microscope.      

3     Methods 

 Cdt1 is present throughout G1 phase; however, after the onset of 
S phase, Cdt1 is targeted for degradation by two independent E3 
ubiquitin ligases in mammalian cells. The PIP box-dependent 
ubiquitination of Cdt1 by CRL4 Cdt2  is mediated by chromatin- bound 
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PCNA. Because PCNA is unloaded from chromatin in G2 phase, 
CRL4 Cdt2  operates only during S phase. In contrast, because cyclin 
A is present from G1/S phase to early M phase, SCF Skp2 - mediated 
degradation of Cdt1 operates for a longer period during the cell 
cycle. This implies that Cdt1 is degraded and not detected in cyclin 
A-expressing cells. Thus, when asynchronous cells are dually 
stained with antibodies for Cdt1 and cyclin A, both of which are 
nuclear proteins, they are detected in a mutually exclusive manner. 
Cells that are Cdt1 positive but cyclin A negative are identifi ed as 
G1 cells, whereas cyclin A-positive but Cdt1-negative cells are 
identifi ed as S-phase or G2/M-phase cells. This method provides a 
simple way to show Cdt1 degradation in a single cell during a cell 
cycle. In addition to cyclin A, the Cdt1 inhibitor geminin can be 
used as an S–G2/M-phase marker [ 7 ], because its levels are also 
controlled by APC/C, like cyclin A, in a cell cycle-dependent man-
ner (Fig.  1 ). The combination of Cdt1 and cyclin A or geminin can 
also be used as a marker to follow the cell cycle position and was 
successfully used to develop a live imaging method, fl uorescence 
ubiquitination cell cycle indicator (FUCCI), of the cell cycle by 
establishing a cell culture expressing mKO (Kusabira Orange)-
tagged Cdt1 and GFP-tagged geminin [ 26 ].

    1.    Using sterile forceps, place    a glass cover slip in a 35-mm tissue 
culture dish.   

   2.    Plate the cell suspension into the dish (1–2 × 10 5  HeLa cells in 
a 35-mm dish in a medium volume of 2 mL), let the cells adhere 
to the glass surface, and incubate for 1–2 days ( see   Note 6 ).   

   3.    Remove the medium by aspiration, and wash the cover slip 
twice with PBS in the culture dish ( see   Note 7 ). All the steps 
hereafter are performed at room temperature unless otherwise 
indicated.   

   4.    Fix cells in 4 % PFA solution for 10 min ( see   Note 7 ).   
   5.    Wash the cover slip twice with PBS for 5 min each.   
   6.    Permeabilize cells with PBS containing 0.25 % Triton X-100 

for 2–3 min.   
   7.    Wash cells three times with PBS for 5 min each.   
   8.    Remove the cover slip from the dish ( see   Note 8 ), and place it 

on a pipette tip holder ( see   Note 9 ) with cell side up. Gently 
add 100 μL of blocking buffer to the 18 × 18 mm cover slip, 
and incubate for 1 h.   

   9.    Remove blocking buffer ( see   Note 10 ).   
   10.    Gently add 100 μL of primary antibody solution to the cover 

slip, and incubate for 1 h.   
   11.    Wash three times for 5 min each with PBS ( see   Note 11 ). After 

the fi nal wash, drain off the buffer ( see   Note 10 ).   
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   12.    Gently add 100 μL of secondary antibody solution, and 
incubate for 1 h ( see   Note 12 ).   

   13.    Remove the secondary antibody solution.   
   14.    (Optional) Add 100 μL of Hoechst 33258 solution (1 μg/mL), 

and incubate the cover slip for 5 min to stain DNA.   
   15.    Wash three times for 5 min each with PBS, drain off buffer 

from the cover slip, and let it air-dry briefl y.   
   16.    Drop a mounting medium (approximately 5 μL) on a micro-

scope slide, and place the cover slip on the mounting medium 
with the cell side down.   

   17.    Seal cover slip with clear nail polish to prevent drying out and 
movement under microscope.   

   18.    Store in the dark at 4 °C.    

4       Notes 

     1.    There are different sizes of cover slips. Either round 
(10–20 mm diameter) or square (18 × 18 mm) cover slips can 
be used. The thickness of cover slips is usually 0.12–0.17 mm. 
The steam autoclave is not suitable, because cover slips get 
stuck together.   

   2.    PFA is very toxic. Work in the fume hood when preparing the 
solution. Do not inhale. Wear gloves.   

   3.    Keep the solution at 60 °C in a water bath and be patient until 
the solution becomes clear.   

   4.    Many tip manufacturers sell pipette tip refi ll systems. In these 
systems, the tip holder can be separated from the tip box. Flip 
the tip holder, and place it upside down on the tip box. We use 
this tip holder as a coverslip holder.   

   5.    This antibody has been reported previously [ 7 ].   
   6.    Let cells adhere to the cover slip at least for 20–24 h in a CO 2  

incubator at an appropriate temperature, normally at 37 °C. 
Proper cell density is also critical for immunostaining. When 
cells are plated at a high density, cell proliferation may be 
compromised.   

   7.    Washing and fi xation of cells on the cover slip are performed in 
the culture dish by aspirating buffers from the dish and/or 
fl ooding the dish with solutions. Use caution when adding the 
solution. Flood slowly from the edge of the dish using a wide- 
mouth pipette. Do not add solution directly on the cells. For 
washing cells on a cover slip in a culture dish, put the dish on 
a shaker and gently shake. Keep the lid of the culture dish for the 
washing from  step 11 .   
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   8.    Remove the cover slip from the dish using fi ne-tipped forceps, 
and drain off the buffer by touching the edge of the cover slip 
on a paper towel.   

   9.    We use a pipette tip rack as a coverslip holder. To keep the 
cover slips from drying up, put water in the bottom of the tip 
box and put the lid on.   

   10.    Drain off the buffer by touching the edge of the cover slip on 
a paper towel.   

   11.    Put the cover slips back into the lid of the culture dish for 
washing.   

   12.    Be careful to use the right combination of secondary antibodies.         
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    Chapter 19   

 PCNA-Dependent Ubiquitination of Cdt1 and p21 
in Mammalian Cells 

           Akiyo     Hayashi    ,     Naohiro     Suenaga    ,     Yasushi     Shiomi    , and     Hideo     Nishitani    

    Abstract 

   PCNA is a DNA clamp, acting on chromatin as a platform for various proteins involved in many aspects of 
DNA replication-linked processes. Most of these proteins have the PCNA-interaction protein motif (PIP 
box) that associates with PCNA. Recent works show that PCNA plays an important role as a matchmaker, 
connecting PCNA-interacting proteins to the ubiquitin ligase CRL4 Cdt2  for their degradation. Proteins 
degraded by CRL4 Cdt2  include Cdt1, p21, and Set8 in mammalian cells. These CRL4 Cdt2  substrates have a 
PIP degron that consists of the canonical PIP-box sequence and additional conserved amino acids required 
for ubiquitination. The degradation of these proteins is triggered when PCNA is loaded onto chromatin 
at the onset of S phase, and this process is important to prevent re-replication of DNA. These CRL4 Cdt2  
substrates are also degraded through the same mechanism in response to DNA damage. In this chapter, 
we describe several approaches to investigate how PIP degron-containing proteins are degraded in a 
PCNA-dependent manner.  

  Key words     Ubiquitin  ,   Proteolysis  ,   DNA replication  ,   Chromatin  ,   CRL4 Cdt2   ,   PCNA  ,   PIP degron  , 
  Cdt1  ,   p21  

1      Introduction 

 Proper progression of the cell cycle is driven by a controlled degra-
dation of cell cycle-regulated proteins [ 1 ,  2 ]. The timely, specifi c, 
and rapid proteolysis is carried out by the ubiquitin–proteasome 
system. The target proteins are polyubiquitinated by the consecu-
tive actions of a group of enzymes, E1 (ubiquitin-activating 
enzyme), E2 (ubiquitin-conjugating enzyme), and E3 (ubiquitin 
ligase), and are fi nally degraded by the 26S proteasome. The timely 
proteolysis during the cell cycle is normally dependent on the 
proper completion of a previous cell cycle event. For example, the 
polyubiquitination of securin by the APC/C Cdc20  for the separation 
of sister chromatids is activated when all kinetochores have been 
correctly attached to the mitotic spindles and all chromosomes are 
aligned on the metaphase plate. The ubiquitin–proteasome system 
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is also involved in the regulation of DNA replication. During each 
cell cycle, chromosomes are replicated once and only once before 
mitosis. Initiation of DNA replication is dependent on the prior 
formation of pre-replicative complex (pre-RC) on the replication 
origin, and this process is called origin licensing [ 3 – 5 ]. Replication 
origins are bound and marked by the origin recognition complex 
(ORC). Cdc6 and Cdt1 collaborate with ORC and load the 
MCM2-7 complex on origins, promoting pre-RC formation. 
MCM2-7 is a DNA helicase; however, it is inactive until it forms a 
complex with GINS and Cdc45 when S-CDK and DDK are acti-
vated [ 6 ,  7 ]. The resulting Cdc45–MCM2-7–GINS (CMG) com-
plex acts as an active replicative DNA helicase, unwinds the 
double-helix DNA at the origin, and bidirectionally moves away 
from the origin, thereby functioning at the front of the replication 
fork for DNA synthesis. Once cells enter into S phase, licensing 
factors are inactivated, and thus origin licensing is inhibited. 
Therefore, by controlling the DNA replication licensing in the cell 
cycle, DNA is replicated precisely once in a cell cycle [ 8 ,  9 ]. 

 Recent works demonstrated that PCNA coordinates CRL4 Cdt2 - 
dependent polyubiquitination and degradation of Cdt1 in order to 
prevent re-replication of chromosomal DNA [ 10 ,  11 ]. PCNA, 
which forms a homo-trimeric ring-shaped complex and belongs to 
the family of DNA sliding clamps, encircles double-stranded DNA 
and slides freely along it. PCNA was originally identifi ed as a cofac-
tor for DNA polymerases [ 7 ,  12 ]. When DNA replication is initi-
ated, the DNA polymerase α/primase complex synthesizes the 
primer, and PCNA is loaded at the end of the primer by a clamp 
loader, the replication factor C (RFC) complex. PCNA tethers 
DNA polymerases and enhances their processivity. PCNA is 
involved not only in DNA replication but also in many replication- 
linked processes. These processes include chromatin assembly and 
remodeling, epigenetic inheritance, sister-chromatid cohesion, and 
DNA damage repair. Therefore, PCNA acts as a platform that 
recruits and orchestrates the crucial players on the chromatin [ 13 ]. 
Many of these proteins have a PCNA-interaction motif called the 
PIP box (Q-x-x-[I/L/M/V]-x-x-[F/Y]-[F/Y]), which docks into 
a hydrophobic pocket of PCNA [ 14 ]. The replication-licensing 
factor Cdt1 also has a PIP box at the N-terminal end. However, in 
contrast to other PCNA-interacting proteins, PIP box-dependent 
interaction of Cdt1 with the chromatin-bound PCNA in S phase 
leads to Cdt1 degradation, which contributes to inhibition of 
origin licensing and thus prevention of re-replication [ 15 – 17 ]. 
This Cdt1 degradation is dependent on the ubiquitin ligase 
CRL4 Cdt2 . Cullin ring ligase 4 (CRL4 ) is composed of Cul4, 
DDB1, and Rbx1. Cdt2 is a WD40-repeat protein thought to 
function as a substrate receptor of CRL4. Cdt1, in addition to 
the canonical PIP-box sequence, has TD amino acids within the 
PIP box and basic residue four amino acids downstream of the 
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PIP box (Q-x-x-[I/L/M/V]-T-D-[F/Y]-[F/Y]-x-x-x-B, called 
PIP degron, a degradation signal) [ 18 ,  19 ]. In the case of human 
Cdt1, a basic residue three amino acid downstream of the PIP box 
is also required for effi cient degradation of Cdt1 [ 19 ]. Cdt2 recog-
nizes the PIP degron presented on the chromatin-bound PCNA. 
However, it is not known why only the chromatin-bound PCNA, 
but not the free PCNA, is capable of supporting CRL4 Cdt2  activity. 

 The CRL4 Cdt2 -mediated degradation of Cdt1 is also triggered 
by DNA damage following genotoxic stresses such as UV irradia-
tion (Fig.  1 ) and the alkylating agent methyl methanesulfonate and 
is associated with DNA damage repair processes [ 20 – 24 ]. UV irra-
diation induces the formation of cyclobutane pyrimidine dimers 
and 6-4 photoproducts. These helix-distorting DNA damages are 
repaired by the nucleotide excision repair (NER). The NER 
accompanies the chromatin loading of PCNA for repair synthesis, 
and chromatin-bound PCNA appears to be connected to the rapid 
degradation of Cdt1 [ 25 ,  26 ].

   Since the discovery of the PCNA-dependent proteolysis of 
Cdt1, additional targets of CRL4 Cdt2  have been identifi ed. These 
include the p21 CDK inhibitor and the Set8/PR-Set7 monometh-
yltransferase in mammalian cells [ 27 – 34 ]. Similar to Cdt1, both 
p21 and Set8/PR-Set7 have a PIP degron, which confer both S 
phase- and DNA damage-specifi c degradation of these proteins 
(Fig.  2a ). However, PIP degron is placed at different positions in 
these proteins; the p21-PIP degron is located at the C-terminal 
end (Fig.  2b ), the Set8/PR-Set7-PIP degron is located in the mid-
dle of the protein, and the Cdt1-PIP degron is located at the 
N-terminal end. Some evidences show that CRL4 Cdt2 -mediated 
degradation of both p21 and Set8 contribute to prevention of 
re- replication [ 10 ,  11 ]. Failure of p21 degradation in  Caenorhabditis 
elegans  causes    defect in the cytoplasmic export of Cdc6 in S phase 
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Luc    PCNA
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  Fig. 1    PCNA and Cdt2 are required for Cdt1 degradation after UV irradiation. 
( a ) HeLa cells were transfected with siRNA for PCNA or control siRNA. Cells were 
incubated for 3 days and were irradiated with UV at 50 J/m 2  (+) or not (−). Thirty 
minutes post-UV irradiation, cells were collected for Western blotting. ( b ) Same 
experiment was done with siRNA for Cdt2. RCC1 was used as a loading control       
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likely due to the inhibition of S-CDK [ 28 ]. Set8 is present in G2 
and M phases and monomethylates histone H4 at lysine 20. The 
levels of methylation increase at the replication origins concomi-
tant with the origin licensing. Indeed, studies found that expres-
sion of stable Set8 induces re-replication.

   The CRL4 Cdt2  ubiquitin ligase contributes to genome integrity 
by tightly controlling the levels of cell cycle regulators as men-
tioned above. For this, cells have developed an elaborate mecha-
nism that uses PCNA for the timely activation of CRL4 Cdt2  as 
fi ne-tuner of cell cycle transitions. During the cell cycle, chromatin 
association patterns of PCNA change. PCNA is dissociated from 
the chromatin in G1 phase, associated with chromatin in S phase, 
and again dissociated from chromatin in G2 phase. The change of 
chromatin association status of PCNA is nicely connected to the 
regulation of Cdt1 during the cell cycle. Thus, PCNA couples the 
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  Fig. 2    PIP box-dependent polyubiquitination and degradation of p21. ( a ) PIP 
degron sequences of Cdt1, p21, and Set8. Consensus sequence is shown above 
them. PIP-box sequences are shown in  italics . Amino acids, TD, and a basic 
amino acid of PIP degron are  underlined . ( b ) Vector constructs expressing 
p21 3FLAG-WT  (WT) and p21 3FLAG-ΔPIP  (ΔPIP). The position of the PIP box in the p21 
protein is shown. In the ΔPIP mutant three amino acid residues within the PIP 
box were changed to alanine ( underlined ). ( c ) PIP box-dependent degradation of 
p21. After UV irradiation, both p21 3FLAG-WT  (WT) and endogenous p21 (end-p21) 
are degraded, whereas p21 3FLAG-ΔPIP  (ΔPIP) is stably maintained. ( d ) PIP box-
dependent in vivo polyubiquitination of p21. p21 3FLAG-WT - or p21 3FLAG-ΔPIP -
expressing cells were incubated with MG132 for 1 h, irradiated with UV (UV) or 
not (−), and incubated for another 1 h. The polyubiquitinated forms of p21 (indi-
cated by  arrows ) were detected only in p21 3FLAG-WT -expressing cells. Also included 
in the Western blot is a sample prepared from thymidine-treated cells. Cells were 
arrested in S phase by 20 h of thymidine treatment and incubated in the pres-
ence of MG132 for 1 h (thy). The polyubiquitination-specifi c ladder was detected 
in p21 3FLAG-WT -expressing cells. Note that the level of p21 3FLAG-WT  is lower than that 
of p21 3FLAG-ΔPIP  in thymidine- treated cells, refl ecting that p21 degradation during 
S phase is also dependent on the PIP box       
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initiation of DNA replication with the inactivation of initiator 
 proteins, creating an elegant feedback control for once-per-cell 
cycle control of DNA replication. In addition, the same degrada-
tion pathway operates in response to DNA damage. It is highly 
possible that there are multiple CRL4 Cdt2  targets waiting to be dis-
covered. In this chapter, we describe methods to analyze how PIP 
degron- containing proteins are degraded by CRL4 Cdt2  in a manner 
dependent on the chromatin-bound PCNA.  

2    Materials 

        1.    HeLa cells: Cultured in Dulbecco’s modifi ed Eagle’s medium 
(DMEM) with 10 % fetal bovine serum supplemented with 
100 units/mL of penicillin and 0.1 mg/mL of streptomycin in 
a 5 % CO 2  atmosphere at 37 °C.   

   2.    Culture medium: DMEM medium with 10 % fetal bovine 
serum without antibiotics.   

   3.    35-mm Dishes.   
   4.    siRNA solution (50 μM): 

 siRNA for PCNA: CGGUGACACUCAGUAUGUCdTdT. 
 siRNA for Cdt2: CCAGGAGGUGAUAAACUUUdTdT. 
 Control siRNA (siLuc known as GL2): CGUACGCGGAA

UACUUCGAdTdT (Dharmacon).   
   5.    Opti-MEM (Life Technologies).   
   6.    Transfection reagents: Oligofectamine (Life Technologies) or 

HiPerFect (Qiagen) ( see   Note 1 ).   
   7.    UV crosslinker (Stratagene or UVP).   
   8.    1.5-mL Microcentrifuge tubes.   
   9.    Phosphate-buffered saline (PBS): Dissolve 8.0 g of NaCl, 0.2 g 

of KCl, 1.44 g of Na 2 HPO 4 , and 0.24 g of KH 2 PO 4  in 800 mL 
of H 2 O. Adjust the pH to 7.4 with HCl. Add H 2 O to 1 L.   

   10.    1× SDS-PAGE sample buffer: 50 mM Tris–HCl pH 6.8, 10 % 
glycerol, 2 % SDS, 0.02 % bromophenol blue, 0.1 M dithioth-
reitol (DTT).   

   11.    Antibodies against Cdt1 (Santa Cruz sc-28262 or Abcam 
ab70829), Cdt2 (Bethyl Laboratories A300-948A or 
BioAcademia 70-115), PCNA (Santa Cruz PC10), and RCC1 
( see   Note 2 ).      

      1.    HeLa cell lines stably expressing 3×FLAG-tagged wild-type 
p21 (p21 3FLAG-WT ) or 3×FLAG-tagged PIP box-mutated p21 
(p21 3FLAG-ΔPIP ) ( see  the constructs and sequence in Fig.  2a, b ) 
( see   Note 3 ).   

2.1  PCNA-Dependent 
Degradation: 
Knockdown of PCNA 
with siRNA

2.2  PIP Box- 
Dependent In Vivo 
Polyubiquitination 
of p21

 PCNA Dependent Ubiquitination
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   2.    35-mm Dishes.   
   3.    1,000× Proteasome inhibitor MG132: 20 mM, dissolved in 

DMSO.   
   4.    UV crosslinker (Stratagene or UVP).   
   5.    1.5-mL Microcentrifuge tubes.   
   6.    Antibodies: FLAG (M2, Sigma), p21 (BD Pharmingen 556430).      

      1.    Baculoviruses: Recombinant viruses expressing HA-Cul4A, 
DDB1, Cdt2-3FLAG, or His-myc-Rbx1, generated using a kit 
from Clontech ( see   Note 4 ).   

   2.    Insect cells: Sf9 ( Spodoptera frugiperda  9), Sf21, and High Five 
( see   Note 5 ).   

   3.    Grace’s Insect Cell Culture Medium (Life Technologies) sup-
plemented with 10 % v/v fetal bovine serum and antibiotics 
(100 units/mL of penicillin and 0.1 mg/mL of streptomycin).   

   4.    150-mm Dishes.   
   5.    Tubes: Conical tubes (15 and 50 mL), 1.5-mL microcentri-

fuge tubes, 10-mL ultracentrifuge tubes.   
   6.    Swing rotor for 50-mL conical tubes.   
   7.    PBS ( see  Subheading  2.1 ,  item 9 ).   
   8.    50× PIC solution: Dissolve one tablet of Complete Protease 

Inhibitor Cocktail (Roche Applied Science) in 1 mL H 2 O, 
make aliquots, and store at −20 °C.   

   9.    Buffer B: 50 mM Tris–HCl pH 8.0, 1 mM EDTA, 10 % glyc-
erol, 1 mM phenylmethylsulfonyl fl uoride (PMSF), 2 μg/mL 
leupeptin, 0.5× PIC.   

   10.    0.1 M NaCl, 0.15 M NaCl, and 0.5 M NaCl buffer B: Buffer 
B containing 0.1, 0.15, and 0.5 M NaCl, respectively.   

   11.    10 % Nonidet P-40 (NP-40).   
   12.    Sonicator.   
   13.    5 M NaCl.   
   14.    DEAE column: Econo column (ID = 2.5 cm, L = 5 cm, BioRad) 

fi lled with 2 mL of DEAE sepharose fast fl ow (GE Healthcare) 
and equilibrated with 0.5 M NaCl buffer B.   

   15.    Anti-FLAG antibody beads (ANTI-FLAG M2 Affi nity Gel, 
Sigma-Aldrich).   

   16.    Econo column (ID = 1.0 cm, L = 10 cm, BioRad).   
   17.    Elution buffer: 200 μg/mL 3×FLAG peptide (Sigma-Aldrich) 

in 0.1 % NP-40 containing 0.1 M NaCl buffer B.   
   18.    SDS-PAGE system.   
   19.    Coomassie Brilliant Blue (CBB) solution for gel staining.   

2.3  Purifi cation 
of CRL4 Cdt2  from Insect 
Cells and In Vitro 
Ubiquitination Assay
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   20.    100 ng/μL Cdt1 ( see   Note 6 ).   
   21.    200 ng/μL PCNA ( see   Note 7 ).   
   22.    Calf thymus DNA, activated (Sigma-Aldrich): Phenol extracted 

and resolved in TE at ~10 ng/μL ( see   Note 8 ).   
   23.    Ubiquitination reagents: 20 mg/mL Ubiquitin (BioMol), 

0.1 mg/mL E1 (Wako), 1 mg/mL E2 (UbcH5c, BioMol).   
   24.    10× Ubiquitination buffer: 500 mM Tris–HCl pH 7.5, 

100 mM MgCl 2 , 50 mM DTT, 20 μM MG132.   
   25.    100 mM ATP.   
   26.    2× SDS-PAGE sample buffer: 100 mM Tris–HCl pH 6.8, 20 % 

glycerol, 4 % SDS, 0.04 % bromophenol blue, 0.2 M DTT.   
   27.    Anti-Cdt1 antibody ( see  Subheading  2.1 ,  item 11 ).       

3    Methods 

 In mammalian cells, Cdt1, p21, and Set8 are degraded after polyu-
biquitination by CRL4 Cdt2 , when PCNA is loaded on chromatin 
during S phase or in response to DNA damage. These substrate 
proteins have a PIP degron (Fig.  2a ), through which they associate 
with PCNA and are recognized by CRL4 Cdt2 . Therefore, proteins 
that contain a PIP degron or a similar motif are candidate CRL4 Cdt2  
substrates. To confi rm that the protein is substrate for this E3 
ligase, several experiments can be conducted: (1) Downregulate a 
component of PCNA-CRL4 Cdt2 -mediated ubiquitination (such as 
PCNA, its loader (RFC), or Cdt2), and determine whether the 
degradation of the substrate protein is blocked (Fig.  1 ). (2) Mutate 
the PIP box or basic amino acid of the PIP degron, and determine 
whether the degradation is blocked (Fig.  2c ). (3) Analyze ubiqui-
tination of the substrate protein in vitro (Fig.  3 ). When the fi rst 
two experiments are conducted to investigate the proteolysis of the 
target protein in S phase, it is important to keep in mind that many 
of the CRL4 Cdt2  substrates are redundantly targeted by other ubiq-
uitin ligases. For example, Cdt1 is also ubiquitinated by SCF Skp2  
(also known as CRL1 Skp2 ) in S phase in human cells. SCF Skp2  detects 
a phospho-degron created by cyclin A–CDK2-dependent phos-
phorylation [ 16 ]. p21 is also targeted by SCF Skp2 , although 
CRL4 Cdt2  is the major ubiquitin ligase that operates on p21 in 
HeLa cells [ 29 ]. Therefore, to investigate the CRL4 Cdt2 -dependent 
proteolysis of Cdt1 in normal S phase, the SCF Skp2  pathway needs 
to be inactivated. In contrast, SCF Skp2 -mediated protein degrada-
tion is not normally activated following UV irradiation. Therefore, 
the fi rst two experiments can easily be conducted by examining 
the PCNA-CRL4 Cdt2 -mediated degradation of substrate proteins 
 following UV irradiation without downregulating SCF Skp2 . 
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The dependence on PCNA for protein degradation can simply be 
examined by siRNA-mediated downregulation of PCNA (Fig.  1a ), 
while the dependence on chromatin- loaded PCNA can be exam-
ined by downregulation of PCNA loaders. Eukaryotic cells have a 
canonical PCNA loader, Rfc1-RFC, and two RFC-like complexes 
(Ctf18-RFC and Elg1- RFC). Interestingly, downregulation of 
Rfc1 prevents UV-induced Cdt1 degradation, while depletion of 
Ctf18 prevents CRL4 Cdt2 - dependent degradation of Cdt1 during S 
phase. These results suggest that different loader complexes oper-
ate during the different aspects of chromatin events [ 26 ]. 
Knockdown analyses of ubiquitin- conjugating enzymes, E2s, indi-
cate that different E2s are separately used for the polyubiquitina-
tion of different substrates [ 35 ].

   Although an in vitro ubiquitination assay using purifi ed recom-
binant proteins and chromatin-loaded PCNA has not been estab-
lished yet, CRL4 Cdt2  purifi ed from baculovirus-infected cells shows 
ubiquitination activity on Cdt1 and p21 (Fig.  3 ). 

       1.    For siRNA transfection with Oligofectamine ( see   Note 1 ), 
plate the cell suspension into the four dishes. Plate 1 × 10 5  
HeLa cells in 2 mL DMEM medium without antibiotics 
( see   Note 9 ) per 35-mm dish ( see   Note 10 ), and let the cells 
adhere for 20 h under regular growth conditions.   

3.1  PCNA-Dependent 
Degradation: 
Knockdown of PCNA 
with siRNA
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  Fig. 3    In vitro ubiquitination assay of Cdt1 by CRL4 Cdt2 . ( a ) The purifi ed CRL4 Cdt2  
complex from insect cells was analyzed by SDS-PAGE followed by CBB staining. 
 Asterisks  indicate contaminated protein, probably anti-FLAG antibodies. 
( b ) PCNA- dependent ubiquitination of Cdt1. Cdt1 was incubated with indicated 
combination of proteins. Ubiquitinated forms of Cdt1 were detected by Western 
blotting with the anti-Cdt1 antibody       
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   2.    Two hours before transfection, remove medium and add 1 mL 
of fresh DMEM medium without antibiotics.   

   3.    Prepare siRNA-transfection mixtures for two dishes with con-
trol siRNA and for two dishes with PCNA siRNA. For a single 
transfection with Oligofectamine, prepare the transfection 
mixture as follows. Add 2 μL of siRNA into 75 μL of Opti- 
MEM, and mix gently. Add 3–4 μL of Oligofectamine into 
20 μL of Opti-MEM, mix gently, and incubate for 5 min at 
room temperature. Combine the two solutions, mix gently, 
and incubate for 20 min.   

   4.    Add the siRNA-transfection mixture dropwise into the dish, 
mix gently by rocking the dish back and forth, and left and 
right (fi nal siRNA concentration is 100 nM), and incubate 
cells overnight under regular growth conditions.   

   5.    Next day, add 1 mL of DMEM medium to the dishes, and 
incubate cells for 1 or 2 days under regular growth conditions 
( see   Notes 11  and  12 ).   

   6.    Remove medium from all the four dishes. Place one control 
siRNA dish and one PCNA siRNA dish into a UV crosslinker. 
Irradiate cells with UV at 50 J/m 2  ( see   Note 13 ). Other two 
dishes of cells serve as controls (without UV treatment).   

   7.    Add 1 mL of medium to all the four dishes, and incubate for 
30 min to 1 h under regular growth conditions.   

   8.    Scrape cells off the dishes, and transfer cells into 1.5-mL micro-
centrifuge tubes.   

   9.    Spin down cells at    5,000 rpm (~2,000 ×  g ) for 3 min in a 
microfuge at 4 °C, and remove medium.   

   10.    Resuspend cells in 1 mL of cold PBS, spin down cells as above, 
and remove medium. Repeat this washing step three times.   

   11.    Add 50 μL of 1× SDS sample buffer to the cell pellets, and mix 
well by pipetting.   

   12.    Boil the samples at 95–100 °C for 5 min, vortex, and boil for 
another 2 min.   

   13.    Analyze the four samples by Western blotting using antibodies 
against Cdt1, Cdt2, PCNA, and RCC1: Lane 1, control 
siRNA-transfected cells, not UV irradiated (−UV); lane 2, con-
trol siRNA-transfected cells, irradiated with UV (+UV); lane 3, 
PCNA-siRNA-transfected cells (−UV); and lane 4, PCNA-
siRNA- transfected cells (+UV) (Fig.  1a ).      

      1.    Plate 2 × 10 5  cells per 35-mm dish with 2 mL of medium (two 
dishes of p21 3FLAG-WT -expressing cells and two dishes of 
p21 3FLAG- ΔPIP   -expressing cells), and let the cells adhere. Grow 
cells for 1 or 2 days under regular growth conditions.   

3.2  PIP Box- 
Dependent In Vivo 
Polyubiquitination 
of p21
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   2.    Add 2 μL of MG132 (fi nal concentration: 20 μM), and 
 incubate cells for 10 min to 1 h under regular growth condi-
tions ( see   Note 14 ).   

   3.    Remove medium from all dishes.   
   4.    Place one dish with p21 3FLAG-WT -expressing cells and one dish 

with p21 3FLAG-ΔPIP -expressing cells into a UV crosslinker, and 
irradiate cells with UV at 50 J/m 2 .   

   5.    Add 1 mL of medium containing 20 μM MG132 to all dishes, 
and incubate cells for 30 min to 1 h under regular growth 
conditions.   

   6.    Scrape cells off the plates, transfer cells into a 1.5-mL micro-
centrifuge, and prepare SDS-PAGE sample as described in 
Subheading  3.1 ,  steps 9 – 12 .   

   7.    Run the samples for Western blotting using anti-FLAG and 
 anti-p21 antibodies: p21 3FLAG-WT -expressing cells (−UV and 
+UV) and p21 3FLAG-ΔPIP -expressing cells (−UV and +UV) 
(Fig.  2d ).      

        1.    Generate high-titer stocks of viruses for individual proteins 
(Cul4A, DDB1, Rbx1, and Cdt2) ( see   Notes 4  and  5 ).   

   2.    Seed Sf21 insect cells ( see   Note 5 ) onto ten dishes (150 mm) 
at 1.5 × 10 7  cells/plate in 17 mL of Grace’s Insect Cell Culture 
Medium supplemented with fetal bovine serum and antibiot-
ics, and allow cells to adhere for 1 h at 27 °C ( see   Note 15 ).   

   3.    To infect and express four proteins (Cul4A, DDB1, Rbx1, and 
Cdt2) in the same cell culture, prepare a virus solution mixture 
containing all four viruses in one tube by mixing the four high-
titer virus stocks, about 40–80 μL of each virus stock ( see   step 
1  above, total MOI = 10), and then adding Grace’s insect 
medium to the total of 3 mL (fi nal volume) for infecting one 
dish of cells (i.e., 30 mL for ten dishes).   

   4.    Remove medium from the dishes, add 3 mL of the virus solu-
tion mixture of four viruses to each dish, and incubate for 1 h 
for virus infection.   

   5.    Add 14 mL of culture medium to each plate, and incubate at 
27 °C for 48 h ( see   Note 16 ).   

   6.    Scrape cells off the ten dishes, totaling around 170 mL of cell 
suspension, transfer to four 50-mL conical tubes (or larger 
tubes), and centrifuge at 750 ×  g  for 5 min at 4 °C using a 
swing rotor.   

   7.    Wash cells with 40 mL of ice-cold PBS per 50-mL conical tube 
( see   Note 17 ). Pellet cells by centrifugation at 750 ×  g  for 5 min 
at 4 °C. Resuspend the cell pellets in 10 mL of PBS in each 
tube, pool cell suspensions into one 50-mL conical tube, and 
centrifuge at 750 ×  g  for 5 min at 4 °C with swing rotor. 
Remove the supernatant ( see   Note 18 ).   

3.3  Purifi cation 
of CRL4 Cdt2  from Insect 
Cells and In Vitro 
Ubiquitination Assay

3.3.1  Purifi cation 
of CRL4 Cdt2  from Insect 
Cells
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   8.    Suspend the cell pellet in 8 mL of 0.15 M NaCl buffer B 
 containing 0.1 % NP-40, and sonicate the cell suspension with 
eight rounds of 10-s pulse (output 5.5, duty cycle 20 %) 
( see   Note 19 ).   

   9.    Add 0.4 mL of 10 % NP-40 (fi nal concentration: 0.5 %) and 
0.7 mL of 5 M NaCl (fi nal concentration: 0.5 M) ( see   Note 
20 ), and vortex vigorously for 30 s.   

   10.    Transfer the lysate into a 10-mL ultracentrifuge tube and incu-
bate for 20 min. Transfer 50 μL of lysate in a 1.5-mL tube as a 
whole-cell extract sample for protein analysis ( see   Note 21 ).   

   11.    Ultracentrifuge at 120,000 ×  g  for 20 min at 4 °C, and transfer 
the supernatant to a new 15-mL conical tube. Transfer 50 μL 
of supernatant in a 1.5-mL tube ( see   Note 21 ).   

   12.    Apply the supernatant to a DEAE column slowly in order to 
remove nucleic acids from the lysate, and collect the fl ow- 
through fraction in a 15-mL conical tube.   

   13.    Add the DEAE fl ow-through fraction to the anti-FLAG anti-
body beads (1 mL bed volume), which was equilibrated with 
0.5 M NaCl buffer B in a 15-mL conical tube. Incubate the 
bead slurry at 4 °C with a gentle mixing on a tube rotator for 
1 h ( see   Note 22 ).   

   14.    Wash the beads once by centrifuging at 3,000 ×  g  for 5 min at 
4 °C, removing the supernatant, and then resuspending the 
beads in 10 mL of 0.5 M NaCl buffer B ( see   Note 23 ).   

   15.    Transfer the bead slurry into an Econo column (ID = 1 cm, 
L = 10 cm).   

   16.    Wash the beads (~1 mL bed volume) with 10 mL of 0.5 M 
NaCl buffer B and then with 2 mL of elution buffer without 
3×FLAG peptide ( see   Note 24 ).   

   17.    Using a stepwise elution approach, sequentially pass 250 μL of 
elution buffer through the column, and collect each eluted 
fraction in separate 1.5-mL tubes. Collect 20 fractions 
(20 tubes) to obtain about 5 mL (equivalent to 5 bed vol-
umes) of protein in elution buffer ( see   Note 25 ).   

   18.    Check each elution fraction for the CRL4 Cdt2  components 
(DDB1, Cdt2, Cul4A, and Rbx1) by running 5 μL of eluted 
samples on SDS-PAGE gel and staining the gel with CBB ( see  
Fig.  3a  and  Note 25 ).   

   19.    Combine the CRL4 Cdt2 -containing fractions, make aliquots, 
and store at −80 °C.      

      1.    Prepare PCNA and activated calf thymus DNA mixture 
(PCNA–DNA mixture). For one ubiquitination assay, mix 
200 ng of PCNA and 25 ng of calf thymus DNA and incubate 
at 37 °C for 30 min.   

3.3.2  In Vitro 
Ubiquitination Assay
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   2.    In a 10 μL complete reaction, add PCNA–DNA mixture 
( see   step 1  above), 6 μg of ubiquitin, 100 ng of E1, 400 ng of 
E2, 330 ng of CRL4 Cdt2  ( see  Subheading  3.3.1 ,  step 19 ), 
150 ng of Cdt1, 1 μL 10× ubiquitination buffer, and then 
H 2 O and NaCl to a fi nal NaCl concentration of 0.1 M and to 
a total volume of 9.8 μL. Add 0.2 μL ATP, and mix gently.   

   3.    Incubate at 37 °C for 1 h.   
   4.    Stop reaction by adding 10 μL of 2× SDS-PAGE sample buffer 

and boil at 96 °C for 5 min.   
   5.    Run the samples on an SDS-PAGE gel, and detect the ubiqui-

tinated Cdt1 by Western blotting with the anti-Cdt1 antibody 
(Fig.  3b ).        

4    Notes 

     1.    Many companies provide transfection reagents. Find out which 
are the best reagents for your cell line with a high knockdown 
effi ciency and a low toxicity.   

   2.    Cdt1, Cdt2, and RCC1 antibodies are also described in our 
previous studies [ 29 ,  36 ,  37 ]. RCC1 blotting is used as a load-
ing control.   

   3.    You may use cells transiently transfected with expression plas-
mids. However, the variability in transfection effi ciency and 
expression levels of the transfected gene among the experi-
ments makes it diffi cult to get reproducible results.   

   4.    Baculovirus expression plasmids and viruses are prepared accord-
ing to the manufacturer’s instructions. We use a kit from 
Clontech which is provided with BacPAK6 virus genome DNA 
and the pBacPAK8 or 9 vector. The titers of virus stocks obtained 
for Cdt2, DDB1, Cul4A, and Rbx1 are 5 × 10 8 –1 × 10 9  pfu/mL 
on plaque assay. Cdt2 is tagged with 3×FLAG at the C-terminus 
for purifi cation using the anti- FLAG beads.   

   5.    See the user manual provided by the company for the cell lines, 
Sf9, Sf21, and High Five (e.g., Growth and Maintenance of 
Insect cell Lines by Invitrogen). The Sf21 cell line is our fi rst 
choice. Generally, High Five cells produce the protein at higher 
levels than other cells. However, we recommend a pilot experi-
ment with different cell lines by checking the expression levels, 
stability, and solubility of your proteins in order to fi nd a suit-
able cell line for your proteins ( also see   Note 21 ).   

   6.    Cdt1 can be expressed and purifi ed from insect cells as described 
for CRL4 Cdt2  protein purifi cation. Since Cdt1 has a PIP degron 
at the N-terminal end, the 3×FLAG tag is fused to the 
C-terminus end.   
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   7.    PCNA can be expressed and purifi ed from  E. coli  as described 
in previous studies [ 38 ,  39 ].   

   8.    The DNA is prepared from calf thymus, treated briefl y with 
DNase I (Sigma-Aldrich). This procedure generates nicks and 
short gaps in the DNA. This DNA is used in the DNA 
 polymerase assay. It is also used to trap PCNA at the nicks, the 
sites where PCNA can be loaded, therefore providing 
chromatin- loaded PCNA for the ubiquitination assay.   

   9.    Do not add antibiotics to media during transfection as this 
causes cell death.   

   10.    Use exponentially growing cells for transfection. A 3-day-old 
cell culture is not recommended for obtaining a high transfec-
tion effi ciency. The number of cells plated is also critical for 
knockdown effi ciency via siRNA and for cell cycle analysis. 
When cells are plated at a high density, knockdown effi ciency is 
reduced and cell proliferation may be compromised. Find a 
proper cell density for your cell line.   

   11.    When you culture cells for 3 days after transfection, replace 
medium with 2 mL of fresh DMEM medium 1 or 2 days after 
transfection.   

   12.    When the knockdown effi ciency is low, we recommend per-
forming a second transfection on the following day after the 
fi rst transfection.   

   13.    The dose of UV radiation (typically 5–100 J/m 2 ) should be 
optimized for individual experiments.   

   14.    To detect a ladder of polyubiquitinated substrate on Western 
blotting, it is required to incubate cells with proteasome inhib-
itor, such as MG132.   

   15.    It is important to make sure that cells have attached to the 
 bottom of the plate before virus infection.   

   16.    Incubation time is normally around 24–72 h and should be 
optimized by examining the expression levels, stability, and 
solubility of your proteins ( see  also  Note 21 ).   

   17.    All the processes after this step use ice-cold buffer and should 
be performed on ice.   

   18.    Cell pellets can be stored at −80 °C for future use.   
   19.    Sonication conditions should be optimized for each cell type 

and instrument.   
   20.    NaCl is added to a fi nal concentration of 0.5 M to dissociate 

proteins from DNA and to avoid binding of negatively charged 
proteins to DEAE.   

   21.    Whole-cell extract, supernatant, and pellet fractions should be 
examined for the expression levels, stability, and solubility of your 
protein. This can be done by CBB staining of SDS-PAGE gels. 
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are low.   

   22.    A longer incubation causes degradation of the Cdt2 protein.   
   23.    This wash helps elution steps by preventing the protein from 

getting stuck on the column during the next step.   
   24.    Before moving onto the elution step with 3×FLAG peptide 

(200 μg/mL)-containing elution buffer, you may wash the 
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proteins bound on the beads.   
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    Chapter 20   

 Analyzing Cdc2/Cdk1 Activation During Stress Response 
in  Schizosaccharomyces pombe  

           Miguel     A.     Rodríguez-Gabriel    

    Abstract 

   Stress leads to multiple changes in the physiology of the cell. One of the most important is the adaptation 
of the cell cycle to the changing conditions of the environment. Cellular responses after stress can be 
followed by cellular synchronization previous to the insult. In this chapter, we use centrifugal elutriation 
to synchronize  Schizosaccharomyces pombe  cells and outline methods to investigate the hallmarks of cell 
cycle progression upon stress. These include analyses of cyclin-dependent kinase phosphorylation and cell 
size change.  

  Key words     Fission yeast  ,   Cell cycle  ,   Synchronization  ,   Elutriation  ,   Cdc2  ,   Cdk  

1      Introduction 

 In his historical book “What is life?” Erwin Schrödinger proposed 
that life itself is defi ned by the interaction between the “living mat-
ter” and the environment [ 1 ]. We, therefore, cannot understand 
cellular life without the exchange of matter, energy, and informa-
tion with the extracellular milieu. One of these environmental 
changes that affect cellular life is stress, which is understood as the 
chemical or the physical changes that require an adaptative response 
in the cell. Such responses must be perfectly tuned to tackle mul-
tiple situations and include modifi cations in gene expression that 
lead to changes in cell division and growth. 

 In order to examine specifi c changes in the cell cycle, cellular 
size, or morphology upon stress in cell populations, it is necessary 
to synchronize cells. In this way, all the cells are in the same stage 
of cell cycle and respond in a similar way to stimuli. 

 A method to follow up cell cycle progression in  Schizosaccharomyces 
pombe  is tracking Cdc2 ( S. pombe  cyclin- dependent kinase, Cdk) 
phosphorylation at tyrosine 15 (Y15). Wee1 and Mik1 kinases phos-
phorylate this residue and inactivate Cdc2. The phosphate group is 
then removed by the Cdc25 phosphatase, leading to Cdc2 activation 
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which allows mitotic entry. Y15 phosphorylation is, therefore, an 
excellent readout of the cell cycle state of the cell and of the whole-
cell population if cells are synchronized [ 2 – 4 ]. 

 This chapter describes methods to synchronize cells and induce 
cellular stress. I also provide a collection of experiments that I have 
used to analyze cell cycle progression in  S. pombe .  

2    Materials 

      1.    YE medium: 5 g/L Yeast extract, 30 g/L glucose.   
   2.    Two plastic Fernbach 3-L fl asks.   
   3.    Elutriation system: JE 5.0 Rotor (Beckman Coulter, Brea, CA) 

for use with Avanti J-26S XP Series, Avanti J-26 XP Series, and 
J6-MI Centrifuges. More information at   https://www.beck-
mancoulter.com/wsrportal/techdocs?docname=JE5-IM-13    .   

   4.    Bubble trap ( see   Note 1 ).   
   5.    Peristaltic pump.   
   6.    Spectrophotometer.      

      1.    Filtering system: Filter funnel manifold 3-place polyurethane 
(Pall).   

   2.    25-mm Cellulose ester fi lters (0.45 μm pore size).   
   3.    1.5-mL Screw-cap tubes.      

      1.    Microscope (Nomarski optics).   
   2.    Hemocytometer.   
   3.    Slides and cover slips.   
   4.    Digital camera (attached to the microscope).      

      1.    Lysis buffer: 50 mM Tris–HCl pH 8.0, 150 mM NaCl, 5 mM 
EDTA, 10 % glycerol, 50 mM NaF, 1 mM Na 3 VO 4 , Complete 
protease inhibitor cocktail (Hoffmann-La Roche, Basel, 
Switzerland), 1 mM PMSF.   

   2.    Fastprep (Bio101 Savant).   
   3.    0.4–0.6-mm Glass beads.   
   4.    Needle (0.5 mm).   
   5.    1.5-mL Screw-cap tubes.   
   6.    Spectrophotometer (A 280  measurement).   
   7.    5× SDS loading buffer: 250 mM Tris–HCl pH 6.8, 10 % SDS, 

30 % glycerol, 5 % beta-mercaptoethanol, 0.02 % bromophe-
nol blue.   

   8.    SDS-PAGE system (MiniProtean, BioRad).   

2.1  Cellular 
Synchronization

2.2  Stressing 
and Collecting Cells

2.3  Measuring 
Septation and Cell 
Size

2.4  Cdk Activation
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   9.    Blotting system (BioRad).   
   10.    PVDF membrane (Immobilon ® -P, Millipore).   
   11.    Ponceau solution: 0.2 % Ponceau S, 3 % v/v acetic acid.   
   12.    Antibodies: Anti-phospho Cdc2 Tyr15 (Cell Signaling #9111), 

Anti-Cdc2 (Abcam #ab5467), Anti-rabbit IgG HRP- linked 
(Cell Signaling #7074), Anti-mouse IgG HRP-linked (Cell 
Signaling #7076).   

   13.    TBS-T: 10 mM Tris–HCl pH 7.5, 150 mM NaCl, 0.5 % 
Tween 20.   

   14.    TBS: 10 mM Tris–HCl pH 7.5, 150 mM NaCl.   
   15.    Bovine serum albumin (BSA) fraction V.   
   16.    HRP substrate (Immobilon Western, Millipore).   
   17.    X-ray fi lm.       

3    Methods 

  There are several systems for synchronization of fi ssion yeast cells. 
These include temperature-sensitive mutants, drug treatments, 
and elutriation. The last method is the choice for stress studies due 
to the unmodifi ed state of the cells obtained. The elutriation 
process consists in the continuous centrifugation of a fi ssion yeast 
culture through a chamber where cells will be separated according 
to their size: from smaller (recently divided G2 cells) to larger 
(septated, about to divide) cells. 

 Inside the elutriation rotor, separation takes place in a funnel- 
shaped elutriation chamber. Two opposing forces act upon cells: 
centrifugal force and fl uid velocity (Fig.  1a ).

   During the fi rst stage of elutriation, the balance of centrifugal 
force versus fl uid velocity favors the accumulation of the cells inside 
the elutriation chamber. During the second stage of elutriation, 
the balance of centrifugal force versus fl uid velocity favors the exit 
of cells from the elutriation chamber, with small G2 cells leaving 
the chamber fi rst. Using this system it is possible to collect up to 
5–10 % of the original cells, corresponding to an early G2 cell cycle 
stage. This method has been succinctly described before [ 5 ].

    1.    Grow fi ssion yeast cells in 3 L YE medium at 30 °C until OD 600  
reaches 0.5–1.0.   

   2.    Start pumping cells into the elutriation chamber through one 
of the inlet tubes (about 80–100 mL/min) ( see   Note 2 ). 
Outlet tubing should also be inside the culture fl ask in order to 
avoid losing culture volume or cells escaping from the system 
(Fig.  1a ).   

3.1  Cellular 
Synchronization

 Study of Cell Cycle After Stress in Synchronized Fission Yeast Cells
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   3.    Start centrifugation immediately    (about 4,700 ×  g  using the JE 
5.0 Rotor). Select a temperature of 30 °C in the centrifuge set-
tings. This temperature should be kept throughout the entire 
process of elutriation.   

   4.    Remove all air bubbles present in the system using the bubble 
trap ( see   Note 3  and Fig.  1a ).   

   5.    Look through the observation window in the centrifuge, and 
confi rm that cell density starts increasing at the bottom of the 
elutriation chamber ( see   Note 4  and Fig.  1a ).   

   6.    Measure the OD 600  of the outgoing media. It should be close to 
0, indicating that cells are entering the system but do not exit.   

   7.    Once the outgoing medium is cell free, start discarding it in a 
separate fl ask or container (Fig.  1b ). If the outgoing medium 
contains cells, increase centrifugation speed and/or decrease 
cell fl ow inside the chamber. Confi rm that cells accumulate in 
the elutriation chamber ( see   Note 5  and Fig.  1c ).   

   8.    Continue pumping in the cell culture until most of the elutria-
tion chamber is fi lled with cells and they are closer to the top 
end (easy to observe through the centrifuge observation win-
dow) (Fig.  1d ).   

   9.    Move the inlet and outlet lines into fresh medium, and start 
pumping fresh media into the chamber ( see   Note 6  and Fig.  1e ).   

   10.    Start the collection of the small cells. First, decrease the cen-
trifugation speed very gradually (100 rpm each time with the 
JE 5.0 Rotor), making sure that cells inside the chamber do 
not reach the exit of the chamber.   

   11.    Cells will start moving towards the exit of the elutriation cham-
ber. Before they start to exit, stop decreasing centrifugation 
speed and start increasing the pumping speed. Measure OD 600  of 
the outlet line. As the culture starts going out of the chamber, 
there is a small increase in OD 600  of the outgoing medium (con-
taining cells). An optimum OD 600  should be about 0.1–0.2.   

   12.    Check septation index of the outgoing cells ( see  Subheading  3.3 ).   
   13.    If the septation is 0 (no post-mitotic cells), place the outlet line 

in a new fl ask and start collecting synchronized cells (Fig.  1f ). 
It is possible to obtain about 500 mL of high- quality synchro-
nized cells.   

   14.    Once the cells have been collected, mix well and measure 
 septation of the whole synchronized culture ( see   Note 7 ).   

   15.    If the septation index is 0, the experiments described below 
should start immediately.   

   16.    To stop elutriation, just stop centrifugation and let the cells be 
pumped out of the chamber.    

 Study of Cell Cycle After Stress in Synchronized Fission Yeast Cells



388

     Once the cells have been collected, the experiment must start 
immediately. If the starting unsynchronized culture contained 
1–5 × 10 10  cells, the synchronized culture may contain up to 10 9  
cells. Considering that the number of cells used for the following 
experiments is about 5 × 10 7  cells per time point, it is possible to 
collect up to 20 time points, including non-stressed control.

    1.    Split the synchronized culture into as many fl asks as needed for 
the experiment. In one simple experiment (one stress condi-
tion + non-stress control), it is possible to collect ten time points 
per condition (e.g., 0–90 min every 10 min) ( see   Note 8 ).   

   2.    Once the synchronized culture is split into two (or more) 
fl asks, add the stressor to the culture (KCl, H 2 O 2 , sorbitol, 
etc.), and set the cultures to grow at 30 °C ( see   Note 9 ).   

   3.    Collect cells (about 5 × 10 7  cells) by fi ltration using the fi lter 
funnel manifold in 25-mm fi lters (0.45 μm pore size).   

   4.    Remove the fi lter from the manifold, and transfer it into a 
1.5- mL screw-cap tube containing 1 mL of ice-cold water.   

   5.    Vortex to release the cells from the fi lter, discard the fi lter, and 
then centrifuge briefl y to collect cells at the bottom of the tube.   

   6.    Discard water, and snap freeze cells in liquid nitrogen. Follow 
the same process for all the time points under study.    

     In parallel with cell collection described above, it is necessary to 
measure the number of post-mitotic cells by determining the 
septation index (Fig.  2 ). Septation index is the percentage of cells 
that have gone through mitosis and is indicated by the ratio of cells 
with septum. As an option, it is possible to measure cell size using 
the microscopic observation. Septated cells can be used as a control 

3.2  Stressing 
and Collecting Cells
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  Fig. 2    Effect of stress on cell cycle advance in synchronized cells. Cells go 
through mitosis synchronously after elutriation. When cells are treated with dif-
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for cell size analysis. On average, septum-containing non- stressed 
cells grown in rich media are 13–14 μM in length. Many stress 
conditions cause cells to divide at smaller sizes (Fig.  3 ).

      1.    At each time point, before collecting cells, transfer a small 
portion (100 μL) of cell culture to a microcentrifuge tube and 
keep on ice until the time course cell collection experiment is 
fi nished. Stress conditions affect cell cycle progression. The 
degree of cell cycle delay is dependent on stress types and stress 
amounts (Fig.  2 ).   

   2.    Using Nomarski optics, determine the presence or the absence 
of septum in the fi ssion yeast cells ( see   Note 10 ). Calculate the 
percentage of septated cells in the total population as a mea-
sure of the post-mitotic state of each cell.   

   3.    Photograph control and treated cells using Nomarski optics, 
and digitally measure the cell length ( see   Note 11 ).    

    The most important biochemical hallmark of G2/M progression 
in fi ssion yeast is Cdc2 (Cdk) phosphorylation at tyrosine 15 (Y15). 
Phosphorylation of Cdc2 by Wee1 and Mik1 blocks mitotic entry, 
while dephosphorylation by Cdc25 allows the cell entry into 
mitosis. Therefore, Y15 phosphorylation of Cdc2 is an excellent 
marker to determine cell cycle stage upon stress induction. This is 
especially relevant since elutriation synchronizes cells in early G2 
phase (with phosphorylated Cdc2), and any change caused by 
stress on cell cycle progression will be readily visualized at the fi rst 
mitotic entry.

    1.    Resuspend frozen cells prepared in Subheading  3.2  in 200 μL 
of lysis buffer.   

   2.    Add glass beads, enough to reach the liquid surface.   
   3.    Break cells using Fastprep at 4 °C (two cycles of 40 s, output 6.0).   

3.4  Cdk Activation
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  Fig. 3    Effect of stress on cell size. In a regular (no-stressed) cell cycle, G2 cells 
grow, enter mitosis, and septate at about 13–14 μm in length. When cells are 
stressed, entry into mitosis is delayed and they divide at smaller cell size 
(<13–14 μm)       
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   4.    Pierce the tube with a hot needle.   
   5.    Place the pierced tube on top of a new 1.5-mL microcentri-

fuge tube and centrifuge (500 ×  g  for 30 s) in order to collect 
cell lysate in the bottom tube.   

   6.    Discard the tubes that contain the glass beads.   
   7.    Add 100 μL of lysis buffer to the lysate.   
   8.    Mix by vortexing.   
   9.    Centrifuge at 15,000 ×  g  for 15 min at 4 °C.   
   10.    Transfer the supernatant to a new 1.5-mL microfuge tube.   
   11.    Estimate protein concentration by A 280  absorbance or any col-

orimetric method.   
   12.    Take up to 20 μL of cellular lysate (20–50 μg of whole-cell 

extract).   
   13.    Mix with appropriate volume of 5× SDS loading buffer.   
   14.    Incubate for 5 min at 100 °C.   
   15.    Mix by vortexing.   
   16.    Load the sample in a 12–15 % SDS-PAGE gel, and perform 

electrophoresis.   
   17.    Transfer proteins to PVDF membrane for Western blotting.   
   18.    After transfer, wash the membrane with water.   
   19.    Stain the membrane with Ponceau S for 1–2 min.   
   20.    Destain the membrane with water, and observe equal protein 

loading in all lanes.   
   21.    Block the membrane with 5 % BSA in TBS + Tween 20 for 1 h 

at room temperature.   
   22.    Incubate the membrane with the anti-phospho Cdc2-Tyr15 

antibody (diluted 1:1,000 in TBS-T containing 5 % BSA) for 
2 h at room temperature or overnight at 4 °C ( see   Note 12  for 
loading control).   

   23.    Wash the membrane with TBS-T, for 10 min, three times.   
   24.    Incubate the membrane with secondary antibody (anti-rabbit 

IgG HRP-linked diluted 1:5,000 in TBS-T containing 5 % 
BSA) for 1 h at room temperature.   

   25.    Wash the membrane with TBS-T, for 10 min, three times.   
   26.    Wash the membrane with TBS for 10 min.   
   27.    Incubate the membrane with chemiluminescent HRP sub-

strate for 1 min.   
   28.    Expose the membrane to an X-ray fi lm in a darkroom and 

develop.       
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4    Notes 

     1.    The sample reservoir equipped with the JE 5.0 elutriation 
 system serves as a bubble trap (Fig.  1 ).   

   2.    When moving inlets from fl ask to fl ask, switch off the valve to 
that inlet. Move the “off” inlet to the new fl ask. Switch on 
again the inlet. Only one of the two inlet tubes works at any 
given time. Never close both inlets at the same time. One can 
be initially used for culture and the second one for fresh 
medium.   

   3.    Set the bubble trap: pump medium into the bubble trap. Invert 
the tube to fi ll it up with liquid. From this moment, always 
keep the active inlet inside the culture or the fresh medium in 
order to prevent trapping air back in the system.   

   4.    The centrifuge has a strobe fl ash lamp installed on the side of 
the rotation axis at the bottom of the centrifugation chamber. 
The fl ash lamp is covered by an opaque plastic window. During 
operation, a signal from the centrifuge spindle tachometer trig-
gers the strobe once per revolution, allowing the observation 
of the transparent rotor chamber and the cell density inside 
through the centrifuge window.   

   5.    Cells start accumulating in the centrifugation chamber because 
the system is introducing cell-containing medium through the 
inlet and discarding cell-free medium through the outlet 
(Fig.  1c ). It may take about 30 min to introduce most cells in 
the elutriation chamber.   

   6.    This step allows for keeping the fl ow without introducing 
additional cells in the elutriation chamber. Therefore, there is 
a stable, closed-circuit system where no new cells enter the 
system, and the culture inside the chamber has reached equi-
librium (no net entry or exit) (Fig.  1e ).   

   7.    If collected cells are not well synchronized, they can be rein-
troduced in the rotor and restart the collection process.   

   8.    We consider that all cells with a septum have fi nished mitosis 
(post-mitotic). When estimating post-mitotic cells, be careful 
with small G2 cells that appear after the fi rst mitosis. They 
belong to a second mitotic cycle, originated from a single 
mother cell, so they should be counted as half-cells.   

   9.    We describe a protocol where stress is induced at early G2 
phase. By using this protocol it is also possible to induce stress 
at later time points, although it should be noted that synchrony 
fades away after one cycle.   

 Study of Cell Cycle After Stress in Synchronized Fission Yeast Cells
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   10.    The use of Nomarski optics is important because staining 
is not required. We counted a minimum of 200 cells per 
observation. We consider that about 1 % septation is accept-
able to start the experiment.   

   11.    A total of 50 septated cells should be measured to obtain 
average length. Software provided by the microscope camera 
provider was used, but other software could be used (Adobe 
Photoshop).   

   12.    As a loading control, total Cdc2 may be monitored using a 
similar protocol but with the anti-Cdc2 antibody.         
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    Chapter 21   

 Analyzing Ras-Associated Cell Proliferation Signaling 

           Matthew     C.     Stout    ,     Edgar     Asiimwe    ,     James     R.     Birkenstamm    , 
    Su     Yeon     Kim    , and     Paul     M.     Campbell    

    Abstract 

   Ras-dependent signaling is an important regulator of cell cycle progression, proliferation, senescence, and 
apoptosis. Several of the downstream effectors of Ras play dual roles in each of these processes. Under one 
set of conditions, they promote cell cycle progression and proliferation; yet, in a different paradigm, they 
drive cell cycle arrest and apoptosis. Furthermore, there is cross talk between certain downstream effectors 
of Ras including the PI3K–AKT and Raf–MEK–ERK pathways. Here we describe a series of experiments 
used to dissect the effect of different Ras-dependent signaling pathways on cell cycle progression, prolifera-
tion, senescence, and apoptosis. Furthermore, we highlight the importance of consistent growth condi-
tions of cells in culture when studying Ras-dependent signaling as we show that the activation of 
downstream effectors of Ras changes with the confl uency at which the cells are grown.  

  Key words     Ras  ,   Cell cycle  ,   Proliferation  ,   Senescence  ,   Anoikis  ,   Pulldown assay  ,   Confl uency  

1      Introduction 

 Ras proteins (H-, K-, and N-Ras) are part of a superfamily of small 
GTPases, functioning as signaling nodes that convey extracellular 
stimuli into an intracellular response. They are targets of signaling 
cascades initiated by a variety of cell surface receptors and proteins, 
such as tyrosine kinases, integrins, and G protein-coupled recep-
tors [ 1 ]. Once active, Ras activates numerous downstream effector 
pathways, which affect a variety of cellular functions including cell 
cycle regulation, proliferation, anoikis, and senescence [ 2 – 5 ]. 
Many signaling pathways are implicated in regulating these cellular 
functions but the most studied are the Raf–MEK–ERK, PI3K–AKT, 
and RalGEF–Ral pathways. Other important proteins investi-
gated in these cellular functions include cyclin D1, CDK4, c-Myc, 
p16, p53, pRB, and BRAF. While Ras is a critical signaling node 
for normal cellular activity, we, like many others, tend to focus on 
the aspects of Ras biology that directly relate to cancer initiation 
and malignancy. 
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 The Raf–MEK–ERK, PI3K–AKT, and RalGEF–Ral pathways 
have been well studied for their effects on cell cycle progression, 
cell survival, and proliferation. To date, the least studied pathway is 
the RalGEF–Ral pathway. However, studies investigating the role 
of RalA and RalB in these processes have shown opposing roles for 
RalA and RalB despite their gene and amino acid similarities [ 6 ,  7 ]. 
RalA is required for anchorage-independent proliferation, and 
RalB is required for suppression of apoptosis [ 6 ]. The Raf–MEK–
ERK pathway has dual roles in that it can initiate cell survival lead-
ing to proliferation or it can initiate cell death. When activated by 
phosphorylation, ERK1/2 translocates to the nucleus and enhances 
the transcription of growth-related proteins including Elk1, 
Sap-1a, and TIF-IA [ 8 – 11 ]. Activated ERK1/2 also inactivates 
components of the cell death machinery such as FOXO transcrip-
tion factors [ 12 – 14 ]. However, ERK1/2 can promote cell death 
by being sequestered in the cytoplasm by a variety of proteins like 
DAPK and activating autophagy and other death cascades [ 15 ]. 
The PI3K–AKT pathway is known as a cell survival pathway. It 
promotes progression through the cell cycle by phosphorylating 
forkhead transcription factors inactivating them, which promotes 
the expression of cyclin D1 [ 13 ,  16 – 18 ]. Also, activated AKT 
inhibits GSK3β by phosphorylation, which stabilizes cyclin D1 and 
c-Myc [ 19 ,  20 ], both of which are needed for cell cycle progres-
sion. To promote survival, AKT negatively regulates transcription 
factors that promote cell death, such as forkhead transcription fac-
tors FKHR, FKHRL1, and AFX, and it also upregulates anti- 
apoptotic genes IKK and CREB [ 21 – 25 ]. These three pathways 
highlight the complexity that governs the cellular processes of cell 
cycle progression, cell survival, and proliferation. 

 These pathways and cellular functions are studied using a vari-
ety of cell model systems, ranging from primary cells to immortal-
ized and/or transformed cells to cancer cell lines. In addition, 
constitutively active or dominant negative mutants have been gen-
erated to help decipher the role of each pathway in each process. 
Furthermore, small-molecule inhibitors and shRNAs are used to 
knock down these proteins in cell model systems [ 26 ]. 

 The usual readouts for experiments with these cell model sys-
tems are western blots for the presence or the absence of specifi c 
proteins. However, these experiments provide only a part of the 
story about how Ras affects cell cycle and proliferation. Additional 
experiments such as EMSA, BrdU incorporation, enzyme-linked 
immunosorbent assay (ELISA), fl uorescence-activated cell sorting 
(FACS), or immunohistochemistry focus on the function of pro-
teins or their interaction with other proteins or DNA and thus 
provide more useful information.  
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2    Materials 

      1.    NPBT buffer: 10 mM Tris–HCl pH 7.4, 140 mM NaCl, 2 mM 
MgCl 2 , 0.1 % Triton X-100, 1 mM dithiothreitol (DTT), 
20 mM β-glycerophosphate, 100 μM sodium orthovanadate, 
0.5 mM PMSF, 1 μg/mL of aprotinin, 1 μg/mL of leupeptin.   

   2.    50 % Sucrose cushion: 0.5 M Sucrose in NPB buffer ( see  below 
for recipe).   

   3.    NPB buffer: 10 mM Tris–HCl pH 7.4, 140 mM NaCl, 2 mM 
MgCl 2 , 1 mM DTT, 20 mM β-glycerophosphate, 100 μM 
sodium orthovanadate, 0.5 mM PMSF, 1 μg/mL of aprotinin, 
1 μg/mL of leupeptin.   

   4.    Microcentrifuge.   
   5.    DC buffer: 20 mM HEPES–NaOH pH 7.9, 25 % glycerol, 

420 mM NaCl, 1.5 mM MgCl 2 , 0.2 mM EDTA, 1 mM DTT, 
20 mM β-glycerophosphate, 100 mM sodium orthovanadate, 
0.5 mM PMSF, 1 μg/mL of aprotinin, 1 μg/mL of leupeptin.   

   6.    Binding buffer: 10 mM HEPES–KOH pH 7.9, 10 % glycerol, 
50 mM KCl, 5 mM MgCl 2 , 0.1 mM EDTA, 1 mM DTT, 
2.5 μg of poly[d(I–C)].   

   7.    0.1 ng of  32 P-labeled oligonucleotide.   
   8.    6 % Non-denaturing polyacrylamide gel.   
   9.    0.25× TBE: Dilute 5× TBE (for 1 L dissolve 54 g of Tris base 

and 27.5 g boric acid in 900 mL of deionized water, add 
20 mL of 0.5 M EDTA pH 8.0, bring total volume to 1 L by 
adding deionized water) with deionized water.      

        1.    1× PBS, pH 7.4: 136.9 mM NaCl, 2.68 mM KCl, 8.1 mM 
Na 2 HPO 4 , 1.47 mM KH 2 PO 4 .   

   2.    3 % Formaldehyde.   
   3.    Senescence-associated β-galactosidase stain solution: 1 mg of 

5-bromo-4-chloro-3-indolyl β-galactosidase (X-Gal) per mL, 
40 mM citric acid/sodium phosphate pH 6.0, 5 mM potas-
sium ferrocyanide, 5 mM potassium ferricyanide, 150 mM 
NaCl, and 2 mM MgCl 2 .   

   4.    Dry incubator (no CO 2 ).   
   5.    70 % glycerol.   
   6.    Bright-fi eld microscope.      

      1.    Growth medium containing 40 μM bromo-deoxyuridine 
(BrdU).   

   2.    1× PBS ( see  Subheading  2.2.1 ,  item 1 ).   
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   3.    4 % Paraformaldehyde.   
   4.    Ice-cold methanol–acetone.   
   5.    Anti-BrdU antibody (clone BU-33, Sigma).   
   6.    Blocking buffer: 5 % Goat serum, 5 % horse serum, 0.2 % 

Tween 20 in 1× PBS.   
   7.    4′,6′-Diamidino-2-phenylindole (DAPI) in 1× PBS at 1:500.   
   8.    Fluorescence microscope.       

       1.    20 mg/mL Poly-HEMA (2-hydroxyethyl methacrylate) solu-
tion: Dissolve poly-HEMA powder in 95 % ethanol.   

   2.    95 % Ethanol.   
   3.    Sterile tissue culture (TC) dishes or plates.   
   4.    Sterile 1× PBS.      

      1.    Sterile TC dishes or plates.   
   2.    Sterile TC dishes or plates coated with poly-HEMA.   
   3.    0.05 % Trypsin/EDTA (available from various commercial 

sources).   
   4.    Cell Death Detection ELISA kit (Roche, 11-544-675-001) 

including incubation buffer, coating buffer, adhesive plate 
cover foils, washing buffer, conjugate solution (dilute 1 mL of 
anti-DNA- POD with 9 mL of incubation buffer), and sub-
strate buffer.   

   5.    Plate incubator at 15–25 °C.   
   6.    96-Well plates.   
   7.    Plate shaker.   
   8.    Microplate reader able to read 405 nm.       

      1.    Sterile TC dishes or plates.   
   2.    Sterile TC dishes or plates coated with poly-HEMA.   
   3.    0.05 % Trypsin/EDTA.   
   4.    Cold saline GM solution: 6.1 mM Glucose, 1.5 mM NaCl, 

5.4 mM KCl, 1.5 mM Na 2 HPO 4 , 0.9 mM KH 2 PO 4 , 0.5 mM 
EDTA.   

   5.    100 % ethanol.   
   6.    1× PBS supplemented with 5 mM EDTA.   
   7.    Propidium iodide (PI) staining solution: 30 μg/mL PI, 

300 μg/mL RNase A in 1× PBS.   
   8.    30 μm nylon mesh.      
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       1.    Chilled non-sterile 1× PBS.   
   2.    Chilled microcentrifuge tubes.   
   3.    Microcentrifuge.   
   4.    Cell scrapers.      

      1.    Magnesium lysis buffer (MLB) lysis buffer: 25 mM HEPES 
pH 7.5, 150 mM NaCl, 10 % NP-40, 0.25 % Na-deoxycholate, 
10 % glycerol, 10 mM MgCl 2 .   

   2.    Protease and phosphatase inhibitor cocktail (Thermo Scientifi c 
Halt Combined Protease and Phosphatase Inhibitor Cocktail).   

   3.    Microcentrifuge at 4 °C.   
   4.    BCA Protein Quantifi cation Assay Kit (Pierce, Thermo Scientifi c).      

      1.    Centrifuges: Microcentrifuge (e.g., Eppendorf 5430R, rotor: 
FA-45-30-11), tabletop centrifuge (e.g., Eppendorf 5810R, 
rotor: A-4-62), and fl oor centrifuge (e.g., Sorvall RC 5C Plus, 
rotor: SLA-1500).   

   2.    LB broth with ampicillin: Casein peptone 10 g/L, yeast extract 
5 g/L, NaCl 10 g/L, ampicillin (fi nal concentration 0.1 mg/mL).   

   3.    LB broth without ampicillin: Casein peptone 10 g/L, yeast 
extract 5 g/L, NaCl 10 g/L.   

   4.    pGEX-4T1, pGEX-Raf-1 RBD, and pGEX-RalBD constructs 
( see   Note 1 ).   

   5.    0.1 M Isopropyl-β- D -thiogalactopyranoside (IPTG).   
   6.    MTPBS-EDTA buffer: 4 mM NaH 2 PO 4 ·H 2 O, 16 mM 

Na 2 HPO 4 ·7H 2 O, 150 mM NaCl, 50 mM EDTA.   
   7.    Protease and phosphatase inhibitor cocktail (Thermo Scientifi c 

Halt Combined Protease and Phosphatase Inhibitor Cocktail).   
   8.    Sonicator.   
   9.    10 % (v/v) Triton X-100: 100 % Triton X-100 dissolved in 

deionized water.   
   10.    Glutathione agarose beads (BD BaculoGold Glutathione 

Agarose Beads).   
   11.    MLB lysis buffer: 25 mM HEPES, 150 mM NaCl, 10 % 

NP-40, 0.25 % Na deoxycholate, 10 % glycerol, 10 mM MgCl 2 .   
   12.    1× Laemmli buffer: 100 mM 0.5 M Tris–HCl pH 6.8, 20 % 

glycerol, 4 % SDS, 0.2 % bromophenol blue, 200 mM 
β-mercaptoethanol.   

   13.    SDS-PAGE gel and standard western blot materials.        
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3    Methods 

  The experiments described in this section focus on interaction of 
proteins with DNA. They allow us to decipher the signaling 
pathways, one intermediate at a time, in order to build an accurate 
understanding of how a cell responds to a particular stimulus and 
how that stimulus affects the cell cycle and subsequent proliferation. 
An electrophoretic mobility shift assay (EMSA) allows you to 
determine if transcription factors bind a particular sequence of 
DNA, typically transcription regulatory sequences. 

 In EMSA, protein–DNA complexes migrate more slowly than 
free DNA molecules in gel electrophoresis. The use of EMSA has 
provided valuable evidence that Ras is involved in many cell cycle 
regulatory pathways. Seminal work by Pestell showed that Ras can 
induce the cyclin D1 promoter in several different cell types [ 27 ]. 
In EMSA using nuclear extracts from cultured and primary cells, 
several heterodimeric AP-1 proteins (c-Jun, JunB, JunD, and 
c-Fos) bound the -954 region of the cyclin D1 gene promoter [ 27 ]. 
Furthermore, Vaque et al. showed using EMSA that c-Myc inhibits 
Ras-mediated AP-1 activity and c-Jun expression [ 28 ]. This work 
highlights just one aspect of the complex interaction of c-Myc with 
Ras signaling to promote cell cycle processes. 

      1.    Suspend 1–5 × 10 7  cells in 300 μL of NPBT buffer.   
   2.    Incubate for 10 min on ice.   
   3.    Recover nuclei by centrifugation through a 50 % sucrose cush-

ion in NPB buffer for 10 min at 15,000 ×  g  at 4 °C ( see   Note 2 ).   
   4.    Suspend nuclear pellets in 100–200 μL of DC buffer and rotate 

for 30 min at 4 °C.   
   5.    Clarify nuclear extracts by centrifugation for 10 min at 

15,000 ×  g  at 4 °C.      

      1.    In 20 μL volume reactions, mix 5–10 μg (protein amounts) of 
nuclear extract in binding buffer with 0.1 ng of  32 P-labeled 
oligonucleotide ( see   Note 3 ).   

   2.    Incubate for 30 min at room temperature.   
   3.    Resolve DNA–protein complexes and free probe at room tem-

perature on a 6 % non-denaturing polyacrylamide gel with 
0.25× TBE. Run gel at 4 °C at 180 V for 2–4 h. Dry gel and 
expose to autoradiographic fi lm.       

  Both senescence and anoikis (apoptosis which results from the loss 
of attachment to a substrate) represent phenotypes of normal cell 
biology that serve to remove cells from the mitotic population. 
While Ras signaling can initiate the former in normal cells, aberrant 
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Ras activation in tumor cells drives the escape from both of the 
phenotypes. Senescence-associated (SA) β-galactosidase staining 
and BrdU labeling are common techniques used to determine if 
cells have arrested their cell cycle and become senescent. BrdU 
labeling stains cells that are actively replicating their DNA, while 
β-galactosidase staining labels cells that have undergone senescence 
by quantifying SA β-galactosidase activity [ 29 ]. Furthermore, 
sorting cells by FACS allows one to accurately determine the 
 percentage of the cell population that is proliferating, senescent, or 
apoptotic. 

 The use of these techniques has shown that oncogenic Ras 
provokes premature cell senescence associated with accumulation 
of p53 and p16 INK4a  [ 30 ]. Furthermore, results from these tech-
niques have indicated that culture-imposed stress sensitizes cell to 
Ras-induced arrest [ 31 ]. Additionally, these techniques have helped 
decipher the complex interaction of Ras and c-Myc. Zhuang et al. 
[ 32 ] showed that c-Myc overexpression is required for continuous 
suppression of Ras-induced senescence in melanoma cells. 

      1.    Grow cells in a 24-well plate. The starting number of cells var-
ies depending on the exact experiment (duration, drug treat-
ment, transduction or knockdown of ectopic genes, etc.).   

   2.    Aspirate growth medium, and wash cells once with 1× PBS.   
   3.    Fix for 3–5 min at room temperature in 250 μL of 3 % 

formaldehyde.   
   4.    Wash two times with 500 μL 1× PBS, and add 250 μL of fresh 

senescence-associated β-Gal stain solution.   
   5.    Incubate at 37 °C in a dry incubator (no CO 2 ) overnight.   
   6.    Remove β-Gal stain solution. For long-term storage, overlay 

the cells with 250 μL of 70 % glycerol after removing the stain 
solution.   

   7.    Count the number of β-galactosidase-positive cells (blue stain-
ing) under a bright-fi eld microscope.      

      1.    Incubate cells (here we describe parameters for 24-well plates) 
in growth medium supplemented with 40 μM BrdU for 4 h.   

   2.    Aspirate growth medium containing BrdU and wash once with 
1 mL of 1× PBS.   

   3.    Fix cells in 500 μL of 4 % paraformaldehyde.   
   4.    Permeabilize with 500 μL of ice-cold methanol–acetone.   
   5.    Stain fi xed cells for immunofl uorescence by using the anti-

BrdU antibody (1:1,000) in blocking buffer.   
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   6.    Stain nuclei with DAPI using 500 μL of 1:500 dilution 
(DAPI:PBS) in order to determine the total number of cells in 
a given fi eld.   

   7.    Photograph 100–500 nuclei per condition, and determine the 
percentage of BrdU-positive cells [ 31 ].       

  A fundamental technique used to study anoikis is the use of poly-
HEMA- coated plates or low-attachment plates [ 33 – 36 ]. Cells 
cannot adhere to these plates, which will trigger anoikis in cells not 
resistant to it. This technique allows for the testing of different cell 
lines, mutants, or drugs in preventing anoikis or causing anoikis in 
resistant cells. With the utilization of poly-HEMA-coated plates 
and a death assay ELISA, McFall et al. [ 35 ] showed that oncogenic 
Ras blocks anoikis by activation of MEK independently of PI3K. 
Furthermore, using the same techniques, Ma et al. [ 36 ] showed 
that knockdown of p66 Shc  in normal epithelial cells leads to 
unrestrained Ras activation, preventing anoikis through downstream 
suppression of another Ras family small GTPase, RhoA. Conversely, 
lung cancer cell lines resistant to anoikis are made sensitive by re- 
expression of p66 Shc  [ 36 ]. In addition, Yu et al. have suggested that 
clusters of circulating tumor cells (CTCs) protect the inner cells 
from anoikis by providing cell–cell contact [ 37 ]. 

      1.    Make a 20 mg/mL solution of poly-HEMA (2-hydroxyethyl 
methacrylate) powder in 95 % ethanol, with mild heating and 
constant stirring overnight.   

   2.    Coat sterile tissue culture dishes or plates with poly-HEMA 
solution and dry by evaporation from open plates in a sterile 
hood overnight ( see   Note 4 ).   

   3.    Prior to use, surfaces should be washed twice with sterile 
1× PBS.      

       1.    Culture cells normally using testing conditions (mutants, drugs) 
on normal tissue culture-treated plates or poly-HEMA-coated 
plates (or low-attachment plates).   

  2 (a)     To collect cells from normal tissue culture-treated plates, 
collect the growth medium (for fl oating cells) and trans-
fer to a conical tube. Trypsinize the adherent cells as 
normal. Mix the trypsinized cells with the collected 
medium, and pellet the cells by centrifugation for 5 min 
at 200 ×  g  at 4 °C.   

  2 (b)     To collect cells from poly-HEMA-coated plates, collect all 
the growth medium into a conical tube and pellet the cells 
by centrifugation for 5 min at 200 ×  g  at 4 °C.   

   3.    Resuspend the cell pellets with 500 μL of incubation buffer 
and transfer to a clean microcentrifuge tube.   
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   4.    Mix thoroughly by combination of pipetting and vortexing.   
   5.    To lyse cells, incubate the samples for 30 min at 15–25 °C.   
   6.    Centrifuge the lysate for 10 min at 20,000 ×  g  at 4 °C.   
   7.    Carefully remove 400 μL of the supernatant (cytoplasmic 

fraction) ( see   Note 5 ).   
   8.    Pre-dilute the resulting supernatant 1:10 with cold (2–8 °C) 

incubation buffer.      

       1.    Pipette 100 μL of coating buffer into each well of a 96-well 
plate ( see   Note 6 ).   

   2.    Cover with an adhesive plate cover foil, and incubate for 1 h 
(alternately overnight at 2–8 °C).   

   3.    Aspirate coating buffer from all wells.   
   4.    Pipette 200 μL of incubation buffer into each well.   
   5.    Cover with an adhesive plate cover foil, and incubate for 30 min.   
   6.    Aspirate incubation buffer from all wells.   
   7.    Rinse wells three times with 300 μL of washing buffer, and 

aspirate washing buffer between each wash.   
   8.    Pipette 100 μL of conjugate solution into each well except for 

blank.   
   9.    Cover with an adhesive plate cover foil, and incubate for 90 min.   
   10.    Aspirate conjugate solution from all wells.   
   11.    Rinse wells three times with 300 μL of washing buffer, and 

aspirate washing buffer between each wash.   
   12.    Pipette 100 μL of substrate buffer into each well.   
   13.    Incubate on a plate shaker at 250 rpm until color development 

is suffi cient for a photometric analysis (10–20 min).   
   14.    Using a microplate reader, read the wells at 405 nm ( see   Note 7 ).       

      1.    Follow Subheading  3.3.2 ,  steps 1  and  2 .   
   2.    Resuspend cell pellets in 1 mL of cold saline GM solution.   
   3.    Add 3 mL of 100 % ethanol to fi x cells overnight at 4 °C.   
   4.    Pellet cells by centrifugation for 5 min at 200 ×  g  at 4 °C.   
   5.    Wash cells once with 1 mL of 1× PBS containing 5 mM EDTA.   
   6.    Pellet cells by centrifugation for 5 min at 200 ×  g  at 4 °C.   
   7.    Resuspend cell pellet in 1 mL of PI staining solution.   
   8.    Stain cells for 1 h at room temperature in the dark.   
   9.    Filter the cell suspension through a 30 μm nylon mesh to 

remove aggregates. Sample is now ready to be sorted on fl ow 
cytometer.   

   10.    Collect 10,000 events, and analyze PI intensity using FL2 
channel for relative DNA content ( see   Note 8 ).      
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  Ras signaling is important for translating extracellular stimuli into 
cellular responses. Because cell–cell contact has an impact on several 
elements of intracellular signaling, including Ras-dependent 
cascades, when investigating Ras signaling pathways in culture, it is 
important to keep the culturing conditions as consistent as possible. 
This includes growing the cells to a consistent confl uency for all 
experiments. If the confl uency of the cells varies between experiments, 
there is the possibility that the cells are receiving different signals 
due to the different number of cells present in the dish, resulting in 
altered cell–cell contact signaling and secreted paracrine factors 
(growth factors, apoptotic signals, chemokines, etc.). 

 Our work here shows that the activity of both Ras and its down-
stream effectors that we have previously described as being critical 
for proliferation regulation varies between different confl uences of 
the same cell line. We tested several pancreatic adenocarcinoma cell 
lines growing at three different confl uences (60 %, which is rep-
resentative of our standard log-phase conditions, 95 % and over-
confl uent). We collected lysates from each cell line at each confl uency 
and performed western blots probing for Ras, phosphorylated 
MEK1/2 (pMEK1/2), phosphorylated ERK1/2 (pERK1/2), 
phosphorylated AKT (pAKT), RalA, and RalB. We performed pull-
down assays for GTP-loaded (active) Ras, RalA, and RalB [ 38 ,  39 ] 
prior to running a western blot probing for Ras, RalA, and RalB. 
Our results show that these signaling pathways change with different 
confl uences. These changes are not predictable or consistent, as we 
observe different protein expression and/or activation patterns 
among the cell lines. Indeed, even upstream K-Ras expression and 
activity change across variable culture conditions and cell lines 
(Fig.  1 ). Another example of this unpredictable inconsistency is 
seen in RalA expression and activation in T3M4 cells (Fig.  1 ). While 
there are relatively equal amounts of total RalA in the three condi-
tions, RalA-GTP diminishes considerably as the cells become more 
tightly packed. A similar trend is observed for CFPac1 cells, but the 
opposite occurs for MiaPaCa2 cells, where there is a slight but distinct 
increase in RalA activation as confl uency increases. Comparing 
pERK1/2 to total ERK in MiaPaCa2 and T3M4 cells in Fig.  2 , we 
observe similar expression levels of total ERK1/2 in both cell lines 
but different levels of pERK1/2. For MiaPaCa2, the levels of 
pERK1/2 activation increase with an increase in confl uency, 
whereas the T3M4 samples have equal levels of pERK1/2 activation 
across all three confl uences. It should be noted that the trends seen 
in downstream effector pathways do not closely follow the levels of 
either K-Ras expression or GTP loading, indicating that cells recruit 
effectors differently when placed in crowded culture scenarios. 
These results highlight the importance of keeping the environment, 
including confl uency, that cells grow in as constant as possible and 
consistent between experiments when investigating Ras-related 
proliferation and death.
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  Fig. 1    Western blots of total and GTP-loaded K-Ras, RalA, and RalB in PDAC cell lines CFPac1, MiaPaCa2, 
Panc1, and T3M4. Samples were prepared from 60 %, 95 %, and over-confl uent cell populations. Pulldowns 
were performed in order to blot for GTP-loaded proteins. Vinculin was used as a loading control       

  Fig. 2    Western blots of total and phosphorylated AKT, MEK1/2, and ERK1/2 in PDAC cell lines CFPac1, MiaPaCa2, 
Panc1, and T3M4. Samples were prepared from 60 %, 95 %, and over-confl uent cell populations. Vinculin was 
used as a loading control. pAKT, phosphorylated AKT; pMEK1/2, phosphorylated MEK1/2; pERK1/2, phosphory-
lated ERK1/2       
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         1.    Chill non-sterile PBS on ice. Label appropriate microcentri-
fuge tubes. Chill microcentrifuge to 4 °C.   

   2.    Remove plates of cells from the incubator and place on ice 
immediately ( see   Note 9 ). Aspirate medium, and rinse cells 
with 5 mL (for 10 cm plate) of ice-cold 1× PBS. Aspirate 
immediately ( see   Note 10 ).   

   3.    Add 1 mL of 1× PBS to the fi rst plate, and ensure that the cell 
surface is covered in PBS. Scrape cells with the blade of a cell 
scraper in a uniform fashion to pool the cells in the PBS. When 
the plate surface is cleared of cells, transfer the cell/PBS mix-
ture with a pipette to the next plate, ensuring again that the 
cell surface is covered.   

   4.    Repeat scraping, collecting, and transferring until all cells have 
been pooled into a single microcentrifuge tube. Transfer all to 
a chilled tube on ice.   

   5.    When all the cells have been collected, spin tubes for 5 min at 
200 ×  g  at 4 °C in a microcentrifuge to pellet the cells. Aspirate 
the PBS completely and discard ( see   Note 11 ). Cells are ready 
to be lysed or frozen immediately at −80 °C.      

       1.    Add protease and phosphatase inhibitor cocktails to MLB 
buffer.   

   2.    Resuspend cell pellet in appropriate volume of MLB buffer 
plus protease and phosphatase inhibitors by pipetting and 
vortexing ( see   Note 12 ).   

   3.    Incubate on ice for 10 min.   
   4.    Vortex for a few seconds.   
   5.    Incubate on ice for 10 more min.   
   6.    Centrifuge for 10 min at 21,000 ×  g  at 4 °C in a microcentrifuge.   
   7.    Transfer the supernatant to a new microcentrifuge tube 

( see   Note 13 ).   
   8.    Quantify protein concentration.   
   9.    Use immediately or freeze at −80 °C for future use.      

      1.    Inoculate 50 mL of LB-Amp cultures with glycerol stocks of  
E. coli  containing either pGEX-Raf-1-RBD ( R as- b inding 
 d omain, for Ras-GTP pulldown), pGEX-RalBD (for Ral-GTP 
pulldown), or pGEX-4T1 (control vector). Grow overnight on 
shaker at 37 °C.   

   2.    In the morning, add the 50 mL starter culture to 450 mL of 
sterile LB without Amp for each starter culture.   

   3.    Grow for 1 h on shaker at 37 °C.   
   4.    Induce by adding IPTG to a fi nal concentration of 0.1 mM.   
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   5.    Grow for 2 h on shaker at 37 °C.   
   6.    Centrifuge cells for 10 min at 5,500 ×  g  at room temp.   
   7.    Resuspend all cell pellets in 9 mL of MTPBS-EDTA plus 

inhibitor cocktail (freshly added).   
   8.    Sonicate on ice at medium level, three times and 10 pulse 

cycles (50 % on/off), with about 10-s pausing between intervals 
to prevent warming ( see   Note 14 ).   

   9.    Add 1 mL of 10 % Triton X-100 to make a fi nal concentration 
of 1 %. Mix well.   

   10.    Spin for 10 min at 3,200 ×  g  at 4 °C.   
   11.    Prepare glutathione beads ( see   Note 15 ). Use 5–15 μL of 

packed bead volume per experimental sample ( see   Note 16 ). 
First, quickly spin the beads down in a microcentrifuge and 
aspirate the supernatant ( see   Note 17 ). Wash the beads twice 
in 500 μL of MTPBS-EDTA plus inhibitors. Remove MTPBS- 
EDTA, and make a 1:1 slurry by adding a volume of 
MTPBS- EDTA plus inhibitors equal to the bead volume.   

   12.    Transfer the supernatant of sonicated bacteria to a 15 mL tube, 
and add the washed glutathione beads (10–30 μL of the 1:1 
slurry per experimental sample).   

   13.    For Ras-GTP pulldown, rock the beads for 15 min at 4 °C. For 
Ral-GTP pulldown, rock beads for 10 min at room temperature.   

   14.    Spin briefl y to pellet beads.   
   15.    Remove the supernatant and transfer to a new 15 mL tube 

( see   Note 18 ).   
   16.    Resuspend the beads in 500 μL of MTPBS-EDTA plus 

inhibitors and transfer to a microcentrifuge tube.   
   17.    Wash two more times with 500 μL of MTPBS-EDTA plus 

inhibitors.   
   18.    Wash once with 500 μL of MLB plus inhibitors.   
   19.    Add a volume of MLB plus inhibitors equal to the bead 

volume to create a 1:1 slurry.   
   20.    Use immediately or store on ice for use that day.   
   21.    Thoroughly mix the prepared 1:1 slurry of beads containing 

the GST-RBD or GST-RalBD protein, and add 10–30 μL of 
the slurry to each experimental sample. The volume of each 
experimental sample should be equal to 100–250 μg (protein 
amounts) of lysate (prepared as in Subheading  3.5.2 ,  step 9 ; 
 see   Note 19 ). Add 300–500 μL of MLB plus inhibitors to 
ensure that beads are free fl owing. Set aside 10–20 μg (protein 
amounts) of lysate per sample in separate tubes to be run on 
the gel as a positive control for total Ras, RalA, and RalB 
proteins.   
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   22.    Tumble tubes for 30 min at 4 °C ( see   Note 20 ).   
   23.    Collect beads by briefl y centrifuging. Carefully aspirate as 

much liquid as possible.   
   24.    Wash twice with cold MLB plus inhibitors by adding 500 μL 

and fl icking the tube thoroughly.   
   25.    Collect beads by briefl y centrifuging, aspirate as much liquid as 

possible, and add 10–15 μL of 1× Laemmli buffer ( see   Note 21 ).   
   26.    Load the entire volume of each sample, including the beads 

( see   Note 22 ), onto an SDS-PAGE gel.   
   27.    Perform western blot according to normal protocol.        

4    Notes 

     1.    The empty pGEX-4T-1 can be purchased from GE Healthcare 
Life Sciences or Addgene.   

   2.    To recover the nuclei, add the cells resuspended in NPBT to a 
tube already containing NPB with the 50 % sucrose cushion. 
Centrifuge. Remove the supernatant, and resuspend the pellet 
(nuclei) in DC.   

   3.    Some of the targets typically used are AP-1 proteins (such as 
c-Jun, JunB, JunD, and c-Fos), cyclin D, and c-Myc.   

   4.    Coated plates are good for several weeks stored at room tem-
perature and kept sterile. The volume of poly-HEMA varies 
depending on the size of the dish or the plate. It is important 
to use enough poly-HEMA to cover the surface of dishes or 
plates.   

   5.    Cell pellet contains cell nuclei with high-molecular-weight, 
unfragmented DNA.   

   6.    All incubation steps in Subheading  3.3.3  are at 15–25 °C. 
Samples should be done in at least duplicate. A negative 
control (untreated cells) should be analyzed, which allows 
calculation of an enrichment factor.   

   7.    More information for this protocol is described in previous 
studies [ 36 ,  40 ].   

   8.    Forward and side scatter gates and a doublet discrimination 
plot should be set to include whole- and individual cell popula-
tions, respectively. The resulting data should be analyzed to 
determine cell cycle distribution and sub-diploid/apoptotic 
cell fraction [ 41 ].   

   9.    After removing cells from the incubator, all subsequent steps 
are done cold, either on ice or in a refrigerated centrifuge, with 
ice-cold reagents and tubes.   

   10.    When collecting multiple plates into one microcentrifuge 
tube, be sure to aspirate as much of the PBS wash as possible. 

Matthew C. Stout et al.
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If not enough of the PBS wash is aspirated, then the cell 
suspension might not fi t in one microcentrifuge tube.   

   11.    Using a needle and syringe to remove the PBS from the cell 
pellet allows for complete removal of the PBS without disrupt-
ing the cell pellet.   

   12.    When pipetting to resuspend the cell pellet, wash the sides of 
the tube with the lysis buffer in order to collect the cells that 
might be on the sides of the tube instead of at the bottom with 
the pellet.   

   13.    Keep lysates on ice at all times when working with them.   
   14.    Sonication conditions may vary depending on the type of soni-

cator. These conditions may need to be optimized in each 
laboratory.   

   15.    Make sure that the beads are resuspended well in the bottle 
before pipetting.   

   16.    Prepare a larger volume (20–30 % more) of beads than needed 
per sample.   

   17.    A needle and syringe work best for this. The fi ne tip of the 
needles allows you to get very close to the beads without aspi-
rating the beads.   

   18.    Save for future use as the bacterial lysate can be stored at 4 °C, 
usually for about a month, and reused to make additional GST-
conjugated beads.   

   19.    For Ras-GTP pulldown, 200–250 μg of lysate will be needed for 
each construct being tested and 10 μg of lysate for total protein 
(loading controls for western blot). For Ral-GTP pulldown, 
100 μg of lysate will be needed for each construct being tested plus 
10 μg for total RalA protein and 20 μg for total RalB protein.   

   20.    Make sure that the total volume is larger enough so that the 
beads are free fl owing and not staying in the bottom of the 
microcentrifuge tube.   

   21.    The volume of 1× Laemmli buffer should be at least equal to 
the volume of beads.   

   22.    Resuspend the beads in the Laemmli buffer just prior to load-
ing to the gel so that the beads are completely suspended and 
all are loaded onto the gel. Flicking the tube or stirring with 
the pipet tip is the best way to resuspend the beads just prior to 
loading.         
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    Chapter 22   

 Telomere Regulation During the Cell Cycle in Fission Yeast 

           Bettina     A.     Moser    ,     Ya-Ting     Chang    , and     Toru     M.     Nakamura    

    Abstract 

   The fi ssion yeast  Schizosaccharomyces pombe  has emerged as a useful model organism to study telomere 
maintenance mechanisms. In this chapter, we provide detailed protocols for quantitative ChIP and BrdU 
incorporation analyses to investigate how fi ssion yeast telomeres are regulated during the cell cycle by 
utilizing  cdc25-22  synchronized cell cultures.  

  Key words     Cell cycle synchronization  ,    cdc25-22   ,   BrdU incorporation  ,   Antibodies  ,   Chromatin 
 immunoprecipitation  ,   Dot blot analysis  ,   DNA hybridization  ,   Real-time quantitative PCR  

1      Introduction 

 Telomeres are the natural ends of eukaryotic chromosomes that 
must be protected from DNA repair enzymes and checkpoint 
response factors [ 1 ]. In most eukaryotic cells, telomeric DNA con-
sists of G-rich repetitive sequences, and the telomere-specifi c 
reverse transcriptase known as telomerase is utilized to extend telo-
meric repeats to counteract loss of telomeric DNA during DNA 
replication by replicative DNA polymerases [ 2 ]. Telomeric repeat 
sequences provide binding sites for telomere-specifi c protective 
complexes, such as shelterin and CST (CTC1/Cdc13-Stn1-Ten1), 
which in turn regulate the accessibility of telomeres to DNA dam-
age response factors and telomerase [ 3 ,  4 ]. While studies in the 
telomere fi eld are often performed with asynchronous cell cultures, 
it is important to recognize that telomere maintenance mecha-
nisms are carefully regulated during cell cycle, and in fact, recruit-
ment of telomerase to telomeres has been found to be intimately 
linked to DNA replication [ 2 ,  5 ]. Therefore, in order to fully 
understand how cells ensure stable maintenance of telomeres, we 
must study them in the context of the cell cycle. 

 In recent years, the fi ssion yeast  Schizosaccharomyces pombe  
has emerged as an attractive model organism to study telomere 
biology, since it utilizes telomere factors that show high degree of 
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evolutionary conservation with mammalian telomere factors [ 4 ]. 
In this chapter, we describe our detailed protocol for chromatin 
immunoprecipitation (ChIP) assays on samples taken from syn-
chronized cell cultures to characterize how the protein composi-
tion of telomeres is dynamically regulated during the cell cycle. 
While various ways to synchronize fi ssion yeast cell cultures have 
been described [ 6 ,  7 ], we prefer the use of the temperature- 
sensitive  cdc25-22  allele, since no other method easily allows for 
collection of suffi cient quantity of cells from synchronized cell 
cultures to carry out ChIP experiments. Cdc25 is a key regulator 
of cell cycle progression in fi ssion yeast [ 8 ], and its inactivation 
causes cells to arrest in G2 phase. In addition, we describe our 
protocol for monitoring the replication timing of telomeric DNA 
by quantitatively determining the timing of BrdU incorporation 
after release from the  cdc25-22  cell cycle arrest in G2 phase. 

 Finally, both real-time quantitative PCR (qPCR)- and dot blot 
hybridization-based methods to analyze ChIP and BrdU incorpora-
tion experiments are described. While wild-type fi ssion yeast cell 
telomeres are relatively short (~300 bp) and can be effectively char-
acterized by both methods, the dot blot hybridization-based 
method should be carried out for mutant cells with longer (≥1 kb) 
telomeres. Although we only describe ChIP and BrdU incorpora-
tion protocols in this chapter, it should be noted that samples 
obtained from synchronized  S. pombe  cultures can also be used for 
other types of experiments, such as western blot analysis to monitor 
protein levels and/or protein modifi cations, co- immunoprecipitation 
analysis to monitor telomere complex formation, and Southern blot 
analysis to monitor telomere length variations. Thus, we hope that 
the protocols described here prove useful in elucidating cell cycle 
regulation of fi ssion yeast telomeres in future studies.  

2    Materials 

      1.    YES medium: 5 g Yeast extract, 30 g glucose (dextrose), 
100 mg leucine, 100 mg uracil, 100 mg histidine-HCl, and 
100 mg Adenine per 1 L. Autoclave for 20 min.   

   2.    Hydroxyurea (HU) stock solution: 1 M HU in ddH 2 O. Filter- 
sterilize with a 0.22 μm fi lter, and store at −20 °C until use.      

      1.    Formaldehyde solution: 11 % Formaldehyde (v/v), 100 mM 
NaCl, 1 mM EDTA pH 8.0, 0.5 mM EGTA, 50 mM Tris–
HCl pH 8.0.   

   2.    2.5 M glycine: Dissolve 93.8 g glycine in 500 mL ddH 2 O, 
fi lter-sterilize, and store at room temperature.   

   3.    Tris-buffered saline (TBS): 20 mM Tris–HCl pH 7.6, 150 mM 
NaCl. Store at 4 °C.   

2.1  Cell Cycle 
Synchronization 
of  cdc25-22  Cells

2.2  Chromatin 
Immunoprecipitation 
Analysis
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   4.    0.5 mm Glass beads.   
   5.    Fast Prep ®  FP120 (Qbiogene).   
   6.    Misonix Sonicator 3000 with cup horn device.   
   7.    Lysis buffer: 50 mM Hepes–KOH pH 7.5, 140 mM NaCl, 

1 mM EDTA, 1 % (v/v) Triton X-100, 0.1 % (w/v) sodium 
deoxycholate, “Complete” protease inhibitor (Roche), 1 mM 
phenylmethylsulfonyl fl uoride (PMSF). Prepare fresh on ice.   

   8.    Lysis buffer 500: Replace 140 mM NaCl in lysis buffer ( item 
7  above) with 500 mM NaCl and no protease inhibitors. 
Prepare fresh on ice.   

   9.    Wash buffer: 10 mM Tris–HCl pH 8.0, 0.25 M LiCl, 0.5 % 
NP-40, 0.5 % sodium deoxycholate, 1 mM EDTA. Prepare 
fresh on ice.   

   10.    TE buffer: 10 mM Tris–HCl, 1 mM EDTA pH 7.5. Store at 4 °C.   
   11.    Antibodies: We commonly use monoclonal anti-myc (9B11, 

Cell Signaling 2276S) or anti-FLAG (M2, Sigma F1804) anti-
bodies for myc- or FLAG-tagged proteins, respectively. Other 
antibodies that effi ciently purify the protein of interest can also 
be used.   

   12.    Dynabeads ®  Protein G (Life Technologies, 30 mg/mL).   
   13.    Magnetic stand.   
   14.    Chelex 100 Resin 10 %: 0.1 mg/mL in ddH 2 O (BioRad). 

Prepare fresh.   
   15.    Proteinase K: Dissolve Proteinase K (Invitrogen) at 10 mg/

mL in 10 mM Tris–HCl pH 7.5, 20 mM calcium chloride, 
50 % glycerol. Store at −20 °C.      

      1.    5-Bromo-2-deoxyuridine (BrdU): 10 mM BrdU stock solu-
tion (3.07 mg/mL) in ddH 2 O. Prepare fresh.   

   2.    1 M Sodium azide: Store at room temperature.   
   3.    SP1 buffer: 1.2 M sorbitol, 50 mM sodium citrate, 50 mM 

sodium phosphate (Na 2 HPO 4 ), 40 mM EDTA. Adjust pH to 
5.6 using citric acid.   

   4.    Zymolyase 100T (Amsbio).   
   5.    5× TE: 50 mM Tris pH 8.0, 5 mM EDTA.   
   6.    10 % Sodium dodecyl sulfate (SDS): 10 g SDS in 100 mL 

ddH 2 O. Store at room temperature.   
   7.    5 M Potassium acetate: Dissolve 49.1 g KCH 3 CO 2  in 100 mL 

ddH 2 O. Autoclave, and store at room temperature.   
   8.    Isopropanol.   
   9.    DNase free RNase A (Fermentas).   

2.3  Analysis 
of 5-Bromo-2-
Deoxyuridine-
Incorporated DNA
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   10.    Phenol: Equilibrated with 10 mM Tris pH 8.0, 1 mM EDTA.   
   11.    Phenol, chloroform, and isoamyl alcohol mix (25:24:1), satu-

rated with 10 mM Tris pH 8.0, 1 mM EDTA.   
   12.    Chloroform and isoamyl alcohol mix (24:1).   
   13.    Ethanol: Store at −20 °C.   
   14.    10 mM Tris–HCl pH 8.0: Store at room temperature.   
   15.    Anti-BrdU antibody: 25 μg/mL (Becton Dickinson, 347580).   
   16.    Dynabeads ®  Protein G: 30 mg/mL (Life Technologies).   
   17.    Magnetic stand.   
   18.    TBS: 20 mM Tris–HCl pH 7.6, 150 mM NaCl. Store at 4 °C.   
   19.    1× Phosphate-buffered saline (PBS): 8 g NaCl, 0.2 g KCl, 1.44 g 

Na 2 HPO 4 , 0.24 g KH 2 PO 4  per 1 L ddH 2 O. Dissolve compo-
nents in 800 mL ddH 2 O, adjust to pH 7.4 with HCl, and bring 
to 1 L with ddH 2 O. Sterilize by autoclaving, and store at 4 °C.   

   20.    IP buffer: Add 0.05 % Triton X-100 to 1× PBS.   
   21.    TBSE: 10 mM Tris–HCl pH 7.5, 150 mM NaCl, 0.1 mM 

EDTA.   
   22.    TBSE + Triton: TBSE + 1 % Triton X-100.   
   23.    TE buffer: 10 mM Tris–HCl, 1 mM EDTA pH 7.5.   
   24.    Chelex 100 Resin 10 %: 0.1 mg/mL in ddH 2 O (BioRad). 

Prepare fresh.   
   25.    Proteinase K: Dissolve Proteinase K at 10 mg/mL in 10 mM 

Tris–HCl pH 7.5, 20 mM calcium chloride, 50 % glycerol. 
Store at −20 °C.      

      1.    iQ SYBR Green Supermix (Bio-Rad).   
   2.    PCR primers: jk380 (5′-TAT TTC TTT ATT CAA CTT ACC 

GCA CTT C-3′) and jk381 (5′-CAG TAG TGC AGT GTA 
TTA TGA TAA TTA AAA TGG-3′) [ 9 ].   

   3.    iQ5 Real-Time PCR Detection System with iQ5 Optical 
Software (Bio-Rad).      

      1.    1 M NaOH.   
   2.    500 mM EDTA.   
   3.    Amersham Hybond-XL membrane (GE Healthcare).   
   4.    Bio-Dot Microfi ltration Apparatus (Bio-Rad).   
   5.    2× Saline sodium citrate (SSC): 300 mM NaCl, 30 mM Na 

citrate (Na 3 C 6 H 5 O 7 ·2H 2 O).   
   6.    UV Stratalinker 1800 (Stratagene).   
   7.    Church buffer: 0.25 M Sodium phosphate buffer pH 7.2, 

1 mM EDTA, 1 % BSA, 7 % SDS. Aliquot, and store at −20 °C.   
   8.    Stratagene Prime It II Labeling Kit.   

2.4  Quantitative PCR 
Analysis

2.5  Dot Blot Analysis
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   9.    [α- 32 P]-dCTP (3,000 Ci/mmol).   
   10.    ProbeQuant G-50 Micro Columns (GE).   
   11.    Telomeric probe template DNA: Gel purify a ~300 bp SacI- 

ApaI DNA fragment from pTELO plasmid and resuspend in 
10 mM Tris, pH 8.5 ( see   Note 1 ).   

   12.    0.1× SSC, 0.1 % SDS.   
   13.    PhosphorImager (Molecular Dynamics) and phosphorImager 

cassettes.       

3    Methods 

         1.    Grow a 500 mL culture of  cdc25-22  cells in YES medium over-
night at 25 °C to OD 600  = ~0.25 (early- to mid-exponential 
phase). Shift the cell culture to 36 °C for 3 h to arrest cells in 
G2 ( see   Note 2 ). Shift the culture back to 25 °C rapidly ( see  
 Note 3 ), incubate at 25 °C for the ongoing experiment, and 
take 30 mL aliquots every 20 min for 4 h ( see   Note 4 ).   

   2.    In order to prevent telomere replication, HU can be added to 
the culture (15 mM fi nal concentration) immediately after it 
has been shifted back to 25 °C. HU causes stalling of ongoing 
replication forks due to dNTP depletion and inhibits replica-
tion of late-replicating regions, including telomeres [ 5 ,  10 ].   

   3.    Cell cycle progression should be monitored by measuring the 
septation index (% of cells with septum).  S. pombe  cells form a 
septum during G1/S phase, which can be easily monitored 
microscopically. The septation index should reach 60–80 % 
during S phase (Fig.  1 ). At every time point take ~5 μL culture 
to determine the septation index.

3.1  Cell Cycle 
Synchronization 
of  cdc25-22  Cells

  Fig. 1    Typical changes in the percentage of septated cells after release from a 
 cdc25-22  cell cycle arrest       
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           Cell cycle-regulated association of telomere proteins can be 
 monitored by performing ChIP analysis of samples obtained from 
synchronized cell cultures ( see  Subheading  3.1 ). In ChIP analysis, 
proteins are fi rst cross-linked to DNA with formaldehyde and then 
purifi ed with protein-specifi c antibodies. DNA is recovered and 
analyzed for the presence of telomeric DNA sequences. While 
many ChIP protocols exist, we prefer a protocol that is short, is less 
toxic, and produces highly reproducible results by using Chelex 
100 resin [ 11 ], rather than phenol–chloroform extraction or vari-
ous commercially available spin columns designed to purify dsDNA 
to recover DNA ( see   Note 5 ).

    1.    Fix 30 mL aliquot samples ( see  Subheading  3.1 ) immediately 
with 1 % formaldehyde by adding 1/10 sample volume of 
formaldehyde solution and incubating for 20 min at room 
temperature by gently shaking.   

   2.    Add 2.5 M glycine to a fi nal concentration of 125 mM and 
incubate for 5 min at room temperature while shaking.   

   3.    Collect cells by centrifugation (2,100 ×  g  for 5 min) and trans-
fer into a 1.5 mL screw top microcentrifuge tube.   

   4.    Wash three times with 1 mL of TBS on ice ( see   Note 6 ). Snap- 
freeze the cell pellets in liquid nitrogen and store at −80 °C 
until further use ( see   Note 7 ).   

   5.    Thaw cell pellets on ice. For all subsequent steps, work should 
be performed on ice or at 4 °C using ice-cold buffers.   

   6.    Resuspend each cell pellet in 250 μL of lysis buffer, add glass 
beads, and lyse cells in Fast Prep ®  ( see   Note 8 ).   

   7.    Recover lysate in a new microcentrifuge tube by punching a 
small hole into the bottom of the tube with a hot needle, put-
ting the tube into a receiver tube (snap cap), and spinning at 
376 ×  g  for a few seconds in a microcentrifuge.   

   8.    Sonicate lysate in an ice bath (Misonix Sonicator 3000 with cup 
horn device) to obtain DNA fragments ~500 bp ( see   Note 9 ). 
Centrifuge at 16,200 ×  g  for 10 min at 4 °C. Recover 
supernatant.   

   9.    Prepare 1–2 mg of lysate in 200 μL of lysis buffer for each 
ChIP ( see   Note 10 ). For input control, save 5 μL and process 
as described below. Until it is ready to be processed, it should 
be stored at −20 °C.   

   10.    For ChIP samples, add 1 μg of antibody to the lysate and incu-
bate with gentle rocking for 2 h at 4 °C.   

   11.    Add 25 μL of Dynabeads ®  Protein G ( see   Note 11 ), and incu-
bate for 1 h at 4 °C. Alternatively, preincubate the antibody 
with Dynabeads ®  Protein G for 1 h at 4 °C, wash the beads 
using the magnetic stand with 1 mL of lysis buffer to remove 

3.2  Chromatin 
Immunoprecipitation 
Analysis

Bettina A. Moser et al.



417

excess antibody, add the beads to lysates, and incubate for 
2–3 h at 4 °C. The amount of antibody and beads can be 
adjusted depending on the protein of interest and its epitope.   

   12.    Using the magnetic stand, wash beads successively 2× with 
1 mL of lysis buffer ( see   Note 12 ), 2× with 1 mL of lysis buffer 
500, 2× with 1 mL of wash buffer, and 2× with 1 mL of TE 
buffer. For washing with lysis buffer 500 and wash buffer, sam-
ples should be incubated for 10 min at 4 °C on a rotating 
device. Remove all liquid after the fi nal wash ( see   Note 13 ).   

   13.    Add 100 μL of 10 % Chelex 100 Resin to input ( see   step 9  
above) and bead samples, mix, and boil for 15 min to reverse the 
formaldehyde cross-link in order to recover DNA ( see   Note 14 ).   

   14.    Cool samples to room temperature, add 2 μL of Proteinase K, 
and incubate at 55 °C for 30 min while shaking.   

   15.    Add an additional 100 μL of ddH 2 O. Boil for 10 min, and 
recover 130 μL of supernatant ( see   Note 14 ). Store samples at 
−20 °C.   

   16.    Samples are now ready for qPCR analysis ( see  Subheading  3.4 ) 
or dot blot analysis ( see  Subheading  3.5 ).    

    
 BrdU is a thymidine analog, and its incorporation into newly syn-
thesized DNA during cell cycle progression allows for monitoring 
the progression of the DNA replication fork. Anti-BrdU antibod-
ies can be utilized in immunoprecipitation to purify BrdU-labeled 
DNA from bulk DNA samples. The protocol described here has 
been used to determine the timing of replication at telomeres in 
our lab [ 5 ], but it can also be adapted to monitor replication tim-
ing of other genomic loci. 

 For this experiment, modifi ed fi ssion yeast cells carrying the 
human equilibrative nucleoside transporter 1 ( hENT1 ) gene and 
the  Herpes simplex  virus thymidine kinase ( hsv-tk ) gene are used. 
Expression of hENT is required for effi cient entry of BrdU into 
cells, and expression of TK is necessary to incorporate BrdU into 
DNA [ 12 ,  13 ].

    1.    Synchronize  cdc25-22 hENT hsv-tk  cells as described above 
( see  Subheading  3.1 ).   

   2.    After the arrested cell culture has been shifted back to 25 °C, 
add BrdU to the culture to a fi nal concentration of 50 μM. 
Incubate cells at 25 °C, and take 30 mL of aliquots every 20 
min.   

   3.    Add sodium azide to each aliquot to a fi nal concentration of 
10 mM.   

   4.    Spin at 2,100 ×  g  for 5 min.   
   5.    Wash pellets in 1 mL of SP1 buffer, transfer to a 1.5 mL micro-

centrifuge tube, and centrifuge to collect cells as pellets.   

3.3  Analysis 
of BrdU-Incor -porated 
DNA

Telomere Regulation in Fission Yeast
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   6.    Snap-freeze the cell pellets in liquid nitrogen and store at 
−80 °C.   

   7.    Thaw cell pellets on ice, resuspend each in 1 mL of SP1 buffer 
supplemented with 0.2 mg/mL Zymolyase 100T, and incubate 
at 37 °C for 30–60 min while shaking in order to obtain proto-
plasts by digesting the cell wall. To monitor completion of the cell 
wall digestion, mix 2 μL of the protoplasts and 2 μL of 2 % SDS, 
and then check under a phase-contrast microscope ( see   Note 15 ).   

   8.    Gently spin the protoplasted cells in a microcentrifuge at 
1,500 ×  g  for 2 min, and resuspend them in 0.9 mL of 5× TE. 
Bring to 1 % SDS by adding 100 μL of 10 % SDS, and incu-
bate at 65 °C for 15 min.   

   9.    Add 306 μL of 5 M potassium acetate (1.17 M fi nal), and 
incubate on ice for 10 min. Spin sample at 16,200 ×  g  for 
10 min at 4 °C, and recover 800 μL of supernatant.   

   10.    Add 1 volume (800 μL) of isopropanol to each sample, and 
incubate on ice for 30 min.   

   11.    Spin sample at 16,200 ×  g  for 15 min at 4 °C. Remove all liq-
uid, and air-dry pellet for 10–15 min. When the color of the 
pellet turns from white to clear, move on to the next step.   

   12.    Resuspend each sample in 500 μL of 5× TE + RNaseA (20 μg/
mL) and incubate at 37 °C for 2 h. Wrap samples in aluminum 
foil to minimize exposure of BrdU-labeled DNA to light.   

   13.    Extract samples sequentially with phenol, phenol/chloro-
form/isoamyl alcohol, and chloroform/isoamyl alcohol 
(500 μL each), and recover aqueous (top) phase, which con-
tains DNA ( see   Note 16 ).   

   14.    Precipitate DNA by adding 2.5× volume of −20 °C ethanol 
and incubating at −20 °C for 30 min.   

   15.    Spin at 16,200 ×  g  for 15 min at 4 °C, and wash pellet with 
500 μL of 70 % ethanol. Remove any residual liquid, and air- 
dry pellet for 10–15 min.   

   16.    Resuspend pellet in 50 μL of 10 mM Tris pH 8.0, and mea-
sure DNA concentration ( see   Note 17 ). Samples can be stored 
at −20 °C.   

   17.    Prepare 2 μg of each DNA sample in 50 μL 10 mM Tris 
pH 8.0.   

   18.    Sonicate samples to obtain DNA fragments ~500 bp 
( see   Note 9 ). Fragmentation of DNA should be verified by 
running 4 μL of sample on a 1.5 % agarose gel. Samples can 
be stored at −20 °C.   

   19.    For every sample, preincubate 1 μg (40 μL) of the anti-BrdU 
antibody with 30 μL of pre-washed Dynabeads ®  Protein G 
at 4 °C overnight. This step should be scaled up for the 
 number of samples (=  n ) for each experiment ( see   Note 18 ).   
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   20.    Next day, using the magnetic stand wash beads with 1 mL of 
TBS, resuspend in 1 ml of TBS, and split into  n  times aliquots. 
Remove all liquid from the beads and resuspend in 100 μL of 
IP buffer each.   

   21.    Use 6 μL of sonicated sample ( see   step 18 ), and add 54 μL of 
IP buffer. Heat denature at 95 °C for 5 min ( see   Note 14 ), and 
put immediately on ice.   

   22.    Add 50 μL of the sonicated and denatured DNA ( see   step 21 ) 
to the 100 μL of the anti-BrdU/beads/IP buffer ( see   step 
20 ). Incubate at room temperature for 2 h with gentle rock-
ing. Reserve the remaining sonicated and denatured DNA 
sample as input and store at −20 °C.   

   23.    Using the magnetic stand, wash beads successively 2× with 
1 mL of TBSE, 4× with 1 mL of TBSE + Triton, and 1× with 
1 mL of TE buffer. For each wash, incubate the beads for 10 
min at 4 °C on a rotating device. After the fi nal TE buffer 
wash, remove all liquid and keep beads only.   

   24.    To recover DNA, add 100 μL of 10 % Chelex 100 Resin to 
input ( see   step 22 ) and bead samples ( see   step 23 ), mix, and 
boil for 15 min ( see   Note 14 ). Cool samples to room 
temperature.   

   25.    Add 2 μL of Proteinase K, and incubate at 55 °C for 30 min 
while shaking.   

   26.    Add an additional 100 μL of ddH 2 O, boil for 10 min ( see   Note 
14 ), and using the magnetic stand, recover 130 μL superna-
tant. Store samples at −20 °C.   

   27.    Samples are now ready for qPCR analysis (Subheading  3.4 ) or 
dot blot analysis (Subheading  3.5 ).    

      In this analysis, we quantify the amount of telomeric DNA that has 
been coprecipitated with a given protein in ChIP or telomeric 
DNA that has been pulled down with the anti-BrdU antibody. 
Primers have been designed against a region within the subtelo-
mere immediately adjacent to the G-rich telomeric repeat sequence, 
~400 bp from the end of wild-type length telomeres. It would be 
diffi cult to provide a universal protocol that covers various real- 
time PCR setups available in other labs. Thus, we will only describe 
our protocol, which utilizes SYBR Green to quantify PCR prod-
ucts. However, we hope that the following protocol may serve as a 
useful guideline for researchers who wish to utilize other types of 
real-time PCR reagents.

    1.    Input samples should be diluted 1:100 in ddH 2 O, while IP 
samples can be taken straight for qPCR analysis ( see   Note 19 ).   

   2.    PCR reaction: 2 μL sample, 1× iQ SYBR Green Supermix, 
0.3 μM primers ( see   Note 20 ). PCR condition: 3 min 95 °C, 
followed by 40 cycles [20 s 95 °C, 40 s 60 °C].   

3.4  Quantitative PCR 
Analysis

Telomere Regulation in Fission Yeast
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   3.    Calculate % of precipitated DNA values based on ∆Ct between 
input and IP samples with the following formula: [ %  of Precip
itated DNA] = [100 ×  E  ΔCt ]/[ D  ×  R ], where  E  = amplifi cation 
effi ciency of primer pairs, ΔCt = [Ct Input] − [Ct ChIP], 
 D  = [dilution factor of ChIP]/[dilution factor of input], and 
 R  = [Sample volume used in IP]/[Sample volume set aside 
for input control] ( see   Note 21 ).      

    Dot blot analysis is preferred over qPCR for fi ssion yeast strains 
that carry signifi cantly longer telomeres (≥1 kb) than wild-type 
cells. This is because telomeric ends may be too distant from the 
subtelomeric region that is amplifi ed in our qPCR analysis.

    1.    Use 120 μL of DNA sample, and bring to 0.4 M NaOH and 
10 mM EDTA in a total volume of 300 μL. Heat sample at 
100 °C for 10 min ( see   Note 14 ), and rapidly cool on ice.   

   2.    Pre-wet Hybond-XL membrane in ddH 2 O for 15 min.   
   3.    Set up the Bio-Dot Microfi ltration Apparatus according to the 

manufacturer’s instructions. Lay the membrane on the gasket 
in the apparatus so that it covers all the holes, and remove all 
air bubbles underneath. Place the sample template on top and 
screw into place. All sample wells that are not needed should 
be tightly taped off. Attach your vacuum source (house vac-
uum or pump).   

   4.    Apply 500 μL of ddH 2 O to all sample wells to rehydrate the 
membrane. Remove all ddH 2 O gently by applying vacuum. 
Release the vacuum.   

   5.    Apply 300 μL of denatured DNA ( see   step 1  and  Note 22 ) 
with the vacuum, wash wells with 500 μL of 0.4 M NaOH, 
and remove membrane from the blotting apparatus.   

   6.    Rinse the membrane one time in 2× SSC, and allow to air-dry.   
   7.    UV-cross link (Stratalinker, autocrosslink, 120 μJ/cm 2 ) sam-

ples to the membrane.   
   8.    Hybridize membrane in Church buffer for 30 min at 65 °C.   
   9.    To prepare the telomeric probe, we use the Stratagene Prime 

It II Labeling Kit according to the manufacturer’s instructions. 
For removal of excess unincorporated [α- 32 P]-dCTP, we use 
illustra ProbeQuant G-50 Micro Columns. Denature the dou-
ble-stranded probe by heating at 100 °C for 5 min, and then 
cool rapidly on ice.   

   10.    Add the telomeric probe to the Church buffer at 10 6  cpm/
mL, and incubate for 24 h at 65 °C.   

   11.    Wash membrane in 0.1× SSC and 0.1 % SDS for 30 min at 
65 °C.   

   12.    Expose membrane on a PhosphorImager cassette for 24–48 h.   

3.5  Dot Blot Analysis
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   13.    Quantify using ImageQuant software (GE Healthcare Life 
Sciences) or similar software.  See  Fig.  2  for an example of a dot 
blot-based cell cycle ChIP analysis.

4            Notes 

     1.    The pTELO plasmid was generated by cloning ~300 bp SacI- 
ApaI telomere repeat DNA fragment from pNSU70 plasmid 
[ 14 ]. The pTELO plasmid is available upon request from our 
laboratory. Alternatively, pNSU70 can also be used to make a 
telomere repeat probe. While the pNSU70 plasmid was origi-
nally constructed by Dr. Neal Sugawara, it was only described 
in his Ph.D. thesis. However, the pNSU70 plasmid should be 
widely available from most laboratories that study fi ssion yeast 
telomeres.   

   2.    All cells should be elongated, and no septa should be visible after 
3-h incubation at 36 °C. This can easily be determined by micro-
scopic observation. If for any reason this is not the case, the 
culture can be incubated at 36 °C for an additional 30–60 min.   

  Fig. 2    Cell cycle ChIP analysis of the fi ssion yeast shelterin subunit Stn1 by dot 
blot hybridization to a telomeric DNA probe. ( a ) Stn1-myc ChIP dot blot hybridized 
to telomere probe. ( b ) Cell cycle ChIP data (Stn1-myc and no tag control) obtained 
from  cdc25-22  synchronized samples. Error bars represent standard deviation       
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   3.    It is important that cell cultures are quickly equilibrated to 
their permissive temperature. To achieve this, we typically place 
our fl asks in large 5 L autoclave pans fi lled with ice and water, 
and shake them gently by hand. Changes in temperature are 
carefully monitored by directly inserting a thermometer into 
the cell culture.   

   4.    Although the cell cycle experiment can be performed for lon-
ger time periods, the synchrony of the culture will eventually 
diminish. Therefore, carrying out experiments beyond a sec-
ond full round of cell cycle (~300 min after release from  cdc25-
 22   arrest) is not recommended. We have settled on 20-min 
time point intervals as it allows us to process samples for ChIP 
and determine the septation index. If shorter time intervals are 
required, it may be necessary to have two people to collect and 
process samples.   

   5.    We found DNA purifi cation columns that are often used in 
asynchronous ChIP protocols to be unsuitable for cell cycle 
ChIP for telomeres, as we are especially interested in localiza-
tion of proteins during replication, and replication intermedi-
ates may purify differently from canonical dsDNA.   

   6.    Between washes, perform low-speed spins at 1,500 ×  g  for 30 s 
in a microcentrifuge to allow easy resuspension of pellets. After 
the fi nal wash, perform a high-speed spin at 16,100 ×  g  for 15 s 
and completely remove all excess liquid.   

   7.    Since synchronization and sample collection require several 
hours, we usually collect and freeze samples at −80 °C in 1 day 
and perform ChIP and BrdU analysis on a later day. We found 
samples stored at −80 °C to be stable for at least several months.   

   8.    When adding glass beads, we leave a little space at the top, so 
that the beads have room to move. Our FastPrep is set up in a 
4 °C room. We usually perform lysis at setting 5.5 for 4× 15 s, 
with 2-min cooling intervals with an open lid. Other glass 
bead-based homogenizers may also work to lyse cells, but one 
should check carefully under a microscope to make sure that 
the majority of cells have been lysed.   

   9.    Sonication conditions must be established depending on the 
sonicator used to ensure proper fragmentation of DNA. For 
ChIP analysis ( see  Subheading  3.2 ) using the Misonix Sonicator 
3000 with cup horn device, we perform ten rounds of sonica-
tion for 15 s with 1-min cooling intervals at setting 5.0. For 
BrdU labeling ( see  Subheading  3.3 ) we perform six rounds of 
sonication for 15 s with 1-min cooling intervals at setting 6.0.   

   10.    The amount of lysate used for ChIP might vary depending on 
the protein of interest, but 1–2 mg of lysate has worked well 
for us for most proteins we investigated.   
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   11.    We generally use 25 μL of Dynabeads ®  Protein G per ChIP 
sample. To prepare the beads, wash them with TBS and resus-
pend in lysis buffer. The use of magnetic beads is preferred 
over the use of Sepharose- or agarose-based beads, as magnetic 
beads result in signifi cantly less background and therefore 
higher reproducibility. To wash and handle magnetic beads, we 
used a magnetic stand throughout our protocols. Magnetic 
stands are available from various vendors.   

   12.    While the lysis buffer used to prepare the lysate should be sup-
plemented with protease inhibitors, buffers used for sample 
washes do not require protease inhibitors.   

   13.    As ChIP is a highly quantitative analysis, variation among sam-
ples has to be avoided. Therefore, it is important to avoid any 
loss of beads during the washes and to remove all liquid after 
the fi nal wash.   

   14.    It is important to avoid popping of tube lids during boiling, 
which would result in loss of sample. Use cap closures or a 
heavy weight to prevent the lids from popping.   

   15.    Addition of SDS should cause protoplasted cells to lyse. Lysed 
cells will appear fl at and less shiny (or dark) under a phase- 
contrast microscope.   

   16.    The interface between the aqueous phase and the organic 
phase should become clear. If it is not, extra extraction steps 
must be carried out before moving on to the next step.   

   17.    To measure DNA concentrations, we are currently using the 
Qubit ®  2.0 Fluorometer from Life Technologies with dsDNA 
BR Assay Kit, which utilizes a fl uorescent dye that only emits a 
signal when bound to DNA, even at low concentrations. This 
method is more reliable than measuring DNA concentration by 
UV absorbance at 260 nm and thus improved the reproducibil-
ity of our BrdU experiments by allowing us to more consistently 
utilize equal amounts of DNA across different time points.   

   18.    To pre-wash, use  n  times 30 μL Dynabeads ®  Protein G in a 
1.5 mL microcentrifuge tube, wash 2× with 1 mL TBS, and 
remove all liquid. Add  n  times 40 μL anti-BrdU antibody and 
 n  times 40 μL TBS. Incubate at 4 °C o/n.   

   19.    When undiluted ChIP input samples are used for qPCR analy-
sis, PCR reactions can be inhibited, possibly due to residual 
inhibitory factors in the sample. Therefore, we recommend 
performing an initial titration analysis of your samples to make 
sure that you are testing within the linear range.   

   20.    While we are using SYBR Green for our qPCR analysis, condi-
tions can be established based on your method of choice. 
Although most manufacturers recommend a reaction volume 
of 50 μL, we routinely perform 10 μL reactions, as we did not 
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fi nd any noticeable difference in PCR results performed at 
either volume. For each time point, we set up triplicate PCR 
reactions to obtain average Ct values for input and IP samples.   

   21.    For the ChIP protocol described in Subheading  3.2 ,  E  = 2 
(based on titration analysis, primer pairs jk380 and jk381 had 
~100 % amplifi cation effi ciency),  D  = 1/0.01 = 100 (ChIP sam-
ples are used undiluted, while input samples are diluted 1:100), 
and  R  = 195/5 (195 μL extract was used in IP, while 5 μL 
extract was set aside as input control). These values should be 
adjusted if other primer pairs are used or protocols are modi-
fi ed. For example, if a new pair of primers is found to have only 
80 % amplifi cation effi ciency,  E  should be 1.8.   

   22.    During sample application, samples occasionally do not trans-
fer well through the membrane although the vacuum is applied. 
In this case, carefully pipette the liquid in the well up and down 
a few times.         
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    Chapter 23   

 Detecting Senescence: Methods and Approaches 

           Elizabeth     P.     Crowe    ,     Timothy     Nacarelli    ,     Alessandro     Bitto    ,     Chad     Lerner    , 
    Christian     Sell    , and     Claudio     Torres    

    Abstract 

   The detection of senescent cells has become an important area of research in the aging fi eld. Due to the 
complexity of the senescence program and the lack of a unique signature for senescence, the detection of 
these cells remains problematic. This is especially true for in vivo detection in aged or diseased tissue 
samples. This chapter outlines approaches for the detection of senescent cells based upon methods estab-
lished for mesenchymal cells in culture. A stepwise approach to the detection of senescent cells using 
multiple techniques is provided.  

  Key words     Aging  ,   Cell cycle  ,   Chromatin  ,   Cytokine  ,   p53  ,   p16  ,   SASP  ,   Senescence  

1      Introduction 

 Although the precise defi nition of cellular senescence is complex 
and varies according to cell type, the senescence phenotype is gen-
erally characterized by stable growth arrest, altered cell function, 
and morphology, which are driven by specifi c changes in gene 
expression and chromatin structure. Two broad issues complicate 
how senescent cells are detected and how the results of those assays 
are interpreted. First, no single marker is entirely sensitive for, or 
specifi c to, senescent cells; therefore, it is advisable to examine mul-
tiple markers that interrogate different aspects of the senescent phe-
notype. Secondly, as the senescence phenomenon is examined more 
closely in multiple cell types, it is becoming clear that certain aspects 
of the senescent phenotype are species, cell type, and senescence- 
inducing stimulus dependent [ 1 ]. For example, human and mouse 
cells differ in the underlying signaling pathways and manifestations 
of the senescence phenotype, specifi cally in terms of their telomeres 
[ 2 ] and the ability to form robust senescence- associated hetero-
chromatin foci (SAHF) [ 3 ]. Furthermore, ectopic expression of the 
cyclin-dependent kinase inhibitor p16 INK4a  induces growth arrest 
without the senescence-associated secretory phenotype (SASP) [ 4 ]. 
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For these reasons, the general markers of senescence that are 
 outlined in this chapter should be evaluated in the context of the 
experimental paradigm or disease state that is being examined and 
those markers that are relevant should be employed, in addition to 
markers which may be specifi c to the cell type in question. 

 An issue that is fundamental to the study of the senescence 
arrest is growth state; it is essential to match growth states when 
examining senescence markers, comparing senescent cells with qui-
escent cells, rather than with actively proliferating cultures of early- 
passage cells. While this is elementary in conceptual terms, it is 
important to bear in mind during experimental design in order to 
avoid confusing differences in cell cycle (i.e., cycling versus non- 
cycling populations) with senescence-associated changes. Clearly, 
this consideration is important when working in vitro but must 
also be considered when interpreting results obtained from in vivo 
studies, which primarily involve immunostaining for senescent 
markers. In some instances, it is possible to analyze two markers of 
senescence simultaneously through the use of dual immunofl uo-
rescence, an approach particularly useful for in vivo analysis. 

 For the purposes of characterizing a cell type, an in vitro 
analysis to assess senescence of primary cell strains or tumor lines 
in response to specifi c stress or damage is best approached in a 
stepwise fashion. These steps should include examining growth 
arrest, cell cycle, expression of senescence-associated growth 
arrest proteins (p53, p21 Cip1/Waf1 , p16 INK4a ) [ 5 ], nuclear remodel-
ing (chromatin remodeling, DNA damage response (DDR) acti-
vation), and altered secretory phenotype [ 6 ]. The precise set of 
markers to be employed is best determined by the individual 
investigator based upon the experimental paradigm and cell type 
involved. In this chapter, we describe assays for detecting senes-
cent cells in vitro and, wherever applicable, we highlight poten-
tial pitfalls and indicate in which cases these methods have been 
used in tissues to detect senescent cells. The analysis of senes-
cence in vivo is more limited regarding the ability to assess cell 
parameters. The primary assays employed are immunostaining 
approaches to detect changes in protein expression [ 7 ,  8 ].  

2    Materials 

          1.    Sterile 1× PBS.   
   2.    Complete MEM growth medium (per 500 mL bottle): Add 

1× MEM vitamins, 1× MEM amino acids, 1× penicillin– 
streptomycin solution (Corning cellgro, 10,000 IU penicillin, 
10,000 μg/mL streptomycin), 2 mM  L -glutamine, and 10 % 
fetal bovine serum (FBS) (v/v).   

   3.    1× Trypsin–EDTA (Corning cellgro).   
   4.    Bright-fi eld microscope.      

2.1  Culturing Human 
Fibroblast Cells 
to Induce Senescence
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      1.    Materials for cell culture as indicated in Subheading  2.1 .   
   2.    Freezing medium: Complete MEM growth medium, 80 % 

FBS, 10 % DMSO.   
   3.    Cryogenic vials.   
   4.    Nalgene cell freezing container (Nalgene).   
   5.    Liquid nitrogen storage system.      

      1.    60 mm Diameter dishes.   
   2.    Materials for cell culture as indicated in Subheading  2.1 .   
   3.    5-Bromo-2′-deoxyuridine (BrdU) Stock Solution 

(BdPharmingen): Prepare a 1 mM BrdU working solution in 
complete growth medium, which can be stored at −20 °C pro-
tected from light ( see   Note 1 ).   

   4.    Ice-cold 100 % ethanol.   
   5.    2 N Hydrochloric acid (HCl).   
   6.    0.1 M Na 2 B 4 O 7 , pH 8.5.   
   7.    PBS–5%FBS: 5 % FBS in 1× PBS.   
   8.    20 % Tween-20.   
   9.    Anti-BrdU monoclonal antibody: 1:100 dilution (eBiosci-

ences, #14-6071).   
   10.    Goat anti-mouse-Alexa Fluor 488 (Molecular Probes, 

Invitrogen).   
   11.    5 mg/L Propidium iodide (PI) (Sigma) or Guava Cell Cycle 

analysis reagent (Millipore).   
   12.    Flow cytometer.   
   13.    Guava system using the ExpressPlus program or a similar cell 

cycle analysis tool.      

      1.    Materials for cell culture as indicated in Subheading  2.1 .   
   2.    10 % Crystal violet solution (w/v) in methanol.      

      1.    1× RIPA buffer: 50 mM Tris pH 8.0, 150 mM NaCl, SDS 
0.1 % (w/v), 1 % NP-40 (v/v), 0.5 % sodium deoxycholate 
(w/v).   

   2.    Protease Inhibitor Cocktail (Sigma Aldrich): To prepare a 
working stock of 10× protease inhibitor cocktail in ddH 2 O, 
add 10 mL to the vial containing the lyophilized powder and 
prepare 500 μL aliquots to be stored at −20 °C.   

   3.    Phosphatase inhibitor: 200 mM sodium orthovanadate 
(Na 3 VO 4 ).   

   4.    Phosphatase inhibitor: 200 mM sodium fl uoride (NaF).   
   5.    RIPA with protease and phosphatase inhibitors (for 5 mL): To 

4.4 mL of 1× RIPA buffer, add 500 μL of 10× protease inhibi-
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tor cocktail (1× fi nal v/v), 50 μL Na 3 VO 4  (1 mM fi nal), and 
50 μL 200 mM NaF (1 mM fi nal).   

   6.    Ice-cold 1× PBS.   
   7.    Disposable cell scraper.   
   8.    BCA protein quantifi cation kit or a similar commercially avail-

able system.      

       1.    Fixative solution: 2 % Formaldehyde (v/v), 0.2 % glutaralde-
hyde (v/v) in 1× PBS.   

   2.    pH 6.0 buffer: Prepared from 0.2 M sodium phosphate dibasic 
(Na 2 HPO 4 ) solution and 0.1 M citric acid solution. For 
100 mL of pH 6.0 buffer, combine 36.85 mL of 0.1 M citric 
acid with 63.15 mL of 0.2 M sodium phosphate dibasic 
(Na 2 HPO 4 ) and check the pH of the solution ( see   Note 2 ).   

   3.    100 mM Potassium ferricyanide (K 3 Fe(CN) 6 ).   
   4.    100 mM Potassium ferrocyanide trihydrate (K 4 Fe(CN) 6 ·3H 2 O).   
   5.    5 M NaCl.   
   6.    1 M MgCl 2 .   
   7.    50 mg/mL (w/v) 5-Bromo-4-chloro-3-indolyl-b-D - 

galactopyranoside (X-gal) in  N , N -Dimethylformamide (DMF) 
(Sigma Aldrich) stored at −20 °C ( see   Notes 3  and  4 ).   

   8.    Senescence-associated β-galactosidase (SA β-gal) stain: For 
1 mL stain solution, mix 648 μL of MilliQ water, 200 μL of 
pH 6.0 buffer, 50 μL of 100 mM of potassium ferricyanide, 
50 μL of 100 mM potassium ferrocyanide trihydrate, 30 μL of 
5 M NaCl, 2 μL of 1 M MgCl 2 , and 20 μL of 50 mg/mL 
(w/v) X-gal in DMF. Prepare fresh.   

   9.    Air incubator without CO 2 .      

      1.    12- or 24-Well plates containing cleaned, sterile glass cover 
slips ( see   Note 5 ).   

   2.    4 % Paraformaldehyde in 1× PBS, pH = 7.2 ( see   Note 6 ): For 
100 mL of 4 % solution of paraformaldehyde in 1× PBS (w/v), 
add 4 g paraformaldehyde to 80 mL ddH 2 O + 10 mL of 10× 
PBS. In order to get paraformaldehyde into solution, bring pH 
to approximately 11 using a concentrated solution of sodium 
hydroxide (NaOH). Once paraformaldehyde is dissolved, 
bring pH back down to 7.2 by adding HCl. Adjust fi nal vol-
ume to 100 mL with ddH 2 O.   

   3.    Permeabilization solution: 1× PBS, 0.2 % Triton-X100 (v/v).   
   4.    0.1 % Bovine serum albumin (BSA) (w/v) in 1× PBS: For 1 L, 

add 1 g BSA to 1× PBS and bring volume to 1 L. This should 
be prepared fresh.   
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   5.    Blocking solution: 1× PBS, 0.1 % BSA, 5 % serum from the 
animal in which the secondary antibody was raised ( see   Note 7 ).   

   6.    1× PBS–0.1 % BSA.   
   7.    Antibodies: Rabbit polyclonal anti-macroH2A1.2 1:100 (Cell 

Signaling cat# 4827), Mouse monoclonal anti-HP1β hetero-
chromatin protein 1β 1: 40 (Millipore, cat# MAB 3448), 
Rabbit polyclonal anti-H3K9me3 (Abcam cat# 8898), Alexa 
Fluor 555 Donkey anti-Rabbit 1:500, and Alexa Fluor 488 
Goat anti-Mouse 1:500 (Life Technologies).   

   8.    Humidifi ed chamber with staining apparatus ( see   Note 8 ).   
   9.    DAPI working solution: Prepare DAPI working solution by 

diluting DAPI (50 μg/mL stock, Sigma) 1:5,000 with 
1×PBS–0.1 %BSA.   

   10.    Glass slides.   
   11.    Vectashield fl uorescence mounting media (Vector 

Laboratories).   
   12.    Fluorescence microscope.   
   13.    Image analysis software: ImageJ (NIH) or CellProfi ler (Broad 

Institute).      

      1.    Materials for cell culture as indicated in Subheading  2.1 .   
   2.    Phosphate-buffered saline (1× PBS).   
   3.    MCDB-105 (Sigma-Aldrich) or other appropriate serum-free 

media depending on cell type of interest ( see   Note 9 ).   
   4.    0.22 μm PVDF syringe fi lter or a similar low-protein-binding 

fi lter and a syringe with a volume capacity of the medium col-
lected from cell culture vessel.   

   5.    Collection tube for conditioned media (15 mL conical tube or 
similar).   

   6.    Dry ice.       

3    Methods 

 One of the major hallmarks of a senescent cell is a stable arrest of 
cell proliferation, the Hayfl ick limit [ 9 ,  10 ]. Growth arrest can be 
analyzed using simple cell number determination, cell cycle analy-
sis, and analysis of DNA synthesis using incorporation of bromo-
deoxyuridine [ 11 ]. 

 In order to examine growth arrest in a systematic manner, it is 
critical to maintain consistent cell culture conditions. We utilize a 
standard seeding protocol for all cell culture work to ensure repro-
ducibility in terms of growth characteristics and cell responses 
[ 12 ]. Replicative senescence should be evaluated by population 
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doublings (i.e., cell division number) rather than passage. In our 
hands, a seeding density of 1 × 10 4 /cm 2  for mesenchymal cells 
ensures consistency in growth state between experiments. A typical 
cell passage using a 3:1 dilution of the culture leads to a progres-
sive reduction in seeding density as the growth of primary cells 
slows down creating additional stress on the cell population. 
Replicative senescence is defi ned as the observation of no popula-
tion doubling in 2 consecutive weeks of culture. Senescence may 
also occur in post-mitotic, terminally differentiated cells exhibiting 
permanent cell cycle exit [ 13 ,  14 ]. An analysis of cell cycle and 
DNA synthesis in this setting has not been rigorously undertaken 
but is certain to provide crucial information regarding the relation-
ship between cell cycle control and senescence. 

     The following steps should be performed 7–10 days following ini-
tial cell seeding.

    1.    Aspirate culture medium and wash one time with sterile 1× 
PBS.   

   2.    Add 2 mL of trypsin–EDTA ( see   Note 10 ), and allow cells to 
detach in incubator for 3–5 min.   

   3.    Inactivate trypsin–EDTA with 8 mL complete MEM growth 
medium.   

   4.    Count cells and seed accordingly, calculating the    change in 
population doubling (P.D.) as indicated below ( see   Note 11  
and Table  1 ):

3.1  Culturing Human 
Fibroblast Cells 
to Induce Senescence

    Table 1  
  Growth area chart for commonly used tissue culture vessels   

 Culture vessel  Diameter (mm)  Area (cm 2 )  Working volume (mL) 

 6 well   34.8  9.5  1.9–2.9 

 12 well   22.1  3.8  0.76–1.14 

 24 well   15.6  1.9  0.38–0.57 

 48 well   11.0  0.95  0.19–0.285 

 35 mm dish   35  9.0  1.8–2.7 

 60 mm dish   60  21  4.2–6.3 

 100 mm dish  100  55  10–15 

 25 cm 2  fl ask  –  25  5–7.5 

 75 cm 2  fl ask  –  75  15–22.5 

  Values are for Corning ®  tissue cultureware, although products from other manufacturers 
have similar surface areas  
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      5.    Add this number to the current P.D. number to obtain the 
new P.D. Replicative senescence is achieved when less than 
one population doubling is observed after 2 weeks of culture 
growth ( see   Note 12 ).      

      1.    Trypsinize and count cells as described in Subheading  3.1 .   
   2.    Centrifuge cells at 500 ×  g  for 5 min at 4 °C and resuspend in 

freezing medium at a concentration of 1 × 10 6  cells/mL 
( see   Note 13 ).   

   3.    Aliquot 1 mL of cell suspension per freezing vial.   
   4.    Place vials at −80 °C in a Nalgene cell freezing chamber or a 

simple Styrofoam container to allow slow temperature equili-
bration ( see   Note 14 ).   

   5.    Move cells to liquid nitrogen after 24 h ( see   Note 15 ).      

      1.    Start with 60 mm diameter dishes, seeded at double density 
(2 × 10 4 /cm 2 ) ( see   Note 16 ).   

   2.    After a 24-h attachment period, add 1 mM BrdU working 
solution directly to the tissue culture medium to a fi nal con-
centration of 10 μM.   

   3.    Incubate the treated cells at 37 °C for the desired length of 
time ( see   Note 17 ).   

   4.    After incubation, trypsinize and collect cells in 15 mL conical 
tubes.   

   5.    Centrifuge cells at 1,000 ×  g  for 10 min at 25 °C.   
   6.    Remove supernatant, and resuspend cells by fl icking the pellet 

sharply by hand.   
   7.    Wash with 1× PBS once by adding 4–5 mL of 1× PBS to the 

resuspended pellet, and centrifuge at 1,000 ×  g  for 10 min at 
25 °C.   

   8.    Resuspend cells as above in a small volume of 1× PBS (300 μL).   
   9.    Add 0.7 mL of ice-cold 100 % ethanol dropwise while gently 

vortexing.   
   10.    Centrifuge cells at 1,000 ×  g  for 10 min at 4 °C.   
   11.    Remove supernatant, and resuspend pellet by fl icking tube 

with the fi ngers.   
   12.    Add 500 μL 2 N HCl, and incubate for 30 min at room tem-

perature for DNA denaturation.   
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   13.    Neutralize with 1 mL of 0.1 M Na 2 B 4 O 7  (pH 8.5), resuspend 
by fl icking tube by hand, and spin down.   

   14.    Wash twice with 1 mL of PBS–5 % FBS each time ( see   Note 18 ), 
and centrifuge at 1,000 ×  g  for 5 min at 4 °C, resuspending each 
time by fl icking the tube.   

   15.    Add 50–100 μL of 1× PBS containing 0.5 % Tween-20 and 
anti-BrdU monoclonal antibody to the pellet.   

   16.    Incubate for 30 min at room temperature.   
   17.    Wash twice with PBS–5 % FBS as described in  step 14 .   
   18.    Resuspend, and incubate in 100 μL of goat anti-mouse-Alexa 

Fluor 488 secondary antibody solution (diluted 1:100 in 1× 
PBS containing 0.5 % Tween-20) for 15–20 min at room tem-
perature in the dark.   

   19.    Wash twice with PBS–5 % FBS as described in  step 14 .   
   20.    Resuspend the pellet in 200 μL of the Guava Cell Cycle solu-

tion warmed to room temperature. Incubate for 30 min at 
room temperature in the dark. Alternatively, a solution con-
taining 5 mg/L PI in 1× PBS can be added to the pellet for 
30 min at 37 °C in the dark.   

   21.    Analyze samples on the Guava machine using the ExpressPlus 
program or a similar cell cycle analysis tool on a fl ow cytometer 
to look for red (cell cycle, PI emission 617 nm) and green 
(BrdU, Alexa Fluor 488 emission 518 nm) fl uorescence. The 
percent of cells labeled with BrdU provides growth fraction, 
while cell cycle analysis can be performed following standard 
procedures.      

  Senescence is irreversible under physiologic conditions. A global 
genomic reprogramming via nuclear transfer to a germline envi-
ronment or induction of pluripotency is required to reverse the 
senescence arrest [ 15 – 17 ]. Colony formation provides an assess-
ment of single-cell growth and long-term viability within the pop-
ulation. A caveat of the assay is that primary cells have a low 
inherent ability to grow as single-cell colonies while this ability is 
relatively high in immortalized tumor lines. Nonetheless, colony 
formation can be used to verify that a permanent growth arrest has 
been induced.

    1.    Trypsinize and count cells as described in Subheading  3.1 .   
   2.    Seed cells at clonal density (i.e., a density at which each indi-

vidual cell gives rise to a colony) in full growth medium. 
Generally, it is good practice to seed at least two densities, 500 
cells/cm 2  and 50 cells/cm 2 . If a stress agent has been used to 
induce senescence, it should be excluded during the colony 
formation assay.   
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   3.    Allow cell growth for 14–21 days, changing growth medium 
every 5–7 days.   

   4.    Remove growth medium, and wash cells with 1× PBS two 
times.   

   5.    Stain cells using a solution of 10 % crystal violet dissolved in 
methanol ( see   Note 19 ). 5–10 mL per 10 cm plate can be seri-
ally transferred between plates.   

   6.    Rinse plates in tap water ( see   Note 20 ). A simple apparatus of 
an 8 in. × 10 in. glass pan containing a beaker can be used. 
Allow water to run into the beaker at a slow rate so that the 
pan fi lls from the overfl ow. In this manner, the plates are not 
subjected to a strong water force during rinsing which can dis-
lodge the colonies.   

   7.    Count colonies either by eye or under a dissecting microscope. 
Plates can be stored almost indefi nitely at room temperature.    

    The growth arrest observed in senescent cells is best differentiated 
from a quiescent arrest due to the elevation of the cell cycle inhibi-
tor p16 INK4a . When working in vitro, changes in protein levels are 
generally most accurately examined by immunoblot analysis. Total 
protein extracts can be obtained using standard procedures, typi-
cally by protein extraction using RIPA buffer. However, the subcel-
lular localization of the protein should also be considered, and the 
lysis buffer should be modifi ed accordingly. For example, histone 
proteins are not always extracted effi ciently using RIPA buffer.

    1.    To cold RIPA buffer, add protease inhibitor cocktail and phos-
phatase inhibitors immediately prior to lysis.   

   2.    Rinse cells growing on plates once with ice-cold 1× PBS. Drain 
excess PBS from the plates by tilting the plates, and place them 
on ice.   

   3.    Add 500 μL of RIPA buffer (for 10 cm plates) ( see   Note 21 ) 
on an angle to cover the entire surface of the plate. Scrape cells 
using a disposable cell scraper. Pipette homogenate into a cold 
1.5 mL microcentrifuge tube.   

   4.    Incubate cells for 15–30 min on ice.   
   5.    Centrifuge for 2 min at 14,000 ×  g  at 4 °C.   
   6.    Remove supernatant (protein extract) and place in a new cold 

microcentrifuge tube. Store at −80 ºC.   
   7.    Protein concentrations can be determined using a number of 

commercially available kits. Our choice is the BCA method 
from Pierce ® .   

   8.    Immunoblot analysis can be carried out on protein lysates to 
examine senescence-associated changes in steady-state protein 
levels ( see   Note 22 ).    
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    The SA β-gal assay has been widely employed to detect senescent 
cells because it is easily implemented and not normally positive in 
reversibly arrested or terminally differentiated cells [ 18 ]. This dis-
tinction makes the SA β-gal assay an attractive choice as an initial 
screen for senescent cells; however, there are a few caveats to be 
aware of when performing the experiment and interpreting 
the outcome of this assay. First, SA β-gal activity is indicative of the 
increased lysosomal content, an activity characteristic of senescent 
cells [ 19 ] but not necessarily intrinsic to the development of the 
senescence phenotype [ 20 ]. Second, false positives can result when 
SA β-gal activity is measured in confl uent cells. Finally, this assay 
should not be used in tissues that have been formalin-fi xed or fro-
zen for long periods, which unfortunately comprise most tissue 
specimens in pathology archives, because the β-galactosidase 
enzyme activity is destroyed [ 21 ]. Nevertheless, when performed 
under the proper conditions, the SA β-gal assay can be used to 
identify senescent cells in a variety of cell and tissue types from 
both model organisms and humans [ 18 ,  22 – 24 ]. Following cleav-
age of the exogenously applied substrate X-gal, cells that demon-
strate SA β-gal activity will turn blue and can be easily quantifi ed 
using a light microscope. Furthermore, SA β-gal staining can be 
combined with cell proliferation indices (e.g., BrdU/EdU label-
ing) to demonstrate multiple hallmarks of senescence (SA β-gal- 
positive/low proliferative index) in the same cell [ 25 ].

    1.    Aspirate cell culture media, and wash non-confl uent cells two 
times with 1× PBS.   

   2.    Fix cells with fi xative solution for 3–5 min ( see   Note 23 ).   
   3.    Prepare SA β-gal stain by combining solutions according to 

Subheading  2.6 ,  item 8 .   
   4.    Wash cells two times with 1× PBS, and apply SA β-gal stain.   
   5.    Incubate for 16 h to overnight at 37 °C in an incubator with-

out CO 2  ( see   Note 24 ).   
   6.    After incubation with SA β-gal stain, rinse plates with 1× PBS 

and quantify the percent of cells that exhibit a blue color 
( see   Note 25 ).    

    Senescent cells undergo signifi cant changes in chromatin structure, 
the most obvious example of which is the formation of SAHF 
[ 26 ,  27 ]. SAHF were originally described as nuclear foci that can 
be easily visualized by fl uorescent DNA staining (e.g., DAPI) and 
are enriched with known markers of heterochromatin including 
heterochromatin protein 1 (HP-1), the histone variant macroH2A 
(mH2A), and methylation of histone H3 at lysine 9 (H3K9me2/3) 
[ 27 ,  28 ]. These regions of facultative heterochromatin contribute 
to the silencing of proliferation-promoting genes, whereas in the 
context of oncogene-induced senescence, SAHF restrain DDR 
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 signaling in order to prevent apoptosis [ 29 ]. The formation of 
 heterochromatin may be related to chromatin remodeling observed 
in malignant cells that have bypassed the senescence arrest [ 30 ]. 
SAHF formation requires the localization of histone chaperone 
HIRA to PML nuclear bodies [ 28 ] and depends on an intact p16–
Rb pathway [ 27 ]. However, SAHF does not occur in reversibly 
arrested cells. 

 The presence of SAHF is highly dependent upon cell type and 
senescence-inducing stimulus and generally follows p16 INK4A  
expression [ 1 ]. Although the discrete structures known as SAHF 
have been diffi cult to identify in tissues, the levels of SAHF com-
ponents, such as macroH2A and HP1β, are elevated in tissues from 
aged mice and primates [ 13 ,  31 ]. Whether such enrichment of 
SAHF-associated proteins represents a  bona fi de  senescence 
response in vivo remains to be determined and should be consid-
ered in the context of other senescence biomarkers.

    1.    On the day prior to fi xation, plate cells on glass cover slips in 
12- or 24-well plates at double the standard density (2 × 10 4 /
cm 2 ) ( see   Note 26 ).   

   2.    Aspirate cell culture media, and wash cover slips in wells two 
times with 1× PBS ( see   Note 27 ).   

   3.    Fix cells with 4 % paraformaldehyde in 1× PBS (w/v) for 10 
min at room temperature.   

   4.    Wash cover slips with 1× PBS three times for 5 min each ( see  
 Note 28 ).   

   5.    Apply permeabilization solution for 15 min.   
   6.    Repeat wash steps as directed in  step 4 .   
   7.    Incubate cover slips with blocking solution for 2 h at room 

temperature.   
   8.    Dilute primary antibody to desired fi nal concentration (v/v) in 

1× PBS + 0.1 % BSA. If performing dual immunofl uorescence, 
primary antibodies can be mixed together at this step as long 
as they were raised in different species ( see   Note 29 ).   

   9.    Place a drop (~50–70 μL for a 12-well cover slip) of primary 
antibody solution onto the parafi lm in the humidifi ed chamber 
( see   Note 8 ).   

   10.    Individually remove cover slips from wells, and invert onto the 
drop of primary antibody solution taking care to avoid moving 
cover slips once they have been inverted. Incubate at room 
temperature overnight.   

   11.    Invert the cover slips back, transfer them to wells of cell culture 
plates, and wash them three times for 5 min each with 1× PBS.   

   12.    Prepare secondary antibody at a fi nal concentration of 1:500 in 
1× PBS + 0.1 % BSA and protect from light.   
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   13.    Invert cover slips on secondary antibody solution as described 
in  steps 9  and  10 . Incubate for 1 h at room temperature in the 
dark.   

   14.    Wash cover slips as directed in  step 11 .   
   15.    While still in the wells of cell culture plate, cover slips can be 

incubated with DAPI working solution for 10 min at room 
temperature and protected from light.   

   16.    Rinse cover slips at least three times with an excess volume of 
MilliQ ddH 2 O.   

   17.    Prepare glass slides with approximately 3–4 μL of fl uorescent 
mounting media in a slide box protected from light.   

   18.    Invert cover slip onto the mounting media present on slide and 
seal with nail polish.   

   19.    Slides can be stored at 4 °C for several days.   
   20.    Cells are scored for the senescence biomarker of interest using 

fl uorescence microscopy ( see   Note 30 ).    

    In addition to cell-intrinsic changes in function, senescent cells 
perturb their microenvironment through an altered pattern of 
secretion termed the SASP [ 32 ]. Altered secretion patterns of 
insulin- like growth factor-binding proteins were initially identifi ed 
in the 1990s through differential gene expression studies in nor-
mal human fi broblast cells and cells from patients suffering from 
Werner’s syndrome [ 33 ,  34 ]. Although at that time the emphasis 
was on the control of growth within the culture population under-
going senescence, later work revealed that the SASP includes a 
number of pro-infl ammatory cytokines including interleukin-6 
(IL-6) and IL-8 [ 32 ]. It is this pro-infl ammatory nature of the 
SASP that is currently the subject of intense study due to the 
potential connection with increased infl ammation during aging, 
which is thought to contribute to the functional decline associated 
with aging [ 35 ]. 

 The SASP develops as a consequence of altered gene expres-
sion and consists of milieu of proinfl ammatory cytokines, chemo-
kines, proteases, and growth factors [ 36 ]. The production of these 
mediators is not an acute, transient response to the senescence- 
inducing insult, but rather a delayed and persistent response regu-
lated by DDR and p38MAPK signaling [ 37 ,  38 ]. Several functions 
have been attributed to the SASP; whether these functions are ben-
efi cial or detrimental to the tissue microenvironment is often context 
dependent. The SASP reinforces growth arrest through both cell-
autonomous and non-autonomous mechanisms [ 39 ,  40 ] and signals 
to cells of the immune system in order to facilitate clearance and 
proper wound repair [ 41 ,  42 ]; however, the SASP may also disrupt 
tissue homeostasis by creating a proinfl ammatory tumor- promoting 
microenvironment [ 6 ] and altering the stem cell niche [ 43 ]. 
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The SASP in vitro is reminiscent of the low-level chronic 
 infl ammation characteristic of both age-related degenerative 
pathologies and cancers [ 8 ]. 

 Although SASP constituents are relatively conserved across 
species [ 44 ], not all senescence-inducing stimuli result in a SASP 
[ 4 ], and variation exists among the SASPs from different cell types 
and senescence-inducing stimuli. Therefore, it is important to 
examine multiple potential SASP factors and to consider the exper-
imental context. This type of approach is facilitated by antibody 
arrays for multiple infl ammatory factors, which can be subsequently 
validated by individual enzyme-linked immunosorbent assays 
(ELISA) or at the mRNA level using qRT-PCR assays. Although 
sophisticated, unbiased approaches are useful for the full analysis of 
the SASP in a specifi c setting [ 45 ], an examination of most com-
mon elements of the SASP can be performed in the laboratory at 
relatively low cost, and this can serve as a further confi rmation of 
the senescence phenotype when considered in conjunction with 
the other approaches outlined in this chapter. 

 Detection of SASP requires collection of conditioned medium 
from cultures with proliferative potential (i.e., pre-senescent) and 
senescent cultures. Obviously, if one is evaluating changes in non-
dividing cultures, this distinction may not hold but a comparator is 
required.

    1.    Establish cultures of pre-senescent and senescent cells in sta-
tionary growth phase in full growth medium containing serum 
and growth factors if working with proliferating cultures. If 
working with primary cells, this is best performed by allowing 
cells to proliferate to high cell density ( see   Note 31 ).   

   2.    Remove growth medium, and rinse two times with 1× PBS 
and one time with serum-free medium.   

   3.    Add serum-free medium at 50 % of the normal volume used 
for the culture fl ask or dish that contains the cells of interest. 
Keep track of volume added.   

   4.    Incubate cells in serum-free medium in cell culture incubator 
(37 °C, 5 % CO 2 ) for 24–48 h ( see   Note 32 ).   

   5.    Collect conditioned medium from culture vessel and fi l-
ter through 0.22 μm syringe fi lter to remove cell debris 
( see   Note 33 ).   

   6.    Place conditioned medium on dry ice immediately and store at 
−80 °C.   

   7.    Trypsinize and count cells as described in Subheading  3.1 . In 
order to normalize expression levels of SASP mediators, it is 
essential to determine the number of cells in the dish from 
which the conditioned medium was generated (i.e., cell num-
ber/[mL of conditioned medium]).   
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   8.    Analyze conditioned medium for SASP by ELISA (IL-6 or 
other specifi c cytokine markers) or using an antibody array 
according to the manufacturer’s instructions ( see   Note 34 ).       

4    Notes 

     1.    BrdU is a potential mutagen; appropriate precautions should 
be taken. BrdU working solution can be stored at −20 °C, pro-
tected from light.   

   2.    Confi rming the pH of this solution is an important step to 
maintain suboptimal conditions for differential enzyme activity 
between senescent and non-senescent cells. A pH that is too 
low (increases enzyme activity) will result in false positives.   

   3.    The concentration of X-gal in the staining solution may have 
to be titrated depending upon cell type and senescence- 
inducing stimulus; thus, it is essential to include any relevant 
positive and negative controls.   

   4.    Use a wrapped tube protected from light. 50 mg/mL X-gal in 
DMF can be prepared ahead of time and stored at −20 °C for 
up to 1 month as long as the solution remains clear and color-
less. DMF is hazardous and should be handled under the 
chemical fume hood with appropriate precautions taken to 
avoid inhalation or skin contact.   

   5.    Clean cover slips by washing with a saturated solution of labo-
ratory detergent (e.g., Alconox), followed by three rinses with 
MilliQ ddH 2 O and one rinse in 70 % ethanol. Cover slips are 
then allowed to dry and autoclaved for sterilization.   

   6.    Paraformaldehyde is an irritant. Care should be taken to avoid 
inhalation or skin/eye contact. Appropriate precautions and 
personal protective equipment should be employed while han-
dling paraformaldehyde.   

   7.    The type of serum used in the blocking solution is based on 
the secondary antibody used (e.g., for goat anti-rabbit second-
ary antibody, use 5 % goat serum in the blocking solution). If 
dual immunofl uorescence is to be performed, 5 % serum fi nal 
(v/v) for each type of animal used to generate the secondary 
antibodies should be included in this step (e.g., for goat anti- 
rabbit and donkey anti-mouse secondary antibodies, use 5 % 
goat serum and 5 % donkey serum in the blocking solution).   

   8.    A humidifi ed chamber containing a staining apparatus is con-
structed by placing a moistened paper towel/piece of fi lter 
paper at the bottom of a large box with a lid. This box should 
be large enough to accommodate a separate smaller lid or sur-
face that has been covered with parafi lm. Antibody solutions 
will be placed on the parafi lm and cover slips placed on top 
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with the cell surface down. This allows the use of small  volumes 
and prevents evaporation during the incubation steps.   

   9.    For mesenchymal cells, MCDB-105 is a good choice as a 
serum-free medium. It has been formulated to sustain clonal 
growth of human cells, and we have used this medium to 
maintain human fi broblast cultures for up to 21 days without 
loss of viability [ 46 ,  47 ].   

   10.    Carefully monitor cells during trypsin–EDTA treatment. Place 
cells in tissue culture incubator for ~5 min, and check under an 
inverted microscope for detachment. A vigorous tap or two 
against the side of the fl ask will often dislodge cells after a few 
minutes of exposure to trypsin. Do not allow cells to sit for 
long periods in trypsin solution or they will clump together 
and seeding effi ciency will decrease. If not all cells detach 
within 10 min, the trypsin solution containing cells can be 
removed and placed into a centrifuge tube containing com-
plete growth medium (FBS neutralizes trypsin) and a fresh ali-
quot of trypsin–EDTA added to the culture fl ask. Cells will 
rapidly detach in fresh trypsin solution.   

   11.    Number of cells seeded is the number of cells required to reach 
standard density (1 × 10 4 /cm 2 ). It depends on the specifi c size 
of culture vessel used ( see  Table  1 ).   

   12.    As cultures progress through their replicative life-span, the 
interval between passages can be increased from 7 to 14 days. 
Fresh medium should be provided to cells at 3–4-day intervals.   

   13.    Cells become fragile in DMSO-containing media. Following 
centrifugation, it is advisable to gently dislodge the cell pellet 
after removal of growth media by fl icking the tube prior to 
adding the freezing media containing DMSO.   

   14.    Cells must be slowly brought to −80 °C for viability (optimally 
one degree decrease per minute), which has traditionally been 
performed using an automated system. The use of the Nalgene 
cryopreservation chambers circumvents the cost associated 
with such an apparatus, but optimal viability may not be 
obtained. If viability becomes an issue for a specifi c cell type, 
more sophisticated approaches should be explored.   

   15.    Cells can remain at −80 °C for several weeks, but not all cells 
tolerate this condition.   

   16.    Seeding density for BrdU assays can be varied according to the 
cell type. Cells should be in log-phase growth when BrdU is 
added; therefore, rapidly dividing cells may need to be seeded 
at a lower density, while slower growing cells may need to be 
seeded at a higher density to obtain suffi cient cells for the assay.   

   17.    The duration of incubation with BrdU is dependent on the cell 
division time. To determine the proliferating fraction in a cell 
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population, label for the length of an entire cell cycle. A crude 
assessment of cell cycle length can be made by dividing the num-
ber of hours in a week by the number of population doublings 
per week (e.g., 3 P.D. per week, (7 × 24)/3 = 168/3 = 56 h). 
Assessment of senescence arrest is best performed using both a 
short and a long labeling period. This allows an assessment of 
both percent of cells in S phase at any point and the proliferating 
fraction of the population. Cells from the same population that 
are not stained with anti- BrdU serve as a negative control.   

   18.    The addition of FBS in the wash step serves as a blocking agent 
for subsequent antibody staining. BSA or species- specifi c 
serum, depending upon the source of anti-BrdU antibody, can 
be substituted for FBS.   

   19.    Crystal violet solution will stain everything it comes in contact 
with including lab benches, personnel, and even stainless steel 
sinks (although these will eventually come clean).   

   20.    Label the bottom of the plates prior to rinsing!   
   21.    Examine the level of cell confl uence prior to lysis, and adjust 

the volume of lysis buffer accordingly.   
   22.    We recommend the following antibodies: anti-p16 rabbit poly-

clonal antibody, Santa Cruz sc-468; anti-p21 WAF-1  (Ab-1) 
mouse monoclonal antibody (EMD Millipore, Ab-1, OP64), 
and anti-p53 (Ab-6) mouse monoclonal antibody (EMD 
Millipore, Ab-6, OP43). This list is based on our experience 
with the antibodies for immunoblotting on cell extracts pre-
pared from human fi broblasts and astrocytes during senes-
cence. The cyclin-dependent kinase inhibitor, p16 INK4a , is a key 
marker for senescence in multiple cell types. Unfortunately, 
antibodies are problematic. The INK4a locus is subject to 
complex regulation and alternative splicing [ 48 ,  49 ] which 
adds to the problems associated with the evaluation of changes 
in p16 INK4a  expression. Antibodies that react with human 
p16 INK4a  likely do not cross-react with mouse p16 INK4a . In addi-
tion, p16 antibodies for immunoblotting may not be suitable 
for immunohistochemistry. For a discussion of the diffi culties 
with anti-p16 INK4a  antibodies  see  Sawicka et al. [ 50 ].   

   23.    It is important to avoid over-fi xation as it could compromise 
enzyme activity. A fi xative prepared with commercially avail-
able 37 % formaldehyde works better than a fi xative prepared 
from paraformaldehyde powder.   

   24.    An incubator without CO 2  should be used because the CO 2  in 
most tissue culture incubators alters the pH of the assay.   

   25.    The blue color in cells that are SA β-gal positive can be seen 
with a light microscope. Turning off phase contrast will enable 
the blue color to be seen more easily at the expense of 
 visualizing cell morphology. We score SA β-gal-positive cells in 
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two categories, strongly positive and weakly positive. This 
 distinction is important as one may fi nd weak staining in con-
trol cultures and monitoring “blue” and “less blue” cells can 
be useful in the interpretation of the results. A strong stress 
may induce high SA β-gal positivity but only in a subset of the 
population. Noting whether the activity is high (as indicated 
by strong staining) can help to determine the percent of the 
cell population that has undergone a signifi cant stress.   

   26.    Depending on cell type, coating of glass cover slips may be 
required for cells to adhere. In our experience with both 
human fi broblasts and astrocytes, this is not necessary. As long 
as cover slips have been cleaned properly cells should adhere 
within 1 day of plating. Seeding density may need to be deter-
mined empirically, as it is important to avoid cell confl uence 
when immunostaining.   

   27.    In order to avoid dislodging cells from cover slips, solutions 
should not be pipetted directly onto the cover slips. Washes 
should be performed by pipetting solution against the wall of 
well containing the cover slip. Also, avoid letting cover slips 
dry out.   

   28.    The protocol can be stopped at this point, and cover slips can 
be stored at 4 °C for future staining for up to 1 month.   

   29.    Primary antibodies to be used in combination must be raised 
in different species in order to avoid cross-reactivity of the sec-
ondary antibodies. Secondary antibodies should also be care-
fully selected to avoid cross-reactivity with the other secondary 
antibody; for example, secondary antibodies raised in goat 
should not be used in combination with a primary antibody 
raised in the same species in order to avoid cross-reactivity with 
the anti-goat secondary antibody. A vast array of fl uorescently 
tagged antibodies is available from several commercial provid-
ers; thus, we strongly encourage the user to invest in additional 
antibodies instead of relying on sequential staining and extra 
blocking steps to overcome this issue.   

   30.    Depending on the senescence biomarker, cells can be scored as 
either positive or negative for the signal of interest, or the fl uo-
rescence intensity can be quantifi ed with freely available image 
analysis software such as ImageJ or CellProfi ler. Directions 
for quantifi cation of nuclear staining intensity with ImageJ 
software can be found at   http://digital.bsd.uchicago.edu/
resources_files/Basic%20image%20quantification.pdf    .  
 Quantitative immunofl uorescence to measure the nuclear 
staining intensity of SAHF-enriched heterochromatin- 
associated proteins (macroH2A1, HP1β) can be performed 
provided that the antibodies are used at saturating 
 concentrations [ 31 ].   

Detecting Senescence

http://digital.bsd.uchicago.edu/resources_files/Basic%20image%20quantification.pdf
http://digital.bsd.uchicago.edu/resources_files/Basic%20image%20quantification.pdf


442

     1.    Kosar M, Bartkova J, Hubackova S, Hodny Z, 
Lukas J, Bartek J (2011) Senescence-associated 
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p16(ink4a). Cell Cycle 10(3):457–468  
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     4.    Coppe JP, Rodier F, Patil CK, Freund A, 
Desprez PY, Campisi J (2011) Tumor suppres-
sor and aging biomarker p16(INK4a) induces 
cellular senescence without the associated 

   31.    This induces growth arrest through contact inhibition and 
allows a comparison of pre-senescent cells in a nondividing 
state with senescent cells that are inherently nondividing. This 
important consideration for comparisons to senescent cells has 
been somewhat lost in recent years; but this was a very impor-
tant aspect of the original gene expression comparisons that 
led to the discovery of the SASP.   

   32.    Depending upon cell type, duration of incubation with serum- 
free medium may have to be empirically determined as some 
cell types may dedifferentiate in the absence of growth factors.   

   33.    In order to remove cell debris that contains SASP mediators, 
fi ltration or centrifugation (500 ×  g  for 10 min at 4 °C) should 
be performed.   

   34.    We have used the IL-6 Quantikine Immunoassay (human IL-6) 
(R&D Systems, cat# D6050) and membrane-based cytokine 
antibody arrays (RayBiotech) with good success [ 51 ,  52 ], 
although other commercial producers exist and multiplex anal-
ysis using the Luminex technologies is a possibility depending 
upon cost considerations.         
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    Chapter 24   

 Analyzing RB and E2F During the G1–S Transition 

           Michael     J.     Thwaites    ,     Matthew     J.     Cecchini    , and     Frederick     A.     Dick    

    Abstract 

   The G1/S-phase restriction point is an important landmark in the mammalian cell division cycle. The key 
regulator of the G1/S transition is the retinoblastoma gene product (pRB). It prevents the transcription 
of genes required for S-phase progression by repressing E2F transcription factors. An increase in Cdk 
phosphorylation of pRB causes the release of E2F transcription factors and advancement into S phase. 
Here we describe two simple techniques used to assess pRB phosphorylation and E2F transcription during 
G1/S progression.  

  Key words     Retinoblastoma  ,   Transcription  ,   Phosphorylation  ,   Gene expression  ,   E2F  

1      Introduction 

    The primary regulator of the G1/S-phase transition in mammalian 
cells is the retinoblastoma protein (pRB). It inhibits E2F transcrip-
tion factors, thereby repressing the transcription of genes necessary 
for DNA replication and cell division [ 1 ]. When a cell is triggered 
to divide via mitogen stimulation, an increase in cyclin-dependent 
kinase activity in late G1 leads to the hyperphosphorylation of 
pRB [ 2 ]. This, in turn, causes a conformational change and the 
release of the bound E2F transcription factors, allowing for an 
upregulation of E2F target gene expression [ 3 ]. In mitosis, pRB 
returns to a hypophosphorylated state and represses E2Fs in the 
ensuing G1 phase [ 4 ]. 

 As the RB pathway is vital to maintaining proliferative control, 
it is often the target for inactivation in cancer [ 5 ]. The majority of 
mutations affecting this pathway do not specifi cally target pRB; 
instead, they infl uence the phosphorylation status of pRB [ 6 ]. Two 
major indicators of the functionality of the pRB pathway are the 
phosphorylation status of pRB and the transcriptional activation of 
E2F target genes. Both the constitutive hyperphosphorylation of 
pRB and increased transcription of E2F target genes suggest a defi -
ciency in the pRB pathway and a loss of G1 checkpoint control. 
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 The abundance of E2F target genes [ 7 ] and numerous 
phosphorylation sites on pRB [ 4 ] both prevent a straightforward 
analysis of these parameters. Based on reliability of antibodies, we 
use phosphorylation of pRB at S807 and S811 to gauge phos-
phorylation status [ 8 – 10 ]. However, inactivation of pRB at S-phase 
entry is generally accompanied by phosphorylation of at least 12 
sites. Consequently, we routinely supplement these blots with 
phospho- shift analysis to gain insight into a broader number of 
potential phosphorylation sites on pRB. Similarly, expression 
microarray and ChIP-chip or ChIP-sequence experiments suggest 
that an overwhelming number of genes are under the control of 
E2Fs [ 11 – 13 ]. This makes the analysis of single E2F targets 
anecdotal and incomplete, while microarray or RNA-sequence 
techniques are too cumbersome for rapid assessment of large num-
bers of samples. We have devised an approach using the Quantigene 
Plex 2.0 assay from Affymetrix to profi le six common E2F targets 
that represent the major subclasses of E2F targets at the G1/S 
transition. These include genes encoding cell cycle regulators 
(cyclin E1, cyclin A2, and p107), nucleotide biosynthetic enzymes 
(thymidylate synthase), and DNA replication factors (MCM3 and 
PCNA). Taken together, these methods will allow investigators to 
assess G1/S regulation in synchronized cell culture experiments or 
in tissue extracts from genetically modifi ed mice.  

2    Materials 

      1.    8 % SDS-PAGE resolving gel: 8 % Acrylamide:bis-acrylamide 
(37.5:1), 375 mM Tris–HCl (pH 8.8), 0.1 % SDS, 0.05 % 
ammonium persulfate, 0.05 % TEMED.   

   2.    4 % SDS-PAGE stacking gel: 4 % Acrylamide:bis-acrylamide 
(37.5:1), 125 mM Tris–HCl (pH 6.8), 0.1 % SDS, 0.05 % 
ammonium persulfate, 0.2 % TEMED.   

   3.    Mini PROTEAN ®  3 System glass plates 0.75 mm (Bio-Rad, 
Hercules, CA) or an equivalent.   

   4.    5× SDS sample buffer: 312.5 mM Tris–HCl (pH 6.8), 25 % 
glycerol, 10 % SDS, 2.3 M β-mercaptoethanol, and bromophe-
nol blue to desired color.   

   5.    Precision Plus Protein™ Standards, Kaleidoscope™ (Bio-Rad) 
or an equivalent.   

   6.    SDS running buffer: 25 mM Tris base, 192 mM glycine, 
0.1 % SDS.   

   7.    Hybond ECL nitrocellulose membrane (Fisher) or an equivalent.   
   8.    Mini Trans-Blot ®  System (Bio-Rad) or an equivalent.   
   9.    Transfer buffer: 50 mM Tris base, 386 mM glycine, 0.1 % SDS, 

20 % methanol.   

2.1  Immunoblotting
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   10.    TBST: 20 mM Tris–HCl pH 7.5, 150 mM NaCl, 0.3 % 
Tween-20.   

   11.    TBS: 20 mM Tris–HCl pH 7.5, 150 mM NaCl.   
   12.    Skim milk powder.   
   13.    Anti-pRB antibody (G3-245, BD Pharmingen, catalog # 554136).   
   14.    Anti-phospho-Rb (Ser807/811Cell Signaling, catalog # 9308).   
   15.    ECL anti-mouse IgG, HRP-linked whole Ab (from sheep, 

Fisher, catalog # NA931-1ML).   
   16.    ECL anti-rabbit IgG, HRP-linked whole Ab (from donkey, 

Fisher, catalog # NA934-1ML).   
   17.    ECL solution: 1.25 mM Luminol, 0.2 mM coumeric acid, 

100 mM Tris–HCl pH 8.5.   
   18.    Filter paper.   
   19.    Autoradiographic fi lm.      

       1.    TRIzol ®  Reagent (Life Technologies).   
   2.    3 M Sodium acetate.   
   3.    100 % Ethanol.   
   4.    4 °C Microcentrifuge.   
   5.    75 % Ethanol in DEPC water.   
   6.    RNase-free water.      

      1.    RNase-free water.   
   2.    95 °C Heat block.   
   3.    Quantigene ®  Plex 2.0 Reagent System (Affymetrix, catalog # 

QP01010) including Quantigene ®  Plex 2.0 Lysis Mixture, 
Quantigene ®  Plex 2.0 Capture Beads, and Quantigene ®  Plex 
Blocking reagent.   

   4.    Quantigene ®  Plex 2.0 Probe set (Panel #21118, Affymetrix, 
catalog # 390000-109).   

   5.    Hybridization plate, kit comes with one plate, if additional 
plates are required use 96-well cell culture cluster round bot-
tom with lid.   

   6.    96-Well PCR Plate Sealing Mat (Bio-Rad) or an equivalent.   
   7.    Rubber bands.   
   8.    Labnet Vortemp56 Shaker or equivalent.      

         1.    2.0 Wash buffer (for one full 96-well plate): 190 mL of 
nuclease- free water, 600 μL of wash buffer component #1, and 
10 mL of wash buffer component #2. Wash buffer must be 
made fresh every time, and adjust volumes accordingly.   

2.2  Expression 
of E2F Targets Using 
Quantigene Plex 2.0 
Reagent System

2.2.1  RNA Purifi cation

2.2.2  Hybridization 
of Purifi ed RNA Samples 
to Quantigene ®  Plex 2.0 
Probe Set

2.2.3  Hybridization 
of the 2.0 Preamplifi er
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   2.    Preamplifi er reagent: Add 36 μL of preamplifi er to 12 mL of 
pre-warmed amplifi er diluent. Invert to mix ( see   Note 1 ).   

   3.    100 mL Capacity reservoir.   
   4.    25 mL Capacity reservoir.   
   5.    Multichannel pipette (p200).   
   6.    MultiScreen ®  Filter plates (Multiscreen HTS BV, 1.2 μm, 

Millipore).   
   7.    96-Well plate to serve as a plate holder.   
   8.    Foil plate sealer (included in Quantigene ®  Plex 2.0 Reagent 

System (Affymetrix catalog # QP01010)).   
   9.    Aurum Vacuum manifold (Bio-Rad) or an equivalent.   
   10.    Lint-free tissues.   
   11.    Labnet Vortemp56 Shaker or an equivalent.   
   12.    Centrifuge capable of spinning 96-well cell culture plates.      

      1.    Amplifi er reagent: Add 36 μL of amplifi er to 12 mL of 
pre- warmed amplifi er diluent. Invert to mix ( see   Note 1 ).   

   2.    Aurum Vacuum manifold (Bio-Rad) or an equivalent.   
   3.    Multichannel pipette (p200).   
   4.    2.0 Wash buffer ( see  Subheading  2.2.3 ).   
   5.    100 mL Capacity reservoir.   
   6.    Lint-free tissues.   
   7.    25 mL Capacity reservoir.   
   8.    Labnet Vortemp56 Shaker or an equivalent.      

      1.    Label probe reagent: Add 36 μL of label probe to 12 mL of 
label probe diluent and vortex for 15 s to mix ( see   Note 1 ).   

   2.    Aurum Vacuum manifold (Bio-Rad) or an equivalent.   
   3.    Multichannel pipette (p200).   
   4.    2.0 Wash buffer ( see  Subheading  2.2.3 ).   
   5.    100 mL Capacity reservoir.   
   6.    Lint-free tissues.   
   7.    25 mL Capacity reservoir.   
   8.    Labnet Vortemp56 Shaker or an equivalent.      

      1.    Streptavidin and phycoerythrin (SAPE) reagent: Add 36 μL of 
SAPE to 12 mL of SAPE diluent, vortex for 15 s to mix, and 
protect from light by wrapping in aluminum foil ( see   Note 1 ).   

   2.    Aurum Vacuum manifold (Bio-Rad) or an equivalent.   
   3.    Multichannel pipette (p200).   

2.2.4  Hybridization 
of the 2.0 Amplifi er

2.2.5  Hybridization 
of the Label Probe

2.2.6  Binding 
the Streptavidin 
and Phycoerythrin
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   4.    2.0 Wash buffer ( see  Subheading  2.2.3 ).   
   5.    100 mL Capacity reservoir.   
   6.    Lint-free tissues.   
   7.    25 mL Capacity reservoir.   
   8.    Aluminum foil.   
   9.    Labnet Orbit P4 Shaker or an equivalent.      

      1.    Aurum Vacuum manifold (Bio-Rad) or an equivalent.   
   2.    SAPE Wash buffer (included in Quantigene ®  Plex 2.0 Reagent 

System, Affymetrix).   
   3.    100 mL Reservoir.   
   4.    Multichannel pipette (p200).   
   5.    Lint-free tissues.   
   6.    Aluminum foil.   
   7.    Labnet Orbit P4 Shaker or equivalent.   
   8.    BioPlex200 System (Bio-Rad) or an equivalent.        

3    Methods 

  In this section we describe immunoblotting techniques that allow 
for the separation of hyper- and hypophosphorylated pRB despite 
the size difference being only a few kilodaltons. This can further be 
verifi ed by the use of phosphorylation-specifi c antibodies. Figure  1  
(top panel) shows an example immunoblot depicting the separation 
between hyper- and hypophosphorylated species of pRB. The lower 
blot shows an example immunoblot against pRB phosphorylated at 

2.2.7  Signal Detection

3.1  Immunoblotting 
to Determine the Ratio 
of Hyper- to Hypopho-
sphorylated pRB
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  Fig. 1    Detection of hyperphosphorylated pRB. C33A cells were transfected with 
a CMV-RB expression vector along with an empty vector control or a CMV con-
struct encoding dominant negative Cdk2 or cyclin A/Cdk2. The  upper blot  shows 
the migration positions of underphosphorylated or “hypophosphorylated” pRB as 
well as “hyperphosphorylated” ppRB. The  lower blot  shows phospho S807/811 
detection of the same pRB species       
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serine residues 807 and 811, two representative phosphorylation 
sites ( see   Notes 2 – 4 ). Immunoblotting of pRB described here uses 
nuclear protein extract prepared as described previously [ 9 ].

     1.    Prepare duplicate 8 % SDS-PAGE resolving gels that are 
0.75 mm thick using standard methods.   

   2.    Once solidifi ed, overlay with 4 % SDS-PAGE stacking gel and 
insert a 10-well comb.   

   3.    Dilute 120 μg of nuclear protein extract with 5× SDS sample 
buffer so that samples are in 1× SDS sample buffer.   

   4.    Boil samples at 95 °C for 5 min.   
   5.    Load duplicate gels with 60 μg of nuclear protein extract for 

each sample. Load a 10 μL aliquot of protein standard ladder 
into a parallel lane.   

   6.    Run gel(s) in SDS running buffer at 50–70 V at 4 °C until the 
75 kDa marker has reached the bottom of the gel, approxi-
mately 6 h.   

   7.    Transfer samples to GE Hybond ECL membrane with Mini 
Trans-Blot ®  System in transfer buffer for 1 h at 100 V at 4 °C.   

   8.    Block membranes using TBST with 5 % skim milk powder for 
1-h shaking at room temperature.   

   9.    Make up primary antibody solutions. Anti-RB: Dilute 10 μg of 
BD Pharma anti-pRB antibody G3-245 in 10 mL of TBST 
containing 1 % skim milk powder. Anti-phospho-RB: Dilute 
10 μg of cell signaling anti-phospho-RB (Ser807/811) anti-
body in 10 mL of TBST containing 1 % skim milk powder.   

   10.    Incubate membranes with primary antibody solution, one with 
anti-RB antibody and the other with anti-phospho-RB 
 antibody overnight at 4 °C while rocking.   

   11.    Wash membranes three times with TBST at room temperature 
for 10 min.   

   12.    Make up secondary antibody solutions by diluting ECL Anti- 
Mouse IgG-HRP-conjugated antibody 1:10,000 into 10 mL 
of TBST containing 1 % skim milk powder (use for anti-pRB 
blot). Dilute ECL Anti-Rabbit IgG-HRP-conjugated antibody 
1:10,000 into 10 mL of TBST containing 1 % skim milk 
powder (use for anti-phospho-pRB blot).   

   13.    Incubate membranes with appropriate secondary antibody 
solution at room temperature for 1 h while shaking.   

   14.    Wash membranes three times with TBST at room temperature 
for 10 min.   

   15.    Wash membranes once with TBS for 10 min at room 
 temperature while shaking.   
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   16.    Prepare ECL solution immediately before use, and incubate 
membrane in ECL solution at room temperature for 2 min.   

   17.    Remove excess ECL solution with fi lter paper and expose to 
fi lm in darkroom.    

    A key function of pRB is the repression of E2F target genes to 
prevent S-phase entry [ 1 ]. Therefore, while the phosphorylation 
status of pRB is a good indicator of the functionality of pRB, 
determining E2F target gene message levels is an important 
companion to assessing its activity. Our system for analyzing E2F 
target gene transcription allows for the determination of relative 
quantities of various E2F target genes (Ccne1, Ccna2, Rbl1, Tyms, 
PCNA, and Mcm3) as well as three internal controls (Ppib, Rplp0, 
and Actb) in a single reaction. This confers a number of advantages 
over traditional qRT-PCR while providing equivalent accuracy. 
First, with each sample being internally controlled, the variability 
introduced through pipetting is dramatically reduced. Second, 
each reaction requires only 2 μg of RNA to analyze nine targets, 
the same amount of material required for one qRT-PCR reaction. 
Finally, it is cost effective compared to the reagents needed for nine 
separate qRT- PCR assays. In simple terms, this method measures 
the abundance of individual mRNA species akin to antibody 
detection of proteins in an ELISA, with captured mRNAs being 
adsorbed through hybridization. The adsorption occurs on 
different colored fl uorescent beads such that quantities of mRNA, 
and identities of the mRNAs, are determined simultaneously 
through a two-color fl ow detection system in a Luminex bead 
reader. This protocol requires some knowledge of the Luminex 
system. Figure  2  demonstrates our approach to ensuring that 
hybridization plates remain sealed throughout the following 
procedures. Figure  3  shows sample data taken from WT and  Rb1  
null fi broblasts to demonstrate defective E2F target gene repression.

         1.    Extract RNA using Trizol ®  Reagent according to the manufac-
turer’s instructions.   

   2.    To a high-quality RNA sample add 0.1 volumes of 3 M sodium 
acetate and 2.5 volumes of 100 % ethanol. Incubate overnight 
at −20 °C.   

   3.    Spin samples at 10,000 ×  g  for 10 min at 4 °C.   
   4.    Discard supernatant, and wash pellet with 75 % ethanol made 

up in DEPC water.   
   5.    Respin samples at 10,000 ×  g  for 10 min at 4 °C.   
   6.    Discard supernatant, and let pellets air-dry until residual 

ethanol has evaporated.   
   7.    Resuspend pellets in 50 μL of RNase-free water and store at 

−80 °C for future use.      

3.2  Analysis of E2F 
Target Gene 
Expression Using 
Quantigene ®  Plex 2.0 
Reagent System

3.2.1  RNA Purifi cation 
( See   Note 5 )
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  Fig. 2    Schematic representation of a 96-well plate setup for overnight hybridiza-
tion of RNA samples to our Quantigene ®  Plex 2.0 probe set. Ensure that each well 
is sealed tightly with the PCR plate sealing mat before replacing the plate lid. 
Hold the entire assembly together with rubber bands as depicted       
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  Fig. 3    Quantifi cation of E2F target gene expression levels by Quantigene ®  Plex 
2.0 Reagent system. mRNA was isolated from mouse embryonic fi broblasts after 
60 h of serum deprivation to induce a cell cycle arrest. Relative expression of six 
E2F targets (Ccne1, Ccna2, Rbl1, Tyms, PCNA, and Mcm3) and three internal 
controls (Actb, Ppib, and Rplp0) was determined and normalized to Actb. Wild-
type expression for each gene is scaled to 1 for comparison       
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      1.    Thaw purifi ed RNA samples, and dilute samples in RNase-free 
water to 100 ng/μL in 75 μL aliquots. Keep on ice.   

   2.    Pre-warm lysis mixture at 37 °C for 30 min.   
   3.    Boil appropriate volume of probe set (7 μL per well) at 95 °C 

for 5 min using a heat block ( see   Note 6 ).   
   4.    Make up hybridization master mix ( see   Note 7  and Table  1 ). 

Add 80 μL of hybridization master mix and 20 μL of diluted 
RNA (2 μg total) to each well in the hybridization plate 
( see   Note 8 ). Seal plate with 96-well plate sealing mat, lid, and 
hold it together with rubber bands as shown in Fig.  2 .

       5.    Incubate for 16 h at 55 °C at 600 rpm in Labnet Vortemps56 
shaker or an equivalent, protected from light.      

      1.    Next morning make up enough 2.0 Wash buffer for the 
 number of wells being used.   

   2.    Pre-warm amplifi er diluent at 37 °C for 20 min.   
   3.    Prepare preamplifi er reagent.   
   4.    Pour 2.0 Wash buffer into 100 mL capacity reservoir.   
   5.    Using multichannel pipette, pre-wet Multiscreen ®  Filter plate 

by adding 100 μL of 2.0 Wash buffer to each well to be used 
and incubate for 1 min ( see   Note 9 ).   

   6.    Seal plate using foil plate sticker, and carefully peal back seal to 
expose only the wells you will be using for samples.   

   7.    Filter wash buffer using vacuum manifold ( see   Note 10 ).   
   8.    Spin down hybridization plate in plate centrifuge at 240 ×  g  for 

1 min to ensure that liquid is at the bottom of each well.   
   9.    Adjust plate shaker temperature to 50 °C. Using a multichan-

nel pipette, pipette samples up and down fi ve times to mix and 
transfer to fi lter plate.   

3.2.2  Hybridization 
of Purifi ed RNA Samples 
to Quantigene ®  Plex 2.0 
Probe Set

3.2.3  Hybridization 
of the 2.0 Preamplifi er

   Table 1  
  Hybridization master mix   

 Reagent  Volume per well (μL) 

 RNase-free water  38.7 

 Quantigene ®  Plex 2.0 Blocking reagent   2 

 Quantigene ®  Plex 2.0 Lysis Mixture  33.3 

 Quantigene ®  Plex 2.0 Capture Beads   1 

 2.0 Probe set   5 

 Total volume  80 
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   10.    Filter liquid through plate using vacuum manifold ( see   Note 10 ).   
   11.    Using multichannel pipette, wash fi lter plate three times with 

200 μL of 2.0 Wash buffer per well from 100 mL reservoir and 
fi lter liquid through after each wash using vacuum manifold 
( see   Note 10 ).   

   12.    Blot the bottom of the fi lter plate using lint-free tissues to 
remove any excess liquid.   

   13.    Pour preamplifi er reagent into 25 mL capacity reservoir.   
   14.    Using multichannel pipette, add 100 μL of preamplifi er reagent 

to each well.   
   15.    Reseal plate and incubate at 50 °C shaking at 600 rpm for 1 h.      

      1.    Prepare amplifi er reagent.   
   2.    Remove plate from plate shaker, carefully peal back plate seal, 

and fi lter the preamplifi er reagent through the plate using vac-
uum manifold ( see   Note 10 ).   

   3.    Using multichannel pipette, wash fi lter plate twice with 200 μL 
of 2.0 Wash buffer per well from 100 mL reservoir and fi lter 
liquid through after each wash using vacuum manifold 
( see   Note 10 ).   

   4.    Blot the bottom of the fi lter plate using lint-free tissues to 
remove any excess liquid.   

   5.    Pour amplifi er reagent into 25 mL capacity reservoir.   
   6.    Using multichannel pipette, add 100 μL of amplifi er reagent to 

each well.   
   7.    Reseal the plate and incubate at 50 °C shaking at 600 rpm for 1 h.      

      1.    Prepare label probe reagent.   
   2.    Remove plate from plate shaker, carefully peal back plate seal, 

and fi lter the amplifi er reagent through the plate using vacuum 
manifold ( see   Note 10 ).   

   3.    Using multichannel pipette, wash fi lter plate twice with 200 μL 
of 2.0 Wash buffer per well from 100 mL reservoir and fi lter 
liquid through after each wash using vacuum manifold 
( see   Note 10 ).   

   4.    Blot the bottom of the fi lter plate using lint-free tissues to 
remove any excess liquid.   

   5.    Pour label probe reagent into 25 mL capacity reservoir.   
   6.    Using multichannel pipette, add 100 μL of label probe reagent 

to each well. Reseal the plate and incubate at 50 °C shaking at 
600 rpm for 1 h.      

3.2.4  Hybridization 
of the 2.0 Amplifi er

3.2.5  Hybridization 
of the Label Probe
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      1.    Prepare SAPE reagent.   
   2.    Remove plate from plate shaker, carefully peal back plate seal, 

and fi lter the label probe reagent through the plate using vac-
uum manifold ( see   Note 10 ).   

   3.    Using multichannel pipette, wash fi lter plate twice with 200 μL 
of 2.0 Wash buffer per well from 100 mL reservoir and fi lter 
liquid through after each wash using vacuum manifold 
( see   Note 10 ).   

   4.    Blot the bottom of the fi lter plate using lint-free tissues to 
remove any excess liquid.   

   5.    Pour SAPE reagent into 25 mL capacity reservoir.   
   6.    Using multichannel pipette, add 100 μL of SAPE reagent to 

each well. Reseal the plate, and wrap plate and plate holder in 
foil to protect from light. Incubate at room-temperature shak-
ing at 600 rpm for 30 min using Labnet Orbit P4 Shaker or an 
equivalent.      

      1.    Remove plate from plate shaker, carefully peal back plate seal, 
and fi lter SAPE reagent through the plate using vacuum mani-
fold ( see   Note 10 ).   

   2.    Pour SAPE wash buffer into 100 mL capacity reservoir.   
   3.    Using multichannel pipette, wash fi lter plate twice with 200 μL 

of SAPE wash buffer per well from 100 mL reservoir and fi lter 
liquid through after each wash using vacuum manifold ( see  
 Note 10 ).   

   4.    Blot the bottom of the fi lter plate using lint-free tissues to 
remove any excess liquid.   

   5.    Using multichannel pipette, add 130 μL of SAPE wash buffer, 
reseal plate, and rewrap fi lter plate and plate holder in alumi-
num foil to protect from light ( see   Note 11 ). Incubate at room 
temperature for 5 min on plate shaker, shaking at 600 rpm, 
and read immediately using Bioplex200 reader or an equiva-
lent Luminex instrument.      

      1.    Subtract values from blank wells with water from unknown 
wells to remove background.   

   2.    Identify the internal control whose value is closest to values of 
E2F target genes, and divide each well by the average of that 
internal control.   

   3.    Average values for each gene in your untreated control.   
   4.    Divide treatment values by average of untreated control for the 

corresponding gene to determine fold change relative to 
untreated.   

3.2.6  Binding 
the Streptavidin 
and Phycoerythrin

3.2.7  Signal Detection

3.2.8  Analysis of E2F 
Target Gene Expression
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   5.    Average triplicates of each gene to determine overall fold 
change and determine the standard deviation of the triplicate.   

   6.    Sample processed data appears in Fig.  3 .        

4    Notes 

     1.    This is enough for one plate. Adjust volumes according to the 
number of samples used.   

   2.    Alternatively a single blot can be probed, stripped, and 
re-probed.   

   3.    Following these procedures murine and human pRB will typi-
cally resolve into two bands. A standard 6 % SDS-PAGE and 
longer gel will allow human pRB to be resolved into as many 
as four bands, but we fi nd these gels too soft to handle without 
frequent distortion of shape.   

   4.    Phospho-specifi c antibodies against pRB rarely detect the 
upper, hyperphosphorylated band.   

   5.    RNA purity can affect results. Ideal 260/280 and 230/260 
ratios should be over 2.0. If ratios are lower, perform RNA 
purifi cation step. If ratios are over 2.0, continue to hybridiza-
tion of purifi ed RNA samples to Quantigene ®  Plex 2.0 Probe 
set.   

   6.    Quantigene ®  Plex 2.0 Reagent system panel # 21118 is spe-
cifi cally designed for murine target genes and is unlikely to 
cross-react with human.   

   7.    We typically make up the hybridization mixture for the 
number of wells plus 20 % additional solution to ensure a suf-
fi cient supply. Vortex capture beads for 30 s prior to adding to 
mixture.   

   8.    Make sure to prepare all samples in triplicate and include three 
blank wells with RNase-free water instead of RNA. Use multi-
channel pipette for all steps except while adding purifi ed RNA 
samples to hybridization    plate.   

   9.    At no time can the fi lter plate make contact with another 
 surface; use a 96-well plate to serve as a plate holder.   

   10.    Ensure that fl ow is slow for all fi ltration steps, approximately 
5–15 s to fi lter liquid through.   

   11.    At this point the plate can be stored for up to 2 h at room 
temperature in the dark or 24 h at 4 °C in the dark.         
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    Chapter 25   

 Analyzing G1–S Transcriptional Control 

           Steffi      Klier    ,     Sarah     Farmer    , and     Robertus     A.    M.     de     Bruin    

    Abstract 

   G1–S transcriptional control involves the coordination of the expression of a large set of co-regulated 
genes as a function of cell cycle progression (Bertoli et al., Nat Rev Mol Cell Biol 14:518–528, 2013). 
   Confi ning transcription to the G1 phase of the cell cycle requires the regulation of specifi c transcription 
factor activity through either co-factors or regulation of promoter DNA binding. Therefore, the analysis 
of G1–S transcriptional control involves cell cycle synchronization and monitoring cell cycle synchrony, in 
order to establish DNA binding of G1–S transcription factors to G1–S promoters and to investigate 
changes in gene expression during the different phases of the cell cycle. Here, we describe a cell cycle syn-
chrony method and ways to monitor synchrony. We also describe a chromatin immunoprecipitation 
(ChIP) method to locate G1–S transcription factor components to promoters and a quantitative PCR 
(qPCR) protocol to determine gene expression. Defi ning the binding dynamics of G1–S transcription fac-
tors and changes in gene expression during the cell cycle should provide new insights into the mechanism 
that control G1–S transcription and will allow for investigation of the biological relevance of confi ning 
gene expression to G1.  

  Key words     G1–S transcription  ,   DNA content  ,   DNA–protein interaction  ,   Cell cycle synchrony  ,   Gene 
expression  

1      Introduction 

 The primary regulation of cell proliferation in most eukaryotic cells 
is imposed during the G1–S transition of the cell cycle. Uncontrolled 
cell proliferation is an invariable characteristic of human cancer and 
is often associated with deregulated expression of G1–S cell cycle 
genes. Such deregulation, which is found in every type of cancer, 
allows cancer cells to sustain proliferation in the absence of growth 
factors and renders them insensitive to growth-inhibitory signals. 
Despite frequent lack of sequence homology, recent work has 
revealed that the basic molecular mechanisms involved are con-
served from yeast to man [ 1 ]. This conservation of systems-level 
properties across eukaryotes is an emerging theme of cell cycle stud-
ies and suggests that particular network wiring is important for cell 
division control. Future work will provide a better understanding of 
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the role of the transcriptional networks during the G1 and S phases 
of the cell cycle, allowing for the investigation of the biological 
 relevance of confi ning gene expression to G1. 

 For G1–S transcriptional analysis, both a high level of cell cycle 
synchrony in the culture and the ability to identify the stage of the 
cell cycle at any time point are very important. There are a number 
of methods for synchronizing budding yeast cultures (reviewed in 
ref.  2 ). Whilst elutriation is a very effective method for harvesting 
pure and, importantly, unperturbed cultures of G1 cells for study 
of the G1–S transition, gaining access to an elutriator may be a 
problem for many labs. In addition, with elutriation, it is diffi cult 
to obtain large volumes of synchronized budding yeast cells 
required for chromatin immunoprecipitation experiments at mul-
tiple time point. We therefore prefer to use a more accessible, 
 routinely used method, which involves α-factor mating pheromone 
block and release, in order to synchronize cells in G1. This method 
is discussed in Subheading  3.1 . To assess progression of the cell 
cycle during every experiment the analysis of DNA content by fl ow 
cytometry is a powerful and routine method for monitoring the 
population-wide progression of DNA replication in all cell types 
[ 3 ], and budding yeast is highly amenable to analysis in this way 
( see  Subheading  3.2 ). 

 Establishing G1–S transcriptional control requires monitoring 
G1–S transcription factors binding to G1–S target promoters dur-
ing the cell cycle. This will provide an insight into the mechanisms 
involved in G1–S transcriptional regulation. Chromatin Immuno-
precipitation (ChIP) allows you to monitor Protein–DNA binding 
during the cell cycle. ChIP in budding yeast works very well with 
proteins fused to myc epitopes or TAP tag but works less well 
with proteins fused to HA tag (note that anti-HA probing of west-
ern blots of whole-cell extracts run on SDS-PAGE gels also reveals 
unspecifi c binding to untagged proteins). Although tagging yeast 
proteins is highly convenient (for example, using simple PCR-
based methods [ 4 ], it is also possible to immunoprecipitate pro-
tein-bound chromatin using antibodies raised against the proteins 
themselves if the antibodies are suffi ciently specifi c (ChIP- grade). 
Such protein-specifi c antibodies would be useful to investigate the 
chromatin binding of multiple proteins within the same culture 
[ 5 ]. In Subheading  3.3 , we provide an example of ChIP analysis of 
the myc-tagged DNA-binding component of the G1–S transcrip-
tional activator SBF, Swi4, during the cell cycle. Finally, cell cycle 
synchrony and transcription factor–promoter binding should be 
correlated to changes in gene expression. We describe expression 
analysis of G1–S transcripts using the gold standard quantitative 
PCR (qPCR) on cDNA generated by reverse transcriptase (RT) in 
Subheading  3.4 .  
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2    Materials 

      1.    YPD (also YEPD, yeast extract, peptone, dextrose medium): 
1 % yeast extract, 2 % peptone, 2 % glucose/dextrose.   

   2.    1.5-mL cuvettes.   
   3.    Spectrophotometer.   
   4.    30 ºC shaking incubator.   
   5.    Light microscope.   
   6.    Centrifuge (accommodating 50-mL tubes).   
   7.    Microcentrifuge.   
   8.    α-factor mating pheromone, yeast (GenScript).      

      1.    99.9 % ethanol.   
   2.    Saline sodium citrate buffer (SSC) pH 7: 150 mM NaCl, 

15 mM sodium citrate (tribasic dihydrate).   
   3.    RNase A.   
   4.    Proteinase K.   
   5.    SYTOX Green (Invitrogen).   
   6.    Water bath sonicator.   
   7.    FACS tubes.   
   8.    Fluorescence activated cell sorter.      

      1.    37 % formaldehyde solution.   
   2.    2.5 M glycine, fi ltered.   
   3.    Tris-buffered saline (TBS).   
   4.    50-mL tubes.   
   5.    1.5-mL screw cap tubes.   
   6.    Liquid nitrogen.   
   7.    Centrifuge (accommodating 50-mL tubes).   
   8.    Refrigerated microcentrifuge.   
   9.    Lysis buffer A: 50 mM HEPES–KOH pH 7.5, 140 mM NaCl, 

1 % Triton-X100, 0.1 % sodium-deoxycholate, 1 mM EDTA, 
complete mini protease inhibitor cocktail tablets (Roche 
Diagnostics).   

   10.    Lysis buffer B: 50 mM HEPES–KOH pH 7.5, 500 mM NaCl, 
1 % Triton-X100, 0.1 % sodium-deoxycholate, 1 mM EDTA.   

   11.    Wash buffer: 10 mM Tris–HCl pH 8, 250 mM LiCl, 0.75 % 
NP-40, 0.75 % sodium deoxycholate, 1 mM EDTA.   

   12.    TE: 1 M Tris–HCl pH 8, 0.5 M EDTA.   

2.1  Cell Cycle 
Synchronization of 
Budding Yeast Using 
Mating Pheromone

2.2  Flow Cytometry 
for Monitoring 
S-Phase Entry 
in Budding Yeast

2.3  Chromatin 
Immunoprecipitation 
in Budding Yeast
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   13.    Elution buffer: 50 mM Tris–HCl pH 8, 10 mM EDTA, 1 % SDS.   
   14.    0.5-mm glass beads (Bio Spec Products).   
   15.    Vortex mixer with microcentrifuge tube holders.   
   16.    25-Gauge needle.   
   17.    Misonix Sonicator 3000.   
   18.    Mouse IgG monoclonal anti-myc 9E10 antibody (Santa Cruz).   
   19.    Protein A-Sepharose (lyophilized beads) from  Staphylococcus 

aureus  (Sigma Aldrich) ( see   Note 1 ).   
   20.    65 ºC water bath shaker.   
   21.    QIAquick PCR purifi cation kit (Qiagen).   
   22.    MESA Blue qPCR Mastermix (Eurogentec).   
   23.    Oligonucleotide primer pairs for qPCR of the promoter 

regions of your transcripts of interest ( see   Note 2 ).   
   24.    Real-time PCR thermal cycler.      

      1.    Liquid nitrogen.   
   2.    ß-Mercaptoethanol.   
   3.    0.5-mm glass beads (Bio Spec Products).   
   4.    25-Gauge needle.   
   5.    Qiagen RNeasy PLUS kit (Qiagen).   
   6.    RNase-free water.   
   7.    NanoDrop spectrophotometer.   
   8.    One Step MESA Green qRT-PCR Mastermix (Eurogentec).   
   9.    Oligonucleotide primer pairs for qPCR of the open reading 

frames of your transcripts of interest and     ACT1  ( see   Note 3 ).   
   10.    Real-time PCR thermal cycler.       

3    Methods 

   Here, we describe an α-factor mating pheromone block and release 
method to synchronize cells in G1 for routine experiments. It must 
be noted that only MATa strains can be arrested in this way. 
Furthermore, the method is much more effective in a  bar1 ∆ back-
ground [ 6 ]. The  BAR1  gene encodes a protease, which cleaves and 
thus inactivates the α-factor mating pheromone. Wild-type ( BAR1 ) 
strains can still be arrested by α-factor, but a higher concentration 
must be used, making the method less cost-effective, and the syn-
chronization can also be less complete.

    1.    Inoculate 20 mL of YPD with your strain of interest and grow 
overnight at 30 ºC in a shaking incubator. The next day, dilute 
the culture into the desired culture volume of  YPD to OD 600  ~0.1 

2.4  Expression 
Analysis of G1–S 
Transcripts Using 
Reverse Transcriptase 
Quantitative PCR

3.1  Cell Cycle 
Synchronization of 
Budding Yeast Using 
Mating Pheromone
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and further incubate for 2–3 h until OD 600  reaches 0.2–0.4 
( see   Note 4  and Fig.  1a ).

       2.    Add α-factor mating pheromone to each culture to a fi nal con-
centration of 50 μM and incubate at 30 ºC in a shaking incu-
bator for 1 h 45 min to arrest the cells in G1. The effi ciency of 
the arrest can be monitored by light microscope ( see   Note 5 ). 
>99 % of the cells should be without a bud and look like a so- 
called “shmoo” ( see  Fig.  1b, c ). Take a G1 sample (0 min time 
point) at this point as described in the next step.   

   3.    Centrifuge the G1-arrested cells at 3,700 ×  g  for 1–2 min and 
 rapidly wash the cells with 50 mL of YPD by resuspending and 
re-centrifuging ( see   Note 6 ). Finally resuspend the culture into 
the original volume of YPD pre-warmed to 30 ºC. Incubate at 
30 ºC in a shaking incubator. At appropriate time points 
( see   Note 7 ) take 70 mL samples and rapidly process for fl ow 
cytometry, chromatin immunoprecipitation, and expression anal-
ysis in the manner outlined in Subheadings  3.2 – 3.4  ( see  Fig.  1a ).    

0 min 15’ 30’ 45’ 60’ 75’ 90’

70 ml 70 ml 70 ml 70 ml 70 ml 70 ml 70 ml

45 ml ChIP
400 μl FACS 20 ml RT-qPCR

a

b

Mating pheromone arrested
Budding yeast

Shmoo:
cartoon character

Grow to OD600 ~0.3

Inoculate
culture

α-Factor

Incubate 105’

Wash

*

*

c

  Fig. 1    Synchronization of budding yeast cells. ( a ) Overview of α-factor arrest and release time-course experi-
ment. ( b ) Cells arrested in G1 with α-factor “shmoo-ing.” Image was captured with a Hamamatsu Orca-ER 
camera attached to a Zeiss Axioskop microscope using a 40× objective. ( c ) The “shmoo” cartoon character. 
Image is inspired by the 1948 cartoon character originally created by Al Capp       
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      Monitoring the cell cycle by fl ow cytometry can only be achieved 
retrospectively, however, we also fi nd it useful to track the progres-
sion of a culture through the cell cycle (and therefore verify that 
the block and release has been effi cient) during the time-course 
itself by determining the budding index at each time point. In this 
section, we show examples of budding index analysis, along with 
the fl ow cytometry analysis ( see  Fig.  2 ).

     1.    Add 400 μL of culture to 1.2 mL of cold 100 % ethanol and 
vortex cells to fi x. The fi xed cells can then be stored at 4 °C for 
at least several weeks ( see   Note 8 ).   

   2.    Centrifuge for 2 min at 1,500 ×  g  and resuspend cells in 1 mL 
SSC.   

3.2  Flow Cytometry 
for Monitoring 
S-Phase Entry 
in Budding Yeast
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  Fig. 2    Monitoring progression of the cell cycle in a  SWI4 -6xMyc culture synchronized by α-factor block and 
release. Minutes after removal of α-factor from the culture are indicated. ( a ) Analysis of DNA content by fl ow 
cytometry shows that bulk DNA replication can be observed 45 min after release from α-factor arrest when 
the arbitrary DNA amount ( Phycoerythrin  ( PE ) fl uorescence,  X  axis) begins to increase from the 1 N peak (cor-
responding to G1) at ~300. A 2 N peak (corresponding to G2/M) at ~600 is visible after 60 min. From this point, 
G2 nuclei start dividing and thus 1 N peak reappear. It is important to note that the fi ring of origins and start 
of DNA replication (G1–S transition) occurs prior to the observation of bulk DNA replication at 45 min. Images of 
cells were also photographed when fl ow cytometry samples were collected, and budding index was measured. 
( b ) Monitoring the budding index (% budded cells) of the culture is also an excellent way of tracking cell cycle 
in real time; the appearance of budded cells correlates with bulk DNA replication       
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   3.    Centrifuge for 2 min at 1,500 ×  g  and resuspend cells in 250 μL 
SSC containing 0.2 mg/mL RNase A and incubate overnight 
at 50 °C.   

   4.    Add 50 μL SSC containing 6 mg/mL proteinase K (for fi nal 
concentration of 1 mg/mL) and incubate at 50 °C for 1 h.   

   5.    Add 500 μL SSC containing 0.64 μM SYTOX Green (for fi nal 
concentration of 0.4 μM) and incubate at 4 °C in the dark for 
at least 1 h ( see   Note 9 ).   

   6.    Briefl y sonicate the samples in a water bath sonicator ( see   Note 10 ) 
and transfer to FACS tubes.   

   7.    Analyze each sample in a fl uorescence activate cell sorter. 
SYTOX Green has a maximum excitation of 504 nm and a 
maximum emission of 523 nm. Therefore, a possible laser–col-
lection fi lter combination can be a 488 nm excitation laser and 
a 510–545 nm fi lter.    

      ChIP analysis allows for monitoring the binding dynamics of G1–S 
transcription factors to G1–S promoters during the cell cycle. An 
example of ChIP assays of the Swi4 protein at the  CLN2  promoter 
is shown in Fig.  3 .

     1.    To 45 mL of culture, add 1.25 mL of 37 % formaldehyde solu-
tion (1 % fi nal concentration) ( see   Note 11 ) to fi x the cells and 
cross-link proteins onto DNA. Incubate for 20 min at room 
temperature on a rotation platform ( see   Note 12 ).   

3.3  Chromatin 
Immunoprecipitation 
in Budding Yeast
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  Fig. 3    ChIP assay of the Swi4 proteins at the  CLN2  promoter. ( a ) Cells were synchronized by α-factor and 
released into the cell cycle. Binding of Swi4 to the  CLN2  promoter was assessed by ChIP at 15-min intervals. 
Data show that Swi4 is bound to the  CLN2  promoter during early G1 and continue to be bound until the start 
of S phase when cells start to bud at 45 min. ( b ) ChIP analysis carried out on control  swi4 Δ and myc-tagged 
Swi4 cell lysates using anti-myc antibodies reveal the over background enrichment of the  CLN2  promoter in 
Swi4-myc pull-downs. Enrichment levels of pulled-down DNA were measured by qPCR and normalized to WCE 
signals (percentage of WCE).  ACT1  signals represent nonspecifi c background in each sample       
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   2.    Add 2.3 mL of 2.5 M glycine (0.125 M fi nal concentration) 
and incubate for 5 min at room temperature on a rotation plat-
form to stop the cross-linking.   

   3.    Wash cells twice with 50 mL of ice-cold TBS.   
   4.    Resuspend cells in 1 mL of ice-cold TBS and transfer to a 

microcentrifuge tube, centrifuge for 1 min at 20,000 ×  g , 
remove the supernatant, and snap-freeze the pellet in liquid 
nitrogen.   

   5.    Store samples at −80 °C.   
   6.    Resuspend the pellet in 500 μL of ice-cold lysis buffer A 

( see   Note 13 ).   
   7.    Add ~500 μL of 0.5 mm glass beads.   
   8.    Vortex at maximum speed at 4 °C for 30 min ( see   Note 14 ).   
   9.    Pierce the bottom of the tube and place over another 1.5-mL 

microcentrifuge tube ( see   Note 15 ). Centrifuge for a few sec-
onds no higher than 1,200 ×  g  to collect the sample in the 
lower tube and discard the upper tube ( see   Note 16 ).   

   10.    Centrifuge the lysed cells for 15 min at 20,000 ×  g  at 4 °C and 
discard the supernatant.   

   11.    Resuspend the pellet (chromatin fraction) in 500 μL of ice- 
cold lysis buffer A ( see   Note 17 ).   

   12.    Sonicate the samples at 4 °C in a Cup Horn Sonicator Misonix 
3000: 30 s ON time, 2 min OFF time, output level 10, 5 min 
total ON time ( see   Note 18 ).   

   13.    Centrifuge for 15 min at 20,000 ×  g  at 4 °C. Transfer the super-
natant to a clean 1.5-mL microcentrifuge tube.   

   14.    Repeat  step 13  then add lysis buffer A to increase the sample 
volume to 505 μL ( see   Note 19 ).   

   15.    Transfer 5 μL of each sample to a screw cap tube for whole-cell 
extract (WCE) referencing and store at −20 °C ( see   Note 20 ).   

   16.    Add the appropriate antibody to the remaining 500 μL super-
natant to immunoprecipitate ( see   Note 21 ).   

   17.    Incubate overnight on a rotation platform at 4 °C.   
   18.    Add 50 μL of ice-cold 50 % suspension of Protein A-Sepharose 

( see   Note 1 ). Incubate for 3–4 h on a rotation platform at 
4 °C.   

   19.    Centrifuge at 4 °C for 1 min at 900 ×  g  to collect the beads 
( see   Note 22 ). Discard supernatant and wash beads with the 
following buffers, each for 15 min on a rotation platform at 
4 °C, collecting the beads by centrifugation at 4 °C for 1 min 
at 900 ×  g :

    (a)    2 × 1 mL lysis buffer A (without protease inhibitors).   
   (b)    2 × 1 mL lysis buffer B.   
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   (c)    2 × 1 mL wash buffer.   
   (d)    1 × 1 mL TE.    

      20.    After the last wash, remove supernatant completely and add 
100 μL of elution buffer to each sample ( see   Note 23 ).   

   21.    Incubate the samples for 30 min at 65 °C to reverse the 
cross-linking.   

   22.    Centrifuge samples for 1 min at 20,000 ×  g  and transfer 90 μL 
of supernatant to a new tube.   

   23.    Add 95 μL of elution buffer to the WCE samples ( see   step 15  
above) and incubate all samples in the water bath shaker over-
night at 65 °C.   

   24.    Add 500 μL of PB buffer (supplied in the QIAquick PCR 
Purifi cation kit) to each sample and load onto a QIAquick 
column.   

   25.    Wash column-bound DNA with 750 μL of PE buffer (supplied 
in the kit) according to manufacturer’s instructions.   

   26.    Elute DNA with 100 μL of EB buffer (supplied in the kit) by 
centrifuging for 1 min at 20,000 ×  g  to collect the immunopre-
cipitate (IP) ( see   Note 24 ).   

   27.    Run real-time intercalating dye qPCR reactions ( see   Note 25 ) 
in triplicate for the WCE and IP samples using oligonucleotide 
primers to the promoter regions of your transcripts of 
interest.   

   28.    Analyze qPCR data to calculate the percentage of chromatin- 
immunoprecipitated DNA (promoter region) over the total 
DNA in WCE ( see   Note 26 ).    

      To establish accurate expression levels, quantitative PCR (qPCR) 
on cDNA generated by reverse transcriptase (RT) is the gold stan-
dard. To minimize the experimental error, we recommend using 
Qiagen gDNA RNeasy columns for RNA isolation and one-step 
RT-qPCR reactions.

    1.    Centrifuge 20 mL culture for 2 min at 3,700 ×  g  ( see   Note 11 ). 
Remove the supernatant, and resuspend the cell pellet in 1 mL 
of water and transfer to a clean 1.5-mL microcentrifuge tube. 
Centrifuge briefl y at 20,000 ×  g , discard the supernatant, snap-
freeze the cell pellet in liquid nitrogen, and store at −80 ºC 
indefi nitely ( see   Note 27 ).   

   2.    Thaw the cell pellet on ice and resuspend in 500 μL of 
Qiagen RNeasy PLUS RLT buffer with freshly added 1 % 
ß- mercaptoethanol ( see   Note 28 ).   

   3.    Add ~500 μL of 0.5-mm glass beads.   
   4.    Vortex at maximum speed at 4 °C for 30 min ( see   Note 14 ).   

3.4  Expression 
Analysis of G1–S 
Transcripts Using 
Reverse Transcriptase 
Quantitative PCR
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   5.    Pierce the bottom of the tube and place over another 1.5-mL 
microcentrifuge tube ( see   Note 15 ). Centrifuge for a few sec-
onds no higher than 1,200 ×  g  to collect the sample in the 
lower tube and discard the upper tube containing the glass 
beads ( see   Note 16 ).   

   6.    Spin for 2 min at 20,000 ×  g .   
   7.    Add 350 μL of the supernatant to a Qiagen gDNA RNeasy 

column and follow the Qiagen RNeasy instructions until the 
elution step.   

   8.    Transfer the RNeasy column into a new collection tube and 
elute the RNA by adding 100 μL RNase-free water to the col-
umn and centrifuging for 1 min at 20,000 ×  g .   

   9.    Measure the RNA concentration (for example using a 
NanoDrop spectrophotometer) and adjust the RNA concen-
tration to 20 ng/μL ( see   Note 29 ).   

   10.    Run reverse transcription real-time intercalating dye qPCR 
reactions ( see   Note 30 ) in triplicate using primers for the open 
reading frames of your transcripts of interest and  ACT1  
( see   Note 3 ).   

   11.    Analyze qRT-PCR data to calculate the levels of the transcripts 
of interest normalized to the actin transcript levels ( see   Note 31 ) 
( see  Fig.  4 ).
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  Fig. 4    Expression of G1–S genes.  swi4 Δ (control) and  swi4-Myc  cells were 
 synchronized by α-factor, released into the cell cycle, and collected at 15-min 
intervals. Relative mRNA levels of  CLN1 ,  CLN2,  and  SVS1  were determined by 
qPCR and normalized against  ACT1.  Expression levels are plotted as percentage 
of highest value detected in the experiment (100 %). After the release from 
α-factor arrest, relative mRNA levels of all tested genes peak at around 30–45 
min when cells start entering S phase       
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4            Notes 

     1.    Beads are hydrated in lysis buffer A (without protease inhibi-
tors) for 20 min and then washed four times.   

   2.    Promoter regions, when not identifi ed in the literature, can be 
assumed to be contained within the 500 bp immediately 
upstream of the ATG. Additionally, chromatin is sheared into 
fragments larger than 500 bp. Therefore, the levels of immu-
noprecipitated promoters are accurately refl ected by quantify-
ing amplicons in this region ( see   Note 3  for primer design).   

   3.    Amplicons for qPCR should be <200 bp, preferably ~150 bp, 
and short (~20 bp) oligonucleotide primers fl anking such 
regions should be identifi ed according to the usual parameters 
for PCR primers. There are numerous free online tools to assist 
with this.   

   4.    The purpose of this growth scheme is to obtain a mid-log 
phase culture; it is not just the OD 600  that is important, but 
also that the culture has reached that density by growing in a 
good supply of nutrients for at least one cell division. Yeast 
should preferably be cultured in conical fl asks of fi ve times the 
volume of the culture for proper aeration.   

   5.    Check with a light microscope whether shmoos have formed. 
These cellular bulges are a response to the mating pheromone 
and indicative of cell cycle arrest ( see  Fig.  1b, c ).   

   6.    The wash can be done with medium at room temperature. The 
time-course timer should be started at the moment the wash is 
started and the α-factor mating pheromone removed.   

   7.    We take samples every 15 min to follow the cell cycle in our 
example described in Fig.  1a . However, once the normal cell 
cycle progression for your strain and conditions have been estab-
lished, it may be more economical to use standard time points 
such as 0 min for G1 and 30 min for the beginning of S phase.   

   8.    Some medium preparations can cause the precipitated cells to 
stick together during storage, but discoloration or clumping 
of the cells is remedied upon rehydration in SSC buffer in the 
following step.   

   9.    Propidium iodide can be used instead of SYTOX Green 
(at 5 μg/mL for a fi nal concentration of ~3 μg/mL) but it has 
been reported that SYTOX Green is preferable in several 
respects, including fl uorescence correlation to DNA [ 7 ]. At this 
point, the stained cells can be stored for up to a month at 4 °C 
in the dark.   

   10.    This is to disrupt cell clumps and may not always be necessary. 
A probe sonicator can also be used; however, SYTOX Green is 
toxic and precautions should be taken for its aerolization.   
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   11.    Due to different treatments and growth phenotypes, the 
amount of cells collected may vary a little. Slightly different 
amounts of starting material (and any resultant small differ-
ences in cell lysis effi ciency) are not important since the end 
result is normalized to internal controls.   

   12.    It has been reported that fi xation times can vary depending on 
the protein but we have found 20 min to be adequate for the 
G1–S transcription factors we have studied.   

   13.    Protease inhibitor cocktail tablets are dissolved in lysis buffer A 
fresh on the day.   

   14.    This step can be accelerated by using screw-cap tubes in a 
FastPrep machine at 4 °C at speed 4.5 for 30 s four times with 
3 min-rest between cycles, although this method also increases 
heating of samples.   

   15.    This is most easily achieved by heating a 25-Gauge needle in a 
fl ame until red-hot and quickly pricking the bottom of the 
tube. Invert the tube and knock on the bench fi rst to deposit 
the sample and beads to the lid-end of the tube.   

   16.    Standard microcentrifuges allow this method if you do not add 
the lid.   

   17.    Passing the liquid through a 25-Gauge needle three times 
makes it easier to resuspend the pellet. The importance of this 
step is to refresh the supply of protease inhibitors.   

   18.    In these conditions DNA is sheared into 500–1,500 bp frag-
ments. This may vary with different sonicators and should be 
optimized by individual laboratories.   

   19.    This is most easily achieved by setting a pipette to 505 μL and 
aspirating the whole volume of WCE in a controlled fashion 
then completing the aspiration by moving the pipette tip to a 
small aliquot of lysis buffer A (which should then be discarded 
to avoid cross-contamination).   

   20.    The 5 μL of WCE should be frozen at this point to be used at 
a later stage.   

   21.    The amount of antibody added should be optimized for each 
antibody, but we have achieved good results using 3 μL anti- 
myc 9E10 mouse monoclonal IgG (Santa Cruz) for immuno-
precipitation of myc-tagged proteins.   

   22.    Wash supernatants should be removed leaving the bead pellet 
just covered with minimal buffer.   

   23.    After the TE wash, the supernatant can be removed completely 
by using a gel-loading tip or syringe pushed into the bottom 
of the tube. Elution buffer should be added immediately to 
 prevent bead dehydration.   
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   24.    This eluate can be further diluted, if many chromatin locations 
are to be analyzed.   

   25.    We obtain consistent results with 10–20 μL reactions using 
MESA Blue qPCR Mastermix (Eurogentec) and 0.5 μM 
primers.   

   26.    Convert mean triplicate ∆CT value to % of WCE by subtracting 
the mean triplicate ∆CT value of the corresponding WCE sam-
ple (1 %) using the formula: % WCE = 0.5 (∆CT ChIP-∆CT WCE)  × 1.1. 
Note that the starting material WCE (5 μL) is only 1 % of the 
starting material IP sample (500 μL) while recovering only 90 % 
of the IP ( see  Subheading  3.3 ,  steps 15 ,  16  and  22 ).   

   27.    Snap-freezing is important to prevent stress-induced transcrip-
tion that can initiate very rapidly when the temperature of cells 
drops less quickly [ 8 ].   

   28.    For RNA techniques, elimination of RNases from all steps is 
important; however we do not take any particular precautions 
above wearing gloves and other standard good laboratory 
practices (i.e., we do not use fi lter tips or “clean” hoods). We 
do not experience problems with sample degradation with our 
protocol.   

   29.    RNA samples can be stored at −20 °C indefi nitely.   
   30.    We obtain consistent results with 10–20 μL reactions using 

One Step MESA Green qRT-PCR Mastermix (Eurogentec) 
and 0.5 μM primers.   

   31.    To obtain relative gene expression fi rst calculate the mean of 
triplicate ∆CT values and normalize value by subtracting the 
mean of triplicate ∆CT of a non cell cycle regulated control 
gene (generally actin) using the formula: Normalized ∆CT 
value = ∆CT gene of interest − ∆CT non cell cycle regulated 
control. To obtain relative gene expression as fold over arrested 
cells ( t  = 0) use the formula: Relative expression level over 
arrested cells = 2 (normalized ∆CT gene of interest at  t  = 0 – normalized ∆CT gene of interest at  t  =  x ) . 
Alternatively, to obtain gene expression levels as a % of maxi-
mum (100 %) use the formula: Relative expression level over 
maximum = 2 (normalized ∆CT gene of interest with lowest ∆CT – normalized ∆CT gene of 

interest at  t  =  x )  × 100.         
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Chapter 26

Analysis of Replication Timing Using Synchronized 
Budding Yeast Cultures

Jie Peng, M.K. Raghuraman, and Wenyi Feng

Abstract

Eukaryotic DNA replication exhibits at once extraordinary fidelity and substantial plasticity. The importance 
of the apparent presence of a replication temporal program on a population level has been the subject of 
intense debate of late. Such debate has been, to a great extent, facilitated by methods that permit the 
description and analysis of replication dynamics in various model organisms, both globally and at a single- 
molecule level. Each of these methods provides a unique view of the replication process, and also presents 
challenges and questions in the interpretation of experimental observations. Thus, wider applications of 
these methods in different genetic backgrounds and in different organisms would doubtless enable us to 
better understand the execution and regulation of chromosomal DNA synthesis as well as its impact on 
genome maintenance.

Key words Replication timing, Temporal program, Origins of replication, Density transfer,  
CsCl gradient, Microarray

1 Introduction

Eukaryotic chromosomal DNA replication, on a cell-population 
level, follows a temporal order, i.e., certain regions of the chromo-
some replicate before others during S phase of the cell cycle [1]. 
Because such a temporal order is readily observed from yeast to 
humans [2, 3], it is inferred that a well-executed temporal program 
of replication is crucial for the fidelity of chromosome maintenance 
and partition. Indeed, altered replication timing has been linked to 
increased genome instability in yeast [4–6] and, in metazoans, to 
transcription [7, 8], cell differentiation [4, 9–12], and cancer forma-
tion [13–15]. Thus, it is of great importance to understand how the 
replication temporal program is executed and regulated. The execu-
tion of this replication temporal program involves the coordination 
of hundreds to thousands of origins of replication in the genome, the 
sites where replication initiates [16, 17]. Therefore, the replication 
temporal program is a complex result of the many variables associated 
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with each origin location, efficiency of  initiation, and the contentious 
intrinsic timing of initiation [18–20]. Naturally, in order to under-
stand its function and regulation it is important to observe and 
describe the replication temporal program in experimental systems.

Genome-wide analyses of replication timing have been 
described in various eukaryotes from yeast to humans [21]. Here, 
we focus on a modified approach of the classic Meselson/Stahl 
density transfer coupled with microarray. This technique is based 
on the separation of replicated from unreplicated DNA in a density 
gradient and their subsequent labeling and co-hybridization on a 
microarray, in order to study replication timing of synchronized 
budding yeast cells (Fig. 1). Variations of this method have previously 
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Cy3 Cy5

Fractionation

Slot blot
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& digestion 

CsCl gradient 
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Cal. % Rep for all
samples
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Fig. 1 Overview of procedures for density transfer coupled with microarray. Sample graphs for slot-blot, 
 replication kinetics, and Chromosome VI replication profile are all derived from a W303 culture at 25 °C. The 
dot on the x-axis of the replication profile denotes the centromere. % Rep % replication
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been applied in diverse genetic backgrounds to describe a variety of 
replication timing-associated phenotypes [4, 5, 19, 22–24]. Labeling 
DNA with dense-isotope-substituted nitrogen and  carbon sources 
is deemed relatively less disruptive than labeling with nucleotide 
analogs such as BrdU [25], although not as benign as simply mea-
suring the increase in copy number as different segments of the 
genome are replicated. On the other hand, the density transfer 
method may offer higher sensitivity and resolution than monitor-
ing DNA copy number changes [26]. Thus, the density transfer 
method permits global analysis of replication timing in yeast strains 
of virtually any genetic background, though with greater ease in 
strains that are: (1) prototrophic for uridine and adenine synthesis, 
as mutations in these biosynthesis pathways lead to inefficient 
uptake of the substituted isotopes in genomic DNA, and (2) of the 
mating type a so as to facilitate cell cycle synchronization via the 
mating pheromone α-factor.

2 Materials

All solutions are autoclaved or filter sterilized unless otherwise 
noted.

 1. AGD H2O (autoclaved glass-distilled H2O). Prepare all solu-
tions in AGD H2O unless otherwise noted.

 2. “-N” Medium: 1.61 g/L YNB (Yeast nitrogen base) without 
(NH4)2SO4 and without amino acids, 94 mM succinic acid, 
167 mM NaOH.

 3. Dense Medium: 0.1 % d-Glucose-13C6 (Sigma) and 0.01 % 
Ammonium-15N2 sulfate (Sigma) in “-N” Medium (see Note 1). 
Supplement with required amino acids.

 4. “Y complete” Medium, pH 5.8: 14.5 g/L YNB without 
(NH4)2SO4 and without amino acids, 10 g/L succinic acid, 
6 g/L NaOH, 5 g/L (NH4)2SO4, 20 g/L glucose, 76.7 mg/L 
adenine, 76.7 mg/L histidine, 76.7 mg/L methionine, 
76.7 mg/L uracil, 76.7 mg/L arginine, 191.8 mg/L phenyl-
alanine, 230.1 mg/L lysine, 230.1 mg/L tyrosine, 306.8 mg/L 
tryptophan, 306.8 mg/L leucine, 306.8 mg/L isoleucine, 
383.6 mg/L glutamic acid, 383.6 mg/L aspartic acid, 
575.3 mg/L valine, 767.1 mg/L threonine, 1534.2 mg/L 
serine (see Note 2).

 5. α-factor (peptide sequence: NH2–WHWLQLKPGQPMY–
COOH, custom synthesized by ThermoFisher at >70 % 
purity): Prepare as 200 μM or 3 mM stocks (1,000× stocks) for 
bar1 and BAR1 strains, respectively. Store at −80 °C.

 6. Bioruptor Standard Model (Diagenode).

2.1 Cell Culture 
Sample Collection

Replication Timing Analysis by Density Transfer
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 7. 500-mL centrifuge bottles.
 8. Centrifuge with JA-10 and JA-17 rotors.
 9. Pronase.
 10. 10 % NaN3.
 11. 0.2 M EDTA pH 8.0.
 12. Frozen (−20 °C) EDTA/NaN3 Mix: 0.1 % NaN3, 0.2 M EDTA 

pH 8.0 (see Note 3).
 13. Nalgene 50-mL Oak Ridge high-speed centrifuge tubes.
 14. 500-mL screw-cap centrifuge bottles.
 15. Cold 100 % ethanol, stored at −20 °C.

 1. Cold AGD H2O, stored at 4 °C.
 2. 50 mM sodium citrate pH 7.4.
 3. 1 mg/mL RNase A, stored at −20 °C.
 4. 20 mg/mL proteinase K: 50 % Glycerol, 10 mM Tris–HCl 

pH 7.5, 19.73 μM CaCl2, 20 mg/mL Proteinase K, stored at 
−20 °C.

 5. 1 μM SYTOX Green in 50 mM sodium citrate, prepared fresh.
 6. Bioruptor Standard Model (Diagenode).
 7. BD flow cytometry tubes (Becton Dickinson): 5-mL polysty-

rene round-bottom tubes for flow cytometric acquisition.
 8. BD LSRFortessa flow cytometry analyzer (Becton Dickinson).
 9. FlowJo software (Tree Star, Inc.) for data analysis.
 10. Microscope slides and cover glasses.

 1. Glass beads, acid washed 425–600 μm (Sigma-Aldrich), 
autoclaved.

 2. 25:24:1 phenol:chloroform:isoamyl alcohol, stored at 4 °C.
 3. Lysis buffer: 10 mM Tris–HCl pH 8.0, 1 mM EDTA pH 8.0, 

100 mM NaCl, 1 % SDS, 2 % Triton X-100.
 4. 100 % ethanol, stored at room temperature.
 5. Cold 70 % ethanol, stored at −20 °C.
 6. TE0.1: 10 mM Tris–HCl, 0.1 mM EDTA pH 8.0.
 7. 1 mg/mL RNase A, stored at −20 °C.
 8. 1 M Tris–HCl, pH 7.5.
 9. 5 M NaCl.
 10. 100 mM MgCl2.
 11. 1 % Triton X-100.
 12. EcoRI.
 13. 10× TBE: 850 mM Tris–Base, 890 mM boric acid, 30 mM 

EDTA pH 8.3.

2.2 Flow Cytometry

2.3 Genomic DNA 
Isolation, EcoRI 
Restriction Digestion, 
and Southern 
Hybridization

Jie Peng et al.
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 14. 1× TBE: dilute from 10× TBE.
 15. 0.8 % agarose gel: 8 g/L agarose and 0.3 μg/mL ethidium 

bromide in 1× TBE.
 16. Electrophoresis buffer: 1× TBE, 0.3 μg/mL ethidium bromide.
 17. Materials for standard Southern analysis.

 1. T10E100 pH 7.5: 10 mM Tris–HCl, 100 mM EDTA, 75 mM 
NaOH, filter-sterilized (see Note 4).

 2. CsCl solution: Weigh T10E100 pH 7.5 and CsCl powder at a 
ratio of 1:1.292 and dissolve the CsCl in T10E100 (see Note 5). 
Prepare fresh.

 3. Refractometer (Zeiss or Bausch & Lomb).
 4. 13 × 51 mm or 16 × 45 mm Quick-seal tubes (Beckman 

Z11207SCA or Z00729SCA), (see Subheadings 3.4.1 and 3.4.2).
 5. Pasteur pipette.
 6. Quick-Seal sealer (Beckman 358312).
 7. Beckman VTi 65.2 or Ti 70.1 rotor.
 8. Ultracentrifuge.
 9. 96-well plates.
 10. 1 M NaOH, stored in polypropylene containers at 4 °C.
 11. Template Sealing Foil (Fisher Scientific).
 12. 20× SCP: 600 mM Na2HPO4, 20 mM EDTA pH 8.0, 2 M 

NaCl pH 6.8.
 13. 10× SCP: dilute from 20× SCP with AGD H2O.
 14. Multichannel pipette.
 15. Minifold II Slot-Blot system (Schleicher & Schuell).
 16. Whatman 3MM blotting paper (Whatman) for the Minifold II 

Slot-Blot system.
 17. Genescreen™ Hybridization Transfer Membrane (Perkin 

Elmer), cut to the same size as the Whatman paper.
 18. UV crosslinker (e.g., UVP HL-2000 HybriLinker™).
 19. Radioisotope imaging and quantification system (e.g., 

Typhoon phosphorimager and storage phosphor screen).
 20. IgorPro 6.3 software (WaveMetrics) or equivalent for data 

deconvolution.
 21. Kaleidagraph 4.1 software (Synergy) or equivalent for replica-

tion kinetics curve fitting.

 1. Cold 70 % ethanol, stored at −20 °C.
 2. TE: 10 mM Tris–HCl, 1 mM EDTA pH 8.0.
 3. 2.5× labeling reaction buffer: 125 mM Tris–HCl pH 6.8, 

12.5 mM MgCl2, 25 mM β-mercaptoethanol, 750 μg/mL 
random hexamers, stored at −20 °C.

2.4 CsCl Gradient 
Preparation by 
Ultracentrifugation, 
Fractionation, Slot-
Blot Analysis, and 
Replication Kinetic 
Data Processing

2.5 DNA Labeling 
and Microarray 
Hybridization
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 4. 10× dNTP mix: 1.2 mM dATP, 1.2 mM dCTP, 1.2 mM dGTP, 
0.6 mM dTTP, 10 mM Tris–HCl pH 8.0, stored at −20 °C.

 5. 1 mM Cy5- and Cy3-dUTP (GE Healthcare).
 6. 50,000 units/mL Klenow Fragment (3′–5′ exo-) (NEB).
 7. QIAquick PCR Purification Kit (Qiagen).
 8. Nanodrop ND-2000 spectrophotometer (Thermo Scientific).
 9. Agilent 4 × 44K ChIP to chip yeast microarrays.
 10. Feature Extraction software (Agilent).
 11. Microarray hybridization and scanning facility.

 1. A file containing a list of genomic coordinates (chromosome 
number and coordinate) for the microarray probes that will be 
used in the analysis (e.g., excluding probes corresponding to 
mitochondrial DNA). For convenience, we shall call this file 
“ProbeCoordinates.txt”. The list should be sorted by ProbeID 
(ascending order), one line per probe, and saved preferably as 
a tab-delimited text file. Sorting by ProbeID should result in 
the list also being sorted by chromosome number and coordi-
nate. To allow easy computer processing, chromosome num-
bers should be in Arabic numerals even though the convention 
for budding yeast is to use Roman numerals for chromosome 
numbers. This file needs to be prepared only once for each 
particular microarray platform, and can subsequently be used 
for all experiments using that platform. Typically, we prepare 
this list by performing a batch BLAST search of the yeast 
genome using the vendor-provided list of probe sequences, 
discarding all sequences that show either more than one match 
to the genome or less than a perfect match. From the BLAST 
results, we extract the chromosome number and coordinate 
for the left end of the probe. The first row of the file should 
have column headers. The columns for chromosome number, 
coordinate (kb), and coordinate (bp) should be labeled “Chr”, 
“Coord_kb”, and “Coord_bp” (without the quotes) to match 
the file manipulations in Subheading 3.6, step 16.

 2. A file containing a list of probes to exclude from the final anal-
ysis (e.g., probes corresponding to Ty element sequences), for-
matted as above. Again, this file needs to be prepared only 
once for each microarray platform.

 3. The statistical software package R, available online at <http://
cran.r-project.org/>.

 4. The following set of commands saved as a plaintext file to be 
run in R (see Subheading 3.6, step 16); name the file (for 
example) “rep_smoothing.R” (see Note 6):

2.6 Generation  
of Replication Profiles

Jie Peng et al.
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# R script for loess smoothing of density transfer data
files <- list.files(path = "path_to_%replication_files", full.names = 

TRUE)
for(i in seq(along=files)) {
dataIn <- read.delim(files[i])
attach(dataIn)
rep.loess <- loess(Percent_rep ~ Coord_kb, dataIn, span = 

 winSize/tail(Coord_kb, n=1))
rep.predict <- predict(rep.loess, Coord_kb)
dataOut <- data.frame(Chr, Coord_kb, Coord_bp, HLraw, 

HHraw, Percent_rep, Percent_rep_loess=rep.predict)
write.table(dataOut, files[i], quote=FALSE, sep="\t", eol="\r", 

row.names = FALSE)
detach(dataIn)
}

3 Methods

 1. Grow yeast cells in Dense Medium at 25 °C for at least eight 
generations. For kinetic measurements with slot-blot analysis 
only, each sample requires 20 mL of culture; samples for micro-
array analysis require >200 mL of culture (see Note 7).

 2. Add α-factor to the log phase culture (at OD660 = 0.25) to a 
final concentration of 200 nM or 3 μM for bar1 or BAR1 
strains, respectively.

 3. Continue growing the cells until the percentage of unbudded 
cells reaches ≥90 % (see Note 8).

 4. Transfer the cells into sterile 500-mL centrifuge bottles and 
centrifuge in a JA-10 rotor at 1,600 × g for 10 min at 25 °C to 
collect cell pellets (see Note 9).

 5. Wash the cell pellets with appropriate volumes of “Y-complete” 
Medium containing 200 nM or 3 μM of α-factor for bar1 or 
BAR1 strains, respectively, and centrifuge again for 10 min.

 6. Resuspend the cell pellets with “Y-complete” Medium with 
200 nM or 3 μM of α-factor for bar1 or BAR1 strains, respec-
tively, at a similar volume as that of the cell culture before 
centrifugation in step 4; continue culturing for another 
30 min at 25 °C.

 7. Add pronase to the culture at 0.02 mg/mL or 0.3 mg/mL for 
bar1 or BAR1 strains, respectively, to release cells from α-factor 
arrest (see Note 10).

 8. Harvest cell samples at a series of time points: pour 20 mL or 
200 mL (for slot-blot and microarray analysis, respectively) of 

3.1 Sample 
Collection (Day 1)

Replication Timing Analysis by Density Transfer
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the culture into a clean graduated cylinder with 20 μL or 
200 μL of 10 % NaN3 already added, respectively. Quickly mix 
and transfer the cells onto frozen EDTA/NaN3 Mix stored in 
either 50-mL Oak Ridge tubes or 500-mL bottles. Immediately 
vortex or shake to chill the cells.

 9. Store the samples in an ice bath until all samples are collected 
and follow steps 10–15 for further processing. Remove 1 mL 
from each sample for flow cytometry and budding index analy-
sis and store in the ice bath until all samples are collected and 
follow steps 16–18 for further processing.

 10. Centrifuge the samples in either a JA-17 (50-mL Oak Ridge 
tubes) or JA-10 (500-mL bottles) at 1,600 × g for 10 min at 4 °C.

 11. Wash the cells with 10 mL of cold AGD H2O and centrifuge 
again.

 12. Discard the supernatant and transfer the cell pellets with resid-
ual liquid into 1.5-mL microcentrifuge tubes or 50-mL tubes, 
for culture size of 20 or 200 mL, respectively.

 13. Centrifuge in a table-top microcentrifuge at 2,500 × g or in a 
swinging bucket rotor at 2,500 × g for the microcentrifuge 
tubes or the 50-mL tubes, respectively, for 5 min at 4 °C.

 14. Resuspend the cells in 1 or 10 mL of cold AGD H2O, for cul-
ture size of 20 or 200 mL, respectively, and centrifuge again as 
described in step 13 above.

 15. Aspirate the supernatant and store the cell pellets at −20 °C 
until ready for DNA isolation.

 16. For the 1-mL sample collected for FACS and budding index 
analyses (see step 9 above), centrifuge at 2,500 × g in a micro-
centrifuge for 5 min at 4 °C.

 17. Wash the cells in 1 mL of cold AGD H2O and centrifuge again.
 18. Add 300 μL of cold AGD H2O to resuspend the cells, and then 

add 700 μL of cold 100 % ethanol, while vortexing slowly to 
mix (see Note 11). Store the samples at 4 °C.

 1. Transfer 500 μL from the 1-mL cell sample (see Subheading 3.1, 
step 18) to a new 1.5-mL microcentrifuge tube and centrifuge 
at 5,000 rpm for 5 min at 4 °C.

 2. Wash the cells in 1 mL of 50 mM sodium citrate pH 7.4 and 
centrifuge again.

 3. Resuspend the cells in 1 mL of 50 mM sodium citrate pH 7.4 
containing 50 μg/mL RNase A.

 4. Incubate the cells for 1 h at 55 °C.
 5. Add 50 μL of 20 mg/mL proteinase K to the cells and con-

tinue incubation for 1 h at 55 °C.
 6. Centrifuge the cells at 2,500 × g for 5 min at 4 °C.

3.2 Flow Cytometry 
and Budding Index 
Analyses

3.2.1 Flow Cytometry 
Analysis (Day 2–3)

Jie Peng et al.
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 7. Add 1 mL of the 1 μM SYTOX green solution to resuspend 
the cells.

 8. Incubate the cells in the dark overnight at 4 °C.
 9. Sonicate the cells to reduce clumping by a Bioruptor Standard 

Model on “Low” setting, 30 s on and 30 s off, for two cycles 
at 4 °C in the dark. Probe sonicator is also acceptable, at a user-
defined setting.

 10. Transfer the cells to BD flow cytometry tubes and analyze sam-
ples on a BD LSRFortessa Flow Cytometry Analyzer, under the 
Blue Laser (488 nm excitation) with a BP filter at 530 nm emis-
sion. The user can also refer to instrument- specific flow cytom-
etry procedures published elsewhere for data acquisition.

 11. Analyze the data by FlowJo (Fig. 2) or equivalent.

 1. Transfer 200 μL from the 1-mL cell sample (see Subheading 3.1, 
step 18) to a fresh 1.5-mL microcentrifuge tube and centri-
fuge at 2,500 × g for 5 min at 4 °C.

 2. Resuspend the cells in 1 mL of AGD H2O.
 3. To eliminate cell clumping, sonicate them with a Bioruptor 

Standard Model on “Low” setting, 30 s on and 30 s off, for 
two cycles at 4 °C. Probe sonicator is also acceptable, at a user- 
defined setting.

3.2.2 Budding Index 
Analysis (Day 2)

1C 2C

120 min -

10 min -

90 min -

80 min -

70 min -

60 min -

50 min -

40 min -

30 min -

20 min -

0 min -

Fig. 2 Cell cycle progression of a synchronized W303 culture exiting from α-factor 
arrest at 25 °C analyzed by flow cytometry. Time after release from the block is 
indicated. “1C ” and “2C ” indicate positions of DNA contents in G1 and G2 cells, 
respectively

Replication Timing Analysis by Density Transfer



486

 4. Centrifuge the cells at 2,500 × g in a microcentrifuge for 5 min 
at 4 °C and aspirate most of the water (residual liquid should 
be less than 20 μL).

 5. Resuspend the cells with the residual liquid.
 6. Pipette 2 μL of cells and spot on a microscope slide, cover with 

a cover glass.
 7. Count at least 200 cells and note the number of budded cells 

and unbudded cells.
 8. Calculate the budding indices and plot as a function of time 

(Fig. 3):
Budding Index = number of budded cells ÷ total number of cells.

 9. The maximum budding index could be used to normalize 
microarray data (see Subheading 3.6).

The following steps are specific for cell pellets collected from 
20-mL cell samples. Scale up by fivefold for 200-mL cell culture 
samples until step 13 below. Perform restriction digestion in the 
same volume (100 μL) for the 200-mL culture samples as for the 
20-mL culture samples.

 1. Add 0.3 g of glass beads, 0.2 mL of lysis buffer, and 0.2 mL of 
25:24:1 phenol:chloroform:isoamyl alcohol to each frozen cell 
pellet stored in a 1.5-mL microcentrifuge tube from 
Subheading 3.1, step 15.

 2. Vortex at top speed for 3 min (see Note 12).
 3. Add 0.2 mL of TE and vortex for 10 s at top speed.
 4. Centrifuge at >17,000 × g in a microcentrifuge for 5 min at 

room temperature.
 5. Transfer the upper aqueous phase to a fresh 1.5-mL microcen-

trifuge tube.

3.3 Genomic DNA 
Isolation, EcoRI 
Restriction Digestion, 
and Southern 
Hybridization  
(Day 4–7)

Fig. 3 Budding indices of a W303 culture exiting the G1 arrest by α-factor at the 
indicated times at 25 °C

Jie Peng et al.
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 6. Add 0.2 mL of lysis buffer to the original tube and repeat 
steps 2–4.

 7. Transfer and combine the upper aqueous phase with that col-
lected in step 5.

 8. Add two volumes of room temperature 100 % ethanol and mix 
thoroughly.

 9. Centrifuge at >17,000 × g in a microcentrifuge for 5 min at 
room temperature and discard the supernatant.

 10. If processing the samples (in 50-mL tubes) collected from 
200-mL cultures, transfer 1 mL of the mix (see step 8 above) 
to a 1.5-mL microcentrifuge tube and perform step 9. Transfer 
another 1 mL of the mix to the same tube and repeat step 9 
until the entire mix is processed. This step ensures maximum 
yield of genomic DNA.

 11. Rinse the DNA pellets with 0.5 mL of cold 70 % ethanol by 
letting the liquid flow onto the pellet side of the tube slowly.

 12. Centrifuge at >17,000 × g in a microcentrifuge for 5 s and dis-
card the supernatant.

 13. Leave the cap open and air-dry the DNA pellets at room tem-
perature for ~20 min.

 14. Dissolve DNA in 50 μL of TE0.1 with 50 μg/mL of RNase A 
and incubate at 37 °C for 30 min. The DNA can be stored at 
4 °C; or, continue to EcoRI digestion.

 15. For each DNA sample (50 μL), make the EcoRI digestion reac-
tion mix (total 50 μL for each DNA sample) by mixing 10 μL 
of 1 M Tris–HCl, pH 7.5, 1 μL of 5 M NaCl, 5 μL of 100 mM 
MgCl2, 2.5 μL of 1 % Triton X-100, 20 U of EcoRI, and AGD 
H2O to the final volume of 50 μL (see Note 13).

 16. Add the 50-μL EcoRI digestion reaction mix to each of the 
50-μL DNA samples.

 17. Incubate the restriction digestion reaction overnight at 37 °C.
 18. Add 1 μL of fresh EcoRI enzyme to the restriction digestion 

reaction and continue incubation for another 2 h.
 19. Transfer the sample to 4 °C to stop the reaction.
 20. Analyze 4 μL from the 100-μL restriction digestion reaction 

on a 0.8 % agarose gel in Electrophoresis buffer (Fig. 4a;  
see Note 14).

 21. Use standard Southern blot procedures to check the level of 
digestion with an appropriate DNA probe hybridizing to an 
average size EcoRI fragment (~3 kb). If the digestion is incom-
plete, ethanol precipitate the DNA and repeat the restriction 
digestion until it reaches >90 % completion (Fig. 4b).
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Ultracentrifugation can be done in the vertical rotor VTi 65.2 
(described in this section) or the fixed-angle rotor Ti 70.1 
(described in Subheading 3.4.2). Comparison of CsCl gradient 
formation using these rotors is shown in Fig. 5.

 1. Weigh 9.141 g CsCl solution in a 15-mL tube and mix with 
90 μL of EcoRI restriction digestion reaction mix from 
Subheading 3.3, step 19.

 2. Transfer the CsCl and DNA mix into a 13 × 51 mm Quick-seal 
tube with a Pasteur pipette and use “dummy digestion mix” 
(EcoRI digestion reaction mix without DNA, mixed with CsCl 
as described in step 1) to fill up the tube.

 3. Seal the tube by a Quick-Seal sealer or a heated flat spatula.
 4. Centrifuge at 275,444 × g for 18 h at 20 °C and then at 

71,388 × g for 3.5 h at 20 °C, setting the deceleration at transi-
tion to “0” (no brakes) and at the end to “1” (transition speed 
170 rpm).

3.4 CsCl Gradient 
Preparation, CsCl 
Gradient Fractionation, 
Slot-Blot Analysis,  
and Replication 
Kinetic Data 
Processing

3.4.1 CsCl Gradient 
Preparation by 
Ultracentrifugation Using 
the Vertical Rotor VTi 65.2 
(Day 8–9)

Fig. 4 Ethidium bromide-stained agarose gel and Southern analysis of EcoRI- 
digested genomic DNA. (a) Genomic DNA (lanes 2–5) isolated from 200 mL of 
W303 culture was digested with EcoRI and 0.5 % of the total DNA (0.5 μL from a 
100 μL restriction digestion reaction) was separated on a 0.8 % agarose gel. Lane 
1, λ/Hind III and ϕx174/HaeIII DNA marker with sizes of DNA fragment in base-
pair (bp) as indicated. (b) Southern analysis using the TRP1 gene as a probe

Jie Peng et al.



489

 1. Weigh 10.97 g CsCl solution in a 15-mL tube and mix with 
90 μL of EcoRI restriction digestion reaction mix from 
Subheading 3.3, step 19.

 2. Transfer the CsCl and DNA mix into a 16 × 45 mm Quick-Seal 
tube with a Pasteur pipette and use “dummy digestion mix” to 
fill up the tube.

 3. Seal the tube by Quick-Seal sealer or a heated flat spatula.
 4. Centrifuge the DNA at 207,346 × g for 48 h at 20 °C, setting 

the deceleration to “1”.

 1. Carefully remove samples from the centrifuge and the rotor.
 2. Fractionate each gradient as follows. Secure the centrifuge 

tube in the fractionation apparatus. Slowly punch a hole at the 
bottom of the tube and let the gradient steadily drip into the 
wells of a 96-well plate with seven drops per well (approxi-
mately 170 μL/well) (Fig. 6a; see Note 15).

 3. Transfer an appropriate volume of DNA (e.g., 42 μL for DNA 
from 20-mL cell samples and 2 μL for DNA from 200-mL 
samples) from each fraction into a new 96-well plate. Add 
40 μL of AGD H2O to the 2 μL DNA, bringing the final vol-
ume to 42 μL for the samples from 200-mL cultures.

 4. Add 28 μL of 1 N NaOH to each fraction and mix.
 5. Seal the 96-well plate with the Template Sealing Foil and incu-

bate for 1 h at 65 °C.
 6. Cool the plate to room temperature.

3.4.2 CsCl Gradient 
Preparation by 
Ultracentrifugation Using 
the Fixed-Angle Rotor Ti 
70.1 (Day 8–9)

3.4.3 CsCl Gradient 
Fractionation, Slot-Blot 
Analysis, and Replication 
Kinetic Data Processing 
(Day 10–12)

Fig. 5 Comparison of gradient formation of identical DNA samples isolated from a W303 culture at 90 min after 
release from α-factor arrest, through ultracentrifugation using two different Beckman rotors: the VTi 65.2 rotor 
(a) and the Ti 70.1 rotor (b). Centrifugation conditions are described in the protocol. Deconvoluted “HH” and 
“HL” DNA peaks from the slot-blot data are as shown
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 7. Add 70 μL of 20× SCP to each fraction and mix.
 8. Pre-wet the Whatman paper and the membrane with 10× SCP 

and place them into the Minifold, using two layers of Whatman 
paper underneath the membrane.

 9. Using a multichannel pipetter, pipette 140 μL of 10× SCP into 
each well of the Minifold first, ensuring sound vacuum- assisted 
flow, before pipetting the 140-μL samples into the wells, fol-
lowed by 140 μL of 10× SCP to rinse (see Note 16).

 10. Remove the membrane from the Minifold and crosslink DNA 
to the membrane with 1200 mJ of ultraviolet light in a 
Crosslinker.

 11. Perform standard hybridization of a random-primed 32P-labeled 
genomic DNA probe. An example of the blot is shown (Fig. 6b).

 12. Perform image acquisition of the radioactively hybridized 
membrane. Quantify the intensity of each fraction as “total 
volume” by ImageQuant 5.1 or equivalent software and gen-
erate a gradient profile (Fig. 6c).

A
1 2 3 4 5 6 7 8 9 10 11 12

B

C

D

E

F

G

H

Fig. 6 Drip fractionation and slot-blot analyses for quantifying the “HH” and “HL” DNA. Examples of experimen-
tal results were obtained from a W303 strain at 50 min after release from α-factor arrest. (a) The gradient is 
fractionated by collecting seven drops in each well of a 96-well plate in a zig–zag fashion (shown by the 
arrows for direction of collection). (b) Slot blot image of the middle 24 fractions of the gradient indicated by red 
arrows in (a), probed with 32P-dATP-labeled ARS609 DNA. A priori, all 36 fractions might be slot blotted.  
(c) “Multiple peak fitting” of the intensity plot of slot blot (b) by IgorPro: black squares represent raw data 
points. (d) Deconvoluted intensity plot in (c): “HH” and “HL” peaks and the values of the integrated area under 
the peaks are indicated
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 13. Deconvolute the twin peaks of signals representing the “HH” 
(unreplicated) and “HL” (replicated) DNA by using the 
“Multipeak fitting 2” function in IgorPro. Calculate the area 
under each of the twin peaks and record as “HH” and “HL”, 
respectively (Fig. 6d).

 14. Calculate the percentage of replication (% Replication) at each 
time point by the following formula: %Replication = 0.5 × “ HL ” 
÷ (“ HH ” + 0.5 × “ HL ”) × 100.

 15. Plot the % Replication value over the time with KaleidaGraph 
4.1 and then fit the data using the “Sigmoidal” function 
(m1 = 100, m2 = −4, m3 = 30 and m4 = 0.5) to generate the 
replication kinetic curve (Fig. 7).

 16. Calculate Trep (the time at which half of the maximum percent-
age of replication is achieved) for the genomic DNA by using 
a genomic DNA probe.

 17. The maximum percentage of replication will be used to nor-
malize microarray data for f, the fraction of the cell popula-
tion that was cycling—i.e., that actually entered S phase  
(see Subheading 3.6):

 
f =

Maximum Replication%
.

100  

 1. Pool those fractions containing an estimated 80 % pure “HH” 
or “HL” DNA, with <20 % contaminations from each other, 
based on the gradient profile obtained with a genomic DNA 
probe. This results in a “HH” and a “HL” DNA sample from 
each original DNA sample collected at a discrete time. Transfer 
each of these samples, NOT mixing “HH” and “HL” DNA, 
into a 50-mL Oak Ridge tube (see Note 17).

 2. Add three volumes of cold 70 % ethanol to each DNA sample 
and mix thoroughly by swirling.

3.5 DNA Labeling, 
Microarray 
Hybridization,  
and Data Extraction 
(Day 13–14)

Fig. 7 Fitted replication kinetic curve of genomic DNA from a W303 culture at 25 °C
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 3. Precipitate the DNA for 30 min at −20 °C.
 4. Centrifuge at >12,000 × g for 30 min at 4 °C and discard the 

supernatant.
 5. Wash the DNA pellet with 1 mL of cold 70 % ethanol by  letting 

the liquid flow onto the pellet side of the tube slowly.
 6. Centrifuge again and discard the supernatant.
 7. Invert the tube and air-dry the DNA pellets for up to 16 h 

(overnight).
 8. Add 50 μL of TE to dissolve the DNA and measure the con-

centration before storing at −20 °C.
 9. Transfer 500 ng “HH” DNA and 500 ng “HL” DNA from 

each sample collected at a discrete time to a new 1.5-mL 
microcentrifuge tube. Adjust to a final volume of 21 μL with 
AGD H2O.

 10. Add 20 μL of 2.5× labeling reaction buffer and denature the 
DNA at 95–100 °C for 5 min.

 11. Quick chill the DNA mix on ice and pulse centrifuge to collect 
condensation.

 12. Add 5 μL of 10× dNTP mix, 3 μL of Cy5- or Cy3-dUTP for 
“HH” or “HL” DNA, respectively, and 1 μL of 50,000 units/mL 
Klenow Fragment (3′–5′ exo-).

 13. Incubate the labeling reaction mix for 2–3 h at 37 °C in the 
dark.

 14. Mix together the “HH” and “HL” samples for each sample 
collected at a discrete time and use a QIAquick PCR purifica-
tion kit to clean up the DNA (follow the manufacturer’s 
instructions), eluting with 45 μL of EB buffer.

 15. Measure DNA concentration using a NanoDrop ND-2000 
spectrophotometer.

 16. Hybridize the labeled DNA onto Agilent ChIP to chip yeast 
microarray slides following manufacturer’s instructions.

 17. Extract data with the Feature Extraction software and save as a 
tab-delimited text file.

 1. Duplicate the data file from Subheading 3.5, step 17. Leave 
the original file untouched as an archival copy; give the dupli-
cate file a distinctive name and perform all further manipula-
tions on this duplicate.

 2. Open the file in Microsoft Excel (or equivalent) and delete the 
first rows of descriptors, if any, so that the row of column head-
ers (ProbeID, ProbeName, etc.) becomes the first row.

 3. Select all the data in the file and sort by ProbeID (ascending 
sort).

3.6 Generating 
a Replication Profile 
for Each Chromosome 
in the Yeast Genome
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 4. Delete the rows corresponding to hybridization control spots 
(rows 2–331 for Agilent 4 × 44 ChIP arrays).

 5. Delete the rows corresponding to mitochondrial DNA probes 
(the rows at the end of the data table). Important: Perform this 
step only if you have eliminated mitochondrial DNA probes from 
the list of probe coordinates in file ProbeCoordinates.txt (see 
Subheading 2.6, item 1). If you have retained mitochondrial 
DNA probe information in Subheading 2.6, item 1, you must 
retain the corresponding rows in the data file from step 4 of this 
section. At this point, the number of rows of data in this file 
should correspond exactly to the number of rows of probe 
coordinates in file ProbeCoordinates.txt.

 6. Optional step: delete columns that you will not be using, so as 
to reduce the file size and speed subsequent manipulations. 
Typically, we only retain the following columns: ProbeName, 
gProcessedSignal, rProcessedSignal, gMedianSignal, rMedian-
Signal, gBGMedianSignal, and rBGMedianSignal.

 7. With the data still sorted by ProbeID, insert the list of genomic 
locations (chromosome and coordinates, file ProbeCoordinates 
from Subheading 2.6, item 1) as the left-most columns in the 
table (i.e., after this step, the chromosome number will be in 
column 1 and coordinates as kb and bp will be in columns 2 
and 3, respectively). Because the data file (see step 6 above) 
and the list of coordinates (ProbeCoordinates.txt) were both 
sorted in ascending order by ProbeID, each row of microarray 
data is now identified by its genomic location. Save the file as 
tab-delimited text and continue.

 8. Identify the “ProcessedSignal” columns corresponding to the 
HH-DNA and HL-DNA channels. For example, if HH-DNA 
was labeled with Cy3, the column corresponding to the 
HH-DNA signal will be the column labeled “gProcessedSig-
nal”. For convenience and for future manipulations, re-label 
these two columns in the file as “HHraw” and “HLraw”.

 9. Obtain the sum of all the HHraw values (“HHsum”). Likewise, 
get the sum of the HLraw values (“HLsum”).

 10. Calculate the normalization parameter γ as defined by the 
formula:

 
γ = 






 ÷









HL
HH

HLsum
HHsum  

where HH and HL are the areas under the HH-DNA and 
HL-DNA peaks obtained for that sample by slot-blot analysis 
in Subheading 3.4.3, step 13 (Fig. 6d).

 11. Create a new column in the worksheet. For each probe loca-
tion i in the genome, obtain the corrected value %HLCorr(i); i.e., 
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the value of %HL for that location, corrected for signal 
 differences between the Cy3 and Cy5 channels:
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HLraw
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 12. Create a new column in the worksheet. Perform the final nor-
malization step to account for f, the fraction of cells in the 
population that actually entered S phase (see Subheading 3.4.3, 
step 17). The maximum budding index observed in 
Subheading 3.2.2, step 9 can be used as a substitute for f if 
necessary. For each probe location i, calculate %HLNorm(i), the 
normalized %HL, and %ReplicationNorm(i), the normalized value 
of % replication:
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Label the column with the normalized percent replication  
values as “Percent_rep” (without the quotes). Save the file.

 13. Use the exclusion list (see Subheading 2.6, item 2) to eliminate 
the rows corresponding to genomic locations you wish to 
exclude from the final output (see Note 18).

 14. Split the file by chromosome; i.e., create a set of files, each 
containing the data for just one chromosome but retaining the 
column headers (Chr, Coord_kb, etc.) from the source file. 
Create a sub-folder and save each file as tab-delimited text 
within that folder. For clarity, save each file with a common 
base name, differing only in a numerical index indicating the 
chromosome corresponding to that file (e.g., chr01_rep.txt, 
chr02_rep.txt, etc.; see Note 19).

 15. Using a text editor, open the text file “rep_smoothing.R” 
created in Subheading 2.6, item 4. In this file, replace 
“path_to_%replication_files” with the actual path to the 
folder containing the files saved after splitting the data by 
chromosome; retain the quotes surrounding the folder path. 
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Replace “winSize” with the desired smoothing window in kb 
(but “winSize” should be replaced just by the numerical value 
of the desired window and should not contain the text “kb”). 
Typically, for density transfer profiles, we use a smoothing 
 target window of 18 kb. Save the text file (see Note 20).

 16. Smooth the percent replication data for each chromosome by 
running the following batch command in the unix shell after navi-
gating to the folder/directory containing the file “rep_
smoothing.R” (see Note 21): R CMD BATCH rep_smoothing.R.
The command will invoke the R commands and apply loess 
smoothing to the data, appending a column of smoothed data 
values to the file for each chromosome. The column contain-
ing the smoothed % replication values will have the label, 
“Percent_rep_loess”.

 17. Using the graphing application of your choice, plot the data for 
each chromosome (Percent_rep_loess as a function of Coord_
kb or Coord_bp). Set the x-axis dimension to some constant 
scaling factor (e.g., 1 cm = 100 kb) such that profiles for all 
chromosomes are on the same scale. For a sample plot see Fig. 8.

4 Notes

 1. Filter-sterilize the medium.
 2. All the amino acids are weighed and mixed to make an amino 

acids powder mix. The amino acids powder and glucose are 
supplemented after autoclaving or filter-sterilization.

 3. For collecting a 20 mL sample, freeze 8 mL of the EDTA/
NaN3 mix in a 50-mL Oak Ridge centrifuge tube (Nalgene) at 
−20 °C; for collecting a 200-mL sample freeze 80 mL of the 
EDTA/NaN3 mix in a 500-mL centrifuge bottle at −20 °C.

 4. Before filter-sterilization, measure the refractive index of the 
buffer. The refractive index of T10E100, pH 7.5 should be 

Fig. 8 Replication profile of chromosome XIII of a W303 culture at 30 min after exiting α-factor arrest at 25 °C. 
The dots (positioned from high to low) shown above the profile represent OriDB-curated (http://oridb.org) 
confirmed, likely and dubious origins, respectively
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1.3395 (the refractive index of H2O is 1.3330 at 25 °C). If it 
is too high, add 10 mM Tris–HCl pH 7.5 to adjust.

 5. Dissolving CsCl in T10E100 pH 7.5 is an endothermic process. 
Cover the beaker containing the solution and measure the 
refractive index of the solution after the temperature of the 
solution has equilibrated to room temperature. The refractive 
index of the CsCl solution should be close to 1.4058. If it is 
too high, add T10E100, pH 7.5 to adjust.

 6. Hanging indentations in the code text indicate text that 
belongs all on one line.

 7. Inoculate the cells in 5 mL of Dense Medium and culture 
overnight. The culture may or may not reach saturation 
depending on the population doubling time of the strain and 
the culturing temperature. We typically employ 25 °C for 
wild-type yeast cultures. The user may determine the appro-
priate temperature depending on the yeast strain. Inoculate 
25 mL of Dense Medium with the primary culture and mea-
sure the population doubling time. Based on the population 
doubling time and the cell density of the 25-mL culture, inoc-
ulate fresh Dense Medium with an appropriate volume of the 
25-mL culture.

 8. Transfer 1 mL of the culture into 1.5-mL microcentrifuge 
tube. Sonicate the culture by the Bioruptor Standard Model 
(“Low” setting, 30 s on and 30 s off, for two cycles). Pipette 
2 μL of the culture onto a microscope slide and cover it with a 
cover glass. Then check the percentage of cells showing buds 
of any size.

 9. We also use vacuum-assisted filtration to transfer cells from 
Dense Medium into “Y-complete” Medium if the culture vol-
ume is suitable. However, the filtration process might take too 
long to filter a large volume of culture.

 10. Weigh the Pronase powder and dissolve in AGD H2O before 
use. It can be temporarily stored on ice.

 11. Add the AGD H2O and ethanol slowly down the side of the 
tube and then vortex.

 12. Vortex for 30 s and cool on ice for 30 s; repeat six times.
 13. Make enough digestion reaction mix for all samples plus a 

“dummy digestion mix” without DNA. One could make the 
digestion mix by using the NEB 10× buffer for EcoRI instead.

 14. For 200-mL cell culture samples, load 0.5–1 μL of the 100-μL 
restriction digestion mix on the agarose gel.

 15. Be sure not to disturb the gradient. The speed of dripping 
should be fairly low, not higher than one drop per second.
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 16. Make sure the solution is aspirated completely through the 
vacuum before adding the sample, as well before washing.

 17. Those fractions that contain significantly cross-contaminated 
“HH” and “HL” DNA are excluded from pooling and further 
analysis.

 18. This step can be accomplished using a scripting language such 
as Perl or Python, or Microsoft Office VBA for Applications, 
depending on the investigator’s skill/comfort with such lan-
guages. Alternatively, it can be accomplished using Microsoft 
Excel and Microsoft Word without any scripting. For example, 
each open reading frame (ORF) in the exclusion list can be 
converted to a pair of rows in the file: one row containing the 
chromosome number and start coordinate for that ORF and 
containing the word “START” as a third field in that row, and 
one row with the chromosome number and the end coordi-
nate and containing the word “END” as the third field for that 
row. This list of start and end coordinates can be appended to 
the data file and whole file sorted by chromosome and coordi-
nate and saved as a tab-delimited text file. Now, each set of 
probes to be excluded will be preceded by a row containing the 
word “START” and followed immediately by a row containing 
the word “END”. Next, using the “Advanced Find and 
Replace” command with wild card searching enabled in 
Microsoft Word, the rows between each START…END pair 
can be deleted. Using Microsoft Excel again to sort the data, 
the lines containing START and END can be grouped and 
deleted, leaving just the desired microarray data.

 19. The next step (the smoothing step) will result in alteration of 
the input file, so it would be a good idea to make an archival 
copy of the files before performing the smoothing operation.

 20. Be aware that unix, Microsoft Windows, and Apple Macintosh 
files typically use different line delimiters. For example, 
Macintosh files typically use carriage returns (ASCII character 
13) to signify line endings, while unix files use the “linefeed” 
character (ASCII character 10). So, some experimentation with 
line delimiters within the R script file and in the output files 
defined in the R script file may be necessary to find the appropri-
ate format for the system being used. For example, the “eol” 
(end-of-line) definition in the R script (Subheading 2.6, item 4) 
can be changed from “\r” (carriage- return) to “\n” (linefeed).

 21. The R batch command syntax is appropriate for unix-based 
systems, e.g., to be run in the Terminal application in Mac OS 
X. The same batch file (rep_smoothing.R) will work in 
Windows systems also, but the syntax to invoke the file will 
have to be modified appropriately.
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    Chapter 27   

 Analysis of ssDNA Gaps and DSBs in Genetically 
Unstable Yeast Cultures 

           Jie     Peng    ,     M.    K.     Raghuraman    , and     Wenyi     Feng   

    Abstract 

   DNA replication defects are an underlying cause of genome instability, which could stem from alterations 
in replication intermediates such as extensive single-stranded DNA (ssDNA). Under replication stress, 
ssDNA is a precursor of the ultimate double-strand breaks (DSBs). Indeed, mutations that render the cell 
incapable of mediating and protecting the replication forks produce ssDNA genome-wide at high 
frequency and cause lethality when encountering DNA damage or replication perturbation. Here we 
describe two related microarray-based methods to query genetically unstable yeast cultures, such as the 
 mec1  and  rad53  mutants. These mutants are defective in central protein kinases in the checkpoint pathway. 
To induce ssDNA and DSB formation in these mutants, we utilize hydroxyurea, a drug that causes 
 nucleotide shortage in the cell.  

  Key words     DNA replication checkpoint  ,   Replication stress  ,   Single-stranded DNA  ,   Double-strand 
break  ,   Hydroxyurea  ,   Origins of replication  ,   Chromosome fragile sites  

1      Introduction 

 Eukaryotic chromosomal DNA replication is a complex process 
that involves the activation, coordination, and resolution of 
hundreds to thousands of origins of replication. These are the sites 
where replication initiates in a bidirectional manner, forming the 
so-called replication bubbles. At either end of the replication 
 bubble are the junctions of replicated and unreplicated DNA, also 
called replication forks. The replication forks are particularly vul-
nerable structures that when unprotected could generate extensive 
single-stranded DNA (ssDNA) gaps [ 1 ,  2 ] and ultimately double- 
strand breaks (DSBs) [ 3 ]. 

 Observation of ssDNA formation near the origins of replication 
during hydroxyurea-induced nucleotide shortage was fi rst made 
visually by microscopy [ 1 ] and later confi rmed by genome- wide 
approaches [ 2 ], which are facilitated by the development of a 
microarray-based ssDNA labeling method. It was then proposed 
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that ssDNA formation at replication origins during nucleotide 
shortage caused by the treatment with hydroxyurea (HU, an 
inhibitor of the ribonucleotide reductase) is an evolutionarily con-
served process and can be exploited in order to map origins of 
replication in diverse organisms. Indeed, HU treatment has been 
used to identify origins of replication in diverse yeast species such 
as  Schizosaccharomyces pombe  [ 2 ],  Lachancea waltii  [ 4 ], and 
 Saccharomyces bayanus  (G. Alvino, M. Dunham, B. Brewer, and 
M.K. Raghuraman, unpublished). We have also observed that 
other forms of replication inhibition also induce ssDNA formation 
(Feng W. unpublished data), suggesting that it is a general response 
elicited by the cell under replication stress. In an attempt to exam-
ine the fate of ssDNA formation, particularly in mutant back-
grounds where such an event brings about the cell’s demise, it was 
then demonstrated that persistent ssDNA indeed ultimately led to 
DSBs at the replication forks as previously postulated [ 3 ]. Again, 
such experimental evidence was facilitated by the development of a 
similar microarray-based method to query persistent DSBs in the 
yeast genome. 

 Here we describe the details of two microarray-based protocols 
related to the abovementioned methods in order to interrogate the 
yeast genome for ssDNA and DSBs under replication stress caused 
by HU in a synchronous yeast culture (Fig.  1 ). However, we envis-
age that both methods can be applied to query ssDNA and DSBs 
produced by other replication stress or indeed agents (chemicals or 
genetic mutations) that may very well be unrelated to the replication 
process. We have mapped both in vitro restriction digestion-
induced DSBs as well as in vivo HO (endonuclease)-induced 
irreparable DSBs in the yeast genome using the DSB labeling 
method [ 3 ]. We also note that the two methods described in this 
chapter are readily adaptable to use with the more superior next-
generation sequencing platforms in place of the microarray plat-
form in order to achieve higher sensitivity and better coverage of 
the genome. With this adaptation, it is then also feasible to apply 
these methods to the vastly more complex mammalian genomes in 
order to identify important chromosomal landmarks such as 
origins of replication and fragile sites.

2       Materials 

 All solutions are autoclaved or fi lter sterilized unless otherwise 
noted. 

      1.    AGD H 2 O (autoclaved glass-distilled H 2 O): All solutions are 
prepared in AGD H 2 O unless otherwise noted.   

   2.    YPD medium: 10 g/L Yeast extract, 20 g/L Bacto Peptone, 
20 g/L  D -glucose.   

2.1  Cell Culture 
Sample Collection

Jie Peng et al.
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   3.    α-Factor (peptide sequence: NH 2 –WHWLQLKPGQPMY–
COOH, custom synthesized by ThermoFisher at >70 % 
purity), prepared as 200 μM or 3 mM stocks (1,000× stocks) 
for  bar1  and  BAR1  strains, respectively, and stored 
at −80 °C.   

   4.    10 % NaN 3 .   
   5.    HU powder.   
   6.    Pronase.   
   7.    15- and 50-mL tubes.      

Cy5-
dUTP Cy3-dUTP

G1

Spheroplasting

Release labeled 
DNA from the gel 

Log Phase

In-gel labeling for
ssDNA or DSBs

HU addition 

ssDNA profile DSB profile 

Microarray co-
hybridization of G1
and S samples

Data analysis

HU removal 

Labeled for ssDNA
or DSB as control

ssDNA labeling by 
random-primed synthesis 

DSB labeling by
End-Repair

S phase

HU Recovery

  Fig. 1    Outline of procedures for cell culture collection followed by in-gel ssDNA and DSB labeling by random- 
primed synthesis via Klenow and by end repair via T4 DNA polymerase, respectively. These procedures were 
followed by microarray analysis.  HU  hydroxyurea. Note that signifi cant DSBs were observed only during the 
“recovery” phase after transient exposure to HU in the  mec1  mutant [ 3 ]       
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      1.    Centrifuge with swing bucket rotors (e.g., TX-750 rotor, 
Thermo Scientifi c).   

   2.    0.5 M EDTA, pH 8.0.   
   3.    50 mM EDTA, pH 8.0.   
   4.    1 % Low-melt agarose: 1 % InCert or NuSieve GTG agarose 

(Lonza) in 50 mM EDTA pH 8.0, melted and then cooled to 
42 °C before use.   

   5.    50-Well disposable plug molds (Bio-Rad); can be washed and 
reused.   

   6.    Six-well sterile tissue culture-treated plates with fl at bottoms.   
   7.    TE: 10 mM Tris–HCl, 1 mM EDTA pH 8.0.   
   8.    1 M Sorbitol.   
   9.    1 M Tris–HCl pH 7.5.   
   10.    Spheroplasting solution: 1 M Sorbitol, 20 mM EDTA pH 8.0, 

10 mM Tris–HCl pH 7.5, 14 mM β-mercaptoethanol, 
0.5 mg/mL Zymolyase 20-T. Prepare fresh.   

   11.    1× Sodium dodecyl sulfate (SDS) solution for plugs: 10 mM 
Tris–HCl pH 8.0, 1 % SDS, 100 mM EDTA. Prepare from a 
10× stock.   

   12.    5× NDS: 10 mM Tris–base pH 8.0, 0.5 M EDTA, 1 % Sarkosyl.   
   13.    1× NDS: Diluted from 5× NDS.      

      1.    10× ssDNA labeling reaction buffer: 500 mM Tris–HCl 
pH 6.8, 50 mM MgCl 2 , 100 mM β-mercaptoethanol. Store at 
−20 °C.   

   2.    1× ssDNA labeling reaction buffer, prepared fresh from the 
frozen 10× stock, and used to equilibrate agarose plugs prior 
to the labeling reaction.   

   3.    TE 0.1 : 10 mM Tris–HCl pH 8.0, 0.1 mM EDTA pH 8.0.   
   4.    10× dNTP mix: 1.2 mM dATP, 1.2 mM dCTP, 1.2 mM dGTP, 

0.6 mM dTTP, and 10 mM Tris–HCl pH 8.0, stored at 
−20 °C.   

   5.    2.5× ssDNA labeling reaction buffer stock: 125 mM Tris–HCl 
pH 6.8, 12.5 mM MgCl 2 , 25 mM β-mercaptoethanol, 750 μg/
mL random hexamers (custom synthesized). Store at −20 °C.   

   6.    1 mM Cy5- and Cy3-dUTP (GE Healthcare).   
   7.    50,000 units/mL Klenow Fragment (3′–5′ exo-) (NEB).   
   8.    10× End-repair labeling reaction buffer: 330 mM Tris–acetate 

pH 7.8, 660 mM potassium acetate, 100 mM magnesium ace-
tate, 5 mM dithiothreitol. Store at −20 °C.   

   9.    1× End-repair labeling reaction buffer, prepared fresh from the 
frozen 10× stock, and used to equilibrate agarose plugs prior 
to the labeling reaction.   

2.2  Preparation 
of Cells Embedded 
in Agarose Plugs

2.3  In-Gel Labeling 
for ssDNA or DSBs

Jie Peng et al.
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   10.    End-It™ DNA End-repair kit (Epicentre).   
   11.    1× β-Agarase buffer: Diluted from 10× β-Agarase buffer (NEB) 

with AGD H 2 O.   
   12.    1,000 units/mL β-Agarase (NEB).   
   13.    Bioruptor (Diagenode Standard Model).   
   14.    QIAquick PCR Purifi cation Kit (Qiagen).   
   15.    NanoDrop ND-2000 spectrophotometer (Thermo Scientifi c).      

      1.    Agilent 4 × 44K ChIP-to-chip yeast microarrays.   
   2.    Microarray hybridization facility and Agilent microarray 

scanner.      

            1.    A fi le containing a list of genomic coordinates (chromosome 
number and coordinate) for the microarray probes that will be 
used in the analysis (e.g., excluding probes corresponding to 
mitochondrial DNA): For convenience, we shall call this fi le 
“ProbeCoordinates.txt.” The list should be sorted by ProbeID 
(ascending order), one line per probe, and saved as a tab- 
delimited text fi le. Sorting by ProbeID should result in the list 
also being sorted by chromosome number and coordinate. To 
allow easy computer processing, chromosome numbers should 
be in Arabic numerals even though the convention for bud-
ding yeast is to use Roman numerals for chromosome numbers. 
This fi le needs to be prepared only once for each particular 
microarray platform and can subsequently be used for all 
experiments using that platform. Typically, we prepare this list 
by performing a batch BLAST search of the yeast genome 
using the vendor- provided list of probe sequences, discarding 
all sequences that either show more than one match to the 
genome or less than a perfect match. From the BLAST results, 
we extract the chromosome number and coordinate for the left 
end of each probe. The fi rst row of the fi le should have column 
headers. The columns for chromosome number, coordinate 
(kb), and coordinate (bp) should be labeled “Chr,” “Coord_
kb,” and “Coord_bp” (without the quotes) to match the fi le 
manipulations in Subheading  3.5 ,  step 12 .   

   2.    A fi le containing a list of probes to exclude from the fi nal analysis 
(e.g., probes corresponding to Ty element sequences), format-
ted as above: Again, this fi le needs to be prepared only once for 
each microarray platform.   

   3.    The statistical software package R, available online at <  http://
cran.r-project.org/    >.   

   4.    T   he following set of commands saved as a plain-text fi le to be 
run in R (Subheading  3.5 ,  step 12 ); name the fi le (for example) 

2.4  Microarray 
Hybridization

2.5  Generation of 
ssDNA/DSB Profi les

Genome-Wide ssDNA and DSB Mapping in Yeast
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“ssDNA_smoothing.R” (hanging indentations in the code 
text below indicate text that all belongs on one line): 

 # R script for loess smoothing of ssDNA/DSB data 
 fi les <- list.fi les(path = "path_to_ssDNA_or_DSB_fi les", full.

names = TRUE) 
 for(i in seq(along=fi les)) { 
 dataIn <- read.delim(fi les[i]) 
 attach(dataIn) 
 Sphase_ratio_raw <- Sphase_raw/G1_raw 
 Sratio.loess <- loess(Sphase_ratio ~ Coord_kb, dataIn, span = 

winSize/tail(Coord_kb, n=1)) 
 Sratio.predict <- predict(Sratio.loess, Coord_kb) 
 dataOut <- data.frame(Chr, Coord_kb, Coord_bp, Sphase_

raw, G1_raw, Sphase_ratio_raw, Sphase_ratio_loess=Sratio.
predict) 

 write.table(dataOut, fi les[i], quote=FALSE, sep="\t", 
eol="\r", row.names = FALSE) 

 detach(dataIn) 
 }       

3    Methods 

      1.    Grow yeast cells in YPD medium at the appropriate tempera-
ture to log phase (at OD 660  = 0.25) ( see   Note 1 ).   

   2.    Add α-factor to the log-phase culture (at OD 660  = 0.25) at 
200 nM or 3 μM for  bar1  or  BAR1  strains, respectively.   

   3.    Continue growing the cells until the percentage of unbudded 
cells reaches ≥90 % ( see   Note 2 ).   

   4.    Collect an appropriate volume of cells as the G1 control sample 
by pouring the cells into an appropriate container, e.g., a 
50-mL tube (for a small sample) or a 250-mL graduated 
cylinder (for a large sample), with 0.01 volumes of 10 % NaN 3  
already added such that its fi nal concentration would be 0.1 %. 
Store the G1 control sample on ice until further processing.   

   5.    Add HU powder to the culture at 200 mM ( see   Note 3 ).   
   6.    Add pronase to the culture at 0.02 mg/mL or 0.3 mg/mL for 

 bar1  or  BAR1  strains, respectively, to release cells from α-factor 
arrest ( see   Note 4 ).   

   7.    Collect an appropriate volume of S-phase cells, typically after 
1-h exposure to HU, similarly as described in  step 4  above. 
Multiple samples collected at other time intervals may be 
desired. Store the collected samples on ice until further 
processing.      

3.1  Cell Collection

Jie Peng et al.
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       1.    Centrifuge the collected samples in swing bucket rotors (e.g., 
TX-750 rotor) at 2,500 ×  g  for 10 min at 4 °C.   

   2.    Wash the cell pellets with 10 mL of 50 mM EDTA and centri-
fuge again. Repeat once.   

   3.    Resuspend the cell pellets with 1 mL of 50 mM EDTA and 
transfer to a 1.5-mL microcentrifuge tube.   

   4.    Centrifuge in a tabletop microcentrifuge at    ~2,500 ×  g  for 
5 min at 4 °C. Aspirate the liquid thoroughly, and resuspend 
the cells in 50 mM EDTA to a fi nal concentration of 2 × 10 9  
cells/mL. Measure the volume of cell suspension with a 
pipette.   

   5.    Add equal volume of 1 % low-melt InCert agarose pre-warmed 
to 42 °C ( see   Note 5 ). Mix thoroughly, and quickly pipet 
100 μL aliquots into each well of the plug molds to harden at 
room temperature ( see   Note 6 ).   

   6.    Extrude each plug from the plug molds into a 6-well plate 
containing 6 mL of TE with a maximum of three plugs per 
6 mL TE. The plugs can be stored at 4 °C for up to 48 h 
before spheroplasting.      

      1.    Make fresh spheroplasting solution.   
   2.    Aspirate the TE buffer from the 6-well plates containing plugs, 

and add 6 mL of fresh spheroplasting solution to each well.   
   3.    Incubate with gentle shaking for 4 h at 37 °C.   
   4.    Aspirate off the spheroplasting solution, and add 6 mL of 1× 

SDS solution for plugs.   
   5.    Incubate with gentle shaking for at least 15 min at 37 °C.   
   6.    Exchange the 1× SDS solution with 6 mL of fresh 1× SDS 

solution.   
   7.    Incubate with gentle shaking overnight at 37 °C.   
   8.    Aspirate the 1× SDS solution.   
   9.    Wash the plugs twice with 6 mL of 1× NDS solution with 30 

min with gentle shaking at room temperature.   
   10.    Wash the plugs three times with 6 mL of TE for 30 min with 

gentle shaking at room temperature.   
   11.    Add 6 mL of fresh TE to each well. Cover the plate with plastic 

wrap. The samples can be stored at 4 °C for up to 6 months. 
Exchange with fresh TE periodically.       

3.2  Preparation 
of Genomic DNA 
in Agarose Plugs

3.2.1  Preparation 
of Cells Embedded 
in Agarose Plugs

3.2.2  Spheroplasting 
in Agarose Plugs
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       1.    Make fresh 1× ssDNA labeling reaction buffer from 10× stock.   
   2.    Transfer one plug from each sample collected at a specifi c time 

point to a well in a new 6-well plate, with one plug per well. 
Transfer the same number of plugs from the G1 control sam-
ple to the plate as well in order to pair each S-phase sample 
with a G1 control sample.   

   3.    Wash the plugs twice with 5 mL of TE 0.1  per well for 15 min at 
room temperature with gentle shaking.   

   4.    Wash the plugs twice with 5 mL of 1× ssDNA labeling reaction 
buffer per well for 30 min at room temperature with gentle 
shaking.   

   5.    Assemble a small water chamber (to prevent desiccation of the 
agarose plugs) using an emptied 1-mL pipette tip box with 
approximately 50 mL AGD H 2 O added to the bottom. Cut a 
piece of parafi lm, and place it on the tip rack, marking the 
position/sample name on the edge of the parafi lm to indicate 
where the plugs would be positioned.   

   6.    During the last step of washing, prepare the ssDNA labeling 
reaction mix. For each plug (~50 μL), mix the following 
( see   Note 7 ): 10 μL of 10× dNTP mix, 20 μL of 2.5× ssDNA 
labeling reaction buffer stock, 6 μL of Cy5- or Cy3-dUTP, 
3 μL of 50,000 units/mL Klenow Fragment (3′–5′ exo-), and 
11 μL of AGD H 2 O.   

   7.    Transfer the plugs onto the parafi lm according to the arranged 
position with a clean spatula.   

   8.    Pipet 50 μL of the ssDNA labeling reaction mix onto each 
agarose plug (generally Cy5 for G1-phase sample and Cy3 for 
S-phase sample).   

   9.    Close the tip box, and incubate the reactions for 2–3 h in the 
dark at 37 °C.      

      1.    Prepare fresh 1× end-repair labeling reaction buffer from 
10× stock.   

   2.    Transfer one plug from each sample collected at a specifi c time 
point to a well in a new 6-well plate, with one plug per well. 
Transfer the same number of plugs from the G1 control sam-
ple to the plate as well in order to pair each S-phase sample 
with a G1 control sample.   

   3.    Wash the plugs twice with 5 mL of TE 0.1  per well for 15 min at 
room temperature with gentle shaking.   

   4.    Wash the plugs twice with 5 mL of 1× end-repair labeling 
reaction buffer per well for 15 min at room temperature with 
gentle shaking.   

   5.    Assemble a small water chamber (to prevent desiccation of the 
agarose plugs) using an emptied 1-mL pipette tip box with 

3.3  In-Gel Labeling 
of ssDNA or DSBs 
and DNA Extraction 
and Purifi cation

3.3.1  In-Gel Random- 
Primed Labeling of ssDNA 
by Klenow Fragment 
(3′–5′ Exo-)

3.3.2  In-Gel End Repair 
by the End-It™ Kit 
(T4 DNA Polymerase)
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approximately 50 mL AGD H 2 O added to the bottom. Cut a 
piece of parafi lm, and place it on the tip rack, marking the posi-
tion/sample name on the edge of the parafi lm to indicate 
where the plugs would be positioned.   

   6.    During the last step of washing, prepare the end-repair label-
ing reaction mix. For each plug (~50 μL), mix the following 
( see   Note 7 ): 5 μL of 10× end-repair buffer (from the End-It™ 
end- repair kit), 10 μL of 10 mM ATP (from the End-It™ end-
repair kit), 10 μL of 10× dNTP mix, 6 μL of Cy5- or Cy3-
dUTP, 3 μL of End-It™ Enzyme mix, and 16 μL of AGD 
H 2 O.   

   7.    Transfer the plugs onto the parafi lm according to the arranged 
position with a clean spatula.   

   8.    Pipet 50 μL of the end-repair labeling reaction mix onto each 
agarose plug (generally Cy5 for G1-phase sample and Cy3 for 
S-phase sample).   

   9.    Close the tip box, and incubate the reactions for 1–1.5 h in the 
dark at 25 °C.      

  The following steps should be performed in dim light to prevent 
inactivation of the Cy dyes.

    1.    Transfer plugs from the parafi lm into a new 6-well plate with 
one plug per well. Wrap the plate in aluminum foil to prevent 
light exposure; do likewise for the subsequent steps.   

   2.    Wash the plugs twice with 5 mL of TE 0.1  for 15 min at room 
temperature with gentle shaking.   

   3.    Equilibrate the plugs twice with 200 μL of 1× β-Agarase buffer 
for 30 min at 0–4 °C (by placing the 6-well plate on ice) with 
gentle shaking.   

   4.    Transfer one G1- and one S-phase plug into the same 1.5-mL 
microcentrifuge tube with a clean spatula ( see   Note 8 ).   

   5.    Melt the plugs for 10 min in a 65 °C water bath with occa-
sional mixing to encourage melting ( see   Note 9 ).   

   6.    Equilibrate the melted plugs for 10 min in a 42 °C water bath.   
   7.    Add 2 μL of β-Agarase to each tube, and incubate for 1 h 

at 42 °C.   
   8.    Centrifuge the mix in a tabletop microcentrifuge at >17,000 ×  g  

for 20 min at 4 °C.   
   9.    Transfer the supernatant to a fresh 1.5-mL microcentrifuge 

tube.   
   10.    Sonicate the mix to shear the DNA by Bioruptor 

(“low” setting, 30 s ON and 30 s OFF, 30 cycles, 4 °C).   
   11.    Purify the DNA by the QIAquick PCR Purifi cation Kit 

following the manufacturer’s instructions.   

3.3.3  Extract and Purify 
DNA from Agarose Plug
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   12.    Elute the DNA from each pair of pooled samples with 45 μL 
of EB buffer.   

   13.    Measure the DNA concentration using a NanoDrop ND-2000 
spectrophotometer ( see   Note 10 ). The labeled DNA is ready 
for hybridization or can be stored in the dark at 4 °C 
overnight.       

       1.    Hybridize the labeled DNA onto Agilent ChIP-to-chip yeast 
microarray slides following the manufacturer’s instructions.   

   2.    Extract data with the Feature Extraction software (Agilent).      

        1.    Duplicate the data fi le from Subheading  3.4 ,  step 2 . Leave the 
original fi le untouched as an archival copy; give the duplicate 
fi le a distinctive name, and perform all further manipulations 
on this duplicate.   

   2.    Open the fi le in Microsoft Excel (or equivalent), and delete the 
fi rst rows of descriptors, if any, so that the row of column headers 
(ProbeID, ProbeName, etc.) becomes the fi rst row.   

   3.    Select all the data in the fi le and sort by ProbeID (ascending 
sort).   

   4.    Delete the rows corresponding to hybridization control spots 
(rows 2–331 for Agilent 4 × 44 ChIP arrays).   

   5.    Delete the rows corresponding to mitochondrial DNA probes 
(the rows at the end of the data table).  Important: Perform this 
step only if you have eliminated mitochondrial DNA probes from 
the list of probe coordinates in fi le ProbeCoordinates.txt (see 
Subheading    2.5   ,   item 1  ). If you have retained mitochondrial 
DNA probe information in Subheading    2.5   ,   item 1  , you must 
retain the corresponding rows in the data fi le from   step 4   above.  
At this point, the number of rows of data in this fi le should 
correspond exactly to the number of rows of probe coordi-
nates in fi le ProbeCoordinates.txt.   

   6.    Optional step: Delete columns that you will not be using, so as 
to reduce the fi le size and speed subsequent manipulations. 
Typically, we only retain the following columns: ProbeName, 
gProcessedSignal, rProcessedSignal, gMedianSignal, rMedian-
Signal, gBGMedianSignal, and rBGMedianSignal.   

   7.    With the data still sorted by ProbeID, insert the list of genomic 
locations (chromosome and coordinates, fi le ProbeCoordinates 
from Subheading  2.5 ,  item 1 ) as the leftmost columns in the 
table (i.e., after this step, the chromosome number will be in 
column 1 and coordinates as kb and bp will be in columns 
2 and 3, respectively). Because the data fi le ( see   step 6  above) 
and the list of coordinates (ProbeCoordinates.txt) were both 
sorted in ascending order by ProbeID, each row of microarray 
data is now identifi ed by its genomic location. Save the fi le as 
tab-delimited text, and continue.   

3.4  Microarray 
Hybridization 
and Data Extraction

3.5  Generating 
an ssDNA or a DSB 
Profi le for Each 
Chromosome in the 
Yeast Genome
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   8.    Identify the “ProcessedSignal” columns corresponding to the 
G1-DNA and ssDNA or DSB-DNA channels. For example, if 
G1-DNA was labeled with Cy5, the column corresponding to 
the G1-DNA signal will be the column labeled “rProcessedSig-
nal.” For convenience and for future manipulations, re- label 
these two columns in the fi le as “G1_raw” and “Sphase_raw.”   

   9.    Use the exclusion list (Subheading  2.5 ,  item 2 ) to eliminate 
the rows corresponding to genomic locations you wish to 
exclude from the fi nal output ( see   Note 11 ).   

   10.    Split the fi le by chromosome; that is, create a set of fi les, each 
containing the data for just one chromosome but retaining the 
column headers (Chr, Coord_kb, etc.) from the source fi le. 
Create a sub-folder, and save each fi le as tab-delimited text 
within that folder. For clarity, save each fi le with a common 
base name, differing only in a numerical index indicating the 
chromosome corresponding to that fi le (e.g., chr01_ssDNA.
txt, chr02_ssDNA.txt) ( see   Note 12 ).   

   11.    Using a text editor, open the text fi le “ssDNA_smoothing.R” 
created in Subheading  2.5 ,  item 4 . In this fi le, replace “path_
to_ssDNA_or_DSB_fi les” with the actual path to the folder 
containing the fi les saved after splitting the data by chromo-
some; retain the quotes surrounding the folder path. Replace 
“winSize” with the desired smoothing window in kb (but “win-
Size” should be replaced just by the numerical value of the 
desired window and should not contain the text “kb”). Typically, 
for ssDNA and DSB DNA profi les, we use a smoothing target 
window of 6 kb. Save the text fi le ( see   Notes 13  and  14 ).   

   12.    Smooth the ssDNA or DSB-DNA data for each chromosome 
by running the following batch command in the unix shell 
after navigating to the folder/directory containing the fi le 
“ssDNA_smoothing.R” ( see   Note 15 ): 

 R CMD BATCH ssDNA_smoothing.R 
 The command will invoke the R script and apply loess 

smoothing to the data, appending a column of raw S-phase/
G1 ratios and a column of smoothed data values to the fi le for 
each chromosome. The columns with raw and smoothed 
S-phase/G1 ratios will have the labels, “Sphase_ratio_raw” 
and “Sphase_ratio_loess,” respectively.   

   13.    Using the graphing application of your choice, plot the data 
for each chromosome (Sphase_ratio_loess as a function of 
Coord_kb or Coord_bp). Set the  x -axis dimension to some 
constant scaling factor (e.g., 1 cm = 100 kb) such that profi les 
for all chromosomes are on the same scale.   

   14.     See  Figs.  2  and  3  for a sample plot of ssDNA and DSB, 
respectively.

Genome-Wide ssDNA and DSB Mapping in Yeast



512

  Fig. 2    ssDNA profi les of chromosome XIII. ( a ) ssDNA profi les for WT (W303) cells synchronously released into 
S phase in YPD containing 200 mM HU for 1 h ( dashed line  ) and 3 h ( solid line  ). ssDNA migrates away from 
the origins bidirectionally during the 2-h period between sample collections. ( b ) ssDNA profi le for isogenic 
 rad53K227A  mutant cells [ 1 ] after synchronously released into S phase in YPD containing 200 mM HU for 1 h. 
In both plots,  solid  and  open circles  represent previously defi ned Rad53-checked and Rad53-unchecked rep-
lication origins, respectively [ 2 ]. The  dot  on the  x -axis denotes the centromere       

  Fig. 3    DSB profi les of chromosome XIII for WT (A364a,  solid line ) and an isogenic  mec1-1 sml1-1  mutant 
( dashed line  ) after transient exposure to 200 mM HU for 1 h and recovery for 2 h, respectively. In both plots, 
 solid  and  open circles  represent previously defi ned Rad53-checked and Rad53-unchecked replication origins, 
respectively [ 2 ]. The  dot  on the  x -axis denotes the centromere       
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4             Notes 

     1.    Inoculate the cells in 5 mL of YPD medium and culture over-
night. The culture may or may not reach saturation depending 
on the generation time of the strain at the chosen culturing 
temperature. Then, inoculate cells from the primary culture 
into 25 mL of YPD medium and measure the generation time. 
Based on the generation time and the cell density of the 25 mL 
culture, inoculate the cells from the 25 mL culture into fresh 
YPD medium with a volume that is appropriate for sample 
 collection. Determine culture volume based on the number of 
agarose plugs per sample desired. We typically obtain three 
agarose plugs per 50 mL of culture at ~10 7  cells/mL. Bear in 
mind that each S-phase sample is to be paired with a G1 con-
trol sample for co-hybridization onto the microarray; there-
fore, one must collect a larger sample for the G1 control 
accordingly. The amount of ssDNA or DSBs in a given strain is 
also an important point for consideration, which might require 
experimental trials to determine the optimal amount of cells to 
utilize in the microarray analysis.   

   2.    Transfer 1 mL of the culture to a 1.5-mL microcentrifuge 
tube. Sonicate the culture by Bioruptor (“low” setting, 30 s 
ON and 30 s OFF, two cycles). Pipet 2 μL of the culture onto 
a microscope slide, and cover it with a cover glass. Then count 
the number of budded cell in a minimum of total 200 cells 
counted.   

   3.    Weigh HU and deliver into the culture via a weighing boat or 
a piece of folded weighing paper while tilting the culturing 
fl ask to prevent the powder from sticking to the neck of the 
vessel. Mix well by swirling the culture vigorously. HU should 
dissolve in 1–2 min.   

   4.    Weigh the pronase powder and dissolve in AGD H 2 O before 
use. It can be temporally stored on ice.   

   5.    Melt the 1 % low-melt InCert or NuSieve agarose by heating 
in the microwave, taking precautions not to let the solution 
boil over. Equilibrate to 42 °C in a water bath for at least 1 h.   

   6.    Hold the microcentrifuge tube containing the mix tightly to 
keep the mix warm, quickly pipet to mix, and then transfer into 
the plug mold. Avoid bubbles during pipetting.   

   7.    The apparent fi nal concentration of dNTP mix is 2×, but the 
fi nal concentration is 1× considering further dilution from the 
gel volume (~50 μL) as the dNTP mix is not included in the 
equilibration step.   

   8.    As the G1- and S-phase sample are subjected to co- hybridization 
onto the microarray, pooling them at this step is acceptable. 
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However, we recommend assessing the effi ciency of DNA 
extraction from the gel from each independent sample fi rst for 
quality control.   

   9.    Longer incubation time might be necessary. Up to 20 min has 
been tested and proven acceptable.   

   10.    The incorporation of Cy-dUTP using the ssDNA labeling 
method typically yields ~1.5 pmol/μL, while the incorporation 
of Cy-dUTP using the DSB labeling method is often tenfold 
lower. Scaling up the samples for each microarray labeling is 
recommended.   

   11.    This step can be accomplished using a scripting language such 
as Perl or Python, or Microsoft Offi ce VBA for Applications, 
depending on the investigator’s skill/comfort with such lan-
guages. Alternatively, it can be accomplished using Microsoft 
Excel and Microsoft Word without any scripting. For example, 
each open reading frame (ORF) in the exclusion list can be 
converted to a pair of rows in the fi le: one row containing the 
chromosome number and start coordinate for that ORF and 
containing the word “START” as a third fi eld in that row, and 
one row with the chromosome number and the end coordi-
nate and containing the word “END” as the third fi eld for that 
row. This list of start and end coordinates can be appended to 
the data fi le and whole fi le sorted by chromosome and coordi-
nate and saved as a tab-delimited text fi le. Now, each set of 
probes to be excluded will be preceded by a row containing the 
word “START” and followed immediately by a row containing 
the word “END.” Next, using the “Advanced Find and 
Replace” command with wild card searching enabled in 
Microsoft Word, the rows between each START…END pair 
can be deleted. Using Microsoft Excel again to sort the data, 
the lines containing START and END can be grouped and 
deleted, leaving just the desired microarray data.   

   12.    The next step (the smoothing step) will result in alteration of 
the input fi le, so we recommend making an archival copy of 
the fi les before performing the smoothing operation.   

   13.    Although the R script is called ssDNA_smoothing.R, the same 
script will work for smoothing DSB-DNA data also.   

   14.    Be aware that unix, Microsoft Windows, and Apple Macintosh 
fi les typically use different line delimiters. For example, 
Macintosh fi les typically use carriage returns (ASCII character 
13) to signify line endings, while unix fi les use the “linefeed” 
character (ASCII character 10). So, some experimentation 
with line delimiters within the R script fi le and in the output 
fi les defi ned in the R script fi le may be necessary to fi nd the 
appropriate format for the system being used. For example, the 
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“end-of-line” (eol) defi nition in the R script (    see   item 4  of 
Subheading  2.5 ) can be changed from “\r” (carriage-return) to 
“\n” (linefeed).   

   15.    The R batch command syntax is appropriate for unix systems, 
e.g., to be run in the Terminal application in Mac OS X. The 
same batch fi le (ssDNA_smoothing.R) will also work in 
Windows systems, but the syntax to invoke the fi le will have to 
be modifi ed appropriately.         

  Acknowledgements  

 This work was supported by NIH grant 4R00GM08137804 to 
W.F. and NIGMS grant 18926 to M.K.R.  

   References 

     1.    Sogo JM, Lopes M, Foiani M (2002) Fork rever-
sal and ssDNA accumulation at stalled replication 
forks owing to checkpoint defects. Science 
297(5581):599–602  

       2.    Feng W, Collingwood D, Boeck ME, Fox LA, 
Alvino GM, Fangman WL, Raghuraman MK, 
Brewer BJ (2006) Genomic mapping of single- 
stranded DNA in hydroxyurea-challenged yeasts 
identifi es origins of replication. Nat Cell Biol 
8(2):148–155  

      3.    Feng W, Di Rienzi SC, Raghuraman MK, Brewer 
BJ (2011) Replication stress-induced chromo-
some breakage is correlated with replication fork 
progression and is preceded by single- stranded 
DNA formation. G3 (Bethesda) 1(5):327–335  

   4.    Di Rienzi SC, Lindstrom KC, Mann T, Noble 
WS, Raghuraman MK, Brewer BJ (2012) 
Maintaining replication origins in the face of 
genomic change. Genome Res 
22(10):1940–1952    

Genome-Wide ssDNA and DSB Mapping in Yeast





517

Eishi Noguchi and Mariana C. Gadaleta (eds.), Cell Cycle Control: Mechanisms and Protocols, Methods in Molecular Biology,
vol. 1170, DOI 10.1007/978-1-4939-0888-2_28, © Springer Science+Business Media New York 2014

    Chapter 28   

 Chromatin Fractionation Analysis of Licensing 
Factors in Mammalian Cells 

            Hideo     Nishitani     ,     Masayuki     Morino    ,     Yusuke     Murakami    , 
    Takeshi     Maeda    , and     Yasushi     Shiomi   

    Abstract 

   ORC, Cdc6, Cdt1, and MCM2-7 are replication-licensing factors, which play a central role in the 
 once-per- cell cycle control of DNA replication. ORC, Cdc6, and Cdt1 collaborate to load MCM2-7 onto 
replication origins in order to license them for replication. MCM2-7 is a DNA helicase directly involved in 
DNA replication and dissociates from DNA as S phase progresses and each replicon is replicated. In the 
cell cycle, the loading of MCM2-7 is restricted during the end of mitosis and the G1 phase. Thus, the levels 
of chromatin-bound MCM2-7 and its loaders oscillate during the cell cycle. Chromatin association of 
these factors can be analyzed by separating a cell lysate into soluble and chromatin-enriched insoluble 
fractions in mammalian cells.  

  Key words     Replication licensing  ,   Pre-RC  ,   Chromatin  ,   Replication foci  ,   MCM2-7  ,   Cdt1  ,   Cdc6  , 
  ORC  ,   PCNA  

1       Introduction 

 Chromosome replication is a major event in the cell cycle. 
Eukaryotic chromosomes are composed of multiple replication 
units, called replicons, each of which contains a replication origin. 
Before replication starts, MCM2-7 is loaded onto chromatin, and 
origins are licensed for replication [ 1 – 3 ]. MCM2-7, a hexamer 
composed of six Mcm proteins (Mcm2–Mcm3–Mcm4–Mcm5–
Mcm6–Mcm7), is the DNA helicase complex essential for initiation 
of DNA replication. MCM2-7 is activated at the onset of S phase; 
DNA is unwound, and replication is then initiated. To ensure 
genomic integrity, the chromosome must replicate precisely, and 
replication must be restricted to occur once and only once in the 
cell cycle. If whole chromosomes are re-replicated more than once, 
the result is an increase in ploidy. Even re- replication from a single 
origin may cause genome instability. These abnormalities 
in replication can cause malignant transformation of cells. 
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To prevent such illegitimate chromosomal replication, origin 
licensing (i.e., chromatin loading of MCM2-7) is tightly controlled 
in the cell cycle such that it is allowed only during the end of mitosis 
and in the G1 phase [ 1 – 3 ]. 

 Replication origins are bound by the origin recognition 
complex (ORC) to mark the replication initiation sites. Late in 
mitosis or early in the G1 phase of the cell cycle, Cdc6 and then 
Cdt1 are recruited to the ORC. They then load the MCM2-7 onto 
origins to assemble a pre-replicative complex (pre-RC), and thus 
origins are “licensed” for DNA replication [ 1 – 3 ]. Therefore, ORC, 
Cdc6, Cdt1, and MCM2-7 are all called DNA replication-licensing 
factors. When loaded, MCM2-7 is detected as a head-to-head 
 double hexamer surrounding the DNA [ 4 ], but it is inactive as a 
DNA helicase until the onset of S phase. Activation of S-phase 
cyclin- dependent kinase (S-CDK) and DDK (Dbf4-dependent 
protein kinase, also known as the Cdc7 kinase) brings about the 
 recruitment of Cdc45 and GINS to MCM2-7. The multiprotein 
complex thus formed, called the CMG complex, is now active as a 
replicative helicase [ 5 – 7 ]. 

 Following its activation, the MCM2-7 complex functions as a 
core of the active CMG helicase complex, unwinding the double- 
helix DNA at the origin, and single-stranded DNA (ssDNA) is 
produced. DNA polymerase alpha/primase is recruited to the 
ssDNA to synthesize primer DNA. Proliferating cell nuclear antigen 
(PCNA) is loaded to the primer template junction and functions to 
tether and assist DNA Pol ε and DNA Pol δ for leading and lagging 
strand synthesis, respectively [ 8 – 10 ]. In this manner, DNA replica-
tion is initiated and the origin is “fi red.” After unwinding DNA at 
origin, the MCM2-7 complex moves away from the origin, 
 continuing unwinding of the dsDNA at the front of the replication 
fork by translocating on the ssDNA in the 3′–5′ direction for chain 
elongation [ 11 ]. When each replicon is fully replicated, MCM2-7 
is displaced from the DNA, and PCNA is also unloaded. On the 
other hand, once MCM2-7 leaves the origins, origins attain a post-
replicative state and cannot be reloaded with MCM2-7 in the same 
cell cycle, because pre-RC assembly is prevented after the onset of 
S phase. This is the essence of the licensing control for the preven-
tion of re-replication of DNA [ 12 ,  13 ]. In mammalian cells, Cdt1 
is inactivated by multiple means, namely, ubiquitin-mediated 
 proteolysis and geminin binding [ 12 ,  13 ]. Proteolytic control 
ensures that Cdt1 is present only from M phase and in G1 phase 
[ 14 ]. The Cdt1 inhibitor geminin accumulates from S phase and is 
present until M phase [ 14 ] (Fig.  1 ). Thus, as chromosomes are 
replicated during S phase, the levels of chromatin- bound MCM2-7 
decrease. When DNA replication is completed, there is no 
MCM2-7 on chromatin in G2 cells. The new round of MCM2-7 
loading is allowed only after the  completion of mitosis.
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   On the other hand, control of chromatin association of ORC 
and Cdc6 is not well characterized in terms of the once-per-cell 
cycle control of replication. The ORC complex is composed of six 
subunits (Orc1–6). It appears that Orcs 2–5 are bound on chromatin 
throughout the cell cycle, but that Orc1 is degraded or dissociates 
from chromatin after the onset of S phase [ 15 – 17 ]. Thus, it is 
likely that Orc1 is also negatively regulated to prevent licensing 
during the S and G2 phases. Cdc6 is already associated with con-
densed chromatin during M phase, whereas Cdt1 interacts with 
chromatin as cells complete mitosis (Fig.  2 ) [ 18 ]. Curiously, Cdc6 
is then degraded during early G1 phase by anaphase- promoting 
complex/cyclosome (APC/C)-dependent ubiquitination [ 19 ] 
(Figs.  1  and  2 ). Thus, licensing is performed in a small window 
between the end of mitosis and early G1 phase before Cdc6 is 
degraded [ 18 ] (Fig.  2c ). Cdc6 starts to accumulate at a later stage 
in G1 phase and is present during the rest of the cell cycle. As cells 
enter into S phase, Cdc6 is phosphorylated by S-CDK. Part of 
Cdc6, probably in soluble form, is exported into the cytoplasm, 
while part remains associated with chromatin [ 15 ,  20 ]. Association 
of Cdt1 with chromatin starts as cells complete mitosis. Its levels 
on chromatin increase during G1 phase and then decrease after the 
onset of S phase owing to its proteolysis.

   In this chapter, we describe a simple chromatin fractionation 
method to measure the chromatin-bound levels of licensing 
factors, mostly of MCM2-7, during the mammalian cell cycle. 
Cells are collected at specifi c stages, lysed, and separated into soluble 
and chromatin-containing insoluble pellet fractions after centrifu-
gation. Similar methods can be used to investigate the behavior of 
other chromatin-binding factors.  

  Fig. 1    Cell cycle-dependent association of licensing factors (synchronized cell culture prepared by double- 
thymidine block and release). ( a ) Oscillation of protein levels in a synchronized cell culture (adapted from ref. 
 14 ). ( b ) Cells at the indicated time points were harvested. Cell lysates were prepared and separated into solu-
ble (sup) and chromatin-enriched pellet (chromatin). Most Mcm3 protein is present on chromatin in early S 
phase (0 h). Its levels on chromatin decrease as S phase progresses, because MCM2-7 dissociates from rep-
licated chromatin regions. In G2 phase (7–8 h), Mcm3 was detected in the supernatant. When cells entered G1 
phase (10 h), the chromatin levels of Mcm3 again increased owing to the next round of licensing event       
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  Fig. 2    Chromatin association of licensing factors in the cell cycle (synchronized 
cell culture from M phase). ( a ) Flow cytometry analysis of synchronized cell culture. 
HeLa cells were arrested in M phase with nocodazole treatment. Mitotic cells 
were collected, released synchronously after removal of nocodazole, and har-
vested at the indicated time points (in hours). Rough cell cycle positions are 
indicated. ( b ) As cells progress from M through G1 into S phase, levels of licensing 
factors oscillate. Flow cytometry analysis indicates that cells enter S phase about 
9 h after release. Consistently, at this time point, the levels of chromatin- 
associated PCNA, a marker of DNA replication, started increasing. At 12 h when 
most cells have entered S phase, Cdt1 levels decreased owing to its degradation. 
As cells progress further into S phase, the chromatin levels of Mcm2 and Mcm6 
also decreased owing to their dissociation from the replicated chromatin, 
whereas Orc2 and RCC1, which are used as controls, continuously stayed on the 
chromatin. Note that Cdt1 is highly phosphorylated in M phase (0 h) and migrates 
slowly. Cdc6 is also phosphorylated and migrates slowly in M phase. In contrast, 
phosphorylated Mcm2 migrates fast in M phase. ( c ) Licensing is established very 
early in G1 phase. Cells were collected at the indicated time points, and whole- 
cell extract (WCE) was prepared and separated into soluble (sup) and chromatin- 
containing pellet (chromatin) fractions. Levels of the indicated proteins were 
analyzed. Mcm3 was detected on the chromatin 1.5 h after release from 
M phase, indicating that licensing is established at the end of mitosis or early in 
G1 phase prior to the APC/C-dependent Cdc6 degradation. Note that Cdc6 is 
associated with chromatin from M phase (0 h), while Cdt1, phosphorylated and 
not associated with chromatin in M phase (0 h), is dephosphorylated as cells exit 
from M phase (1.5 h) and associates with chromatin       

 

Hideo Nishitani et al.



521

2    Materials 

      1.    HeLa cells: Cultured in Dulbecco’s modifi ed Eagle’s medium 
with 10 % fetal bovine serum supplemented with 100 units/
mL of penicillin and 0.1 mg/mL of streptomycin in a 5 % CO 2  
atmosphere at 37 °C.   

   2.    0.1 M Thymidine: Dissolve 2.42 g thymidine in 100 mL dis-
tilled water. The solution must be sterilized through a 0.2-μm 
fi lter. Dispense 5–10 mL into sterilized tubes, and store them 
at −20 °C.   

   3.    Phosphate-buffered saline (PBS): Dissolve 8 g of NaCl, 0.2 g 
of KCl, 1.44 g of Na 2 HPO 4 , and 0.24 g of KH 2 PO 4  in 800 mL 
of H 2 O. Adjust the pH to 7.4 with HCl. Add H 2 O to 1 L.   

   4.    10 mg/mL Nocodazole: Dissolve in 1 mL of dimethyl sulfox-
ide, dispense in aliquots, and store at −20 °C.   

   5.    Cell culture 60-mm dishes or 150-cm 2  culture fl asks.   
   6.    15- and 50-mL conical tubes.      

      1.    PBS.   
   2.    CSK buffer: 0.5 % Triton X-100, 0.1 M NaCl, 10 mM 

piperazine-N,N′-bis[2-ethanesulfonic acid] (PIPES) pH 7.0, 
300 mM sucrose, 1 mM MgCl 2 , 1 mM EDTA, 2 mM phenyl-
methylsulfonyl fl uoride, 10 mM NaF, 20 mM 
β-glycerophosphate, 100 μM Na 3 VO 4  ( see   Note 1 ), 1× com-
plete protease inhibitor cocktail (Roche Diagnostics).   

   3.    2× Sodium dodecyl sulfate (SDS) sample buffer: 100 mM 
Tris–HCl pH 6.8, 4 % SDS, 0.02 % bromophenol blue, 20 % 
glycerol, 200 mM dithiothreitol.   

   4.    Cell scraper.   
   5.    1.5-mL Tubes, 15-mL conical tubes.   
   6.    Primary antibodies for Western blotting: Mcm2 (BD 

Transduction Laboratories, 610701), Mcm3 (Abcam, ab4460 
and BD Pharmingen, 559543), Mcm6 (Santa Cruz 
Biotechnology, C-20), PCNA (Santa Cruz Biotechnology, 
PC-10), Orc2 (BD Pharmingen, 559266), Cdt1 ( see   Note 2 ), 
Cdc6 (Santa Cruz Biotechnology, 180.2, and Upstate 
(Millipore), DCS-180), RCC1 ( see   Note 2 ), α-tubulin (Sigma).       

3    Methods 

 ORC, Cdc6, Cdt1, and MCM2-7 proteins are licensing factors for 
DNA replication. Among these, MCM2-7 is directly involved in 
DNA replication as a DNA helicase complex. MCM2-7 is present 

2.1  Synchronization 
of Mammalian Cells

2.2  Fractionation 
Assay of Cell Lysate
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throughout the cell cycle at almost constant levels [ 15 ,  21 ]; however, 
its chromatin association is tightly regulated in the cell cycle in 
order to initiate DNA replication at the proper time and also to 
prevent re-replication of DNA. This regulation is achieved mainly 
by controlling the MCM2-7 loader, Cdt1, as described in 
   Subheading  1 . 

 Chromatin association of licensing factors can be monitored 
by fractionating cell extracts by centrifuge. Chromatin-associated 
proteins are recovered in the insoluble pellet fraction. Using a syn-
chronized cell culture, a change in the levels of licensing factors on 
the chromatin is determined by Western blotting. 

        1.    Plate 3 mL of 4 × 10 5  HeLa cell suspension into the 60-mm 
dishes ( see   Notes 3  and  4 ), and let the cells adhere for 6–20 h 
at 37 °C.   

   2.    Add 60 μL of 0.1 M thymidine to the culture medium drop-
wise (fi nal 2 mM), mix well, and incubate for 15 h at 37 °C.   

   3.    Wash cells with 3 mL of pre-warmed PBS two or three times.   
   4.    Add 3 mL of pre-warmed fresh medium, and incubate for 9 h 

at 37 °C.   
   5.    Add 60 μL of 0.1 M thymidine solution to the medium (fi nal 

2 mM), mix well, and incubate for 15 h ( see   Note 5 ). Cells are 
now synchronized at early S phase by the double-thymidine 
block.   

   6.    Wash cells with 3 mL of pre-warmed PBS two or three times, 
and add fresh medium to release cells from the block synchro-
nously into S phase ( see   Note 4 ).      

       1.    Plate 1.5 × 10 6  of HeLa cells into a 150-cm 2  culture fl ask in 
20 mL medium ( see   Note 6 ) and incubate for 6–20 h.   

   2.    Add 400 μL of 0.1 M thymidine solution to the culture 
medium (fi nal 2 mM), and incubate for 15–18 h to arrest cells 
in S phase.   

   3.    Wash cells with 10 mL of pre-warmed PBS two or three times, 
and add 20 mL of pre-warmed medium.   

   4.    After 2–3 h, add 20 μL of 0.1 mg/mL nocodazole (fi nal con-
centration is 0.1 μg/mL) ( see   Note 7 ), and incubate for 8–12 h 
(cells are incubated for a total of 10–14 h after washing out 
thymidine).   

   5.    Shake off mitotic cells by gently shaking or tapping the fl ask 
( see   Note 8 ). Transfer cell suspension (around 20 mL) into a 
50-mL conical tube.   

   6.    Transfer a quarter of the mitotic cell suspension (about 5 mL) 
into a 15-mL conical tube, which is used for the fractionation 
assay to prepare mitotic cell samples (or “time 0 h” sample of 

3.1  Synchronization 
of Mammalian Cells

3.1.1  Preparation 
of Synchronized Cell 
Culture by a Double- 
Thymidine Block 
and Release (Fig.  1a )

3.1.2  Preparation 
of Synchronized Cell 
Culture by Nocodazole 
Arrest and Release 
(Fig.  2a )
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synchronized culture), and go to Subheading  3.2 ,  step 2  
( see   Note 9 ). The rest (three-quarters) of the cell suspension 
(about 15 mL in 50-mL conical tubes) is used to prepare syn-
chronized cell cultures released from nocodazole arrest for the 
time points required for the research; then follow the next 
step.   

   7.    Centrifuge the cells at 500 ×  g  for 3 min.   
   8.    Aspirate the medium, add 10 mL of fresh pre-warmed medium, 

suspend cells, and centrifuge again.   
   9.    Aspirate the medium. Add 9 mL of pre-warmed medium, 

resuspend cells, and plate 3 mL of cell suspensions into three 
60-mm dishes. Cells are now released synchronously from 
mitotic arrest into G1 phase, attach to the bottom of the dish, 
and then become fl at. Incubate cells for desired time points 
( see   Note 6 ).       

          1.    Scrape cells grown in a 60-mm dish ( see   Note 10 ), and collect 
cell suspension in a 15-mL tube. In the case of mitotic cell 
culture, cells are collected by shaking off as described in 
Subheading  3.1.2 ,  step 5 .   

   2.    Centrifuge cells at 500 ×  g  for 3 min.   
   3.    Aspirate the medium. Add 3 mL of ice-cold PBS ( see   Note 11 ), 

resuspend the cells, and centrifuge as above. Repeat this cell-
washing step once more.   

   4.    Add 1 mL of PBS to the cell pellet, resuspend, and transfer the 
cell suspension into a 1.5-mL microfuge tube.   

   5.    Centrifuge at    5,000 rpm (~2,000 × g) in a microfuge for 1 min, 
and remove the PBS ( see   Note 12 ).   

   6.    Add 150 μL of CSK buffer, and lyse cells by pipetting up and 
down ( see   Note 13 ).   

   7.    Keep on ice for 10–20 min while vortexing every 5 min.   
   8.    After pipetting the lysate fi ve more times, save 50 μL of lysate 

in a new tube as a whole-cell extract (WCE) sample.   
   9.    Centrifuge the remaining lysate at 5,000 rpm (~2,000 × g) for 

5 min in a microfuge ( see   Note 14 ).   
   10.    Remove the supernatant, and transfer to a new tube 

( see   Note 15 ). The pellet fraction is treated as described in the 
next step.   

   11.    Add 200 μL of CSK buffer, and resuspend the pellet by 
pipetting ( see   Note 16 ).   

   12.    Centrifuge at 5,000 rpm (~2,000 × g) for 5 min in a microfuge.   
   13.    Remove the supernatant.   
   14.    Resuspend the pellet in 100 μL CSK buffer and transfer 50 μL 

to a new tube (chromatin) ( see   Note 17 ).   

3.2  Fractionation 
Assay

Chromatin Association of Licensing Factors
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   15.    Add 50 μL of 2× SDS sample buffer to the tube containing 
50 μL WCE, and mix by pipetting up and down. Add 50 μL of 
2× SDS sample buffer to the tube containing 50 μL of 
chromatin- containing fraction, and mix by pipetting up and 
down. When examining the soluble chromatin-unbound 
fraction, add 50 μL of 2× SDS sample buffer to the 50 μL of 
supernatant prepared in  step 10  of this section, and mix by 
pipetting up and down.   

   16.    When sampling at different time points using synchronized 
cell culture, keep the tubes on ice until all the samples are 
prepared ( see   Note 18 ).   

   17.    Heat the samples at 95–100 °C for 5 min, vortex, and heat for 
another 2 min.   

   18.    Run the samples using SDS-PAGE (polyacrylamide gel 
electrophoresis) for Western blotting analysis.       

4    Notes 

     1.    CSK buffer is supplemented with phosphatase inhibitors NaF, 
β-glycerophosphate, and Na 3 VO 4  because some licensing 
factors and their subunits are phosphorylated in a cell cycle- 
dependent manner. ATP may be included at 0.1–1 mM, 
because all subunits of MCM2-7, Cdc6, and some subunits 
of ORC are AAA +  proteins.   

   2.    The Cdt1 antibody described in [ 14 ] and the RCC1 antibody 
described in [ 22 ] are raised in rabbits in our laboratory.   

   3.    Make sure that cells are plated evenly on the dish by shaking 
the dish slowly back and forth and left and right. Do not plate 
cells at high density; otherwise, cell cycle progression is altered.   

   4.    Prepare dishes of cell cultures required for synchronous time 
course analysis. If samples will be prepared every 3 h over the 
course of a 12-h experiment, after the release from the block 
samples will be needed at 0, 3, 6, 9, and 12 h. Then, fi ve dishes 
of synchronized cell culture are needed.   

   5.    At this time, cells are arrested at early S phase (“time 0 h”). 
Cells are then released into S phase after removing thymidine 
as described in the next step ( see  Subheading  3.1.1 ,  step 6 ). 
Instead of the second addition of thymidine, some researchers 
use aphidicolin, a DNA polymerase inhibitor, to more strictly 
arrest cells at the beginning of S phase. This alternative method 
is called thymidine–aphidicolin block.   

   6.    Four dishes (60 mm) of mitotic cell cultures can be obtained 
from one 150-cm 2  fl ask. This allows for the collection of cells 
at four different time points, including 0 h. If more time points 
are needed, prepare more fl asks of cells.   
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   7.    For HeLa cells, nocodazole can be added soon after washing 
out thymidine and incubated for 10–14 h. Nocodazole can be 
used at concentrations of about 0.04–0.4 μg/mL depending 
on the cell lines.   

   8.    The mitotic HeLa cells become rounded up and detach easily 
from the dish. Normally, more than 80 % of cells are rounded 
up using the method described here. Instead of tapping, 
mitotic cells can be collected by gently washing the cells with 
the medium. The cells that remain attached to the dish are 
used as G2-phase cells.   

   9.    The cell suspension prepared by mitotic shake-off as described 
here is used directly to prepare the mitotic cell sample for the 
fractionation assay. This is also a “time 0 h” sample of time 
course analysis when proteins are analyzed in the cell cycle 
using a synchronized cell culture made by nocodazole arrest 
and release. For fractionation, go to Subheading  3.2 ,  step 2 .   

   10.    Synchronized cell cultures are prepared by a double- thymidine 
block or nocodazole arrest as described in this chapter. Cells 
can also be synchronized in G1 or G0 phase by incubation in 
growth medium with low serum.   

   11.    All the processes after this step use ice-cold buffers and should 
be performed on ice.   

   12.    When sampling at different time points using synchronized cell 
culture, the cell pellet can be kept frozen in liquid nitrogen 
until all the samples of time course analysis are prepared (all the 
cell pellets may be kept in a deep freezer for weeks). When all the 
samples have been collected, fractionation assays for all samples 
can be begun at the same time from Subheading  3.2 ,  step 6 .   

   13.    Pipette up and down about 20 times. Be careful not to make air 
bubbles. Use the same number of pipetting strokes for all sam-
ple preparations. Make sure that there are no cell aggregates or 
cell debris. Cell lysis can be checked under a microscope.   

   14.    This step is to separate the lysate into soluble supernatant and 
insoluble chromatin-enriched pellet. Chromatin-bound pro-
teins are recovered in this pellet fraction.   

   15.    The supernatant is used to prepare an SDS sample as a soluble 
protein fraction, which contains chromatin-unbound proteins.   

   16.    Pipette up and down about ten times to resuspend and wash 
the pellet.   

   17.    The method described here is for preparing chromatin- 
associated proteins by isolating the chromatin-enriched 
fraction in the pellet. The pellet also contains nuclear matrix 
proteins and protein aggregates. To make sure that the 
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protein of interest is actually associated with chromatin, 
the chromatin- bound protein may be released after DNase I 
treatment or micrococcal nuclease treatment as described 
elsewhere [ 16 ,  21 ].   

   18.    As mentioned in  Note 12 , the cell pellets may be frozen after 
 step 5  (Subheading  3.2 ).  Step 6  can be started when all the 
samples for time course analysis have been prepared.         
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    Chapter 29   

 Imaging Analysis to Determine Chromatin Binding 
of the Licensing Factor MCM2-7 in Mammalian Cells 

           Masayuki     Morino    ,     Miyuki     Tanaka    ,     Yasushi     Shiomi    , and     Hideo     Nishitani    

    Abstract 

   S-CDK and DDK protein kinases initiate DNA replication at replication origins. Prior to the activation of 
these kinases, origins must become competent for replication by loading MCM2-7 DNA helicase on chro-
matin. This process is known as replication licensing or pre-replicative complex (pre-RC) formation. After 
the onset of S phase, however, licensing is inhibited to prevent re-replication of DNA. In this chapter, we 
describe a method to analyze origin licensing by imaging the chromatin-bound licensing factor MCM2-7. 
In a normal cell cycle, MCM2-7 is loaded at the end of mitosis or early G1 phase. As S phase progresses, 
MCM2-7 is dissociated from the replicated regions. When DNA replication is completed, cells in G2 phase 
have no chromatin-bound MCM2-7. The analysis of chromatin-bound MCM2-7 in each cell provides an 
insight into cell cycle stage and condition for cell cycle.  

  Key words     Replication licensing  ,   Pre-RC  ,   Replication foci  ,   MCM2-7  ,   PCNA  ,   Cdt1  ,   Cell extraction  , 
  Fixation  ,   Immunofl uorescence  

1       Introduction 

 Replication of chromosomes is a key event in the cell cycle. 
Chromosomes are replicated once and only once in a cell cycle to 
maintain genome integrity. This is achieved by the DNA replica-
tion licensing control, which regulates the loading of MCM2-7 
DNA helicase in the cell cycle. Replication in eukaryotes is initiated 
from specifi c sites on the chromosomes called replication origins. 
The origins become licensed for replication when the pre- replicative 
complex (pre-RC) is assembled. Origins are bound by the origin 
recognition complex (ORC). At the end of mitosis or early G1 
phase of the cell cycle, Cdc6 and Cdt1 associate with the ORC and 
then load the MCM2-7 complex on origins [ 1 – 3 ]. Before loading 
onto DNA, the MCM2-7 complex forms a single hexamer ring, 
which is composed of the MCM2 to MCM7 proteins [ 4 ,  5 ]. Once 
loaded, MCM2-7 is detected as a head-to-head double hexamer 
surrounding the DNA [ 6 ]. At this stage, origins are fully assembled 
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with the pre-RC and thus considered to be “licensed” for DNA 
replication. Therefore, ORC, Cdc6, Cdt1, and MCM2-7 are all 
called  DNA replication licensing factors . Among them, MCM2-7 
plays a key role during DNA replication. MCM2-7 is a DNA heli-
case, but it is inactive until the onset of S phase. Following the 
activation of S-phase CDK (S-CDK) and DDK (Dbf4-dependent 
protein kinase, also known as the Cdc7 kinase), Cdc45 and GINS 
associate with MCM2-7 to form the active replicative helicase 
complex termed the CMG complex [ 7 – 9 ]. 

 MCM2-7, as a part of the active CMG complex, unwinds the 
double-helix DNA at the origin and produces single DNA strands, 
which act as templates for DNA polymerase α/primase. These 
events lead to DNA replication initiation, often known as “origin 
fi ring” [ 10 – 13 ]. Following initiation, MCM2-7 complexes move 
bidirectionally away from origin, acting as a replicative DNA heli-
case in the direction of 3′–5′ at the front of the replication fork for 
the process of elongation steps during DNA replication [ 14 ]. Once 
each replication unit (replicon) is fully replicated, MCM2-7 is dis-
placed from the DNA. Conversely, MCM2-7 cannot be reloaded 
at origins, because pre-RC assembly is prevented during S phase. 
This is a key mechanism to prevent re-replication of DNA [ 1 – 3 , 
 15 ,  16 ]. In metazoans, for example, Cdt1 is inactivated in 2 ways, 
ubiquitin-mediated proteolysis and geminin binding [ 15 ,  16 ]. 
Thus, MCM2-7 loaded on chromatin in G1 phase dissociates pro-
gressively from the chromatin as chromosomes are replicated dur-
ing S phase. 

 S-phase cells can be identifi ed by incorporation of thymidine 
analogues (such as 5-bromo-2′-deoxyuridine, BrdU) or by stain-
ing proliferating cell nuclear antigen (PCNA). Originally identifi ed 
as a cofactor for DNA polymerases, PCNA is a homotrimer ring- 
shaped complex, belonging to the family of DNA sliding clamps. 
When double-stranded DNA is unwound and primer DNA is made 
on the single-stranded template DNA, PCNA is loaded at the 
primer-template junction by the clamp loader complex, replication 
factor C (RFC) complex [ 10 ]. When loaded on chromatin, PCNA 
encircles and freely slides along the DNA double helix, acting as a 
platform for a large number of proteins involved in chromosome 
duplication at the replication fork [ 17 ]. The nuclear sites detected 
with anti-BrdU antibodies after brief exposure to BrdU directly 
represent the DNA replication sites. The sites having chromatin- 
bound PCNA also represent the sites where DNA replication fac-
tories are present and normally overlap with BrdU staining [ 18 ]. 

 All origins do not fi re at the same time in S phase. Origins 
located at euchromatic regions normally fi re early in S phase, while 
origins at heterochromatic regions fi re late [ 19 ]. Thus, cells show 
typical nuclear staining patterns of BrdU and PCNA during the 
discrete stages of S phase, i.e., early, mid, and late S phases. 
Therefore, BrdU and PCNA are excellent markers not only for 

Masayuki Morino et al.



531

detecting S-phase cells but also for identifying the stage of cells 
during S phase [ 19 ,  20 ]. 

 In this chapter, we describe a simple imaging method to detect 
the distribution pattern of chromatin-bound MCM2-7 during the 
cell cycle by immunofl uorescence. Presence of chromatin-bound 
MCM2-7 represents licensed replication origins in G1 phase, 
whereas in S phase, it represents ongoing replication sites and 
licensed origins that have not yet fi red. Chromatin-bound 
MCM2-7 can be determined by immunolocalization of Mcm pro-
teins after cells were pre-extracted, i.e., treated with detergent 
(such as Triton X-100) before fi xation. The pre-extraction of cells 
removes most of the soluble proteins, but chromatin-bound pro-
teins remain associated with the nucleus. Because this pre- extraction 
step also leaves chromatin-bound PCNA, PCNA staining can be 
used to identify S-phase cells and ongoing replication sites within 
S-phase nuclei. Thus, dual staining of cells with PCNA and Mcm 
proteins provides a useful analysis of licensed state for individual 
cells during cell cycle progression [ 21 ,  22 ].  

2     Materials 

     1.       HeLa cells: Cultured in Dulbecco’s modifi ed Eagle’s medium 
(DMEM) with 10 % fetal bovine serum supplemented with 
100 units/mL of penicillin and 0.1 mg/mL of streptomycin in 
a 5 % CO 2  atmosphere at 37 °C.   

   2.    Sterile forceps: Sterilize by fl aming forceps with gas burner 
before use.   

   3.    Glass coverslip: Sterilize by baking in an oven at 180 °C for 2 h 
( see   Note 1 ).   

   4.    35-mm culture dishes.   
   5.    Phosphate-buffered saline (PBS). Dissolve 8 g of NaCl, 0.2 g 

of KCl, 1.44 g of Na 2 HPO 4 , and 0.24 g of KH 2 PO 4  in 800 mL 
of H 2 O. Adjust the pH to 7.4 with HCl. Add H 2 O to 1 L.   

   6.    CSK buffer: 0.1 M NaCl, 10 mM Pipes pH 7.0, 300 mM 
Sucrose, 1 mM MgCl 2,  1 mM EDTA, 2 mM phenylmethylsul-
fonyl fl uoride, 10 mM NaF, 20 mM β-glycerophosphate, 
100 μM Na 3 VO 4 , and 1× Complete protease inhibitor cocktail 
(Roche Diagnostics).   

   7.    CSK buffer containing 0.25 % Triton X-100 ( see   Note 2 ).   
   8.    4 % Paraformaldehyde ( see   Note 3 ): Dissolve 4 g paraformal-

dehyde in about 90 mL PBS in a Pyrex or appropriate con-
tainer with a stir bar. Heat to 60 °C and add fi rst 1 N, then 
0.1 N, NaOH drop wise until solution becomes clear ( see  
 Note 4 ). Cool to room temperature. Adjust the pH to 7.4 
with 0.1 N NaOH or 0.1 N HCl depending on the original 
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pH and the volume to 100 mL with PBS. Commercially available 
4 % paraformaldehyde PBS also works well.   

   9.    Methanol (stored at −20 °C or −30 °C).   
   10.    Blocking buffer: 3 % bovine serum albumin, 0.2 % Tween-20, 

and 0.02 % NaN 3  in PBS.   
   11.    Primary antibodies and solution: mouse monoclonal PCNA 

antibody (PC-10, Santa Cruz Biotechnology) and rabbit 
Mcm3 antibody (ab4460, Abcam). Dilute anti-PCNA anti-
body at 1:200 and anti-Mcm3 antibody at 1:500 in blocking 
buffer or commercially available solution (e.g., Can Get Signal 
immunostain solution from Toyobo).   

   12.    Secondary antibodies and solution: Alexa488-conjugated anti-
mouse antibody and Alexa594-conjugated anti-rabbit anti-
body are diluted at 1:400 in blocking buffer.   

   13.    Mounting medium: VECTASHIELD Mounting Medium 
(Vector Laboratories) or equivalent.   

   14.    Nail polish.   
   15.    Microscope slides.   
   16.    Fluorescence microscope.      

3       Methods 

 Although the levels of MCM2-7 associated with chromatin change 
during the cell cycle, the total cellular levels of MCM2-7 do not 
fl uctuate, and MCM2-7 is present in the nucleus throughout the 
cell cycle in mammalian cells. Thus, when whole cell proteins are 
fi xed and stained with antibodies against Mcm proteins, all cell 
nuclei are stained irrespective of the cell cycle stage, because both 
chromatin-bound and soluble fractions of MCM2-7 are detected 
(Fig.  1 , upper panel). This is also the case for PCNA. A simple way 
to analyze the chromatin-bound MCM2-7 (and also PCNA) is to 
perform a pre-extraction treatment to remove soluble MCM2-7 
proteins from the cell and then fi x the remaining (chromatin- 
bound) proteins. When cells are treated in this way and stained 
with antibodies against Mcm proteins, only G1 phase and S phase 
cell nuclei are detected as positive for chromatin- bound MCM2-7 
(Fig.  1 , lower panel).

   Dual staining with an S-phase marker helps to identify the cell 
cycle stage of each cell [ 21 ,  22 ]. As previous reports demonstrated, 
S-phase progression can be monitored by the PCNA staining pat-
terns [ 19 ,  20 ] (Fig.  2 ). In Fig.  1  (lower panel), a dual staining of 
pre-extracted cells with Mcm3 and PCNA antibodies is shown. Unlike 
MCM2-7, PCNA is not loaded on chromatin during G1 phase. 
Therefore, G1-phase cells are identifi ed as cells that are positive for 
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  Fig. 1    Immunostaining of Mcm3 in HeLa cells. The cells are dually stained with antibodies for Mcm3, a 
component of licensing factor MCM2-7 and PCNA without ( upper panel  ) or with ( lower panel  ) detergent 
pre- extraction before fi xation. Both MCM2-7 and PCNA are nuclear proteins and are present throughout the 
cell cycle. Thus, when fi xed without pre-extraction, all cell nuclei are stained for both proteins ( upper 
panel  ). Pre- extraction removes soluble fraction and retains Mcm3 and PCNA, which are bound to chroma-
tin ( lower panel  ). G1 cells (labeled with  open triangles  ) are positive for Mcm3, but not for PCNA. G2 cells 
(labeled with  closed triangles  ) are negative for both proteins. The rest of the cells are positive for PCNA, 
and thus, they are S-phase cells       

  Fig. 2    Chromatin-associated Mcm3 protein during the cell cycle. HeLa cells are pre-extracted prior to fi xation. 
Cell cycle positions are estimated by the PCNA staining pattern [ 19 ,  20 ]. G1 nucleus is stained intensely with 
Mcm3, but not with PCNA. During early S phase, Mcm3 staining is similar to that in G1 phase. PCNA is detected 
throughout the nucleoplasm, and PCNA foci are also observed. In mid S-phase cells, Mcm3 staining decreases 
and PCNA signal is observed surrounding the nucleolus. In late S phase, Mcm3 staining is negligible and large 
foci-like PCNA staining is observed. In G2 cells Mcm3 and PCNA staining are absent       
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MCM2-7 but not for PCNA (Fig.  1 , lower panel: cell nuclei 
labeled by open triangles; also  see  Fig.  2 ). PCNA is loaded onto 
chromatin when DNA replication is started. At the beginning of S 
phase, MCM2-7 is detected within the whole nucleus, as in G1 
phase. At this stage, however, the MCM2-7 complex activated at 
the early origins functions as a replicative helicase, whereas other 
MCM2-7 complexes remain inactive and located on the unfi red 
late origins. PCNA is detected as foci that correspond to early-
replicating chromosome regions. When the DNA replication of 
early replicating regions is completed, both MCM2-7 and PCNA 
are dissociated from those regions of DNA. As S phase progresses, 
PCNA-positive sites change from early- to late-replicating regions, 
while MCM2-7 signals are lost from the replicated regions. When 
DNA replication is completed, cells in G2 phase have no chroma-
tin-bound MCM2-7 or PCNA signal (Fig.  1 , lower panel: cell 
nuclei labeled with closed triangles; also  see  Fig.  2 ). This immuno-
fl uorescence method can also be applied to determine the cell cycle 
entry from G0 state.

     1.    Using sterile forceps, place the glass coverslip in an appropriate 
tissue-culture dish. Here, we use an 18 × 18 mm coverslip for a 
35-mm culture dish.   

   2.    Plate the cell suspension onto the dish (we normally plate 
1–2 × 10 5  HeLa cells in a 35-mm dish with 2 mL medium) and 
let the cells adhere to the glass surface ( see   Note 5 ).   

   3.    Remove the medium by aspiration and gently wash coverslip 
twice with 2 mL of PBS in culture dish ( see   Note 6 ). All the 
steps are performed at room temperature unless otherwise 
mentioned.   

   4.    Pre-extract cells with 1–2 mL of 0.25 % Triton X-100 in CSK 
for 10 min on ice ( see   Note 7 ).   

   5.    Gently wash twice with 2 mL of PBS.   
   6.    Fix cells in 2 mL of 4 % paraformaldehyde solution for 10 min 

( see   Note 8 ).   
   7.    Wash the coverslip twice with PBS for 5 min each.   
   8.    Fix in 2 mL of −30 °C methanol ( see   Note 9 ) for 10 min to 

visualize PCNA ( see   Note 10 ).   
   9.    Wash 3 times with PBS for 5 min each.   
   10.    Remove the coverslip from the dish ( see   Note 11 ) and place it 

on a pipette tip-rack ( see   Note 12 ). Gently add 100 μL of 
blocking buffer to the coverslip and incubate at room tempera-
ture for 1 h.   

   11.    Remove blocking buffer ( see   Note 13 ).   
   12.    Add 100 μL of primary antibody solution ( see   Note 14 ) to the 

coverslip and incubate for 1 h.   
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   13.    Wash 3 times for 5 min each with PBS ( see   Note 13 ).   
   14.    Add 100 μL of secondary antibody solution ( see   Note 14 ) and 

incubate for 1 h ( see   Note 15 ).   
   15.    Remove the secondary antibody solution.   
   16.    Optional: Incubate the coverslip with Hoechst solution ( see  

 Note 16 ) for 5 min.   
   17.    Wash 3 times for 5 min each with PBS, drain off buffer from 

the coverslip, and let it air-dry briefl y.   
   18.    Drop the mounting medium (approximately 5 μL) on a micro-

scope slide, and place the coverslip on the mounting medium 
with the side that has cells facing down ( see   Note 17 ).   

   19.    Seal coverslip with clear nail polish to prevent drying out and 
movement under microscope.   

   20.    Store in dark at 4 °C.    

4       Notes 

     1.    There are different sizes of coverslips, round (10–20 mm 
diameter) and square (18 mm wide), of around 0.12–0.17 mm 
thick. The steam autoclave is not suitable, because coverslips 
get stuck together.   

   2.    Depending on the cell type and cell density, cells may display 
sensitivity to detergents (Triton X-100). Detergent concentra-
tion (0.1–0.5 %), extraction time (1–10 min), and temperature 
(room temperature or on ice) should be optimized for your 
cell line.   

   3.    Paraformaldehyde (PFA) is very toxic. Work in fume hood 
when preparing solution. Do not inhale. Wear gloves.   

   4.    Be patient until the solution becomes clear. Keep the solution 
at 60 °C in a water bath or on a stirring hot plate.   

   5.    Let the cells adhere to the coverslip for at least 20–24 h. Proper 
cell density is also critical for immunostaining. When the cells are 
plated at a high density, cell proliferation may be compromised.   

   6.    Washing, extraction, and fi xation of cells on the coverslip are 
performed in the culture dish by aspirating buffers from the 
dish and/or fl ooding the dish with solutions. Use caution 
when you add the solution. Flood slowly from the edge of the 
dish with a wide-mouth pipette. Do not add solution directly 
on the cell surface.   

   7.    Instead of pre-extraction with 0.25 % Triton X-100 CSK buf-
fer, treatment with 0.5 % Triton X-100 containing PBS for 5 
min can be done. Because detergent-treated cells are very fee-
ble, use great caution after detergent treatment. Aspirate off 
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the buffers slowly and fl ood the dish with the solution slowly 
from the edge of the dish to avoid disrupting the cell 
structure.   

   8.    This paraformaldehyde fi xation before methanol fi xation in 
Subheading  3 ,  step 8  is recommended, because detergent- 
treated cells are very delicate when treated with organic sol-
vents. Prior paraformaldehyde fi xation somewhat protects cells 
from methanol-induced cell distortion.   

   9.    Methanol stored at −20 °C or −30 °C can be added to the dish, 
and then the dish can be put into the freezer. As described in 
 Note 7 , add methanol slowly from the edge of the dish.   

   10.    When the mouse monoclonal anti-PCNA antibody clone 
PC-10 is used to detect PCNA by immunofl uorescence, the 
methanol fi xation or treatment is essential. This clone, used by 
many researchers, works for methanol-fi xed cells but does not 
work for paraformaldehyde-fi xed cells. Thus, cells fi xed with 
paraformaldehyde in Subheading  3 ,  step 6 , were further fi xed 
in methanol.   

   11.    Remove the coverslip from the dish using fi ne-tipped forceps 
and drain off the buffer by touching the edge of the coverslip 
on a paper towel.   

   12.    We use a pipette tip rack as a coverslip holder (e.g., a Rainin 
200-μL rack) with the tip holder bottom-side up. To prevent 
the coverslips from drying up, put water in the bottom of the 
rack and put on the lid. Instead of the rack, the coverslips can 
be placed on Parafi lm.   

   13.    After the last wash, drain off the buffer by touching the edge 
of the coverslip on a paper towel.   

   14.    100 μL of solution is enough to cover an 18 × 18 mm coverslip. 
When working with only a small amount of antibody, use a 
smaller coverslip with less solution.   

   15.    To check the background staining of secondary antibody, a 
sample with no primary antibody may be included.   

   16.    Hoechst solution: Dilute stock solution (5–10 mg/mL 
Hoechst33258) at 1 μg/mL in PBS for use. Hoechst or 
another dye is used to detect cellular DNA. By staining DNA, 
the outlines of nuclei in a population of cells can be deter-
mined, as well as the detained nuclear regions of single nuclei, 
where heterochromatic regions are stained more heavily than 
euchromatic regions, which helps to localize the Mcm- or 
PCNA-stained regions.   

   17.    Place the coverslip slowly down from one edge to avoid air 
bubble formation.         

Masayuki Morino et al.



537

  Acknowledgements  

 This work was fi nancially supported by JSPS KAKENHI and 
MEXT KAKENHI, Grant-in-Aid from the Ministry of Education, 
Culture, Sports, Science, and Technology of Japan.  

   References 

     1.    Bell SP, Dutta A (2002) DNA replication in 
eukaryotic cells. Annu Rev Biochem 71:
333–374  

   2.    Nishitani H, Lygerou Z (2002) Control of 
DNA replication licensing in a cell cycle. Genes 
Cells 7(6):523–534  

     3.    Blow JJ, Dutta A (2005) Preventing re- 
replication of chromosomal DNA. Nat Rev 
Mol Cell Biol 6(6):476–486  

    4.    Davey MJ, Indiani C, O’Donnell M (2003) 
Reconstitution of the Mcm2-7p heterohex-
amer, subunit arrangement, and ATP site 
architecture. J Biol Chem 278(7):4491–4499  

    5.    Bochman ML, Bell SP, Schwacha A (2008) 
Subunit organization of Mcm2-7 and the 
unequal role of active sites in ATP hydrolysis 
and viability. Mol Cell Biol 28(19):5865–5873  

    6.    Remus D, Beuron F, Tolun G, Griffi th JD, 
Morris EP, Diffl ey JF (2009) Concerted load-
ing of Mcm2-7 double hexamers around DNA 
during DNA replication origin licensing. Cell 
139(4):719–730  

    7.    Masai H, Arai K (2002) Cdc7 kinase complex: 
a key regulator in the initiation of DNA repli-
cation. J Cell Physiol 190(3):287–296  

   8.    Ishimi Y (1997) A DNA helicase activity is 
associated with an MCM4, -6, and -7 protein 
complex. J Biol Chem 272(39):24508–24513  

    9.    Ilves I, Petojevic T, Pesavento JJ, Botchan MR 
(2010) Activation of the MCM2-7 helicase by 
association with Cdc45 and GINS proteins. 
Mol Cell 37(2):247–258  

     10.    Waga S, Stillman B (1998) The DNA replica-
tion fork in eukaryotic cells. Annu Rev 
Biochem 67:721–751  

   11.    Masai H, Matsumoto S, You Z, Yoshizawa- 
Sugata N, Oda M (2010) Eukaryotic chromo-
some DNA replication: where, when, and 
how? Annu Rev Biochem 79:89–130  

   12.    Leman AR, Noguchi E (2013) The replication 
fork: understanding the eukaryotic replication 
machinery and the challenges to genome 
duplication. Genes 4(1):1–32  

    13.    Li Y, Araki H (2013) Loading and activation 
of DNA replicative helicases: the key step of 
initiation of DNA replication. Genes Cells 
18(4):266–277  

    14.    Fu YV, Yardimci H, Long DT, Ho TV, 
Guainazzi A, Bermudez VP, Hurwitz J, van 
Oijen A, Scharer OD, Walter JC (2011) 
Selective bypass of a lagging strand roadblock 
by the eukaryotic replicative DNA helicase. 
Cell 146(6):931–941  

     15.    Machida YJ, Hamlin JL, Dutta A (2005) 
Right place, right time, and only once: repli-
cation initiation in metazoans. Cell 123(1):
13–24  

     16.    Arias EE, Walter JC (2007) Strength in num-
bers: preventing rereplication via multiple 
mechanisms in eukaryotic cells. Genes Dev 
21(5):497–518  

    17.    Moldovan GL, Pfander B, Jentsch S (2007) 
PCNA, the maestro of the replication fork. 
Cell 129(4):665–679  

    18.    Bravo R, Macdonald-Bravo H (1987) 
Existence of two populations of cyclin/prolif-
erating cell nuclear antigen during the cell 
cycle: association with DNA replication sites. 
J Cell Biol 105(4):1549–1554  

       19.    Gillespie PJ, Blow JJ (2010) Clusters, factories 
and domains: the complex structure of S-phase 
comes into focus. Cell Cycle 9(16):
3218–3226  

      20.      Pope BD, Aparicio OM, Gilbert DM (2013) 
SnapShot: replication timing. Cell 152(6):
1390  

     21.    Kimura H, Nozaki N, Sugimoto K (1994) 
DNA polymerase alpha associated protein P1, 
a murine homolog of yeast MCM3, changes its 
intranuclear distribution during the DNA syn-
thetic period. EMBO J 13(18):4311–4320  

     22.    Prasanth SG, Mendez J, Prasanth KV, 
Stillman B (2004) Dynamics of pre-replica-
tion complex proteins during the cell division 
cycle. Philos Trans R Soc Lond B Biol Sci 
359(1441):7–16    

 Imaging Analysis of MCM2-7





539

Eishi Noguchi and Mariana C. Gadaleta (eds.), Cell Cycle Control: Mechanisms and Protocols, Methods in Molecular Biology,
vol. 1170, DOI 10.1007/978-1-4939-0888-2_30, © Springer Science+Business Media New York 2014

    Chapter 30   

 Chromatin Immunoprecipitation to Investigate Origin 
Association of Replication Factors in Mammalian Cells 

              Adam     R.     Leman     and     Eishi     Noguchi    

    Abstract 

   A variety of DNA-binding proteins regulate DNA transactions including DNA replication and DNA 
 damage response. To initiate DNA replication in S phase of the cell cycle, numerous replication proteins 
must be recruited to the replication origin in order to unwind and synthesize DNA. Some replication fac-
tors stay at the origin, while replisome components move with the replication fork. When the replisome 
encounters DNA damage or other issues during DNA replication, the replication fork stalls and accumu-
lates single- stranded DNA that triggers the ATR-dependent replication checkpoint, in order to slow down 
S phase and arrest the cell cycle at the G2–M transition. It is also possible that replication forks collapse, 
leading to double-strand breaks that recruit various DNA damage response proteins to activate cell cycle 
checkpoints and DNA repair pathways. Therefore, defi ning the localization of DNA transaction factors 
during the cell cycle should provide important insights into mechanistic understanding of DNA replication 
and its related processes. In this chapter, we describe a chromatin immunoprecipitation method to locate 
replisome components at replication origins in human cells.  

  Key words     Replication fork  ,   Origin  ,   Chromatin immunoprecipitation  ,   ChIP  ,   Replisome  ,   Timeless  , 
  Cross-link  ,   Fork protection complex  ,   c-Myc origin  

1      Introduction 

 Eukaryotic DNA replication begins at multiple replication origins, 
which are marked by the origin recognition complex (ORC). 
During late mitosis and G1 phase, Cdc6 and Cdt1 associate with 
origins and recruit the MCM (minichromosome maintenance 
 proteins) DNA helicase complex, in order to assemble the pre- 
replication complex (pre-RC). However, to initiate DNA synthe-
sis, additional factors are recruited at the origin for the unwinding 
of duplex DNA. These factors include Cdc45 and GINS, both of 
which associate with MCM to form the active DNA helicase known 
as the CMG complex. Once duplex DNA is unwound, the CMG 
complex moves with the replication fork together with DNA 
 polymerases and other accessory factors, forming the replisome 
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complex, which is responsible for elongating DNA chains (reviewed 
in [ 1 ]). As DNA replication proceeds, the replisome complex may 
encounter a variety of obstacles including damaged template DNA, 
DNA secondary structures, and DNA binding proteins. Under 
these conditions, the replisome stalls, leading to accumulation of 
single-stranded DNA (ssDNA) at the replication forks and activa-
tion of the ATR-dependent replication checkpoint (reviewed in 
[ 2 ]). It is also possible that the replication fork collapses, generat-
ing DNA double-strand breaks (DSBs), which then induce a signal 
transduction cascade to activate the ATM-dependent DNA  damage 
checkpoint. To properly activate these checkpoint pathways, which 
are essential for preservation of genomic integrity, numerous 
checkpoint proteins are recruited to stalled replication forks or at 
DSBs. These proteins sense the damage and send the checkpoint 
signal to arrest the cell cycle and coordinate with DNA repair path-
ways (reviewed in [ 3 ]). Therefore, to mechanistically understand 
DNA replication and DNA damage response mechanisms, it is 
important to investigate cell-cycle dependent localization of DNA 
transacting factors at specifi c sites of chromosomes. In this chapter, 
we describe a chromatin immunoprecipitation method to analyze 
origin association of replisome components during the cell cycle. 
Similar methods can also be used to investigate the localization of 
various DNA-binding factors, including damage response proteins 
and transcription factors, at specifi c chromosome loci.  

2    Materials 

      1.    HeLa cells cultured in growth medium in a 5 % CO 2  atmo-
sphere at 37 °C.   

   2.    Growth medium for HeLa cells: RPMI 1640 medium supple-
mented with 10 % calf serum, 10 mM HEPES–KOH pH 7.5, 
100 units/mL penicillin, 100 μg/mL streptomycin.   

   3.    15-cm cell culture dishes.   
   4.    100 mM thymidine: Filter-sterilize with a 0.22 μm pore size 

membrane and store at −20 °C.   
   5.    1× PBS: 136.9 mM NaCl, 2.68 mM KCl, 8.1 mM Na 2 HPO 4 , 

1.47 mM KH 2 PO 4 , pH 7.4.      

      1.    37 % formaldehyde.   
   2.    2.5 M glycine.   
   3.    1× PBS.   
   4.    15-mL conical tubes.      

      1.    ChIP lysis buffer: 50 mM Tris–HCl pH 7.5, 150 mM NaCl, 
5 mM EDTA, 0.5 % NP-40, 0.1 % Triton X-100, 0.2 mM 
 p -APMSF (4-amidinobenzylsulfonyl fl uoride hydrochloride), 

2.1  Synchronization 
of HeLa Cells by 
a Double- Thymidine 
Block

2.2  Cross-
linking Cells

2.3  Cell Extract 
Preparation
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Roche Complete EDTA-free protease inhibitor cocktail. Prepare 
fresh and keep on ice.   

   2.    1.5-mL microcentrifuge tubes.   
   3.    Misonix sonicator 3000 (Misonix).   
   4.    100-mL glass beaker.   
   5.    Floating tube rack that fi ts in a 100-mL glass beaker ( see   Note 1 ).   
   6.    Bio-Rad Protein Assay Dye Reagent Concentrate (Bio-Rad).      

      1.    Protein A-Sepharose beads.   
   2.    Anti-Timeless antibody or antibodies against other replisome 

components ( see   Note 2 ).      

      1.    Chelex 100 resin (Bio-Rad).   
   2.    10 mg/mL proteinase K.      

      1.    iQ SYBR Green Supermix (uses hot-start iTaq DNA poly-
merase, Bio-Rad, 170-8880).   

   2.    10 μM forward primer ( see   Note 3 ).   
   3.    10 μM reverse primer ( see   Note 3 ).       

3    Methods 

 PCNA associates with chromatin and moves with the replication 
fork during S phase [ 4 ]. Therefore, S-phase cells can be identifi ed 
as PCNA-positive cells in immunofl uorescence microscopy. We also 
showed that the Timeless protein co-localizes with PCNA in 
S-phase cells, suggesting that Timeless is associated with replication 
forks [ 5 ]. Fork association of the protein can also be confi rmed by 
examining physical association of the protein with a known replica-
tion fork component by immunoprecipitation. Indeed, PCNA was 
co-precipitated with Timeless using anti- Timeless antibodies [ 6 ]. 
However, these methods do not demonstrate the dynamics of 
 protein movement along the chromosome during DNA replica-
tion. Accordingly, chromatin immunoprecipitation (ChIP) has been 
widely used to investigate direct association of replication factors 
with specifi c chromosome loci. Because cells are directly treated 
with formaldehyde to cross-link proteins onto DNA in a ChIP 
experiment, in vivo protein–chromatin association is preserved. 

 In this method, we describe a simple ChIP method to investi-
gate the association of Timeless with a well-characterized replica-
tion origin at the  MYC  gene (c-Myc) region in human cells [ 5 ]. 
This method utilizes Chelex 100 resin, allowing for effi cient ChIP 
experiments whereby a high reproducibility can be achieved [ 7 ]. 
We use HeLa cells synchronized at the beginning of S phase. Cells 
are treated with formaldehyde and released into the cell cycle. 

2.4  Immuno-
precipitation

2.5  DNA Extraction

2.6  SYBR Green- 
Based Real-Time 
PCR Analysis
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DNA fragments precipitated with the anti-Timeless antibody are 
analyzed by quantitative PCR to monitor cell cycle-dependent 
association of Timeless with the MYC origin. The method described 
in this chapter is a typical ChIP assay that can be easily modifi ed for 
detecting other chromatin-binding factors, such as replication and 
DNA damage response proteins. 

      1.    Plate 4 × 10 6  cells in a 15-cm culture dish containing 20 mL 
growth medium ( see   Note 4 ). Multiple dishes are required 
depending on a time course schedule. For example, six culture 
dishes are required for 0-, 1-, 2-, 3-, 6-, and 9-h time points 
after the release from cell cycle arrest. Grow the cells overnight 
(16–24 h) at 37 °C to allow the cells to attach the dish 
surface.   

   2.    Add 400 μL of 100 mM thymidine to the culture dish (fi nal 
concentration is 2 mM), mix gently, and incubate the cells for 
16–19 h.   

   3.    Aspirate the medium, add 10 mL of 1× PBS, and gently shake 
the dish to wash the cells. Repeat this washing step once more 
with 10 mL of 1× PBS and once with 10 mL of fresh growth 
medium.   

   4.    Aspirate the medium, add 20 mL of fresh growth medium to 
the dish, and grow the cells at 37 °C for 9 h.   

   5.    Add 400 μL of 100 mM thymidine to the culture dish (fi nal con-
centration is 2 mM), mix gently, and incubate the cells for 16 h.   

   6.    Wash the cells as described in  step 3 .   
   7.    Aspirate the medium, add 20 mL of fresh growth medium to the 

dish, and grow the cells for desired length of time ( see   Note 5 ) 
until cell fi xation described in Subheading  3.2 .      

       1.    To fi x the cells (1 × 10 7  cells), add 0.8 mL of 37 % formalde-
hyde (fi nal concentration is 1.42 %) directly to the culture dish, 
mix the medium by gently shaking the dish, and incubate the 
cells for 15 min at room temperature.   

   2.    To quench formaldehyde, add 1.1 mL of 2.5 M glycine (fi nal 
concentration is 125 mM) directly to the dish, mix the medium 
by gently shaking the dish, and incubate the cells for 5 min at 
room temperature.   

   3.    Aspirate the medium, add 10 mL of 1× PBS, and gently shake 
the dish to wash the cells. Repeat this washing step once more.   

   4.    Aspirate the buffer, add 1 mL of 1× PBS, scrape the cells off 
the dish by an cell scraper, and transfer cell suspension to a 
15-mL conical tube.   

   5.    Centrifuge the cells at 800 ×  g  for 5 min at 4 °C.   
   6.    Aspirate the buffer and immediately freeze the cell pellet at 

−80 °C ( see   Note 6 ).      

3.1  Preparation 
and Synchronization 
of HeLa Cells by 
a Double-Thymidine 
Block and Release

3.2  Cross-
linking Cells
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        1.    Thaw cell pellets on ice, suspend the cells in 1 mL of ice-cold 
ChIP lysis buffer, and transfer the cell suspension to a 1.5-mL 
microcentrifuge tube.   

   2.    Incubate the cell suspension on ice for 10 min.   
   3.    Place the sample tube in a special fl oat ( see   Note 1 ) that fi ts 

into a 100-mL glass beaker fi lled with ice water.   
   4.    Sonicate the sample using a microtip: output 5, ON time of 

1 s, OFF time of 5 s. The total ON time for each step is 15 s 
(15 cycles of 1 s ON, 5 s OFF).   

   5.    Place the sample tube on a separate icebox, and perform  step 4  
for all other samples ( see   Note 7 ).   

   6.    Repeat  steps 4  and  5  for fi ve times ( see   Note 8 ).   
   7.    Centrifuge samples at the maximum speed in a microfuge at 

4 °C.   
   8.    Transfer the supernatant (cell extract) to a new 1.5-mL micro-

centrifuge tube and keep on ice.   
   9.    Measure protein concentration using Bio-Rad Protein Assay 

Dye Reagent Concentrate.   
   10.    Adjust protein concentration by diluting samples by ice-cold 

ChIP lysis buffer to the protein concentration of the lowest 
concentrated sample.   

   11.    Transfer 10 μL of each extract to a new tube to use for the 
input control ( see  Subheading  3.4 ).   

   12.    Perform immunoprecipitation with the rest of the cell extracts.      

        1.    Prior to immunoprecipitation, prewash protein A-Sepharose 
beads (protein A beads) as follows: Use 50 μL (50 % slurry, 
25 μL bead volume) of protein A beads for each sample. Transfer 
the required amount of beads to a 1.5-mL microcentrifuge 
tube, centrifuge briefl y at 7,000 rpm    in a microfuge, aspirate 
supernatant, and resuspend beads in 1 mL of ice-cold ChIP lysis 
buffer, in order to wash beads. Repeat this washing procedure 
two more times, and resuspend beads in ice-cold ChIP lysis buf-
fer to obtain 50 % slurry of protein A beads. Keep on ice until 
needed ( see   Note 9 ).   

   2.    Separate the cell extract obtained in Subheading  3.3  into two 
separate microcentrifuge tubes (450 μL each).   

   3.    Add 7 μg of the anti-Timeless antibody to one tube and 7 μg of 
rabbit IgG to the other tube. Rotate samples overnight at 4 °C.   

   4.    Add 50 μL of the pre-washed protein A beads to the samples. 
Rotate samples for 2 h at 4 °C.   

   5.    To wash protein A beads, centrifuge briefl y at 7,000 rpm in a 
microfuge, aspirate supernatant, and add 1 mL of ice-cold 
ChIP lysis buffer. Repeat this washing procedure fi ve times, 
and aspirate supernatant ( see   Note 10 ).      

3.3  Preparation 
of Cell Extract

3.4  Immuno-
precipitation
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      1.    Add 100 μL of Chelex 100 resin (10 % slurry in sterile H 2 O) 
to the washed beads ( see  Subheading  3.4 ,  step 5 ) and the input 
samples ( see  Subheading  3.3 ,  step 11 ), mix well by vortex, and 
boil the samples for 10 min, in order to reverse cross-link and 
to extract DNA.   

   2.    Cool samples to room temperature, add 2 μL of 10 mg/mL 
proteinase K, and incubate the samples at 55 °C for 30 min. 
Mix samples occasionally.   

   3.    Boil the samples for 10 min to inactivate proteinase K.   
   4.    Centrifuge the samples at the maximum speed in a microfuge 

at 4 °C for 1 min.   
   5.    Carefully transfer 80 μL of supernatant (extracted DNA) to a 

new microcentrifuge tube ( see   Note 11 ).   
   6.    Add 120 μL of ddH 2 O to the beads, mix by vortexing.   
   7.    Centrifuge the samples at maximum speed in a microfuge at 

4 °C for 1 min.   
   8.    Carefully transfer 120 μL of supernatant (extracted DNA) to 

the 80 μL previously collected (total 200 μL). Store the 
extracted DNA at −20 °C until needed for PCR ( see   Note 11 ).      

  DNA immunoprecipitated by this protocol can be amplifi ed and 
quantifi ed using various PCR-based quantifi cation methods. 
Below, we describe a simple quantifi cation using the SYBR green- 
based real-time PCR. In our assay, we use primers that are designed 
to amplify the MYC replication origin region. This method can be 
applied to other chromosomal loci, in order to measure the quan-
tity of DNA precipitated with antibodies. An example of this analy-
sis is shown in our previous studies [ 5 ].

    1.    Mix the following PCR reagents for each reaction ( see   Note 12 ):
    (a)    3 μL of template DNA (input control or ChIPed DNA).   
   (b)    5 μL of iQ SYBR Green Supermix.   
   (c)    0.3 μL of Forward Primer (10 μM).   
   (d)    0.3 μL of Reverse Primer (10 μM).   
   (e)    1.4 μL of H 2 O.    

      2.    Perform PCR using the following cycles ( see   Note 13 ):
    (a)     Denaturation of DNA and hot-start activation of iTaq 

DNA polymerase: 95 °C, 2 min.   
   (b)    Denaturation: 95 °C, 10 s.   
   (c)    Annealing: 55–60°, 30 s.   
   (d)    Extension: 72 °C, 30 s (perform SYBR Green detection here).   
   (e)    Go to (b)–(d), repeat for 39 additional cycles.   

3.5  DNA Extraction

3.6  PCR Using SYBR 
Green-Based Real-
Time PCR Analysis
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   (f)     To degrade the polymerase enzyme prior to melt curve 
analysis: 72°, 7 min.   

   (g)     (Optional) Melting curve: 55–95 °C, (SYBR Green signal 
detection ever 0.5 °C) ( see   Note 14 ).    

      3.    Obtain cycle threshold (Ct) values for each sample, IgG 
 control, and input ( see   Notes 15  and  16 ).   

   4.    After the Ct values have been ascertained, determine the rela-
tive enrichment of your protein of interest at a locus using the 
following equations:

    (a)    Protein occupancy = 2 2.2 % Input Ct − Timeless ChIP Ct .   
   (b)    Background correction = 2 2.2 % Input Ct – IgG ChIP Ct .      
   (c)     Background corrected occupancy = Protein occupancy – 

Background correction.   
   (d)     The input sample must be corrected for the lower volume 

compared to the sample, in this case 2.2 % (10 μL of 
input/450 μL for the IP). Thus, Final Occupancy = 
(Background Corrected Occupancy)/45.   

   (e)     To convert this number to the percentage of immunopre-
cipitated DNA from the total sample, multiple the Final 
Occupancy by 100 to obtain a percentage value.        

4       Notes 

     1.    For a fl oating rack, we use a thin Styrofoam plate cut into a 
circle to fi t into a beaker. One hole is cut into the middle of the 
rack to hold 1.5-mL microfuge tubes above the ice water.   

   2.    In this protocol, we use the anti-Timeless antibodies described 
in our previous studies [ 5 ,  8 ]. However, anti-Timeless anti-
bodies are readily available from commercial sources. Also, 
antibodies specifi c to proteins of interest can be used to moni-
tor their chromatin association.   

   3.    Primers should be designed to amplify chromosome regions of 
interest. For SYBR-green based real-time PCR, the ideal ampli-
con size is between 80 and 200 bp, and amplicons over 300 bp 
are not recommended. To amplify the  MYC  (c-Myc) origin 
region, we use MYC11-F (5′-TAT CTA CAC TAA CAT CCC 
ACG CTC TG-3′) and MYC11-R (5′-CAT CCT TGT CCT 
GTG AGT ATA AAT CAT CG-3′) primers as described [ 5 ,  9 ]. 
Other defi ned origins we have used include  HHB  (β-globin), 
 LB2  (lamin B2) and  MCM4  (Mcm4) loci [ 9 – 11 ]. As a non-
origin control, we use GACT-F (5′-GCT GTT CCA GGC 
TCT GTT CC-3′) and GACT-R (5′-ATG CTC ACA CGC 
CAC AAC ATG C-3′) primers to amplify the  ACTG1  (γ-actin) 
locus [ 11 ].   

Chromatin Immunoprecipitation of Replication Factors
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   4.    HeLa cells should be plated at approximately 25 % confl uency 
considering that cells will be incubated further. This prevents 
cells from becoming confl uent at the time of cell collection. 
Plating cell numbers need to be adjusted for each cell type.   

   5.    We often take time points at 0, 1, 2, 3, 6, and 9 h after the 
release.   

   6.    Use liquid nitrogen or dry ice–ethanol to snap-freeze cell 
pellets.   

   7.    Continuous sonication of the same sample causes sample heating. 
To prevent this problem, sonication is performed at intervals.   

   8.    This condition allows us to shear DNA into 500- to 700-bp 
fragments using our equipment. However, the sonication con-
ditions should be optimized in individual laboratories by 
extracting and monitoring cross-linked DNA after sonication.   

   9.    Prepare 20–30 % more pre-washed beads than needed.   
   10.    Use caution not to aspirate any beads, as these contain the 

immunoprecipitated DNA.   
   11.    At this point, a small volume of liquid will remain over the 

beads. This is normal, if Chelex 100 resin is transferred over to 
the new tube (for the fi nal DNA sample), it will interfere with 
downstream amplifi cation steps.   

   12.    For consistent results, generate a master mix of all components 
minus the template DNA. As described in  Note 3 , to amplify 
the  MYC  origin, use MYC11-F and MYC11-R primers. As a 
control, use GACT-F and GACT-R primers to amplify the 
γ-actin gene region. Prepare excess master mix to ensure equal 
volumes in all PCR reactions.   

   13.    Annealing temperature needs to be adjusted depending on the 
melting temperatures of the primers. For PCR conditions, see 
iQ SYBR Green Supermix supplier’s instructions.   

   14.    By running a melting curve analysis, one can determine the 
melting temperature of the PCR fragment generated during 
the PCR reaction. The melting temperature can be determined 
by the infl ection point of the melting curve. It is important that 
only one infl ection point is detected during melting curve anal-
ysis, indicating that only PCR product has been generated.   

   15.    The method depends upon the software used and user prefer-
ences. For an accurate measurement of DNA precipitated by 
antibodies, it is vital to use a consistent method for Ct deter-
mination between the sample, IgG control, and input.   

   16.    The effi ciency of the PCR primer set can be determined experi-
mentally using a standard curve. A variety of effi ciency calcula-
tors are freely available online to determine the effi ciency of 
the primer set. Using a value of 2 for the effi ciency assumes a 
primer amplifi cation effi ciency of 100 %.         

Adam R. Leman and Eishi Noguchi
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    Chapter 31   

 Live-Cell Fluorescence Imaging for Phenotypic 
Analysis of Mitosis 

           Sushama     Sivakumar    ,     John     R.     Daum    , and     Gary     J.     Gorbsky    

    Abstract 

   Live-cell fl uorescence microscopy is a powerful tool for characterizing aberrant mitotic phenotypes resulting 
from exposure to chemical inhibitors or after depletion of protein targets by RNA interference or other 
methods. Live imaging of cultured cells during mitotic progression presents challenges in maintaining 
 optimal health of cells while achieving the temporal and spatial resolution to accomplish the goals of the 
study. We describe herein strategies to monitor and analyze mammalian cell mitosis with standard, inverted, 
fl uorescence microscopy systems that are widely available.  

  Key words     Fluorescence microscopy  ,   Imaging  ,   Mitosis  ,   Cell division  ,   Fluorescent protein  , 
  Microscope  ,   RNAi  

1      Introduction 

  In the late 1800s Flemming, Van Beneden, and their contemporaries 
carried out the fi rst studies of chromosome behavior in dividing 
cells in both living and fi xed tissue using the available microscope 
methodology (reviewed in ref.  1 ). Since that time, tremendous 
advances in microscope technology and fl uorescence imaging have 
greatly enhanced our ability to visualize mitotic progression with 
high spatial and temporal resolution. Modern fl uorescence imag-
ing and molecular biology techniques allow tracking of subcellular 
structures such as chromosomes, kinetochores, centrosomes, or 
microtubules during cell division with great detail. Specifi c pro-
teins of interest may be fused with fl uorescent proteins to enable 
study of their intracellular dynamics and localization throughout 
the cell cycle. By creating fl uorescent fusion proteins varying in 
wavelength emission, one can further determine if proteins of 
interest co-localize or concentrate in specifi c subcellular compart-
ments during mitosis. For the purposes of the assay described 
herein a cell line was employed that expresses Histone H2B fused 
to green fl uorescent protein (GFP). Histone H2B is a component 
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of nucleosomes, a repeating multi-protein unit of eukaryotic 
 chromatin that localizes exclusively and stably to DNA. Thus, cells 
expressing Histone H2B-GFP permit observation of chromatin 
and condensed chromosomes throughout interphase and mitosis 
by fl uorescence microscopy [ 2 ]. 

 Mitosis in vertebrate cells proceeds through multiple stages, 
in which chromosomes exhibit differing physical states and 
undergo characteristic movements. In prophase, the fi rst stage of 
mitosis, the duplicated sister chromatids condense to form the 
mitotic chromosomes within the nucleus (Fig.  1 ). During this 
time the spindle poles, also termed centrosomes, separate and 
begin to form the mitotic spindle composed of microtubules and 
accessory proteins. The chromosomes are released into the cyto-
plasm by the dissolution of the nuclear envelope, an event that 
marks the beginning of prometaphase. In the cytoplasm, the chro-
mosomes interact with microtubules of the mitotic spindle 
through pairs of specialized multi-subunit substructures called the 
kinetochores, which power chromosome movements on the 
mitotic spindle. The sister kinetochores are arranged back to back 
on each chromosome and attach to spindle microtubules that 
emanate from opposite poles. The kinetochore interactions with 
the dynamic spindle microtubules move the chromosomes to the 
spindle equator. When all chromosomes have congressed to the 
spindle equator, the cell has reached metaphase. At the next stage, 
anaphase, the cohesions between sister chromatids are synchro-
nously dissolved, and the separated chromatids move in opposite 
directions toward the spindle poles. In most cells the spindle poles 
also move apart. In the last stage of mitosis, called telophase, the 
mitotic spindle disassembles, the sister chromatids decondense, 

Prophase Prometaphase Metaphase Anaphase Telophase

MidbodyMicrotubule Spindle Pole/CentrosomeKinetochore

Cell Cytoplasm and Membrane DNA (Chromatin and Condensed Chromatids)

  Fig. 1    Stages of mitosis are depicted by landmark events. In prophase the chromosomes condense within the 
nucleus. At prometaphase, the nuclear envelope breaks down and the kinetochores of the chromosomes 
interact with spindle microtubules. The chromosomes move to the spindle equator. At metaphase, the chromo-
somes are aligned at the spindle equator. At anaphase the sister chromatids separate and move to the spindle 
poles. The spindle poles also move apart. Cytokinesis is initiated. At telophase the mitotic spindle is disas-
sembled, the chromatids decondense and the nuclear envelope reforms. Cytokinesis cleaves the cytoplasm in 
two until the daughter cells are connected only by the midbody       
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and nuclear envelopes form around the spatially separated 
 chromatin masses. Cytokinesis, initiated at anaphase onset, cleaves 
the cytoplasm until only a small bridge termed the midbody 
remains between the two daughter cells. With time, the midbody 
thins and is severed in a process called abscission, resulting in 
complete separation of the two daughter cells.

      Maintaining cell health is critical in live-imaging experiments. 
Mammalian cells must be viable and healthy during the imaging 
process to ensure that they will progress normally through the cell 
cycle. Important parameters that must be maintained include tem-
perature, osmotic pressure and pH. Most human cells grow opti-
mally in medium at 37 °C with an osmotic pressure range between 
260 and 320 mOsm/kg and a pH range between 7.2 and 7.4. 
Temperature can be maintained by various strategies including 
objective heaters, stage heaters, and thermoregulated forced air. 
Evaporation must be avoided lest the medium become hypertonic. 
Typical bicarbonate-balanced media require proper control of CO 2  
in the environment to maintain pH. Deviations from these opti-
mum parameters may compromise cell viability and lead to arrest 
of cell cycle progression and cell division. 

 Use of one or a combination of methods is necessary to con-
trol these parameters. To control the incubation environment, the 
microscope or the microscope stage may be enclosed in commer-
cially available or laboratory-constructed environmental chambers. 
This method is advantageous because the temperature, humidity, 
and CO 2  levels can be maintained using a single system. However, 
this strategy limits ready access to the cells. In addition, enclosures 
often expose microscope components to elevated humidity and 
temperature, which may be detrimental to the equipment. 
Alternatively, individual methods for the maintenance of tempera-
ture, pH, and osmotic pressure may be used. An objective heater 
(necessary for oil immersion objectives), a stage heater, or a system 
that maintains temperature by moving heated air across the culture 
vessel can be employed singly or in combination to maintain appro-
priate culture temperature. In order to maintain stable pH com-
monly used DMEM-based or other medium requiring 5 % CO 2  
levels may be replaced with Leibovitz’s L15-based media. 
Leibovitz’s L15 is buffered by phosphates and free base amino 
acids instead of sodium bicarbonate and is suitable for culture of 
many cell lines. It is designed to maintain pH and support cell 
growth in environments without CO 2  equilibration. Both DMEM- 
and L15-based media provide an appropriate osmotic pressure 
near 290 mOsm/kg. To inhibit media evaporation and ensuing 
changes in osmotic pressure, sealed imaging chambers can be used. 
Alternatively, the culture media in imaging chambers can be over-
laid with mineral oil.  

1.2  Live-Cell 
Imaging 
Considerations

1.2.1  Environment
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  Mammalian cells expressing fl uorescent proteins are extremely 
 sensitive to photo-damage from high intensity fl uorescence light 
sources; minimization of illumination light helps maintain favor-
able growth and reduce fl uorophore photobleaching. Settings for 
illumination intensity, duration, and intervals between image cap-
ture to achieve optimal results will vary with the light effi ciency of 
the microscope system, fl uorescent protein type and abundance, 
cell line, and the length of the experiment. It is necessary to carry 
out empirical trials to determine optimal settings for each param-
eter. If imaging parameters result in arrest or delay at any stage of 
the cell cycle, it is a strong indication that cell health has been 
compromised. Phenol red, a pH indicator that absorbs light and 
adds background fl uorescence upon illumination, is commonly 
used in tissue culture medium, but it also interferes with the obser-
vation of certain fl uorophores. Using medium lacking phenol red 
is recommended during fl uorescence imaging to permit a reduc-
tion in the amount of illumination required to visualize the fl uores-
cent protein of interest. One approach to minimize photo-damage 
and unnecessary photobleaching of target fl uorophores is, wher-
ever possible, to use transmitted light for focusing on cells and 
setting up experiments. Transmitted light can be used to identify 
cell or culture regions for image acquisition and for automated 
focusing protocols, thus reducing a cell culture’s exposure to high 
intensity fl uorescence illumination. In addition, it is often informa-
tive to monitor cytokinesis and other morphological changes by 
transmitted light as they may not be revealed by fl uorescent 
Histone H2B-GFP or other fl uorescent fusion proteins as cells 
progress through mitosis. Common bright-fi eld methods include 
phase contrast and Nomarski  D ifferential  I nterference  C ontrast 
(DIC). Although less phototoxic than fl uorescence illumination, 
exposure to light commonly used for transmitted illumination 
should also be minimized to maintain cell health. 

 The constitutive expression and incorporation of H2B-GFP 
into the DNA of HeLa cells permits visualization of chromatin and 
condensed chromosomes for long periods without perturbing the 
cell cycle when environmental culture conditions are maintained 
and minimization of damaging light exposure is achieved. HeLa 
cells, commonly used in scientifi c research, are an immortal human 
cell line derived from cervical cancer cells. Histone H2B-GFP 
allows for effective monitoring of the various stages of mitosis by 
providing a clear indication of chromosome location, movements, 
and condensation state. Kinetochore proteins, tubulin subunits of 
microtubules, and other subcellular structures have also been 
expressed as fl uorescent protein fusions and can be useful in study-
ing mitotic progression. Although GFP remains one of the most 
commonly utilized fl uorescent proteins, many other fl uorescent 
proteins are available including photo-activatable and photo- 
convertible varieties. Co-expression of two or more proteins, each 

1.2.2  Illumination 
and Fluorophores
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tagged with fl uorescent proteins of differing emission wavelengths, 
allows simultaneous tracking of multiple structures (e.g., chromo-
somes and microtubules) within the same cell. For simplicity in this 
example method, we examine mitotic progression by monitoring 
the status of a single fl uorescent protein, Histone H2B-GFP, in 
HeLa cells. 

 In this section we describe a live-cell imaging approach to 
examine vertebrate mitosis using an automated, inverted fl uores-
cence microscope. This method is particularly useful for identifi ca-
tion and characterization of aberrant mitotic phenotypes. Under 
experimental conditions, these errors may be induced by exposure 
to chemical inhibitors or from protein depletion using RNAi or 
other methods to target suspected mitotic regulators.    

2    Materials 

 The following materials are used to monitor mitotic progression 
using HeLa cells expressing Histone H2B-GFP fusion proteins. 
This cell line has been described in a previous study [ 2 ].

    1.    Automated inverted fl uorescence microscope system ( see   Note 1 ).   
   2.    Air Stream Stage Incubator (Model ASI400, NEVTEK) 

( see   Note 2 ).   
   3.    HeLa cell line expressing Histone H2B-GFP fl uorescent pro-

tein fusion.   
   4.    Leibovitz’s L15 phenol red-free media supplemented with 

10 % fetal bovine serum and antibiotics (penicillin and strepto-
mycin solution).   

   5.    Mineral Oil.   
   6.    Culture chambers suitable for fl uorescence imaging ( see   Note 3 ).   
   7.    Taxol/paclitaxel ( see   Note 4 ).    

3      Methods 

 The following procedure describes techniques to monitor chromo-
some location and analyze mitotic progression in HeLa H2B-GFP 
cells by live imaging using an inverted fl uorescence microscope. In 
the examples we review, HeLa H2B-GFP cells were exposed to 
varying concentrations of Taxol, or depleted of either SKA3 ( S pindle 
and  K inetochore  A ssociated  3 ) [ 3 ] or MAD2 ( M itotic  A rrest 
 D efi cient  2 ) [ 4 ] protein by RNAi ( see   Note 5 ). SKA3 and MAD2 
are proteins that regulate proper mitotic progression, and depletion 
of these proteins emphasizes the detection and characterization of 
mitotic aberrations distinct from those induced by Taxol. 
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      1.    If RNAi experiments are to be done, transfect Hela H2B-GFP 
cells with the appropriate siRNA one or more days before the 
planned experiment ( see   Note 6 ).   

   2.    The day before the planned experiment, transfer the cells into 
the cover-glass chambers. The cells should cover approximately 
40 % of the available surface prior to initiating image acquisi-
tion ( see   Note 7 ).      

      1.    Turn on the computer, microscope, and accessory devices. 
Accessory devices may include fl uorescence illumination 
sources, shutters, fi lter wheels, and stage controllers.   

   2.    Turn on the Air Stream Incubator and monitor temperature 
above the objective until a constant temperature of 37 °C is 
achieved ( see   Note 8 ).   

   3.    Launch the software responsible for controlling the micro-
scope system and defi ne known parameters such as illumina-
tion wavelengths, time-lapse imaging frequency and duration, 
and the location for storage of the image acquisition fi les 
( see   Notes 9  and  10 ).   

   4.    Exchange the growth medium in the chambered cover glass 
using 37 °C Leibovitz’s L15 phenol red-free supplemented 
media ( see   Note 11 ).   

   5.    If chemical inhibitors are to be used, add to chambers immedi-
ately prior to imaging.   

   6.    Overlay the L15 media with 37 °C mineral oil ( see   Note 12 ).   
   7.    Mount the cover-glass chamber on the stage and ensure that it 

is fi rmly secured such that it does not shift with respect to the 
stage during movement of the stage.   

   8.    Using transmitted light, select regions (imaging fi elds) with 
appropriate cell densities within cover-glass chambers. Instruct 
the microscope system’s software to retain the selected fi eld 
coordinates and to monitor correct focus at each position 
( see   Note 13 ).   

   9.    Defi ne parameters for both transmitted light and GFP fl uores-
cence imaging by experimenting with exposure times and light 
intensities at a few locations that will not be recorded during 
the experiment ( see   Note 14 ).   

   10.    Once proper imaging and environmental parameters for the 
assay have been defi ned or achieved, initiate image acquisition.   

   11.    At the end of the total imaging period, shut down the system 
and turn off all accessories.      

  Captured images are examined to determine if perturbations in 
mitotic progression have occurred under experimental conditions 
and that control cells have progressed through mitosis normally. 

3.1  Cell Culture 
in Chambered Cover 
glasses

3.2  Time-lapse 
Microscopy

3.3  Analysis
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Images can be assembled for analysis in convenient sequential 
series or time-lapse video records that display chronological 
events within single or multiple image fi elds. Several automated 
approaches have been described and applied to analyze fl uores-
cence time lapse images of cells proceeding through mitosis that 
rely upon detection of various fl uorescent fusion proteins. Many 
tools devoted to these goals are included in commercial micros-
copy software. However, it is important to analyze some of the 
results of this type of assay manually to ensure that criteria 
employed in automated analyses yield accurate results. Since 
automated systems and parameters vary widely and are specifi c to 
individual products, we describe a process for manual analysis 
that characterizes some general features of mitotic progression. 
We recommend this procedure be applied and results compared 
to those derived from automated data processing prior to relying 
upon the output from automated analyses. 

 Using the images acquired from this example assay, we mea-
sure multiple aspects of normal and perturbed mitotic progression. 
Failure to enter mitosis or aberrations that cause catastrophic errors 
in mitotic progression will be readily apparent and can be described 
accordingly. Phenotypic aberrations that are not as prevalent or 
penetrant can be revealed by careful examination of chromosome 
location and movements over time. For example, mitotic stressors 
can cause a normally bipolar spindle to become irregular or multi-
polar; these spindle alterations can often be inferred by chromo-
some movements and positioning during prometaphase 
congression. Less obvious but still measurable are perturbations 
that minimally alter the progression rate through mitotic stages. 
Convenient temporal landmarks include the release of condensed 
chromosomes into the cytoplasm at prometaphase, successful 
alignment of chromosomes at the spindle equator at metaphase, 
and the separation of sister chromatids as anaphase commences. 
Variances in the duration between periods marked by these land-
marks can be compared to determine if experimental conditions 
have perturbed mitotic progression. Results are based upon exami-
nation of both phase contrast and fl uorescence images, but the 
analysis described below emphasizes data obtained from Histone 
H2B-GFP fl uorescence.

    1.    Prepare sets of individual image fi elds in sequential order so 
that cellular Histone H2B-GFP fl uorescence can be examined 
as cells progress into and through mitosis.   

   2.    Adjust the contrast and brightness, sometimes referred to as 
“scale” or “scaling,” within the microscopy software so that 
captured fl uorescence signals are displayed in a manner that 
applies the gray levels within the images (0–4,095 for 12 bit 
images) properly to the computer monitor. Details within 
nuclei and mitotic chromosome characteristics should be dis-
cernible (Fig.  2 ).
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       3.    Beginning with a control sample, proceed sequentially through 
the images and record when individual cells enter prometa-
phase, reach metaphase, and initiate anaphase ( see   Note 15 ).   

   4.    Make notations if abnormalities are observed, such as a failure 
of a subset of chromosomes to congress to the metaphase 
plate, an inferred multipolar spindle, or a failure of chromo-
somes to properly segregate during anaphase.   

   5.    Process data from the various stage locations and experimental 
conditions. Image panels revealing examples of normal mitotic 
progression are shown in Fig.  2  ( see   Note 16 ).   

   6.    Prepare graphical representations of the data to assess variances 
in mitotic progression under control conditions.   

   7.    To determine if the culture conditions and imaging process 
negatively affect culture health and mitotic progression, create 
a plot that indicates the frequency of mitotic errors and vari-
ances in the time taken from prometaphase onset to the initia-
tion of anaphase throughout the experimental period (Fig.  3 ) 
( see   Note 17 ).

a b c

d

  Fig. 2    Image display parameters and representative images from HeLa Histone H2B-GFP cell mitotic progres-
sion. ( a ) HeLa Histone H2B-GFP fl uorescence images are presented with varying display characteristics dem-
onstrating proper and improper scaling parameters. An entire image fi eld acquired using a 20× objective is 
shown; proper scaling parameters reveal fl uorescence signals within the DNA of all interphase and mitotic 
cells. ( b ) Properly displayed Histone H2B-GFP fl uorescence reveals that the cell at the center of the image has 
not achieved complete metaphase; the  arrow  indicates the position of a chromosome that is not aligned with 
the majority of the chromosomes at the metaphase plate. ( c ) Proper display of the fl uorescence signal from the 
mitotic cell reveals that it has entered anaphase ( arrow  ); improper scaling limits the ability to resolve the two 
separating masses of chromatids. ( d ) Image panels showing phase contrast and GFP-fl uorescence images of 
a HeLa-H2B GFP cell progressing through mitosis. Phase contrast and GFP-fl uorescence images were acquired 
at 5-min intervals. Images representative of mitotic stages are shown. Scale bars = 10 μm       
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       8.    Prepare graphs using data from control and experimental con-
ditions illustrating the type and frequency of mitotic errors. 
Since it is unlikely that the numbers of cells examined under 
each condition are equal, it is useful to display the frequency of 
mitotic errors as a percentage (Figs.  4a  and  5a ).

  Fig. 3    Mitotic duration during the live-cell imaging process remains constant. HeLa H2B-GFP cells were 
imaged using an inverted fl uorescence microscope system for 16 h. After image acquisition, the images 
were analyzed; onset of prometaphase and anaphase for every cell was established and mitotic duration was 
calculated by determining the difference between these two values. These durations were plotted against the 
time elapsed post initiation of the live-cell imaging process. Mitotic durations for the period of the assay 
were found to be consistent, indicating that the culture was healthy throughout the experiment       

a

b

  Fig. 4    Analysis of mitotic phenotypes upon Taxol treatment. HeLa Histone H2B-GFP cells were exposed to 0, 0.5, 
1.0, or 2.0 nM Taxol and imaged with an inverted fl uorescence microscope for 18 h. After image acquisition, the 
images were examined; mitotic defects and variances in mitotic duration were determined. ( a ) The percentage of 
cells exhibiting normal mitotic progression or mitotic defects is depicted in a column graph. Example images of 
defects are shown. With increasing concentrations of Taxol, the percentage of cells progressing normally through 
mitosis decreased, and the percentage of mitotic defects increased. Scale bars = 10 μm. ( b ) The elapsed time 
from prometaphase to anaphase onset, prometaphase to metaphase, and metaphase to anaphase onset was 
computed for cells progressing through mitosis in varying concentrations of Taxol. Results are plotted in a cate-
gory scatter plot where data from each cell is depicted as a red circle. For each category the mean is labeled and 
the standard deviation is depicted by error bars. Statistical signifi cance was calculated by performing an unpaired 
Student’s  t -test using data from control and experimental conditions;  p  values are indicated. With increasing 
concentrations of Taxol, the average time required to progress from prometaphase to anaphase increased. 
However, this increase was largely due to the increased duration taken from prometaphase to metaphase, as 
transition periods between metaphase and anaphase onset were largely unaffected       
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        9.    Prepare graphical representations of the data to assess and 
describe variances in mitotic progression between control and 
experimental conditions. Prepare scatter plots illustrating the 
time taken for cells to progress from prometaphase to ana-
phase, prometaphase to metaphase, and metaphase to anaphase 
(Figs.  4b  and  5b ) ( see   Note 18 ).       

a

b

  Fig. 5    Analysis of mitotic aberrations caused by MAD2 or SKA3 depletion by RNAi. HeLa H2B-GFP cells were 
transfected with control (non-targeting), MAD2 or SKA3 siRNA duplexes at 25 nM. Cells depleted of these 
proteins were imaged for 15 h. After image acquisition, the images were examined; mitotic defects and vari-
ances in mitotic duration were recorded. ( a ) Mitotic defects induced by different protein depletions were 
grouped into categories and are depicted in the column graph. Examples of observed defects are shown. The 
majority of control cells progressed normally through mitosis, but a large proportion of MAD2-depleted cells 
initiated anaphase with unaligned chromosomes. In contrast a majority of SKA3-depleted cells delayed at 
metaphase or underwent cohesion fatigue, a phenomenon whereby extended metaphase arrest causes asyn-
chronous separation of sister chromatids without normal anaphase onset or mitotic exit cells due to persistent 
microtubule pulling forces [ 5 ]. Scale bars = 10 μm. ( b ) Mitotic duration from prometaphase to anaphase onset, 
prometaphase to metaphase, and metaphase to anaphase onset was determined for every observed cell in the 
different protein depletions. Results were plotted in a category scatter plot where cells are depicted as red 
circles. For each category the mean is labeled, and the error bars represent standard deviation. Statistical 
signifi cance was calculated by performing an unpaired Student’s  t -test using data from control and experi-
mental conditions;  p  values are indicated. The analysis indicates that MAD2-depletion decreases mitotic dura-
tion while SKA3-depletion increases mitotic duration. Time spent at metaphase decreases in MAD2-depleted 
cells as compared to control cells. The time taken to align chromosomes at the spindle equator and the meta-
phase duration increased in SKA3-depleted cells as compared to control cells       
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4    Notes 

     1.    The system should include software that coordinates move-
ments to and from assigned stage positions, that maintains focus, 
that regulates parameters of transmitted light and fl uorescence 
illumination light exposures, and that controls digital image 
acquisition. The microscope should be designed for fl uores-
cence microcopy with few optical elements in the light path in 
order to maximize the use of light; similarly, objectives should 
have a high numerical aperture (NA). In addition, the camera 
must be suitable for fl uorescence microscopy. The more sensi-
tive the detector of the camera, the lower the intensity of 
required illumination light. We use a Zeiss Axiovert 200 M 
microscope equipped with a Zeiss 20× Plan-NEOFLUAR infi n-
ity-corrected 0.50 NA objective, an appropriate excitation/
dichroic/emission fi lter set for GFP fl uorescence, and a Zeiss 
MCU28 motorized stage controller. The fi lter set is a BrightLine 
Basic™ single-band fi lter set, optimized for Green Fluorescent 
Protein and other like fl uorophores (GFP-A- Basic-ZHE, 
Semrock). The camera is a Hamamatsu Orca ER. Illumination 
light is provided by a wide-fi eld fl uorescence microscope excita-
tion light source (X-Cite 120Q, Lumen Dynamics). Microscope 
system components and digital image acquisition are managed 
by Metamorph software (Molecular Devices).   

   2.    The Air Stream Stage Incubator has a regulated heating sys-
tem that moves a curtain of thermoregulated air across the 
stage and culture. To ensure appropriate temperature regula-
tion, a temperature probe is positioned adjacent to the culture 
chamber (digital thermometer model HH11, Omega).   

   3.    We use Nunc Lab-Tek Chambered Cover glasses. These are 
polystyrene media chambers secured to a 1.0 Borosilicate 
chambered cover glass. One, 2, 4, or 8-well chambered cover 
glasses are available which permit up to 8 assay conditions per 
experiment.   

   4.    Taxol/paclitaxel is a chemotherapeutic agent that inhibits 
normal microtubule dynamics by hyperstabilizing microtu-
bules. Various other small molecular inhibitors that perturb 
mitotic progression are readily available. Inhibitors may inter-
fere with microtubule dynamics, thus affecting the mitotic 
spindle, or inhibit kinases, phosphatases, and other proteins 
integral to mitotic progression.   

   5.    RNA interference (RNAi) methods can be used to target mes-
sage and prevent translation of known or proposed mitotic 
regulators. Mitotic proteins SKA3 and MAD2 were depleted 
by RNAi and effects on mitotic progression were determined.   
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   6.    The parameters for RNAi treatment will vary with the 
 characteristics of the target protein. For instance, siRNA treat-
ments for stable proteins may require 2–3 days for adequate 
depletion while other proteins that turnover rapidly or that 
reveal phenotypes when partially depleted may require 
that RNAi be carried out the day before imaging. Depletions 
that  compromise mitosis often result in cell death, and there-
fore, parameters for RNAi-mediated depletion must be accu-
rately established in preliminary experiments.   

   7.    Ideally the cell culture will be at a density that accommodates 
the projected growth that will occur during image acquisition. 
Beginning an experiment at an appropriate cell density will 
help ensure the collection of interpretable images and provide 
suffi cient space and nutrients for optimal cell proliferation.   

   8.    Maintain this temperature for at least 30 min before imaging is 
initiated to ensure that the microscope stage and surrounding 
area has reached a temperature equilibrium that will be sus-
tained by the Air Stream Incubator.   

   9.    Usually we collect phase contrast and single plane GFP- 
fl uorescence images at each stage location. For the 20× objec-
tive used in the above examples, a single image plane often 
provides suffi cient depth for analysis. With the 20× objective 
each image fi led contains many cells that can be analyzed as 
they enter and progress through mitosis. Acquisition of mul-
tiple focal planes at each location can be implemented to obtain 
additional information but this approach must be balanced 
with the necessity to avoid the phototoxic effects of fl uores-
cence illumination.   

   10.    The interval between image capture will determine the tempo-
ral resolution of the assay; the shorter the interval the greater 
the resolution. However, increase in the frequency of image 
capture, and therefore, exposure to fl uorescence illumination 
will increase the chance for phototoxic effects. For most pur-
poses, images of the HeLa H2B-GFP cells are collected at 
5-min intervals. We fi nd that acquisition frequencies near 
5-min intervals are suffi cient to detect most errors that may 
occur during mitotic progression without compromising the 
health of cells through phototoxicity.   

   11.    Medium exchange can be achieved by aspiration of the existing 
medium and replacement with previously prepared and 
warmed replacement medium. To analyze effects of Taxol on 
HeLa cells, the Leibovitz’s L15 medium was supplemented 
with Taxol ranging in concentrations between 0 and 2 nM 
during the imaging assay.   

   12.    The L15 replacement medium volume and the mineral oil vol-
ume should be approximately 50 and 40 %, respectively of the 
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maximum volume recommended per chamber. The culture 
chamber’s plastic cover may be absent during imaging; remov-
ing the cover often improves phase contrast or DIC images.   

   13.    If the system relies upon the camera to set and test focus, it is 
preferable to use transmitted light rather than the fl uorescence 
illumination.   

   14.    The exposure times should be as short as is practical to pro-
duce an image with a reasonable signal to noise ratio and yet 
prevent photo-damage to the cell culture. These settings must 
be empirically determined based upon factors such as the effi -
ciency of the microscope system and the fl uorescent protein in 
use. In our system the camera contains a 12-bit digitizer that 
provides 4,096 gray levels. For phase contrast images we typi-
cally expose the cells for 150 ms to an intensity of transmitted 
light that results in an average intensity peak between 800 and 
1,200; this is suffi cient to visualize the location and shape of 
cells within the selected fi eld. For Histone H2B-GFP fl uores-
cence acquisition, we minimize illumination intensity and 
exposure duration to obtain images that enable both detection 
and characterization of interphase nuclei. Histone H2B-GFP 
fl uorescence emission in condensed mitotic chromosomes is 
far greater per unit area than the intensities obtained from the 
chromatin present in interphase nuclei, so we set our parame-
ters to suitably visualize these dimmer objects that are required 
for analysis within the experiment. In our system, the fl uores-
cence illumination light source is limited to 12.5 % of maxi-
mum output and the exposure time is typically 40 ms. We aim 
to achieve average gray levels for interphase nuclei to be 
approximately twice that of the average background values, 
those areas lacking GFP fl uorescence. This representative set-
ting results in average Histone H2B-GFP nuclear fl uorescence 
grayscale values between 300 and 400 with average back-
ground intensities near 200. With the same parameters, 
Histone H2B-GFP fl uorescence from condensed mitotic chro-
mosomes ranges between 800 and 2,000 gray levels. These 
intensities provide signal to noise capabilities suffi cient for 
detecting single chromosomes within mitotic cells and observ-
ing cells for the duration of the experiment without causing 
phototoxicity.   

   15.    The imaging software will have the capability to display the 
time at which images were acquired and/or display the elapsed 
time between images. The software may include functions to 
easily record these data points or the data may be entered man-
ually into a separate spreadsheet application.   

   16.    It is often advantageous to initially scan both control and exper-
imental conditions to develop a catalog of frequent aberrations 
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(e.g., tripolar spindles, lagging chromosomes in anaphase) prior 
to analyzing the control and experimental samples in full.   

   17.    Mitosis in HeLa cells is fallible, so one should expect a certain 
frequency of mitotic errors and variability in the duration of 
mitosis. However, these should not signifi cantly increase with 
time on the microscope under control conditions. If  signifi cant 
increases in these categories occur as time progresses through 
the image acquisition period, then the overall health of the 
culture was likely challenged, and therefore, conclusions attrib-
uted to experimental conditions may be erroneous.   

   18.    Numerical analyses can be applied to the data to determine if 
differences are statistically signifi cant. Herein, a commonly 
applied statistical hypothesis test, the unpaired  t -test, is applied 
to establish statistically relevant differences between experi-
mental conditions. A  p  value of less than 0.05 returned by the 
test indicates a likely statistically signifi cant variation. It indi-
cates that there is a 95 % probability that control and experi-
mental differences did not occur by chance.         
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    Chapter 32   

 Analyzing Sister Chromatid Cohesion in Mammalian Cells 

           Katherine     M.     Feeney    ,     Laura     McFarlane-Majeed    , and     Joanna     L.     Parish    

    Abstract 

   The metaphase chromosome spread technique and subsequent analysis of sister chromatid cohesion is used 
for (clinical) diagnosis of genetic abnormalities that can cause aberrant sister chromatid cohesion. In addi-
tion, the technique can be used to assess the contribution of novel genes to the cohesion establishment and 
maintenance pathways. Cells are swelled in a hypotonic solution and fi xed in Carnoy’s solution. Samples 
are then dropped onto glass slides, and the spread chromosomes are stained and visualized by microscopy. 
Defects in sister chromatid cohesion can be easily assessed using this method, examples of which are given.  

  Key words     Cohesion  ,   Metaphase  ,   Sister chromatids  ,   Chromosomes  ,   Cohesin  

1      Introduction 

 In order for normal cellular functions to be successfully carried out 
and for cells to survive and proliferate, it is essential that the integrity 
of the genome is maintained. Cells must succeed in passing on an 
accurate copy of their genetic material to each daughter cell during 
mitosis. Loss of genomic integrity in a cell can result in severely 
abnormal phenotypes and is associated with various human genetic 
disorders, including cancer [ 1 ,  2 ]. Consequently cells have evolved 
tightly regulated mechanisms to preserve genetic stability and to 
enable the consistently accurate transmission of genetic informa-
tion to subsequent generations. 

 For cells to successfully undergo mitosis and produce two 
genetically identical daughter cells, there are several key processes 
that must fi rst be carried out effectively and accurately. The fi rst 
fundamental requirement of the cell cycle is that the cell must 
accurately synthesize exact copies of the DNA in each of its chro-
mosomes to be passed on to its progeny during cell division. 
Subsequently, each of these replicated chromosomes, now termed 
sister chromatids, must be precisely segregated so that each daughter 
cell has the correct chromosomal complement following cytokinesis. 
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These two processes are intimately linked and tightly controlled by 
many cellular proteins ranging from those involved in the control 
of vital cellular checkpoints to the structural proteins responsible 
for holding sister chromatids together and subsequently allowing 
their separation. Establishment and termination of sister chromatid 
cohesion is a complex and highly ordered process that is vital for 
the maintenance of genome integrity [ 3 ]. 

 During DNA replication, each newly replicated sister chroma-
tid pair must be physically associated with each other until their 
separation at mitosis. Work carried out in yeast identifi ed four 
genes which, when mutated, resulted in high-frequency chromo-
some loss. These included two  SMC  (Structural Maintenance of 
Chromosomes) family members as well as two uncharacterized 
genes which were named  SCC1  and  SCC3  (Sister Chromatid 
Cohesion) [ 4 ]. It was shown in later work that these four proteins 
are assembled as a large ring-like protein complex in cells, termed 
the cohesin complex, and that they facilitate the cohesion between 
newly synthesized sister chromatids by physically linking them 
together [ 5 ]. 

 Although sister chromatid cohesion is established during DNA 
replication, studies have shown that cohesin actually becomes 
associated with DNA in G1 phase in the case of lower eukaryotes 
while in mammalian cells it has been observed that cohesin relocalizes 
to DNA towards the end of telophase [ 4 ,  6 ,  7 ]. Loading of cohesin 
onto DNA molecules is brought about by its interaction with 
another protein complex called the Scc2(NipBL)-Scc4 complex 
with the energy driving this process being generated by the ATPase 
activity of the SMC cohesin subunits, although the actual mecha-
nism of cohesin loading is still unclear [ 8 ]. 

 During replication, acetylation of SMC3 by Esco1/2 induces 
a conformational change in the cohesin ring which may permit 
 passage of the replication fork and facilitate entrapment of both 
daughter DNA molecules [ 9 – 11 ]. The subsequent binding of Pds5 
and sororin to cohesin ensure that the complex maintains a cohesive 
state [ 12 ]. Cohesion is maintained until prophase when chromo-
some arm cohesion is removed [ 13 ]. Prophase release is dependent 
on multiple mitotic kinases. Aurora B and Cdk1 phosphorylate 
sororin while Plk1 phosphorylates SA1/2, the human homologues 
of Scc3 [ 14 ,  15 ]. At the end of metaphase, dissolution of centro-
meric cohesion is triggered by separase-mediated cleavage of the 
Scc1 subunit [ 16 ]. Centromeric cohesion is protected by the com-
bined action of Sgo1 and PP2a, which prevent phosphorylation of 
sororin, a process which is still poorly understood [ 17 ,  18 ]. 

 Mutations in subunits of the cohesin complex or in cohesion- 
associated proteins can result in a variety of rare human diseases, 
known as cohesinopathies. Two of the best-characterized 
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 cohesinopathies are Roberts syndrome (RBS) and Cornelia de 
Lange syndrome (CdLS), both of which present as multisystem 
developmental disorders. The mitotic chromosomes of patients with 
these disorders show defects in sister chromatid cohesion with phe-
notypes including premature sister chromatid separation (PCS) 
and “railroad” chromosomes frequently observed (Fig.  1 ).

   A new cohesinopathy called Warsaw breakage syndrome (WBS) 
has also been described which, like RBS and CdLS, is characterized 
by cohesion defects. However, cells from patients with WBS also 
show sensitivity to chemicals that induce replication stress, similar 
to those from patients with Fanconi anemia [ 19 ]. WBS is a recessive 
disorder caused by mutations in the  DDX11  gene that encodes the 
DNA helicase ChlR1. Chromosomes from these patients frequently 
have a railroad appearance, indicative of cohesion abnormalities. 
Indeed, experiments in mice and human cells have shown that loss 
of ChlR1 results in defects in sister chromatid cohesion [ 20 ,  21 ]. 

 Abnormalities in sister chromatid cohesion are frequent in 
RBS, CdLS, and WBS, and assessment of chromatid cohesion in 
metaphase spreads is used as a diagnostic tool. In addition, deter-
mining whether novel genes are important in the establishment or 
maintenance of cohesion can be achieved by the examination of 
metaphase chromosomes. The preparation of metaphase spreads 
and analysis of sister chromatid cohesion is described below.  

2    Materials 

     1.    Colcemid solution: Gibco ®  KaryoMAX ®  Colcemid™ Solution 
in PBS (10 μg/mL).   

   2.    Phosphate buffered saline (PBS): 1.06 mM KH 2 PO 4 , 2.97 mM 
Na 2 HPO 4 , 155 mM NaCl, pH 7.4.   

  Fig. 1       Examples of metaphase spreads from cells with ( a ) normal sister chromatid cohesion; chromosomes 
are “X-shaped” with tight centromeric cohesion between all chromatid pairs. ( b ) Mild cohesion defects; some 
or all of the chromatid pairs have a “railroad” appearance with loss of centromeric cohesion, but chromosomes 
are loosely paired. ( c ) Severe cohesion defects; all chromosome pairs have lost centromeric cohesion and 
some chromosome pairs are no longer associated. ( d ) Premature chromatid separation (PCS); pairing of sister 
chromatids is completely absent       

 

Cohesion Analysis
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   3.    0.5 % Trypsin (if using adherent cells).   
   4.    Hypotonic solution: 0.8 % w/v sodium citrate ( see   Note 1 ).   
   5.    Carnoy’s fi xative: Mix three parts methanol with one part ace-

tic acid, freshly prepared. Chill on ice before use.   
   6.    Water bath, set at 37 °C.   
   7.    Glass slides.   
   8.    Giemsa solution: 1/20 dilution of Giemsa (Sigma) diluted in 

H 2 O.   
   9.    DPX mountant (Sigma).   
   10.    Glass coverslips (40 × 22 mm).   
   11.    Microscope fi tted with a 63× or 100× objective.   
   12.    Imaging software (e.g., Image J).      

3    Methods 

      1.    Cells should be approximately 70 % confl uent and growing in 
log phase. Contact inhibition of cells will dramatically reduce 
the number of metaphases obtained.   

   2.    To each dish add 1/100 volume of colcemid solution (fi nal 
concentration: 100 ng/mL) and return to incubator for 2–4 h 
( see   Note 2 ). The volumes stated below are for a 10-cm tissue 
culture dish or a 25-cm 2  fl ask of suspension cells.   

   3.    Harvest the cells.
   (a)     Adherent cells.  Wash the cells twice with 5 mL of PBS, add 

1 mL 0.5 % trypsin and cover the cells by gentle rocking. 
Return the dish to 37 °C, and when the cells have detached 
(2–5 min, depending on cell type), suspend the cells in 
10 mL of growth medium. When adherent cells are in 
mitosis they round up and detach from the culture plate. 
To minimize loss of detached cells, collect culture medium, 
PBS washes, and trypsinized cells into one sample tube. 
Pellet the cells by centrifugation for 5 min at 300 ×  g .   

  (b)     Suspension cells . Remove the cells from the culture fl ask 
and harvest by centrifugation for 5 min at 300 ×  g .       

   4.    Remove the supernatant by pouring and gently wash the cells 
in 5 mL of ice cold PBS.   

   5.    Centrifuge for 5 min at 300 ×  g . Pour off the supernatant and 
gently vortex to resuspend the pellet in the remaining solution 
(approximately 200 μL).   

   6.    Slowly add 10 mL of hypotonic solution while gently 
vortexing.   

   7.    Incubate at room temperature for 10 min ( see   Note 3 ).   

3.1  Metaphase 
Chromosome 
Preparation
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   8.    Centrifuge for 5 min at 300 ×  g . Pour off the supernatant and 
gently vortex to resuspend the pellet in the remaining solution 
(approximately 200 μL).   

   9.    Slowly add 7 mL of ice-cold Carnoy’s fi xative while gently 
vortexing.   

   10.    Incubate at room temperature for 10 min.   
   11.    Repeat  steps 8 – 10  two more times.   
   12.    Centrifuge for 5 min at 300 ×  g . Pour off the supernatant and 

resuspend cells in 300 μL of Carnoy’s fi xative ( see   Note 4 ).      

      1.    Thoroughly clean microscope slides with 100 % ethanol and 
lint free tissue.   

   2.    Position the slides at ~45° angle in a warm humidifi ed environ-
ment. For example, the slides can be placed on a tray lined with 
moist tissue with one end of the slide resting on the lip of the 
tray in a 37 °C water bath.   

   3.    Pipette 2–3 drops of cell suspension onto microscope slide 
from a height of approximately 15 cm and leave to drain down 
the length of the slide. The fi xative will evaporate as the drop 
travels down the slide.   

   4.    Allow samples to air-dry.   
   5.    Check density and quality of spreading by light microscopy 

(10× objective) before proceeding to slide staining ( see   Note 5 ).      

      1.    Stain the slides with diluted Giemsa solution for 15 min 
( see   Note 6 ).   

   2.    Wash the slides in H 2 O for 3 min.   
   3.    Allow the slides to air-dry.   
   4.    Apply several drops of DPX mountant to the slide.   
   5.    Slowly apply a coverslip at an angle, avoiding the introduction 

of bubbles.   
   6.    Cover the slide with tissue and gently press the coverslip to 

remove excess mountant.   
   7.    Leave to set overnight at room temperature before analysis by 

microscopy.      

      1.    Once the mountant has set, slides can be imaged by conven-
tional light microscopy using an upright microscope fi tted 
with a 63× or 100× objective.   

   2.    The data can be analyzed in two different ways.
   (a)    Metaphases with normal versus abnormal sister chromatid 

cohesion can be counted and the percentage with railroad 
chromatids or PCS quoted.   

3.2  Preparing Slides

3.3  Slide Staining 
and Mounting

3.4  Analysis
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  (b)    Digital images of the metaphases can be captured and the 
distance between each chromatid pair at the centromere 
can be measured using Image J software (or within the 
software used for the original image capture). When ana-
lyzing the images in this way, care must be taken to ensure 
that all images are taken using identical settings.           

4    Notes 

     1.    Alternatively, 0.075 M KCl may also be used.   
   2.    Colcemid destabilizes microtubules and results in a prometa-

phase delay. Colcemid treatment will increase the number of 
mitotic cells; however, longer incubation times result in shorter 
and more condensed chromosomes. Therefore, the optimal 
incubation time in colcemid should be determined for each 
cell type used.   

   3.    The incubation time may need to be optimized depending on 
cell type.   

   4.    At this point, the samples can be stored at 4 °C for up to 
4 weeks; however, it is best to drop onto slides promptly. If the 
samples have been stored for more than a day, two changes of 
fi xative are recommended to remove esters and water formed 
in the fi xative, which may inhibit spreading.   

   5.    Sample density can be adjusted by altering the volume of fi xa-
tive or the number of drops applied. Various techniques can be 
used to improve chromosome spreading. For example, use 
ice- cold slides, use wet slides, or apply fi xative to slides and 
allow to partially dry before dropping samples.   

   6.    The incubation time for Giemsa staining may need to be 
optimized, particularly if samples have been stored in fi xative 
before dropping. Incubation in diluted Giemsa stain for up to 
2 h is sometimes necessary.         
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    Chapter 33   

 Affi nity Purifi cation of Protein Complexes from Drosophila 
Embryos in Cell Cycle Studies 

           Zoltan     Lipinszki    ,     Peng     Wang    ,     Rhys     Grant    ,     Catherine     Lindon    , 
    Nikola     S.     Dzhindzhev    ,     Pier     Paolo     D’Avino    ,     Marcin     R.     Przewloka    , 
    David     M.     Glover    , and     Vincent     Archambault    

    Abstract 

   The ability to identify protein interactions is key to elucidating the molecular mechanisms of cellular 
 processes, including mitosis and cell cycle regulation.  Drosophila melanogaster , as a model system, provides 
powerful tools to study cell division using genetics, microscopy, and RNAi. Drosophila early embryos are 
highly enriched in mitotic protein complexes as their nuclei undergo 13 rounds of rapid, synchronous 
mitotic nuclear divisions in a syncytium during the fi rst 2 h of development. Here, we describe simple 
methods for the affi nity purifi cation of protein complexes from transgenic fl y embryos via protein A- and 
green fl uorescent protein-tags fused to bait proteins of interest. This in vivo proteomics approach has 
allowed the identifi cation of several known and novel mitotic protein interactions using mass spectrometry, 
and it expands the use of the Drosophila model in modern molecular biology.  

  Key words     Proteomics  ,   Drosophila  ,   Mitosis  ,   Cell cycle  ,   Embryos  ,   Interactions  ,   Protein complexes  , 
  Affi nity purifi cation  

1      Introduction 

 Mitotic progression involves a complex and highly dynamic 
 network of protein–protein interactions. The ability to dissect 
these associations is important to understand how specifi c proteins 
function relative to each other. The affi nity purifi cation of individ-
ual bait proteins, followed by the identifi cation of associated fac-
tors by mass spectrometry, has allowed the detection of such 
networks involved in many cellular processes [ 1 ,  2 ]. However, in 
mitosis, many crucial interactions are restricted to a small time win-
dow or to discrete subcellular structures and often require specifi c 
posttranslational modifi cations. For this reason, mapping the 
mitotic protein interactome has proved challenging [ 3 ]. 
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 Proteins controlling cell division tend to be well conserved 
between species and have been studied in many model organisms. 
Yeast and vertebrate cells can be arrested and even synchronized in 
mitosis, in order to enrich for complexes of interest prior to their 
purifi cation. This strategy has been successful, although it remains 
possible that an observed interaction does not refl ect the normal 
physiology of the system, due to the artifi cial cellular state induced 
by the drug treatment. The fruit fl y  Drosophila melanogaster  has 
contributed greatly to increasing our molecular understanding of 
mitosis. The genetic tools available in fl ies are extremely well devel-
oped for in vivo studies, and Drosophila cells in culture also offer 
several advantages. For example, we have previously developed 
protocols for the purifi cation of protein complexes from Drosophila 
cultured cells [ 4 ], which have led to the identifi cation of a number 
of new interactions and to the dissection of several molecular 
mechanisms of cell cycle regulation, mitosis, and cytokinesis [ 5 – 7 ]. 
Yet, these cells, such as Schneider (S2) or D.Mel-2 cells, are notori-
ously diffi cult to arrest and synchronize in mitosis, which limits the 
isolation and detection of transient, low-abundance complexes 
 acting specifi cally during cell division. Moreover, cultured cell 
lines, adapted to grow in vitro by the process of immortalization, 
do not always accurately represent the in vivo physiology of the 
biological system. Therefore, the development of an in vivo pro-
teomics methodology would add a new approach to the Drosophila 
toolbox and expand its value as a leading model organism in the 
fi eld of mitosis. 

 We decided to exploit Drosophila early embryos as starting 
material for the identifi cation of mitotic protein interactions. After 
fertilized eggs are laid, 13 rounds of rapid and synchronous mitotic 
divisions of nuclei in a syncytium take place before cellularization 
of the blastoderm occurs. This developmental stage relies on pro-
teins and mRNAs that are maternally deposited in the egg. 
Divisions occur approximately every 10 min, where M phase and 
S phase alternate without intervening gap phases [ 8 ]. Therefore, 
embryos collected before 2 h of age constitute a starting material 
that is highly enriched in mitotic protein complexes. 

 We express proteins of interest (bait proteins) in fusion with a 
tag to facilitate their isolation by affi nity purifi cation. A single-step 
purifi cation, which takes advantage of a high affi nity between a tag 
and a resin, enormously simplifi es the process of protein isolation, 
making it easy and straightforward even for an inexperienced bio-
chemist. Moreover, a fast procedure increases the chances of pre-
serving unstable protein complexes. 

 Here, we describe protocols and reagents that we have devel-
oped or adapted for the expression and purifi cation of proteins 
fused to either protein A (PrA)- or green fl uorescent protein 
(GFP)-tags. A transgene coding for the fusion protein expressed 
maternally in eggs results in the presence of the tagged protein in 
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the early embryos. This bait protein is incorporated into complexes 
with endogenous partner proteins. Following affi nity purifi cation 
of the bait, associated proteins can be identifi ed by mass spectrom-
etry. This method has been validated by the purifi cation of several 
known and novel mitotic protein–protein interactions in our labo-
ratories (unpublished). As expected, several of the associations 
identifi ed in embryos were missed when Drosophila cultured cells 
were used, refl ecting the importance of using embryos as a highly 
enriched mitotic source tissue. This approach also bears potential 
to probe interactions involved in other processes that occur in 
Drosophila early embryos.  

2    Materials 

      1.    Vials and bottles with standard Drosophila cornmeal food.   
   2.    Transgenic fl ies expressing the bait protein: Few to tens of 

thousands of healthy and newly enclosed fruit fl ies.   
   3.    From theses fl ies, 1 g of syncytial embryos per purifi cation 

( see   Note 1 ).   
   4.    Embryo collection cages (Genesee Scientifi c) that can be fi tted 

onto 100 mm-diameter plastic Petri dishes or large fl y popula-
tion cages (Genesee Scientifi c, cylindrical cages with 30 cm 
diameter and 60 cm length) suitable for large-scale embryo 
collections. Similar (homemade) cages made of plexiglass or 
durable acrylic can also be used. More information at:   http://
www.fl ystuff.com/general.php    .   

   5.    Grape juice agar ( see   Note 2 ): Dissolve 12.5 g sucrose and 
11.25 g agar in 375 mL water. Boil until completely dissolved. 
Add 125 mL grape juice, allow to cool down, and distribute 
into plastic Petri dishes, which can be fi tted onto embryo collec-
tion cages (100 mm-diameter), or into larger trays (e.g., 15 × 25 
cm polystyrene trays) when using large fl y population cages.   

   6.    Yeast paste ( see   Note 2 ): Mix dry active yeast with distilled 
water until a homogenous paste with a consistency similar to 
peanut butter is obtained. Add water or yeast again as needed.   

   7.    Sieves or mesh basket (Genesee Scientifi c) for small-scale 
embryo collections. For large-scale embryo collections, use 
large diameter (e.g., 10–20 cm) sieves (Endecotts Ltd, 70 μm 
pore size for embryo collection and 425 μm pore size for the 
collection of fl ies stuck to the yeast paste).   

   8.    Paintbrushes: For embryo collection, normal soft paintbrushes 
can be used (size 3–6).   

   9.    50 % household bleach.   
   10.    Distilled water.   

2.1  Embryo 
Collection

Protein Interactions in Drosophila Embryos
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   11.    Embryo wash solution (EWS): 0.7 % (w/v) NaCl and 0.05 % 
(w/v) Triton X-100.   

   12.    Paper towels.   
   13.    Flat-ended spatula.   
   14.    Stereo microscope.   
   15.    Benchtop micro centrifuge.   
   16.    1.5-mL microfuge tubes.   
   17.    Analytical laboratory scale.   
   18.    Liquid nitrogen.      

  We use rabbit IgG-coupled paramagnetic beads for PrA affi nity puri-
fi cation. The detailed method for covalently coupling rabbit IgG to 
magnetic beads has been described previously [ 4 ]. For GFP affi nity 
purifi cation, we use the GFP-Trap system (ChromoTek GmbH). 

      1.    Rabbit IgG-coupled paramagnetic beads for PrA affi nity puri-
fi cations: Home-made by covalently coupling rabbit IgG (MP 
Biomedicals) to Dynabeads ®  M-270 Epoxy (Life Technologies).   

   2.    GFP-Trap system ( see   Note 3 ) (ChromoTek GmbH).      

      1.    Extraction Buffer (EB) for PrA or GFP-Trap purifi cation: 
20 mM Tris–HCl pH 7.5, 150 mM NaCl, 2 mM MgCl 2 , 
0.5 mM Na-EGTA pH 8.0, 1 mM dithiothreitol (DTT), 0.1 % 
NP-40, 5 % glycerol, 1 mM phenylmethanesulfonyl fl uoride 
(PMSF), EDTA-free complete protease inhibitor cocktail 
(Roche) ( see   Notes 4  and  5 ).   

   2.    Wash buffer (WB): Same as EB.   
   3.    Final wash buffer (FWB): 20 mM Tris–HCl pH 7.5, 150 mM 

NaCl, 2 mM MgCl 2 , 0.5 mM Na-EGTA pH 8.0, 1 mM DTT 
( see   Note 6 ).   

   4.    Elution solution: Elution of the PrA-baits requires a freshly 
made and fi ltered solution of 0.5 M NH 4 OH and 0.5 mM 
EDTA.   

   5.    1× Laemmli sample buffer: 60 mM Tris–HCl pH 6.8, 2 % 
(w/v) SDS, 10 % glycerol, 5 % 2-mercaptoethanol, 0.01 % 
(w/v) bromophenol blue.      

      1.    Prechilled plastic sample micropestles or 7/15-mL glass 
Dounce tissue grinder ( see   Note 5 ).   

   2.    Prechilled 10 mL plastic syringes and 0.8 mm × 40 mm needles.   
   3.    Prechilled plastic/glass funnel-fi lter device: Place a double- layer 

Miracloth fi ltering cloth (EMD Millipore) into the funnel.   
   4.    Prechilled 1.5-mL microfuge tubes and 15-mL conical tubes.   
   5.    Cell Culture microscope.   

2.2  Affi nity 
Purifi cation

2.2.1  Affi nity Resins

2.2.2  Solutions

2.2.3  Tools
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   6.    Refrigerated benchtop micro centrifuge.   
   7.    Rotating wheel.   
   8.    Magnetic stands (Promega) suitable for microfuge or larger 

tubes.   
   9.    Aspirator.   
   10.    Vacuum concentrator.   
   11.    Heat block.   
   12.    Apparatus suitable for conventional (denaturing) sodium 

dodecyl sulfate polyacrylamide gel electrophoresis (SDS- PAGE) 
and Western blotting. Use 4–12 % gradient SDS- polyacrylamide 
gels for optimal separation of small to large size proteins.   

   13.    Silver-nitrate staining kit (Life Technologies).        

3     Methods 

   Transgenic fl ies expressing the PrA- or GFP-tagged proteins can be 
generated by various methods including standard  P -element ran-
dom insertion in the embryonic germline or can be obtained from 
different laboratories or stock centers. We routinely use the 
Gateway system (Life Technologies) to generate recombinant plas-
mids suitable for the N- or C-terminal tagging of the bait protein 
(Table  1 ) [ 4 ]. When the endogenous promoter is used to drive the 
bait’s expression, we use standard cloning [ 9 ]; the authentic pro-
moter sequence is amplifi ed by PCR and cloned upstream to the 
bait’s CDS (previously fused in frame (5′ or 3′) with the affi nity 
tag). Then the whole promoter-tag-CDS cassette is subcloned into 
the  pCaSpeR 4 P -element vector lacking a general promoter fol-
lowed by embryo injection using standard procedures [ 10 ].

3.1  Production 
of Embryos

3.1.1  Generation 
of Transgenic Flies 
with Embryonic Expression 
of the Bait Protein

   Table 1  
  Vectors available for early embryonic expression of bait proteins of choice in fusion with GFP or PrA   

 Destination vector  Tag  Promoter  Source  cat # 

  pUGW   N-terminal GFP   poly-ubiquitin promoter (U)   DGRC  1283 

  pPGW   N-terminal GFP   UASp   DGRC  1077 

  pPWG   C-terminal GFP   UASp   DGRC  1078 

  pUASp_PrA_GW   N-terminal PrA   UASp   In-house 

  pUASp_GW_PrA   C-terminal PrA   UASp   In-house 

  All vectors allow insertion of the CDS of interest by an LR clonase-mediated recombination (Gateway) reaction [ 4 ], as 
well as  P -element mediated random integration in the genome. Embryonic expression of  UASp -controlled transgenes 
can be driven by Gal4 expressed from another transgene  
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   We usually generate a stable population of transgenic fl ies 
(a stock) that can be expanded for the production of large amounts 
of embryos expressing the fusion protein of interest. We have 
experimented with the  poly-ubiquitin  promoter ( pUB , ubiquitous 
expression), the  Maternal α-Tubulin  promoter ( MAT , female 
germline expression), and the bait protein’s own promoter for the 
immediate and constitutive expression of the bait protein. This 
strategy is often successful, but the (over)expression of the bait 
and/or the position of the tag can sometimes be toxic by interfer-
ing with oogenesis or early embryogenesis. In extreme cases, it is 
impossible to obtain a transgenic stock. In other cases, the stock is 
diffi cult to amplify due to few eggs laid and/or a low percentage of 
embryos hatching. This problem can be overcome by using an 
inducible promoter. We often make transgene encoding the tagged 
protein under the control of the inducible Gal4-UAS system [ 11 ]. 
Its expression can be driven in the female germline and in early 
embryos using a  Maternal α-Tubulin-Gal4-VP16  driver (we use an 
insertion of this transgene on chromosome II, which is homozy-
gous viable and fertile; Bloomington stock 7062 or 7063). It is 
important to use the  UASp  variant because the more widely used 
 UAS   T   does not (or poorly) allow expression in the female germline 
[ 12 ,  13 ]. Other Gal4 drivers enable expression of the same bait 
protein in the same transgenic line in a variety of other tissues (pro-
viding tools also for genetic or biochemical experiments). 

 When using the Gal4-UASp system, a  Maternal α-Tubulin- 
Gal4-VP16; MKRS/TM6B  stock can be crossed to a  w ;  If/CyO; 
UASp-transgene/TM6B  stock to generate a  w; Maternal α-Tubulin- 
Gal4-VP16/CyO; UASp-transgene/TM6B  expression stock. The 
markers and balancer chromosomes as well as the localization of 
the driver and transgenic constructs may differ. Once generated, 
the stock can be easily amplifi ed. The toxicity of the transgenes 
expressed will vary. In some cases, overexpression of the transgene 
greatly reduces fertility, and the stock tends to retain the balancers. 
In other cases, the expression stock tends to lose the balancers and 
becomes homozygous with two copies of the driver and/or two 
copies of the other transgene. This will not happen if a transgene 
insertion is homozygous lethal. The natural adaptation of the 
expression stock helps its rapid amplifi cation and maximizes its fer-
tility and the yields of embryo collections. In any case, several 
insertions of the transgene should be screened for health of the 
expression stock and levels of the bait protein. Expression can be 
tested by Western blot on protein extracts prepared from embryos 
or abdomens from well-fed females. We usually aim for the highest 
possible expression if the stock is healthy because low expression 
has been a limiting factor in complex purifi cation, particularly for 
large bait proteins. However, if the amount of the protein is impor-
tant, we choose the stock expressing the tagged protein at a similar 
level to the endogenous protein. Finally the expression level of 
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 UASp  transgenes can also be tuned by varying the temperature 
between 18 and 29 °C because the GAL4 driver is more active at 
higher temperatures.  

      1.    Amplify the expression fl y lines in vials or bottles containing 
standard Drosophila cornmeal food with yeast.   

   2.    A few thousands (small cage) to tens of thousands of fl ies (large 
cage) should be added to an embryo collection cage, until they 
distribute individually on its walls, fl oor, and roof ( see   Note 7 ). 
The female to male ratio should be between 1 to 1 and 3 to 1. 
Flies should be no more than a few days old and need to be 
well fed for 1–2 days before maximum embryo production is 
reached. Maintain cages at 25 °C and at least 70 % humidity 
with controlled 12/12-h reverse light/dark cycles. Replace the 
food plates every 12 h, covering approximately one-third of 
the grape juice agar Petri dish with yeast paste.   

   3.    When embryo production is maximal, begin collections in the 
morning. Replace the grape juice agar Petri dish with a fresh 
one, pre-warmed to room temperature for at least 30 min, 
containing yeast paste on roughly one-tenth of its surface, in 
the middle. Remove the Petri dish after 2 h and replace with a 
fresh food plate ( see   Note 8 ). After another 2 h, replace the 
food plates again, and collect embryos by washing the surface 
of the food plate with small amounts of distilled water and a 
paintbrush ( see   Note 9 ). In this process, resuspend the yeast 
paste on the surface of the food plate as it contains several 
embryos. Filter the suspension using a sieve and wash embryos 
thoroughly with distilled water to remove any remaining yeast. 
A sieve with larger pore size can be placed on top to collect the 
fl ies that were stuck to the plate, whilst letting the embryos 
through. Alternatively, fl ies can be removed with tweezers 
before fi ltration through the sieve.   

   4.    Remove the chorion from embryos by soaking them in 50 % 
bleach for 2–5 min, with gentle agitation using a paint brush. 
Completion of dechorionation can be verifi ed under a stereo 
microscope. Do not leave in bleach longer than necessary.   

   5.    Thoroughly wash the embryos in distilled water followed by an 
EWS wash and place the sieve on a paper towel to remove the 
remaining liquid from the embryos.   

   6.    Transfer the embryos to a 1.5-mL microfuge tube using a 
small, fl at-ended spatula or a paintbrush with the tip dipped 
into distilled water.   

   7.    Centrifuge at low speed for a few seconds to bring embryos to 
the bottom of the tube. Note the weight of the embryos and 
snap-freeze in liquid nitrogen. Dechorionated embryos can be 
stored at −80 °C for several months or years. Embryo collections 

3.1.2  Embryo Collection
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can be repeated several times per day, for several days, until the 
desired amount of embryos is obtained or until embryo pro-
duction has waned. Make sure to change the food plate at least 
once a day (ideally more) and change the cage itself when it 
becomes dirty.       

    This method has been designed with the ultimate goal of identify-
ing co-purifi ed proteins by mass spectrometry. The tag consists of 
two repeats of the immunoglobulin-binding domain of Protein A 
(PrA) from  Staphylococcus aureus , and its purifi cation takes advan-
tage of the high binding affi nity of PrA to rabbit IgGs. The prin-
ciple is illustrated in Fig.  1 . Because some proteins can stick 
nonspecifi cally to the affi nity beads used or to the complex being 
purifi ed, there is a need to compare the set of proteins detected in 

3.2  Affi nity 
Purifi cation

3.2.1  Protein A 
Affi nity Purifi cation

  Fig. 1    In vivo proteomics and the rationale of affi nity purifi cation of protein complexes from Drosophila 
 transgenic embryos. The fl owchart demonstrates the major steps of the purifi cation of tagged proteins along 
with their interactors, which are described in detail in Subheading  3 . The  inset  illustrates how the bait protein, 
tagged either with PrA or GFP, binds to an affi nity bead via direct interaction with IgG or GFP-binding domain, 
respectively. Proteins interacting with the bait protein co-purify on the affi nity beads and are subsequently 
identifi ed using mass spectrometry       
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any given purifi cation with that obtained with an unrelated  protein. 
For this control, we have been using a strain of fl ies that express 
PrA-GFP in embryos ( Maternal α-Tubulin-Gal4-VP16/CyO; 
UASp-PrA-GFP/TM6B ). The bait protein of interest and the con-
trol bait should be purifi ed in parallel, under identical conditions. 
Proceed as follows:

     1.    Work at 4 °C throughout embryo lysis and purifi cation (unless 
otherwise stated). Add 0.5 volume (relative to the weight of 
embryos) of EB to embryos while they are still frozen in 1.5- 
mL microfuge tubes. For example, for 1 g of embryos, add 
0.5 mL of EB. The starting mass of embryos used may be 
adjusted depending on the bait protein and particular fl y line 
( see   Note 1 ).   

   2.    Crush embryos thoroughly and for several seconds using pre-
chilled plastic micropestles that fi t a 1.5-mL microfuge tube. 
Alternatively, a Dounce tissue grinder can be used ( see   Note 10 ). 
Pool lysates at this point if they were initially contained in  multiple 
tubes.   

   3.    Add 4 volumes of EB (relative to the weight of embryos) after 
transferring to a larger tube and vortex for 10 s. If the protein 
is suspected to be associated with chromatin, add nuclease 
( see   Note 11 ).   

   4.    Pass lysates through a needle using a prechilled syringe. Repeat 
four times. However, this step may not be necessary if a Dounce 
homogenizer was used in  step 2 . The lysate can be checked 
under a cell culture microscope to ensure destruction of nuclei.   

   5.    Centrifuge lysates at 4,000 ×  g  for 20 min at 4 °C ( see   Note 12 ).   
   6.    Transfer supernatant containing soluble proteins to a new 

tube, taking care to avoid the white, fatty layer, which is mainly 
composed of yolk, the nutritive droplets of the embryos. As it 
is sticky, it is important to remove as much yolk as possible to 
minimize the presence of nonspecifi c proteins in purifi cation 
products ( see   Note 13 ).   

   7.    A small fraction of the clarifi ed supernatant can be taken for 
subsequent Western blot analysis (“soluble input”). The pellet 
can be resuspended in a volume of 1× Laemmli sample buffer 
equal to the volume of supernatant and a small fraction can be 
kept for Western Blot analysis (“pellet”).   

   8.    Before mixing with the extract, the required amount of IgG- 
conjugated magnetic beads (approximately 200 μL of bead 
suspension (20 mg of dry beads) per 1 g of embryos) is 
washed briefl y in EB in separate tubes prepared for each 
 sample ( see   Note 14 ).   

   9.    Vortex the tubes gently and place them on a magnetic rack, wait 
for beads to settle and aspirate off or carefully remove the EB.   
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   10.    Resuspend beads with the protein extract’s clarifi ed  supernatant 
and transfer to a new tube. Incubate on a rotating wheel 
at 4 °C from 30 min to 4 h ( see   Note 15 ).   

   11.    Place tubes on the magnetic rack and wait until all beads have 
adhered to the side of the tube facing the magnet. A small frac-
tion of the unbound supernatant can be taken for subsequent 
Western blot analysis (“unbound”). Discard the supernatant 
using an aspirator or pipette.   

   12.    Add 1 volume of WB (relative to the original extract) and 
resuspend the beads by vortexing briefl y. Place tubes on the 
rotating wheel and wash at 4 °C for 5 min. Place tubes on the 
magnetic rack and discard the WB. Repeat washes four times.   

   13.    Perform two more washes with 1 volume of FWB (relative to 
the original extract) ( see   Note 6 ).   

   14.    Transfer the suspension to new microfuge tubes attached on 
the magnetic rack, wait for beads to settle, and carefully remove 
all supernatant ( see   Note 16 ).   

   15.    Add 0.5 mL freshly made Elution solution to each tube. 
Resuspend the beads by briefl y vortexing and place the 
tubes on a rotating wheel for 5 min incubation at room 
temperature.   

   16.    Insert the tubes in the magnetic rack and transfer supernatants 
(eluates) to new microfuge tubes.   

   17.    Perform a second round of elution, pool the two eluates (total 
volume of 1 ml), place the tubes on the magnetic rack, and 
transfer eluates again to new tubes to remove any remaining 
magnetic particles.   

   18.    Divide the combined eluates into two fractions of 100 μL 
(10 %) and 900 μL (90 %) and lyophilize both samples in a 
vacuum concentrator ( see   Note 17 ).   

   19.    Keep the lyophilized 90 % fractions at −20 °C until sample 
preparation for mass spectrometric analysis.   

   20.    Resuspend the precipitates from the 10 % fractions in 1× 
Laemmli sample buffer and boil for 5 min at 95 °C.   

   21.    Visualize the eluted proteins by SDS-PAGE followed by silver- 
nitrate staining (Fig.  2 ), saving a small amount of the sample 
(“eluted from beads”) for Western blot analysis ( see   Note 18 ).

       22.    If a purifi cation product looks clean and reveals specifi c bands 
including a clear band at the expected molecular weight for the 
bait protein (as shown in Fig.  2 ), we generally proceed to gel-
free mass spectrometric identifi cation of purifi ed proteins from 
the lyophilized precipitate obtained in  step 18 . This fraction 
can be processed and analyzed directly by most proteomics 
facilities.    
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    Over the past years, thousands of transgenic fl ies expressing pro-
teins fused to a fl uorophore, such as GFP and its variants, were 
established by different laboratories or consortia, in order to follow 
the localization and dynamics of the protein of interest by micros-
copy (fi xed preparations or live imaging). Conveniently, the same 
fl y lines can also be used for one-step affi nity purifi cations against 
the GFP tag of the chimeric protein and its interacting factors from 
different ontogenetic stages or tissues for proteomic studies. 
Combined knowledge of localization and interactions is highly 
informative on a protein’s function. Here we describe a general 
protocol for the GFP-Trap-based purifi cation of GFP-fusions from 
Drosophila syncytial embryos. The general principle is similar to 
the PrA affi nity purifi cation and is illustrated in Fig.  1 . We recom-
mend purifying the bait protein of interest and the control GFP 

3.2.2  GFP-Trap Affi nity 
Purifi cation

  Fig. 2    Examples of protein complexes obtained by PrA affi nity purifi cations from 
early embryos. A small fraction of the purifi cation products were analyzed on a 
4–12 % SDS polyacrylamide gel stained with silver nitrate. The bait proteins are 
indicated at the  top. Right : specifi cally associated proteins identifi ed by mass 
spectrometry are indicated at the level of their predicted molecular weight and 
under their respective bait protein. The main fraction of the purifi cation products 
was analyzed without gel separation, and therefore we have no experimental 
positional information for the proteins labeled on the  right . Purifi ed bait proteins 
are marked by  asterisks  and indicated in  bold font names  in the  panel  on the 
 right. IgG HC  immunoglobulin G heavy chain,  IgG LC  immunoglobulin G light 
chain,  MW  molecular weight protein markers       
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bait (we made and used the  yw; Bc Gla/CyO, P[w+; Ub-GFP]  
 balancer stock that constitutively expresses GFP) in parallel, under 
identical conditions. The embryo lysis and soluble protein extract 
preparation is identical to the above procedure for PrA affi nity 
purifi cations ( see  Subheading  3.2.1 ,  steps 1 – 7 ). Follow these sub-
sequent steps for the GFP-Trap purifi cations:

    1.    Pre-equilibrate GFP-Trap agarose beads: use 50–100 μL of the 
original GFP-Trap agarose suspension per sample ( see   Note 19 ) 
in 5 mL EB in 15-mL conical tubes.   

   2.    Mix gently four times and sediment the beads by brief and 
slow centrifugation (e.g., for 3 min at 500 ×  g ) with a slow 
deceleration speed in order to avoid turbulence.   

   3.    Add the clarifi ed supernatant of the embryo extract to the 
beads followed by incubation on a rotating wheel at 4 °C from 
30 min to 2 h ( see   Note 15 ).   

   4.    Sediment the beads and take a small fraction of the unbound 
supernatant for subsequent Western blot analysis. Carefully 
discard residual supernatant using an aspirator or pipette.   

   5.    Wash the beads fi ve times in 10 mL WB by gentle rotation at 
4 °C for 5 min each time.   

   6.    Sediment the beads and discard the supernatant.   
   7.    Transfer the beads to a new 15-mL conical tube and wash two 

times in 10 mL FWB ( see   Note 6 ) by gentle rotation at 4 °C 
for 10 min.   

   8.    Sediment the beads and discard the supernatant.   
   9.    Transfer the beads to a microfuge tube and further wash two 

times for 2 min with FWB.   
   10.    Sediment the beads and discard the supernatant.   
   11.    Remove as much buffer as possible from the agarose beads; 

take 10 % of the beads for SDS-PAGE analysis using silver 
staining (load 9 % of the beads) and Western blotting (load 1 % 
of the beads). An example of a silver-stained gel of purifi cation 
products is shown in Fig.  3 .

       12.    Keep the rest of the beads (90 %) at 4 °C for subsequent on-beads 
tryptic digestion and mass spectrometric analysis ( see   Note 20 ).    

4        Notes 

     1.    The amount of embryos needed for affi nity purifi cation may be 
adjusted depending on the expression level of the bait protein. 
A method for very large-scale embryo production has been pub-
lished previously in this series [ 14 ]. Overexpression of tagged 
proteins in transgenic embryos may be toxic or decrease fi tness, 
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leading to poor fertility and embryo production. In other cases, 
the expression of the bait protein may be extremely low, due to 
rapid degradation or transcriptional downregulation. Therefore, 
we recommend researchers to perform pilot experiments to 
observe the egg deposition rate in comparison to wild-type (e.g., 
Oregon-R) fl ies and to determine the overexpression level of the 
bait protein via Western blot. This approach should help evalu-
ate the size of the population required to generate a suffi cient 
amount of embryos. For protein identifi cation by mass spec-
trometry, we use approximately 1 g of embryos per purifi cation. 
It is recommended to collect embryos in a separate population 

  Fig. 3    Examples of affi nity purifi cation of three bait proteins using GFP-Trap. GFP 
alone, GFP-Polo [ 16 ], and GFP-BubR1 [ 17 ] fusions were purifi ed from transgenic 
Drosophila syncytial embryos using GFP-Trap agarose beads. Small fractions of 
the preparations (9 %) were run on a 4–12 % SDS polyacrylamide gel and 
stained with silver nitrate ( left panel  ), the remaining isolated material (90 %) was 
analyzed using mass spectrometry and examples of identifi ed proteins are listed 
in the  panel  on the  right . The main fraction of the purifi cation products was ana-
lyzed without gel separation and therefore we have no experimental positional 
information for the proteins labeled on the  right . Baits are marked by  asterisks  
and indicated in  bold font names  in the  panel  on the  right        
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cage room, fl y incubator, or chamber. To obtain a maximum 
yield of embryos, it is critical to maintain constant environmen-
tal conditions of 25 °C, at least 70 % relative humidity and 
 controlled reverse light/dark cycles.   

   2.    Flies are attracted to the acidic and aromatic smell of fruit juice, 
and they like to feed on yeast paste. Grape juice agar food 
plates/trays can be stored at 4 °C for several days. Prior to use, 
pre-warm the plates/trays to room temperature for 30 min. 
After initial mixing of the yeast paste, gas bubbles will form 
within a few hours. It is important to mix again to eliminate 
these bubbles as they can prevent fi rm adhesion of the yeast 
paste to the agar medium. Yeast paste can be stored at 4 °C for 
several days. Heat the yeast paste for a few seconds in micro-
wave oven (do not let it melt) prior to spreading on agar, as 
lysed yeast cells are preferred by the fl ies.   

   3.    The most common method for the affi nity purifi cation of GFP 
(and its variants)-tagged proteins is co-immunoprecipitation 
using antibodies recognizing the tag. However, the large 
immunoglobulin complexes, as major contaminants, cause 
“peptide masking” during mass spectrometric analysis, which 
may lead to the loss of important information about potential 
interactors or post-synthetic modifi cations. The GFP-Trap sys-
tem instead utilizes the small 13 kDa intact GFP-binding 
domain of the special heavy-chain antibody of  Camelidae  to 
enable the rapid and effi cient one-step isolation of GFP-tagged 
baits expressed in Drosophila embryos for subsequent analysis 
by mass spectrometry [ 15 ]. GFP-Trap is extremely stable with 
a high binding affi nity to GFP. We recommend the agarose 
beads version of GFP-Trap as we found that the use of the 
magnetic beads version—although more convenient during 
washes—increases the background of nonspecifi c interactions 
with bait proteins. For the complete list of recognized fl uoro-
phores (RFP-Trap is also available) visit the FAQ section at 
  www.chromotek.com    .   

   4.    The composition of the extraction buffer (EB) depends on a 
particular protein or complex to be purifi ed. Proteins that are 
part of large organelles or subcellular structures may be 
extracted with higher salt and/or detergent; however the con-
centration of mild detergents should not exceed 0.5 % during 
the binding step. If the detergent concentration of the EB is 
higher than 0.5 %, it should be diluted prior to mixing with the 
beads (binding). Similarly, too much salt can slow down or pre-
vent effi cient binding of the bait protein to the beads. Chemical 
inhibitors of specifi c enzymatic activities can also be added to 
the EB at the extraction step, depending on the proteins to be 
purifi ed and on the subsequent analysis. If the protein of inter-
est is rapidly degraded by the 26S proteasome, use 25 μM 
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MG132 proteasome inhibitor in the EB and throughout the 
purifi cation. If the bait protein is purifi ed for mass spectrome-
try-based identifi cation of potential  posttranslational modifi ca-
tions (PTM) instead of for the identifi cation of interactors, the 
stringency of the buffers can be increased (with more detergent 
or salt) and it is recommended to use specifi c phosphatase 
inhibitors, such as 50 nM okadaic acid (for PP2A- related phos-
phatases) or broader specifi city phosphatase inhibitor cocktails 
(e.g., from Sigma or Roche) to preserve the phosphorylation 
state of proteins in the extract. For the inhibition of deubiqui-
tylating enzymes (DUBs), use 10 mM of the sulfhydryl alkylat-
ing agent  N -ethylmaleimide. Such inhibitors may also be used 
if the interaction between the bait protein and its partners is 
likely to be PTM-dependent.   

   5.    Always use autoclaved or fi lter-sterilized ultra-pure water and 
stock solutions during the extraction and purifi cation steps. 
Use properly cleaned and autoclaved microfuge and conical 
tubes, funnels, Dounce tissue grinder and micropestles, nee-
dles and syringes.   

   6.    Final wash buffer (FWB) must not contain glycerol, protease 
inhibitors, or detergents, which may interfere with the trypsin 
digestion or other steps of sample preparation and analysis by 
liquid chromatography and mass spectrometry. If this problem 
persists, a protein precipitation step can be applied after elution 
( see   Note 17 ).   

   7.    Overcrowding of fl ies in the population cage will result in 
injury and stressing of the fl ies, leading to a reduced embryo 
yield.   

   8.    The fi rst collections of the day tend to yield fewer embryos 
than subsequent collections, and many of these embryos can 
be defective if they have been retained by the mothers for 
too long. Consequently, we recommend discarding the fi rst 
plates.   

   9.    During embryo collection, care should be taken not to stab the 
agar with the paintbrush, as agar fl akes can clog the sieve used 
in later steps and are diffi cult to separate from the embryos. 
Around 100 mg of embryos is typically obtained from one 
good collection on a 100 mm-diameter Petri dish (signifi cantly 
more in large cages from trays).   

   10.    When using Dounce homogenizer, the initial lysis of the 
embryos can be done with a loose-fi t pestle, and a fi ner homog-
enization step can be done with the tighter-fi t pestle. Due to 
high backpressure, the initial strokes are usually diffi cult. Be 
careful to avoid “squirting up” of the homogenate; when there 
is resistance, release it by twisting the pestle left-and- right and 
continue pushing down gently.   
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   11.    If the bait and/or its interactors are likely to be chromatin 
associated, add 200 μg/mL (or 2,000 Kunitz units) fi nal 
concentration of DNase I (Sigma DNEP dissolved in 150 mM 
NaCl, 4 mM MgCl 2  and pre-activated at 37 °C for 5 min, 
although other nucleases can also be used) to the lysate and 
incubate at 37 °C for 5 min, mix gently, and incubate for a 
further 10 min at room temperature prior to initial centrifu-
gation. Alternatively the DNase I treatment may be per-
formed at 4 °C for 1 h on a rotating wheel. DNA digestion 
can be monitored on an agarose gel after extraction of nucleic 
acids from lysates. For this, we found that DNazol (Life 
Technologies) gives a very good yield of DNA purifi cation 
from extracts.   

   12.    The duration and speed of centrifugations has to be optimized 
for different purifi cations. Large molecular complexes may be 
lost in the pellet after high-speed centrifugation.   

   13.    To help remove the yolk, the homogenized lysate can be passed 
through a double layer of Miracloth (pre-equilibrated with EB 
and placed in a funnel). The supernatant can also be centri-
fuged once more to remove remaining yolk.   

   14.    The ideal amount of beads used for purifi cation depends mainly 
on the expression level of the bait protein to be purifi ed.   

   15.    A long incubation will favor a high yield of the bait protein 
while a short incubation will minimize the risk of disassembly 
of low affi nity complexes.   

   16.    It is important to transfer the samples to new tubes before the 
elution because some proteins from the extract stick on the 
walls of the tube and could be redissolved in presence of the 
elution solution, contaminating the purifi cation product.   

   17.    Alternatively, a protein precipitation step using methanol or 
acetone can be added to get rid of nonvolatile impurities that 
may remain in the eluted samples (even after lyophilization) 
and interfere with mass spectrometry. However, we fi nd that it 
is usually not necessary.   

   18.    The various small fractions kept during the procedure can be 
used for Western blot analysis to follow the path of the bait 
proteins purifi ed during the preparation. We recommend load-
ing equivalent fractions of the insoluble pellet, soluble input, 
unbound, eluates, and the bead fraction kept after elution 
(obtained by boiling the beads in 1× Laemmli sample buffer; 
load without bead particles). Use appropriate dilutions to 
ensure the loading of equal percentage of the total sample for 
every fraction. This analysis reveals if a protein has been effi -
ciently expressed, extracted, bound, and eluted, and if it has 
been degraded or stayed intact (Fig.  4 ).
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       19.    The binding effi ciency of the GFP-Trap agarose beads is high. 
We found that 100 μL of original bead suspension is suffi cient 
to bind 90–95 % of GFP alone prepared from 1.5 g  syncytial 
embryos; however the binding to GFP-tagged proteins is less 
effi cient.   

   20.    Quantitative elution of the bait and its interactors from GFP- 
Trap is diffi cult due to the high affi nity of the GFP-binding 
domain to GFP. However, we found that the elution of the 
purifi ed proteins from beads is not necessary. The best results 
were obtained by direct tryptic digest of the material on beads 
followed by mass spectrometry. However, as an alternative, 
0.3 M Glycine-HCl pH 2.5, 6 M Guanidine-HCl, or 1 M 
NH 4 OH can be used for elution.         
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    Chapter 34   

 Tracking Histone Variant Nucleosomes Across 
the Human Cell Cycle Using Biophysical, Biochemical, 
and Cytological Analyses 

           Marcin     P.     Walkiewicz    ,     Minh     Bui    ,     Delphine     Quénet    , and     Yamini     Dalal    

    Abstract 

   Histone variants such as H3.3, macroH2A, H2A.Z, and CENP-A are important epigenetic modifi ers of 
the chromatin state in eukaryotic genomes. The centromeric histone H3 variant CENP-A/CENH3 
epigenetically marks centromeres and is required for assembly of the kinetochore complex, a region of 
the chromosome that is responsible for proper genome segregation during mitosis. Several diverse tech-
niques using biochemical, cell biology, and biophysical approaches have been utilized to study the nature 
of the CENP-A nucleosome across the cell cycle. In this chapter, we describe methods for CENP-A 
nucleosome purifi cation and separation of CENP-A from other core histones using traditional SDS-
PAGE and more resolving techniques such as Triton acid urea (TAU) and two-dimensional gels. We also 
discuss methods for observation of CENP-A on chromatin fi bers using immunofl uorescence. Finally, we 
provide a detailed description of analysis of chromatin structures using atomic force microscopy.  

  Key words     CENP-A  ,   Histones  ,   Cell cycle  ,   SDS-PAGE  ,   TAU  ,   Western blotting  ,   Chromatin fi ber  , 
  Immunofl uorescence  ,   Atomic force microscopy  ,   AFM  

1      Introduction 

 Histone proteins are pivotal to the higher order organization of 
chromatin. Histones H3, H2A, H2B, and H4 form octameric 
nucleosomes that wrap around DNA [ 1 ]. This higher order orga-
nization regulates DNA compaction into fi bers [ 2 ] and into chro-
mosomes during cell division. Cell division is an important step 
that requires equal distribution of the genome amongst the daugh-
ter cells. For this to be accomplished, a region of the chromosome, 
known as the centromere, is the most important domain that is 
targeted by the microtubules for chromosomal segregation. This 
centromeric domain is epigenetically marked by a variant of histone 
H3 found in all eukaryotes, known collectively as CENP-A/
CenH3 [ 3 ,  4 ]. Understanding the structural composition and 
dynamics of all the nucleosomes across the cell cycle, including the 



590

CENP-A nucleosome, is a goal of many researchers. Although the 
structural composition of the CENP-A nucleosome is still under 
experimental investigation, the techniques we present in this work 
provide a comprehensive foundation to study chromatin across the 
cell cycle and are applicable to all histones and nucleosomes. 

 In a recent study by our group, CENP-A nucleosome struc-
ture and dynamics were determined over the cell cycle using human 
cells that were synchronized using a double thymidine block. Cells 
from the various cell cycle stages were harvested, and CENP-A 
proteins were enriched by immunoprecipitation using a CENP-A- 
specifi c antibody [ 5 ]. CENP-A dynamics were observed, including 
the notable depletion of its own chaperone called Holliday junc-
tion recognition protein (HJURP) from the centromeres during 
S-phase or DNA replication. Atomic force microscopy (AFM) 
studies performed on CENP-A nucleosomes derived from differ-
ent stages of the cell cycle have also revealed that HJURP  depletion 
marked a critical point of transition of CENP-A stable tetramers to 
stable octamers, in vivo [ 5 ]. 

 With the exception of a few histone variants, CENP-A and 
the other histones are small, highly positively charged proteins, 
ranging from 14 to 18 kDa. They are found associated with each 
other on chromatin, and can be purifi ed and studied using tradi-
tional biochemical and cell biology techniques. Such methods 
include SDS-PAGE or, for higher separation of the different his-
tone species and modifi ed forms, Triton acid urea (TAU) gel 
electrophoresis approach. This form of electrophoresis is capable 
of separating low to medium weight histones based on their 
charge and hydrophobicity, because the Triton X-100 detergent 
is capable of binding to the hydrophobic regions of proteins, 
allowing further retardation and separation [ 6 – 8 ]. This approach 
is also useful for studying multi-acetylated forms of histones [ 9 ], 
such as histone H3, and is a powerful tool for downstream appli-
cations such as Western blotting (WB) and mass spectrometric 
(MS) analyses. 

 Biochemical approaches are important for understanding the 
nature of a protein, as well as the composition of a complex when 
the protein associates with other partners. However, a different 
approach is required to assess protein localization and to achieve 
further insight into its function in a cellular context. Traditional 
cell biology techniques use fl uorescently tagged proteins or anti-
bodies (hence immunofl uorescence or IF) to visualize where the 
protein is localized. Certain drawback with fl uorescently tagged 
histones is that the tags are often much larger than the histones 
themselves, which could result in aberrant histone localization 
affecting its function. One study shows that GFP-tagged CENP-A 
mutants were more sterile than their untagged counterparts, sug-
gesting the large fl uorescent tag may contribute to chromatin 
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instability [ 10 ]. To alleviate that issue, specifi c antibodies have 
been produced to target the protein of interest, and small but 
unique peptide tags can also be cloned in frame and covalently 
attached to the protein to facilitate detection. These materials have 
provided cell biologists with useful tools to study protein localiza-
tion, and allowed for such methods as DNA fl uorescent in situ 
hybridization (FISH). Similar to SDS-PAGE gels, which later 
evolved to TAU gels, wherein proteins and their modifi cations 
could be defi nitively resolved, combined IF/FISH methods allow 
specifi c protein or histone recognition on chromatin fi bers. Indeed, 
using high resolution imaging of chromatin fi bers coupled to IF 
techniques, it was shown that within centromeres, domains of 
CENP-A alternate with domains of H3 di-methylated at lysine 
(H3K4Me2) [ 11 ,  12 ]. 

 Another tool for chromatin and nucleosome imaging involves 
the use of an AFM. This technology dates back to the 1980s, and 
is commonly used in the fi elds of physics and materials chemistry, 
but has slowly gained acceptance over the past two decades as a 
robust method to study chromatin and nucleosome structure. 
AFM is a form of scanning probe microscopy (SPM) where the 
sample’s surface is probed by an extremely small tip moving over it 
in a scanning fashion [ 13 ]. The tip, mounted on the end of a 
fl exible cantilever and most often composed of silicon or silicon 
nitride, is approximately 2–10 nm in diameter and interacts with 
the sample within a short range of repulsive (Coulombic) and 
attractive (van der Waals) atomic forces. Over the last 30 years, 
AFM has been used for a broad variety of physical and electronic 
applications, but it has proven particularly useful for observation 
and analysis of biological molecules, including chromatin. The 
main advantage of AFM is that it allows for sample imaging with 
resolution akin to electron microscopy but with minimal processing, 
making it both an excellent analytical (high precision measurements 
of nucleosome dimensions) and preparative (quick determination 
of chromatin quality) technique [ 5 ,  14 ,  15 ]. 

 Here, we provided detailed protocols on how to purify quan-
titative amounts of native nucleoprotein complexes from human 
cells for analysis on an SDS-PAGE or high-resolution protein gels 
for WB and MS, how to visualize such nucleosomes bound to 
other protein components on extracted chromatin fi bers by IF, and 
how to analyze nucleosome dimensions and chromatin fi ber 
folding using AFM. These methods have been used successfully by 
our lab for the study of low abundance (1–5 % of total) histone 
variants such as CENP-A and macroH2A from mouse, Drosophila, 
and human cells in culture, as well as from small amounts of tumor 
 tissues. Consequently, the collection of techniques described herein 
should generally be applicable to any nucleoprotein complexes 
present as a small fraction of the total genome.  

 Tracking Nucleosome Structure In Vivo
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2    Materials 

       1.    1× PBS: 137 mM NaCl, 2.7 mM KCl, 1.5 mM KH 2 PO 4 , 
8.1 mM Na 2 HPO 4  pH 7.2.   

   2.    Cold 1× PBS-T: PBS supplemented with 0.1 % Tween-20.   
   3.    Cold TM2 buffer: 20 mM Tris–HCl pH 8.0, 2 mM MgCl 2 .   
   4.    Nonidet P40 (NP40) or Nonidet P40 Substitute (Fluka 

Analytical).   
   5.    0.1 M TE: 10 mM Tris–HCl pH 8.0, 0.2 mM EDTA, 100 mM 

NaCl.   
   6.    Micrococcal Nuclease (MNase, Sigma Aldrich).   
   7.    100 mM CaCl 2 .   
   8.    MNase quenching solution: 500 mM EGTA pH 8.0.   
   9.    Low-salt extraction buffer (LSEB): 0.5× PBS, 5 mM EGTA.   
   10.    100 mM phenylmethanesulfonylfl uoride (PMSF): dissolved in 

ethanol.   
   11.    Anti CENP-A antibody (Santa Cruz Biotechnology, Inc., Cat 

#sc-22787).   
   12.    Protein A/G PLUS-agarose beads (Santa Cruz Biotechnology).   
   13.    0.2 M glycine pH 6.5.   
   14.    2× Laemmli sample buffer: 65.8 mM Tris–HCl pH 6.8, 2.1 % 

SDS, 26.3 % (w/v) glycerol, 0.01 % bromophenol blue.      

      1.    50-mL conical tubes with small stir bars.   
   2.    0.35 M NaCl PBS, 0.2 mM EDTA: 1× PBS containing a total 

of 0.35 M NaCl and 0.2 mM EDTA.   
   3.    Hydroxylapatite.   
   4.    100 mM stock solution of phenylmethanesulfonylfl uoride 

(PMSF) in ethanol.   
   5.    2 M NaCl PBS, 0.2 mM EDTA: 1× PBS containing a total of 

2 M NaCl and 0.2 mM EDTA.   
   6.    15-mL conical tube.   
   7.    2.8 M NaCl PBS, 0.2 mM EDTA: 1× PBS containing a 

TOTAL of 2.8 M NaCl and 0.2 mM EDTA.   
   8.    Amicon Ultra-4 Centrifugal Filter Unit with Ultracel-3 

membrane (Millipore).   
   9.    Slide-A-Lyzer Dialysis Cassette, 7K MWCO (Thermo 

Scientifi c).   
   10.    Low-salt extraction buffer (LSEB): 0.5× PBS, 5 mM EGTA.      

2.1  Nuclei 
Preparation, 
Chromatin Digestion, 
Extraction, and 
Immunoprecipitation

2.2  Histone 
Extraction with 
Hydroxylapatite
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      1.    250-mL vacuum fi lter fl ask.   
   2.    Urea.   
   3.    40 % acrylamide solution: acrylamide/bis-acrylamide (37.5:1).   
   4.    Glacial acetic acid.   
   5.     N , N , N , N ′-tetramethyl-ethylenediamine (TEMED).   
   6.    0.3 M Triton X-100: dissolved in dH 2 O.   
   7.    PROTEAN II xi Cell electrophoresis setup (BioRad) with 

proper combs and accessories.   
   8.    10 % Ammonium persulfate (APS); dissolved in dH 2 O.   
   9.    Butanol.      

      1.    Triton X-100.   
   2.    TAU Running Buffer: 65 mL glacial acetic acid, 1.3 mL Triton 

X-100, add water to a total of 1,300 mL.   
   3.    Cysteamine Pre-run Solution: 3.84 g urea, 0.57 g cysteamine 

or β-mercaptoethanol, 430 μL glacial acetic acid, 160 μL 0.3 M 
Triton X-100, a pinch of pyronin Y (for tracking), add water to 
a total of 8 mL. Store at room temperature.   

   4.    2-L graduated cylinder.   
   5.    2× Sample Running Dye: 9.6 g urea, 750 μL β-mercaptoethanol, 

750 μL glacial acetic acid, a pinch of pyronin Y (for tracking), 
add water to a total of 15 mL. Store at room temperature.   

   6.    TAU Equilibrating Solution: 50 mM glacial acetic acid, 0.5 % 
SDS.   

   7.    Transfer Buffer in 20 % ethanol (1× Tris-glycine transfer buf-
fer): 25 mM Tris–HCl pH 8.0, 192 mM glycine, 20 % 
ethanol.   

   8.    Transfer-Blot Turbo Transfer Pack: midi format, 0.2 μm nitro-
cellulose (BioRad).   

   9.    Transfer-Blot Turbo Transfer System (BioRad).   
   10.    1× PBS: 137 mM NaCl, 2.7 mM KCl, 1.5 mM KH 2 PO 4 , 

8.1 mM Na 2 HPO 4  pH 7.2.   
   11.    PBS-T: 1× PBS supplemented with 0.1 % Tween-20.   
   12.    Membrane Blocking Buffer: 5 % nonfat dry milk solubilized in 

1× PBS.   
   13.    TAU Hybridization Buffer: 3 % BSA solubilized in PBS-T.   
   14.    Antibodies: CENP-A antibody—ChIP grade (Abcam, Cat 

#ab13939), H2A (Abcam, Cat #ab18255), and H4 (Abcam, 
Cat #10158).   

   15.    Plastic hybridization bag.   
   16.    Heat bag sealer.   

2.3  Casting Long 
TAU (L-TAU) Gels

2.4  Running Long 
TAU (L-TAU) Gels and 
Immunoblotting
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   17.    IRDye secondary antibodies (LI-COR Biosciences) or other 
secondary antibodies.   

   18.    LiCor Odyssey Imaging System (LI-COR Biosciences) or 
other imaging/developing system.      

      1.    1× PBS: 137 mM NaCl, 2.7 mM KCl, 1.5 mM KH 2 PO 4 , 
8.1 mM Na 2 HPO 4  pH 7.4.   

   2.    Hemocytometer.   
   3.    Hypotonic solution: 75 mM KCl diluted in sterilized distilled 

water.   
   4.    CytoSpin 4 centrifuge (Thermo Scientifi c).   
   5.    Shandon Single Cytofunnels with White Filter Cards (Thermo 

Scientifi c).   
   6.    Shandon Cytoclips Stainless-Steel Slide Clip (Thermo Scientifi c).   
   7.    Microscope slides.   
   8.    Coplin jars.   
   9.    Fiber lysis buffer: 2.5 mM Tris–HCl pH 7.5, 0.5 M NaCl, 1 % 

Triton X-100, 0.4 M urea.   
   10.    Fixation buffer: 4 % formaldehyde, 1× PBS.   
   11.    Permeabilization buffer: 1× PBS, 0.1 % Triton X-100.      

        1.    Blocking buffer: 1× PBS, 0.5 % Bovine Serum Albumin (BSA), 
0.01 % Triton X-100.   

   2.    Wash solution: 1× PBS, 0.05 % Tween-20.   
   3.    CENP-A primary antibody: mouse monoclonal [ 3 – 19 ] 

CENP-A antibody—ChIP grade (Abcam, Cat #ab13939) 
dilution 1:200 in blocking solution complemented with 1 % 
normal goat serum.   

   4.    Secondary antibody: goat anti-mouse conjugated to Alexa 
Fluor 488 or Alexa Fluor 568 (Life Technologies, Cat #A11001 
and Cat #A11004, respectively) dilution 1:500 in blocking 
solution complemented with 1 % normal goat serum.   

   5.    4′,6-Diamidino-2-phenylindole (DAPI) solution: dissolve 
1 μg/μL DAPI in 1× PBS, 50 % glycerol. Store at −20 °C. 
Dilute 1:5,000 in 1× PBS to prepare a working solution.   

   6.    1× PBS.   
   7.    Mounting Mowiol solution: add 2.4 g of anti-fading reagent 

MOWIOL 4-88 (Sigma-Aldrich, #81381) to 6 g of glycerol, 
stir to mix. Add 6 mL of distilled water and mix at room tem-
perature for minimum 2 h. Add 12 mL of 0.2 M Tris pH 8.5, 
and heat to 50 °C for 30 min with occasional mixing. Clarify 
by centrifugation at 2,800 ×  g  for 20 min. Add to 2.5 % (w/v) 
1,4,-diazobicyclo-[2.2.2]-octane (DABCO 33-LV, Sigma- 
Aldrich, #290734). Aliquot and store at −20 °C.      

2.5  Preparation of 
Chromatin Fibers

2.6  Chromatin Fiber 
Immunofl uorescence
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       1.    Coplin jars.   
   2.    Crosslinking buffer: 8 % formaldehyde diluted in distilled 

water.   
   3.    1× PBS containing 0.5 % Tween-20.   
   4.    Salmon sperm DNA.   
   5.    Biotin-labeled DNA probe against centromeric α-satellite 

sequence: This labeling is performed by nick translation 
using a homemade plasmid containing repeats of centro-
meric α-satellite sequence ( see   Note 1 ). Mix 2 μg of DNA 
with 10 μL 10× nick translation buffer (0.5 M Tris–HCl 
pH 8.0, 50 mM MgCl 2 , 0.5 mg/mL BSA), 10 μL of a solu-
tion containing 0.5 mM dATP, 0.5 mM dCTP, 0.5 mM 
dGTP and 0.1 mM dTTP, 10 μL 0.1 M β-mercaptoethanol, 
4 μL 1 mM biotin-16-dUTP for a total volume of 100 μL 
after addition of DNA Polymerase I and DNase I. Vortex, 
centrifuge, and place on ice. Add 2 μL DNA Polymerase I 
(Invitrogen Cat #18010- 025) and 5 μL DNase I (diluted 
100× in sterile water, Invitrogen Cat #AM2235), fl ick gently 
and incubate for 90 min at 15 °C. Using 5 μL of the sample, 
check on 2 % agarose gel the length of the DNA, it should be 
between 300 and 600 bp. If DNA fragments are too long, 
add more DNase I and incubate for additional 30 min. Stop 
the reaction with 1 μL 0.5 M EDTA, incubate 10 min at 
55 °C, then store at −20 °C.   

   6.    3 M sodium acetate pH 5.2.   
   7.    100 % ethanol.   
   8.    70 % ethanol.   
   9.    Hybridization buffer: 20 % dextran sulfate, 4× SSC.   
   10.    Denaturing solution: 70 % formamide, 2× SSC.   
   11.    12 × 12 round coverslips.   
   12.    Rubber cement.   
   13.    Wash solution 1: 50 % formamide, 2× SSC solution.   
   14.    Wash solution 2: 2× SSC, 0.05 % Tween-20.   
   15.    Blocking solution: 4× SSC, 0.1 % Tween-20, 3 % BSA.   
   16.    Secondary antibody: dilution 1:300 diluted in blocking 

buffer.   
   17.    Wash solution 3: 4× SSC, 0.1 % Tween-20.   
   18.    DAPI solution ( see  Subheading  2.6 ,  item 5 ).   
   19.    1× PBS.   
   20.    Mounting Mowiol solution ( see  Subheading  2.6 ,  item 7 ).      

2.7  DNA FISH with 
an α-Satellite Probe
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   All buffers and washes should be prepared using ultrapure MilliQ 
fi ltered water. All materials listed in Subheading  2.1  are also required. 
For AFM, muscovite mica, grade V-1 or V-2, is recommended. This 
can be purchased in large sheets or pre-cut to desired dimension 
(discs, squares) and is available from several suppliers, including 
Structure Probe, Inc. and Electron Microscopy Sciences. However, 
untreated mica surface has a negative charge; therefore, to improve 
protein binding to the mica surface, a fresh, positively charged mica 
surface is required. Mica preparation methods have been described 
previously for (3-Aminopropyl)triethoxysilane (APTES)-mica 
(AP-mica) [ 16 ] and 1-(3-aminopropyl)silatrane (APS)-treated mica 
(APS-mica) [ 16 – 18 ].

    1.    AP-mica.   
   2.    APS-mica.   
   3.    Protease inhibitor cocktail.   
   4.    10× PBS pH 7.4, fi ltered, sterile.   
   5.    1 M MgCl 2  fi ltered, sterile.   
   6.    AFM scanning system (Agilent AFM 5500, Bruker MultiMode 

8, or equivalent).   
   7.    Gwyddion software: free and open source software for SPM 

analysis (other analysis software is also acceptable, provided it 
has the capability to export raw data as ASCII text fi le; 
however, instructions in this chapter will be provided for 
Gwyddion only). More information at:   www.gwyddion.net    .   

   8.    ImageJ software: free and open source software for image 
processing and analysis in Java (for automated analysis of 
nucleosomes). More information at:   rsbweb.nih.gov/ij    .    

3       Methods 

    Human cells (e.g., HeLa) are synchronized with a double thymidine 
block and each cell cycle stage confi rmed by FACS analysis [ 5 ]. It 
is important to determine if synchronization protocol results in 
DNA damage, especially if the complexes being studied are 
normally involved in such mechanisms. In this scenario, it may be 
preferable to isolate cells at different phases of the cell cycle using 
fl ow cytometry [ 19 ] or centrifugal elutriation [ 20 ] instead. Cells 
are then trypsinized, washed once with 1× PBS, once with cold 1× 
PBS-T, and kept on ice until ready to proceed onto nuclear 
preparation and chromatin extraction. Make sure centrifuges are 
cooled to 4 °C ahead of time.

    1.    Prepare 10 mL of TM2 solution supplemented with 0.5 % 
NP40/NP40 substitute ( see   Note 2 ) for each sample and add 
the solution to the broken up cell pellet ( see   Note 3 ). Incubate 
on ice for 2 min and centrifuge at 230 ×  g  for 5 min at 4 °C.   

2.8   AFM

3.1  Nuclei 
Preparation, 
Chromatin Digestion, 
Extraction, and 
Immunoprecipitation
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   2.    Carefully remove solution/supernatant, leaving the pellet 
 containing nuclei behind. Gently loosen the released nuclear 
pellet ( see   Note 3 ) and wash with cold TM2 (NP40 free). 
Centrifuge at 230 ×  g  for 5 min at 4 °C.   

   3.    Carefully remove solution/supernatant, and loosen the nuclear 
pellet and add 2 mL of 0.1 M TE. Incubate tube(s) in the 
37 °C water bath for about 5 min ( see   Note 4 ).   

   4.    Add 0.4 U of MNase ( see   Note 5 ) to the top and side wall of 
the tube ( see   Note 6 ) and 30 μL of 100 mM CaCl 2  (to achieve 
fi nal concentration of 1.5 mM) to the opposite wall of the 
tube. Gently rotate the tube to mix the enzyme and catalyst 
(CaCl 2 ) and start timer.   

   5.    At the end of the chromatin digestion period, quench the reac-
tion by adding 40 μL of 500 mM EGTA (to achieve fi nal con-
centration of 10 mM). Gently rotate the tube to mix the 
quenching agent and place tube on ice until the next step.   

   6.    Centrifuge samples at 230 ×  g  for 5 min at 4 °C and carefully 
remove supernatant not to disrupt the digested nuclear pellet. 
Gently loosen the pellet and add 1 mL of LSEB solution to the 
tube. Gently break up the pellet in the LSEB solution by fl ick-
ing the tube. Cut pipette tip to widen the point of entry 
( see   Note 7 ) and transfer nuclear pellet/LSEB slurry to a 
microcentrifuge tube.   

   7.    Add 5 μL of 100 mM PMSF (fi nal concentration of 0.5 mM) 
( see   Note 8 ) and rotate samples for at least 6 h to overnight at 
4 °C to extract chromatin.   

   8.    Cut the pipette tip before any of the following steps ( see   Note 7 ). 
After extraction, save 5 % for input samples (store at −20 °C 
until use) and/or AFM analysis ( see   Note 9 ). Transfer the rest 
of the extract to a new tube.   

   9.    Add 12 μL CENP-A antibody (or preferred target antibody) 
and rotate for at least 4 h to overnight at 4 °C.   

   10.    Add 30 μL Protein A/G PLUS-agarose beads and let sample(s) 
rotate for another 2 h at 4 °C.   

   11.    Centrifuge to pellet the beads, antibody, and immunoprecipi-
tated target protein complex at 1,503 ×  g  for 5 min in a refrig-
erated microfuge. Save a small portion of the supernatant (5 %) 
as unbound sample, and discard the rest.   

   12.    Gently wash the beads with the 1 mL LSEM buffer, and rotate 
for 5 min.   

   13.    Centrifuge to pellet the beads, antibody, and immunoprecipi-
tated target protein complex at 1,503 ×  g  for 5 min in a refrig-
erated microfuge.   
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   14.    Discard the supernatant and add fresh 1 mL LSEM buffer to 
wash the beads again, and rotate for 5 min. A third wash is also 
recommended.   

   15.    Transfer the wash and bead/antibody/target protein complex 
to a new, clean tube using a cut tip.   

   16.    Centrifuge to pellet the beads, antibody, and  immunoprecipitated 
target protein complex at 1,503 ×  g  for 5 min in a refrigerated 
microfuge.   

   17.    Discard the wash solution, leaving just the beads behind and 
very little residual LSEM buffer (if any). If the ChIP’ed sam-
ples will be imaged by AFM, perform a gentle elution by 
adding 10 volumes of 0.2 M glycine pH 6.5 with end-over-end 
rotator for 1 h at room temperature. Otherwise, for gel elec-
trophoresis, proceed to the next step.   

   18.    Add the 2× Laemmli sample buffer directly to the beads and 
boil sample(s) if performing traditional SDS-PAGE analysis. If 
sample(s) will be analyzed by TAU gel electrophoresis, dissolve 
in 2× Sample Running Dye ( see  Subheading  3.4 ,  step 8 ), and 
proceed with the TAU gel protocol.    

    Five to ten confl uent fl asks of human cells are synchronized with a 
double thymidine block as above [ 5 ]. Cells are then trypsinized 
and washed at least once with 1× PBS, cold 1× PBS-T, and kept on 
ice until ready to proceed onto histone extraction in 50-mL conical 
tubes.

    1.    Perform  steps 1 – 2  as outlined in Subheading  3.1 .   
   2.    Carefully remove supernatant not to disturb the nuclear pellet, 

and then fl ick tube to disperse the nuclei. To the 50-mL coni-
cal tubes, add 10 mL of the 0.35 M NaCl PBS, 0.2 mM EDTA 
( see   Note 10 ), 1 g of hydroxylapatite (to achieve fi nal concen-
tration of 10 %), 0.5 mM PMSF, and a small stir bar that can 
stir freely in the tube.   

   3.    Place tube(s) upside down in a thin wall plastic container, and 
stir overnight with a magnetic stirrer. The hydroxylapatite 
slurry will attach to DNA while the 0.35 M NaCl PBS, 0.2 mM 
EDTA will release the soluble proteins.   

   4.    The next day, centrifuge the hydroxylapatite/chromatin and 
soluble protein mixture at 500 ×  g  for 5 min at 4 °C and wash 
it twice with fresh 0.35 M NaCl PBS, 0.2 mM EDTA. This 
removes the excess soluble proteins, leaving the chromatin 
bound to the hydroxilapatite behind. Add 6 mL of 2 M NaCl 
PBS, 0.2 mM EDTA to the slurry ( see   Note 10 ), and magneti-
cally stir for at least another 2–4 h. At 2 M NaCl, the majority 
of the histones or nucleosomes should be detached from DNA 
( see   Note 11 ).   

3.2  Histone 
Extraction with 
Hydroxylapatite
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   5.    Centrifuge slurry, collect and transfer supernatant to a new 
15-mL conical tube. Store samples at 4 °C until use.   

   6.    To the hydroxylapatite slurry, add 4 mL of 2.8 M NaCl PBS, 
0.2 mM EDTA and magnetically stir for another 2–4 h 
( see   Note 12 ).   

   7.    Centrifuge the slurry and pool the supernatants from the 
2.8 M NaCl and 2.0 M NaCl PBS-containing solutions. 
Centrifuge at 900 ×  g  for 5 min at 4 °C to sediment residual 
hydroxylapatite.   

   8.    Transfer as much clear supernatant as possible to an Amicon 
Ultra Centrifugal Filter unit, and centrifuge at 2,000 ×  g  at 4 °C 
until sample has been concentrated to ~0.5 mL ( see   Note 13 ).   

   9.    Once samples are concentrated, dialyze sample(s) overnight at 
4 °C in a beaker fi lled with LSEB, covered with plastic wrap, 
and stirred with a magnetic bar.   

   10.    The following day, dialyzed samples are recovered and can be 
saved at −20 °C until ready to be run on a Long TAU gel and 
for WB.    

    The following conditions are optimized for a 20 cm long gel that 
is 0.5–0.75 mm thick. For gels that are of a different size, scale the 
components up or down, as needed.

    1.    To a 250-mL vacuum fi lter fl ask, add the following to make 
the running gel: 12 g Urea, 5.6 mL 40 % acrylamide, 1.25 mL 
Glacial Acetic Acid, 125 μL TEMED, 0.5 mL 0.3 M Triton 
X-100, 7.6 mL dH 2 O (to 25 mL total).   

   2.    Gently stir without creating bubbles until urea is completely 
dissolved ( see   Note 14 ).   

   3.    Degas for 10 min with a vacuum hose attached to the fl ask.   
   4.    Properly assemble glass plates and clamps that will house the 

TAU gel according to BioRad’s PROTEAN II xi Cell recom-
mendations (  http://www.bio-rad.com/webroot/web/pdf/
lsr/literature/M1651801.pdf    ) or your manufacturer’s 
recommendations.   

   5.    Add 300 μL 10 % APS to the fl ask containing the contents in 
 step 1 , gently swirl to mix and pipette in between the glass 
plates, leaving about 3 cm at the top to allow room for the 
stacking gel and comb.   

   6.    Cover the top of the gel by adding butanol or dH 2 O to one 
side of the gel, which will slowly migrate to the opposite side, 
forming a uniformed monolayer that prevents the gel from 
over-drying.   

   7.    Allow the gel to set for at least 30 min.   

3.3  Casting Long 
TAU (L-TAU) Gels

 Tracking Nucleosome Structure In Vivo

http://www.bio-rad.com/webroot/web/pdf/lsr/literature/M1651801.pdf
http://www.bio-rad.com/webroot/web/pdf/lsr/literature/M1651801.pdf


600

   8.    Prepare the stacking gel by adding the following to another 
250 vacuum fi lter fl ask: 4.8 g Urea, 1.2 mL 40 % acrylamide, 
500 μL Glacial Acetic Acid, 100 μL TEMED, 200 μL 0.3 M 
Triton X-100, 4.5 mL dH 2 O.   

   9.    Gently stir without creating bubbles until urea is completely 
dissolved ( see   Note 14 ).   

   10.    Degas for 10 min with a vacuum hose attached to the fl ask.   
   11.    Take assembled glass plates with solidifi ed TAU gel to the sink, 

and wash off butanol and any unpolymerized acrylamide with 
dH 2 O ( see   Note 15 ).   

   12.    Assemble solidifi ed gel/glass plate back on the gel stand, 
making sure the gel is leveled.   

   13.    Add 250 μL 10 % APS to stacking gel mixture in fl ask, swirl to 
mix, and pipette into the top layer until it fi lls the lower glass 
plate.   

   14.    Gently push comb of desired lane width in between the glass 
plates and allow stacking gel to set for at least 30 min to an 
hour ( see   Note 16 ).      

        1.    Assemble L-TAU gel apparatus in the electrophoretic unit 
according to BioRad’s PROTEAN II xi Cell recommendations 
or your manufacturer’s recommendations.   

   2.    Fill the upper chamber with the TAU Running Buffer, allowing 
it to spill over into the outer chamber and cover the 
bottom of the assembled glass plates.   

   3.    Pipette each lane of the gel several times to remove any unpo-
lymerized material and debris ( see   Note 17 ).   

   4.    Perform a Blank Pre-run for at least an hour without anything 
loaded into the wells, at a constant 15 mA. Make sure to 
reverse polarity of the cables ( see   Note 18 ).   

   5.    Pipette each lane of the gel several times again to remove any 
unpolymerized material and debris ( see   Note 17 ).   

   6.    Pipette 20–30 μL of the Cysteamine Pre-run Solution into 
each lane and electrophorese at a constant 15 mA for 16–22 h 
( see   Note 19 ).   

   7.    Make a fresh batch of the TAU Running Buffer, allowing it to 
stir with a magnetic stir bar in a 2 L graduated cylinder at room 
temperature overnight. This ensures the buffer is well mixed 
prior to next day’s sample run.   

   8.    The next day, dissolve the sample(s) in the 2× Sample Running 
Dye, making it 1× ( see   Note 20 ). Pipette up and down a few 
times to mix the sample with Sample Running Dye.   

   9.    The dye from the Cysteamine Pre-run Solution should have 
run out into the outer chamber, giving it a slight pink hue. 

3.4  Running L-TAU 
Gels and Western Blot
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Pipette each lane of the gel several times to remove any unpo-
lymerized material and debris ( see   Note 17 ).   

   10.    Load the appropriate amount of each sample that was dissolved 
in the 2× Sample Running Dye ( see   step 8 ) into their respective 
lanes and run at 15 mA for 4–5 h ( see   Note 21 ).   

   11.    Once sample(s) are done migrating, disassemble the L-TAU 
gel and perform a quick wash (less than 5 min) with dH 2 O in 
a clean container ( see   Note 22 ).   

   12.    For Coomassie staining, fi x the gel and proceed with Coomassie 
stain ( see  Fig.  1a ). For WB, proceed as described in the 
next step.

       13.    Cut the gel to size, and equilibrate the L-TAU gel twice for 20 
min each time with TAU Equilibrating Solution, under gentle 
shaking conditions ( see   Note 23 ).   

   14.    Equilibrate and wash the L-TAU gel twice for 20 min each 
with Transfer Buffer, with gentle shaking ( see   Note 23 ).   

   15.    Assemble the fi lter paper, membrane, and gel sandwich with 
the midi-format Transfer-Blot Turbo Transfer Pack.   

   16.    Transfer with the preset BioRad’s High Molecular Weight 
(MW) setting (2.5 A, 25 V) for 20 min total using Transfer- 
Blot Turbo Transfer System.   

  Fig. 1    L-TAU gel and Western Blot of histones purifi ed from human cells across the cell cycle. ( a ) Coomassie 
stained L-TAU gel. ( b ) Two-Color Western Blot of L-TAU gel transferred onto nitrocellulose membrane. 
CENP-A ( red ), H2A ( red ), and H4 ( green ) histones were probed.  Ab LC  antibody light chain,  rCENP-A  recom-
binant CENP-A       
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   17.    Disassemble the sandwich and wash the membrane with 
1× PBS with gentle shaking to remove residual ethanol.   

   18.    Block membrane for 30 min with Membrane Blocking Buffer 
at room temperature (RT).   

   19.    Dilute the primary antibody to the recommended concentra-
tion with the TAU Hybridization Buffer ( see   Note 24 ).   

   20.    Perform a quick rinse of the blocked membrane with PBS-T 
and assemble into a hybridization bag. Seal three sides of the 
bag with a heat bag sealer, leaving one side unsealed.   

   21.    Add the antibody diluted in the TAU Hybridization Buffer to 
the unsealed side, and gently massage out the bubbles 
( see   Note 25 ).   

   22.    Seal the last side and gently rock the membrane overnight at 
4 °C.   

   23.    The next day, pour out the primary antibody solution, gently 
place membrane into a clean container, and perform two 
washes 5 min each with PBS-T.   

   24.    Dilute the secondary antibody to the manufacturer’s recom-
mendations with the TAU Hybridization Buffer ( see   Note 26 ).   

   25.    Repeats  steps 20 – 22  in Subheading  3.4  with the secondary 
antibody, and incubate with gentle rocking for an hour.   

   26.    Wash the membrane twice with PBS-T with gentle rocking and 
image with LiCor Odyssey’s supplied imaging software 
( see  Fig.  1b ) or with the preferred method of detection.      

   This protocol was adapted from Sullivan [ 12 ] for HeLa cells, 
normal colon EpiCM cells, and colon cancer SW480 cells.

    1.    Trypsinize cells and wash once with 1× PBS in 50-mL conical 
tubes.   

   2.    Count cells using a hemocytometer and resuspend in hypo-
tonic buffer (fi nal concentration 300,000 cells per mL). 
Incubate at RT for 10 min for HeLa cells and 30 min for nor-
mal colon EpiCM or tumor colon SW480 cells.   

   3.    Using Cytofunnels, spin 200 μL of cells per slide for 10 min at 
400 rpm in Cytospin 4. Mark with a permanent pen the circu-
lar area containing cells.   

   4.    Remove slide(s) from the cytoclip and immerse them in Coplin 
jars fi lled with freshly prepared fi ber lysis buffer for 15 min at 
RT. Do not move or agitate the slide(s) during this and the 
following incubation to avoid the formation of a bundle or 
tangle of fi bers ( see  Fig.  2  and  Note 27 ).

       5.    Slowly and gently pull slide(s) up and out, remaining vertical, and 
transfer to fi xation buffer. Fix for 10 min at RT ( see   Note 27 ).   

3.5  Preparation of 
Chromatin Fibers

Marcin P. Walkiewicz et al.



603

   6.    Gently transfer slide(s) from fi xation buffer to permeabiliza-
tion buffer to extract fi bers for 7 min at RT ( see   Note 27 ).   

   7.    If FISH or IF cannot be performed the same day, store slide(s) 
in 1× PBS at 4 ºC for a maximum of 2 weeks.    

         1.    Block slide(s) for 30 min in Blocking buffer at RT or overnight 
at 4 °C.   

   2.    Incubate with primary antibody diluted in blocking solution 
complemented with 1 % normal goat serum overnight at 4 °C 
in a humidifi ed chamber.   

   3.    Wash slide(s) three times for 5 min each in wash solution. Do 
not agitate slide(s) ( see   Note 27 ).   

   4.    Incubate with secondary antibody diluted in blocking solution 
complemented with 1 % serum for 1–2 h at RT in a humidifi ed 
chamber in the dark.   

   5.    Wash slide(s) three times for 5 min in wash solution.   
   6.    Perform two more washes in 1× PBS for 2 min each at RT. 

Make sure slide(s) has limited exposure to light from this point 
onward ( see   Note 28 ).   

   7.    For co-staining, repeat immunofl uorescence from 
Subheading  3.6 ,  step 1  using a different primary and secondary 
antibody. For DNA FISH, go to Subheading  3.7 . Otherwise, 
continue with the next steps.   

   8.    Incubate with DAPI solution for 15 min at RT in the dark.   
   9.    Wash slide(s) three times for 5 min in 1× PBS and mount 

 coverslip with Mowiol solution. Make sure slide(s) is kept in 
the dark ( see   Note 28 ).      

3.6  Chromatin Fiber 
Immunofl uorescence

  Fig. 2    Chromatin fi ber stained with CENP-A antibody and FISH α-satellite probe on HeLa cells. Three types of 
fi bers are visible. Fiber indicated with  arrow  represents a homogeneous diameter and nice shape, revealing 
the co-localization of CENP-A and α-satellite DNA probe. Fibers designated by  arrowheads  are either a bundle 
or a tangle of fi bers obstructing a clear view of the co-localization of CENP-A onto the centromeric DNA       
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       1.    Crosslink antibody-protein complexes by immersing slide(s) in 
a Coplin jar containing crosslinking buffer for 10 min at RT.   

   2.    Store slide(s) in 1× PBS, 0.5 % Tween-20 until FISH is 
performed. Slide(s) may be stored at 4 °C for up to 1 week.   

   3.    Precipitate 100–150 ng of biotin-labeled DNA from 
Subheading  2.7 ,  item 5  with the addition of 1 μg of salmon 
sperm DNA, 1/10 volume of 3 M sodium acetate, and 
3 volumes of 100 % ethanol per slide.   

   4.    Centrifuge 30 min at 18,407 ×  g  in a refrigerated microfuge. 
Wash the pellet with 70 % ethanol and centrifuge again for 
5 min at 9,391 ×  g  in a refrigerated microfuge. Resuspend the 
dry pellet with 5–6 μL of hybridization buffer.   

   5.    Pre-warm denaturing solution in Coplin jar by successive incu-
bations in 37 and 42 °C water baths for 10–15 min, before 
fi nally placing it into a 80 °C water bath ( see   Note 29 ).   

   6.    Remove slide(s) from jar containing 1× PBS, 0.5 % Tween-20. 
Quickly wipe the slide(s) to remove excess solution using 
folded delicate task wipes or lint-free tissues, but avoid wiping 
the circular area containing the fi bers ( see  Subheading  3.5 , 
 step 3 ).   

   7.    Place slide(s) in denaturing solution for 8–10 min. During this 
time, place a tube containing biotin-labeled probe dissolved in 
hybridization buffer in 78 °C water bath to denature DNA for 
9 min, and then place it on ice.   

   8.    Remove the slide(s) from denaturing solution, wipe it, and add 
the entire denatured probe dissolved in hybridization buffer 
from  steps 3  to  4  above to the circular area containing fi bers.   

   9.    Carefully and quickly cover each circular area with a 12 × 12 
round coverslip, seal with Rubber cement, and incubate slide(s) 
in humidifi ed chamber at 37 °C incubator for 16–48 h in the 
dark ( see   Note 28 ).   

   10.    Wash slide(s) three times for 5 min each, at 45 °C with wash 
solution 1.   

   11.    Wash slide(s) four times for 5 min each, at 45 °C with wash 
solution 2.   

   12.    Block for 30 min at RT with blocking solution.   
   13.    Incubate slide(s) with the secondary antibody at 37 °C for 2 h.   
   14.    Wash slide(s) four times for 5 min each, at 45 °C with wash 

solution 3.   
   15.    Incubate with DAPI solution for 15 min at RT in the dark 

( see   Note 28 ).   
   16.    Wash slide(s) four times for 3 min with 1× PBS, and mount 

coverslip with Mowiol solution. Store slide(s) in the dark at 
4 °C until ready for imaging ( see   Note 28 ).      

3.7  DNA FISH with 
an α-Satellite Probe

Marcin P. Walkiewicz et al.



605

  AFM can operate in several modes, each resulting in different type 
of information being collected. The most suitable modes for 
chromatin imaging are tapping (frequency slightly lower than 
cantilever resonance) and noncontact mode (frequency slightly 
higher than cantilever resonance), which generate a detailed three-
dimensional image of the sample surface. Each of these modes relies 
on the tip rapidly oscillating up-and-down within a close proximity 
to the sample surface but with little to no direct contact, thereby 
minimizing the risk of damage or disruption of the chromatin. 

 Any substrate could theoretically be used for sample deposition 
for the AFM, as long as it could provide a very fl at and uniform 
surface. Freshly cleaved mica has been traditionally used as it has an 
atomically fl at sheet surface, creating a perfect background for 
AFM imaging. Untreated, the surface of mica has a negative charge 
[ 16 ,  21 ] and can effectively bind DNA molecules, provided that 
salt concentration is low and divalent cations are added to the buf-
fer to bridge the electrostatic interaction with negatively charged 
phosphate backbone of the DNA. However, under most physio-
logical conditions it does not bind proteins very well. In order to 
improve protein deposition, mica can be treated with APTES 
{(3-Aminopropyl)triethoxysilane} or APS {1-(3- aminopropyl)sila-
trane} silica compounds that give it a positive surface charge by 
functionalizing with amino groups [ 16 ,  21 ]. The choice between 
these two reagents should be determined experimentally, as well as 
based on feasibility at one’s facility. APTES mica is generally more 
consistent from batch to batch, but it also has the propensity to 
bind soluble proteins better, resulting in higher background from 
samples of lesser purity ( see  Fig.  3a ). APS tends to have higher vari-
ability from one preparation to another (and therefore each batch 
needs to be checked prior to sample deposition), but when the 
surface is suffi ciently fl at the images are generally much cleaner and 
better looking ( see  Fig.  3b ).

   Another important consideration is the tip selection, as it will 
impact the quality of data acquired. Super sharp tips with diameters 
of ~2 nm (such as Bruker TESP-SS or Nanosensors SSS-SEIH) 
provide superior resolution and data quality, but are also costly and 
fragile during repeated use. Good quality, lower cost tips (such as 
Bruker OTESPA/Olympus AC160TS-10) can be a very good 
compromise, as they are much more affordable and robust while 
still being sharp enough to acquire good quality data. 

 Finally, a method of data analysis must be carefully considered. 
Automated analysis of surface features can be tempting, as it guar-
antees large number of data points with good statistical signifi -
cance. However, unless the sample is exquisitely pure and all 
chromatin arrays are fl at and evenly distributed, automated analysis 
can result in counting background particles in no way associated 
with DNA arrays (Fig.  4c ). Furthermore, APS surface can degrade 
over time, resulting in formation of a maze of hills and valleys on a 

3.8   AFM
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previously uniform background. This does not affect the values for 
nucleosome height or diameter but may interfere with the auto-
mated algorithm. Therefore, in most cases, manual evaluation of 
particles of interest is recommended to assure accuracy. We will 
discuss both analysis methods below, along with sample prepara-
tion and common scanning conditions.

        1.    Prepare a fresh, positively charged mica surface ( see  
Subheading  2.8 ).   

   2.    Follow the chromatin extraction protocol as outlined in 
Subheading  3.1 ,  steps 1 – 8 . Use protease inhibitor cocktail in 
addition to PMSF ( see   Note 8 ).   

   3.    Dilute the extracted chromatin sample in the appropriate 
buffer to the fi nal concentration of ~5–10 μg/mL (the dilution 
buffer is the same as the buffer used for chromatin extraction 
but supplemented with 1–2 mM MgCl 2 , e.g., 0.5× PBS 1 mM 
MgCl 2  for LSEB extracted chromatin) ( see   Note 30 ).   

   4.    Deposit 5–10 μL of the diluted chromatin in the center of the 
AP(S)-mica surface. Cover sample with a petri dish lid to 
protect it from dust, and incubate for 10 min at RT.   

   5.    Rinse the sample with 400 μL of ultrapure water, dripping 3–4 
drops at a time and gently shaking it while holding the sample 
with tweezers.   

   6.    Dry the sample under light vacuum ( see   Note 31 ).      

3.8.1  AFM Sample 
Preparation
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  Fig. 3    Comparison of chromatin deposited on either APTES or APS surface. ( a ) Partial chromatin reconstitution 
was deposited on a fresh APTES surface in the presence of 2 mM MgCl 2 . Notice the unincorporated histone 
proteins ( bottom oval  ) bound all over the sample surface in between chromatin arrays ( left oval  ). ( b ) Same 
sample as in ( a ) but deposited on freshly prepared APS surface in the presence of 2 mM MgCl 2 . Unincorporated 
histones no longer contaminate the background between chromatin arrays ( oval  ). Grayscale on the  right 
represents approximate heights in nm; scale bar represents 100 nm       
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      1.    Scan the sample either in tapping or noncontact mode 
( see   Note 32 ). Contact mode should not be used as the tip drag-
ging across the sample will easily disrupt chromatin complexes.   

   2.    Use low force for scanning by setting a low free amplitude 
using the drive control (3–6 V on Agilent systems, 200–
400 mV on Veeco/Bruker microscopes).   

   3.    Adjust the setpoint as light as possible, but low enough to 
avoid the “comet tail” artifact ( see  Fig.  5a, b ). This usually 
means a setpoint ~85–90 % of free amplitude for the tapping 
mode or 75–80 % for noncontact mode.

       4.    Scan with low speed (0.5–1 line/s) and capture a large 
(5 μm × 5 μm), high resolution (4096 × 4096) image. This will 
make the analysis easier and assure that a large number of 
nucleosomes can be measured under the same conditions.      

3.8.2  AFM Scanning 
Conditions

  Fig. 4    Accurate identifi cation of nucleosome features in AFM images. ( a ) Immunoprecipitated chromatin from 
cancer cells were deposited on APS-mica in the presence of 1 mM MgCl 2 . Nucleosome arrays as well as features 
not associated with DNA are visible. Straight line represents a profi le shown in ( b ). ( b )  Top : profi le extraction 
graph of a nucleosome from ( a );  vertical lines  denote the diameter of the nucleosome measured at half-height. 
 Bottom : readout of the distance between the lines with the nucleosome diameter highlighted with the  oval . ( c ) 
Same as in ( a ), but with  boxes  indicating the positively identifi ed nucleosomes and “X” marking irrelevant back-
ground features that would still be included in the automated analysis. ( d ) Failed nucleosome reconstitution. The 
 arrowheads  indicate the spots where plasmid DNA crosses on top of itself resulting in a feature that resembles 
a nucleosome, but should not be counted as one. Notice lack of nucleosomes on free stretches of DNA and 
“false-nucleosome” features only occurring at DNA crossovers. ( e ) A  cartoon  indicating how the position of the 
feature on the DNA can aid in distinguishing between nucleosome and DNA crossover       
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  Data analysis consists of two major steps: preparing the image 
for analysis and performing the actual analysis.

    1.    Open the image in Gwyddion.   
   2.    Click “Level data by mean plane subtraction.”   
   3.    Click “Correct lines by matching height median.”   
   4.    Click “Correct horizontal scars (strokes).”   
   5.    Click “Remove polynomial background”; verify that both 

horizontal and vertical polynomial degree is set to “3.” If large 
background structures are present in the image they may result 
in incorrect leveling. In that case, mask them out before 
subtracting polynomial background using “Mark with mask” 
option ( see   Note 33 ).   

   6.    Verify that the image is properly leveled. Using the “Extract 
profi les” function, draw two long, intersecting, and roughly 
perpendicular lines spanning the entire sample. The extracted 
profi les should show a fl at baseline, centered at the “zero” 
mark. If the baseline is curved then masking was not done 
correctly and some of the tall and/or deep features were 
included in the background subtraction calculation. If the base-
line is fl at but not centered at “zero,” adjust it using the “Read 
value under mouse cursor” function ( see   Note 34 ). 

 At this point the sample is ready for analysis. To analyze it 
manually continue reading from  step 7 . For automated analysis 
skip to  step 10 .   

3.8.3  AFM Data Analysis
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  Fig. 5    Example of a “comet tail” artifact in AFM images. ( a ) One week-old chromatin was scanned in tapping 
mode with a set point of ~98 % free amplitude, resulting in elongated tracks in the direction of the trace scan 
(left-to-right) resembling a tail of a comet. ( b ) Same sample as in ( a ) was scanned with a lower set point of 
~90 % free amplitude, resulting in clear shape outlines and no “comet tail” artifact       
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   7.    To analyze the sample manually, use the “Crop” function in 
Gwyddion to zoom in on each feature and study it carefully for 
presence of artifacts or contaminants. Identify nucleosomes by 
their characteristic round shape and association with DNA. 
Make sure not to confuse nucleosomes with DNA crossovers, 
which appear similar in height but only occur where two or 
more DNA strands intersect ( see  Fig.  4d ).   

   8.    To measure the exact height of each nucleosome, use the 
“Statistical quantities” function. Draw a square around the 
nucleosome and read the value corresponding to “Maximum” 
height.   

   9.    To measure the diameter of each nucleosome, use the “Extract 
profi les” function. Draw a line dissecting the nucleosome at its 
highest point and click “Apply.” Click “Measure distances in 
graph” and, knowing the height of the nucleosome, mark two 
positions intersecting the graph on both sides of the nucleosome 
at exactly half of its maximum height. Read the value of “Length 
(nm)” as the diameter of the nucleosome ( see  Fig.  4a, b ).   

   10.    To analyze the sample automatically, it must fi rst be exported 
in a numerical (ASCII) format. To save the fl attened image as 
ASCII, click “File” → “Save As.” Type in the desired fi le name 
with “.txt” extension, select “File type” as “ASCII data 
matrix”, and click “Save.” In the dialog box uncheck “Add 
informational comment header” and select desired precision 
(default setting is “5”).   

   11.    Exported fi le contains the height data as units of meters, and 
needs to be converted to nanometers before it can be pro-
cessed with ImageJ. Open the ASCII fi le in MS Excel, create a 
new sheet, and type in “1e9” (or 1,000,000,000) in the fi rst 
cell. Select that cell and click “Copy.” Go back to the sheet 
with ASCII data and select all cells (Ctrl + A). Open the “Paste” 
dialog box, select “Paste special” followed by “Multiply.” This 
should result in all the values converting from meters to nano-
meters. Delete the created sheet (containing “1e9” in the fi rst 
cell) and save the converted fi le.   

   12.    Open the ASCII fi le in ImageJ using the following set of com-
mands: “File” → “Import” → “Text Image.” Perform the oper-
ation twice resulting in two identical images being open (this is 
important for the analysis  step 16  later). Keep track of which 
image was opened fi rst (Image 1) and which was second 
(Image 2).   

   13.    Click “Analyze” → “Set Scale.” Input the correct dimensions 
for the image. For example, if the image acquired was 
5 μm × 5 μm and the resolution was 4096 × 4096, input “4096” 
for “Distance in pixels,” “5000” for “Known distance,” and 
“nm” as “Unit of length.” Check “Global” to apply the 
settings to both open pictures.   

 Tracking Nucleosome Structure In Vivo



610

   14.    Brightness and contrast can be adjusted to change the image 
appearance. However, it will have no effect on the underlying data.   

   15.    Set the threshold on Image 1 to average half-height of the 
nucleosomes in that image. Click “Image” → “Adjust” → 
“Threshold.” Set the upper slider (“minimum”) to the half-
height value for the image (usually 1.2–1.3 nm) and the lower 
slider (“maximum”) all the way to the right ( see   Note 35 ).   

   16.    Click “Analyze” → “Set Measurements” and check the fol-
lowing options: “Area,” “Min & max gray value,” “Shape 
descriptors,” “Integrated density,” “Mean gray value,” and 
“Perimeter.” Also, in the “Redirect to” fi eld select the Image 
2 as the target.   

   17.    To analyze the image open “Analyze” → “Analyze particles.” 
Set “Size (pixel^2)” at “100–400” (the “perfect” nucleosome 
should be ~11 nm × 11 nm = 121 nm 2 , or ~ π*(6 nm) 2  = 113 nm 2 ) 
and “Circularity” at “0.8–1” (for less-than-perfect spheres set 
“0.7–1”). Also, select “Show: Outlines” and check “Display 
results,” “Summarize,” “Exclude on edges,” and “Include 
holes.”   

   18.    Using the generated “Outlines” image verify that the 
structures analyzed are indeed nucleosomes.   

   19.    Save the results as an “.xls” fi le and analyze it in MS Excel or 
any other statistical analysis software. “Max” column represents 
nucleosome height and “IntDen” represents volume of hypo-
thetical sphere. Cylinder volume can be calculated using 
“Area” and “Max” values, and the nucleosome diameter can 
be calculated using the “Area” value.        

4    Notes 

     1.    Centromeric α-satellite sequence was based on a consensus 
sequence from human α-satellite DNA derived by Waye and 
Willard based on 130 independent monomers from at least 14 
different human chromosomes [ 22 ].   

   2.    NP40/NP40 substitute is diffi cult to get into solution. It is 
recommended that the pipette tip be cut to accommodate the 
viscous solution, and pipette around the edge of the TM2 
solution, prior to vortexing to properly mix. While vortexing 
the TM2 + NP40 solution, bubbles will form. Continue vor-
texing until the NP40 is completely dissolved and not fl oating 
in the TM2, which can take several minutes.   

   3.    Once the TM2/NP40 mixture is added to the cells, the cell 
membrane will lyse, leaving the nuclei behind. At this stage, 
the nuclei should be treated gently. Make sure to break up the 
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pellet by fl icking the tubes. DO NOT vortex from this point 
forward.   

   4.    During the 37 °C incubation period, set up all necessary mate-
rials such as pipettes, tips, MNase enzyme, CaCl 2 , and EGTA 
solutions. Have a timer set to the preferred amount of time 
required for digestion. If long arrays are preferred (such as for 
AFM analysis), a 1–2 min MNase digestion should be suffi -
cient. For chromatin of monomeric length, >8 min incubation 
is recommended.   

   5.    Variability between the different brands and batches of MNase 
is likely to be expected. Thus, it is suggested that each batch of 
enzyme be optimized and quality control be maintained 
throughout the batches to maintain consistency in chromatin 
length.   

   6.    The MNase and CaCl 2  catalyst should be added towards the 
top and opposing sides of the round bottom tube. When ready, 
the tube is gently rotated to mix the two and the timer is 
started at that time.   

   7.    It is strongly recommended that the pipette tips be cut to 
widen the point of entry to prevent shearing of the nuclei and 
maintain chromatin integrity.   

   8.    PMSF should be suffi cient to prevent protein degradation. 
However, a protease inhibitor cocktail may be the preferred 
choice, especially for overnight chromatin extraction and 
downstream applications such as AFM analysis.   

   9.    For AFM samples, cut the tip of a 10 μL pipette tip and trans-
fer to a new tube. Store at 4 °C, but samples should be imaged 
within a day to prevent protein degradation.   

   10.    1× PBS already contains 137 mM NaCl; therefore, make sure 
one accounts for this NaCl concentration when preparing the 
1× PBS with varying concentrations of NaCl.   

   11.    The 0.35 M NaCl PBS, 0.2 mM EDTA washes will remove 
excess soluble proteins that are not bound to DNA, like his-
tones. Additional washes may be necessary, especially for larger 
nuclei pellets. The 2 M NaCl PBS, 0.2 mM EDTA solution 
will release the majority of bound histones.   

   12.    The extra 2.8 M NaCl PBS, 0.2 mM EDTA step with the very 
high salt concentration will release any leftover histones that 
were still bound to the chromatin after the previous 2 M NaCl 
PBS, 0.2 mM EDTA step. This step is optional but it does 
signifi cantly increase the yield of released histone proteins.   

   13.    If samples become over-concentrated, histones will start to 
precipitate during the process. To avoid over-concentrating, 
periodically check the sample with UV-spectrophotometer set 
at 280 nm to assure the OD is no more than 1.   
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   14.    Urea is diffi cult to get into solution. It is recommended that 
the fl ask be gently stirred while slightly immersed in a 37–45 °C 
water bath. The heat will help speed up the dissolution of the 
urea.   

   15.    After washing the residual butanol and unpolymerized mate-
rial, it is recommended that any excess water be removed by 
aspiration, prior to addition of the stacking gel.   

   16.    If made properly, the bottom of each lane should be uniform 
and straight. The bottom should not be scraggly or dented, 
which could cause the bands to appear dented or scraggly as 
well.   

   17.    It is important to remove any residual unpolymerized material 
from the lanes to prevent poor running and banding pattern 
aberrations that may make the gel look unsightly.   

   18.    Because of the addition of acetic acid, the polarity of the pro-
tein migration will be reversed compared to traditional SDS- 
PAGE gel electrophoresis.   

   19.    The BioRad PROTEAN II xi Cell apparatus is composed of 
large vertical electrophoresis cell that can be fi lled with water. 
This allows the glass plates and gels to remain slightly cooled. It 
is recommended that this chamber be fi lled for these long runs 
at room temperature, which could cause some overheating.   

   20.    Unlike the traditional SDS-PAGE loading buffer like Laemmli 
sample buffer, the 2× Sample Running Dye for TAU gels 
DOES NOT need to be boiled. Pipetting up and down to mix 
and then directly loading into the wells is suffi cient due to the 
presence of urea.   

   21.    The sample run time of 4–5 h is generally suffi cient to resolve 
all the histones for almost the entire length of the 20 cm 
L-TAU gel. However, it is recommended that run times and 
conditions be optimized for other protein running setups or 
for cases where the smaller histones (e.g., histone H4) are not 
needed and better resolution is required for the larger hydro-
phobic proteins (e.g., histone H3 or CENP-A).   

   22.    This water wash will remove some residual 2× Sample Running 
Dye. The wash will appear slightly pink, which is normal. After 
all the subsequent washes, the pink hue on the gel should be 
mostly cleared. It is suggested that a corner of the gel be cut or 
marked so researcher knows which end is left or right.   

   23.    Equilibration of the L-TAU gel with TAU Equilibrating and 
Transfer Buffer Solutions is essential for the removal of the 
Triton X-100, which will interfere with the transfer onto 
the membrane. These are the minimum steps and times, but 
more washes are advised, especially if the gel is still bright pink.   
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   24.    For CENP-A WB, a dilution of 1:2,000 is suggested. For 
detection of histones H4 and H2A, a dilution of 1:3,000 is 
suggested.   

   25.    Gently massage the bubbles out of the top of the hybridization 
bag and seal it with a heat bag sealer. To ensure that remaining 
micro-bubbles do not interfere with the hybridization, it is 
best to orient the membrane with the transferred protein side 
facing down so that the bubbles fl oat to the back of the mem-
brane while on the rocker.   

   26.    LiCor Odyssey’s IRDye secondary antibodies are recom-
mended at the dilution of 1:20,000. For other detection sys-
tems and secondary antibodies (e.g., horseradish peroxidase), 
secondary antibody concentrations must be optimized by the 
individual.   

   27.    Care must be taken to not agitate the slides and when transfer-
ring from one buffer to the next. A slow pulling up motion is 
critical for proper fi ber formation.   

   28.    Keeping slides in the dark will prevent photo-bleaching of the 
secondary signal.   

   29.    Check the temperature of denaturing solution inside the 
Coplin jar to ensure that it is 78 °C before proceeding with 
denaturation of chromatin fi bers.   

   30.    Prepare the dilution carefully. Dilute in small steps and gently 
fl ick the tube to mix content (e.g., 1:400 dilution should be 
broken down into two 1:20 dilutions). DO NOT pipette the 
solution up-and-down as this will shear the chromatin and dis-
rupt nucleosome arrays.   

   31.    Small desiccator or a petri dish lid over the sample with vac-
uum line connected to the lid work best. The sample can still 
dry without the vacuum, but will take signifi cantly longer.   

   32.    In tapping mode, when the frequency is set to slightly below 
resonance (“left of the peak”) the tip makes very intermittent 
contact with the sample (“tap”). This results in sharper images 
but also usually more scars/background and shorter tip life. In 
noncontact mode, when the frequency is set to slightly above 
resonance (“right of the peak”) the tip relies solely on atomic 
repulsion and does not contact the sample. This generates a 
cleaner image with less interference, but the features can have 
less sharp and slightly blurry outlines.   

   33.    If large particles and/or deep strokes are present in the image 
to be analyzed, it is best to mask them out before subtracting 
the polynomial background. To do so, click “Data 
Process” → “Mask” → “Mark With.” Select “Add mask” and 
“Data: Topography.” Adjust “Minimum” to exclude any deep 
scars and trenches. Adjust “Maximum” to exclude any features 
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above surface (including objects of interest, such as DNA). 
What should remain marked is only the surface of the substrate 
to be leveled. Remove polynomial background as described 
but make sure that “Include only masked region” option is 
checked.   

   34.    Sometimes leveling will result in a fl at background surface but 
centered above or below zero. In that case read from the scale 
where the baseline is centered (e.g., −0.04 nm) and using 
“Read value under mouse cursor” option fi nd a spot reading the 
opposite “Z value” of 0.04 nm and set it at zero by clicking 
“Set Zero.” Verify on the extracted profi les that the baseline 
now centers around the “zero” mark.   

   35.    It is important to select the threshold value that will be as close 
to the nucleosome half-height as possible, but that will also 
allow for a clear separation between nucleosomes. Thresholded 
nucleosomes that are “touching” will not be recognized as 
independent circular structures and will be excluded from 
measurement. Only single nucleosomes with clear outline will 
be measured.         
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   Anoikis  ..............................................3 93, 396, 398, 400–401  
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   Asynchronous culture  ............................... 2 80, 282–284, 292  
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 data analysis  ........................................................6 08–610  
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   ChIP.    See  Chromatin immunoprecipitation (ChIP) 
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