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Introduction

John B. Shoven

The dictionary defi nition of demography is “the study of population size, 
growth, and age structure (fertility, mortality, and immigration) that lead to 
population change” (American Heritage Dictionary 2006, 483). Of course, 
by referring to a dictionary, I have already identifi ed myself  as not belong-
ing to one of the younger cohorts of  Americans, whose members would 
have looked it up online. The topic of this volume is the interface between 
demography and the economy. For our purposes, demography includes not 
only fertility, mortality, and immigration, but also the racial and gender 
composition of the population, living arrangements, marriage, divorce, the 
timing of the entry and exit from the workforce, and age- , gender- , and race-
 specifi c health and disability. Economic demography is a giant topic and the 
chapters in this volume, as good as they are, only scratch the surface of the 
important connections between the two fi elds.

Attention to the demography- economics boundary is nothing new. Po-
litical economist Thomas Malthus is famous for predicting that human 
societies would inevitably return to subsistence- level conditions due to 
exponential population growth outpacing the growth in agricultural out-
put. His 1798 Principle of Population made this point and led to his conclu-
sion that “the power of population is indefi nitely greater than the power 
in the earth to produce subsistence for man. Population, when unchecked, 
increases in a geometrical ratio” (13). Malthus was clearly an important 
economic demographer. His prediction, that societies cannot long remain 
above subsistence standards of living, has not stood the test of time. While 

John B. Shoven is the Charles R. Schwab Professor of Economics at Stanford University, the 
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there still are perhaps one billion people living at subsistence levels, it is hard 
to reconcile his model with the fact that roughly fi ve- sixths of the world’s 
population enjoys a much higher standard of living. In the intervening 210 
years, output, even agricultural output, has grown faster than population. 
Malthus can be forgiven for not foreseeing the amazing breakthroughs of 
electricity, wireless communication, antibiotics, and computers, not to men-
tion chemical fertilizers, engineered seeds, and the whole green revolution. 
He was right, however, about the important interaction between economics 
and demography.

Many important economic institutions are based on Malthus’ being cor-
rect—that fertility would be such that successive cohorts would be more 
populous. In the United States and many parts of the world, social security 
was partly based on that premise. The pay- as- you- go systems were based 
on workers supporting retirees, with workers signifi cantly outnumbering 
those in retirement. Early in the history of U.S. Social Security, there were 
approximately nine workers for every retiree. This ratio is now roughly three 
and by all forecasts, headed to two within the next twenty- fi ve years. Much 
of this decline is due to the low fertility rates of the past forty years, coupled 
with dramatically improved age- specifi c mortality rates. In some European 
countries and Japan, the ratio of workers to retirees is already two and fore-
cast to approach one. The falling ratio of workers to retirees is placing great 
strain on both social security and national health insurance systems, includ-
ing Medicare and Medicaid in the United States. Pay- as- you- go programs 
that work reasonably well when there are three or four workers per retiree 
cannot function at all well when the ratio is two or one. Demographics not 
only affects these income transfer systems, it affects such things as personal 
and national saving rates, life insurance and annuity markets, the demand 
for schools, long- term care facilities, the design of houses, and the need for 
public transportation. Demographics remains a central shaper of economic 
forces in society.

The two biggest drivers of population growth and population age struc-
ture are fertility and mortality. In fact, from a global perspective, they are 
the only two drivers since immigration has to net to zero. We now recognize 
that fertility and mortality are not simply statistical or biological constants, 
but rather they are determined by choices and past investments. The fi rst 
two chapters of this volume deal with fertility and the orientation of the 
chapters would be hard for Malthus to get his mind around. In chapter 1, 
Samuel H. Preston and Caroline Sten Hartnett write about the future of 
American fertility. Roughly speaking, American fertility, the average num-
ber of children that a woman has over her childbearing lifetime, has hov-
ered at or slightly below the zero- population growth level of  2.1 for the 
past forty years. Malthus would have been surprised that one of the world’s 
richest countries would have a birth rate so low. He would be even more 
surprised when he learned that the American fertility rate is the one of the 
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highest among developed economies. All of  the advanced economies of 
Asia and Europe have birth rates well below zero- population growth rates, 
some amazingly so. For example, Italy, Spain, Germany, Russia, Japan, and 
South Korea all have fertility rates of less than 1.5. With such fertility rates, 
their population will shrink by 25 percent or more per generation absent 
net immigration. The rate of global population growth is now slowing and 
the world’s population is expected to peak sometime in the fi rst half  of this 
century. Malthus would be perplexed.

Preston and Hartnett review the history of American fertility, the con-
nection between fertility and marriage, religion, education, female labor 
force participation, ethnicity, the relative earnings of women and men, birth 
control technology, and even the composition of the Supreme Court. They 
look at differences in fertility across states and fi nd that even the lowest 
fertility state in the United States (Rhode Island) would rank among the 
highest fertility countries of Europe. They address the question of whether 
U.S. fertility might approach the low European levels. They fi nd that the 
rapid growth in the Hispanic population in the United States will tend to 
push our fertility rate up slightly, while the continuing trend of more years 
of education, particularly for women, will tend to push it downwards by a 
comparable amount. My reading of their chapter is that de Tocqueville’s 
(1839) observation of “American exceptionalism” is likely to continue and 
that we are likely to remain a relatively high fertility country, even if  we are 
a low fertility country by absolute historical standards.

The second chapter in the volume was written by Larry E. Jones, Alice 
Schoonbroodt, and Michèle Tertilt. It tries to explain the observed negative 
relationship between income and fertility within a standard utility maximiz-
ing economic model. The observation that richer populations have lower 
fertility has been repeatedly made, whether the evidence is across coun-
tries or within countries. Richer people buy more houses, cars, clothes, 
and gadgets—why not children? Are children literally an “inferior good?” 
The authors examine the leading economic models that attempt to explain 
the negative relationship between income and fertility and they fi nd that the 
models are fragile and less than convincing. For instance, one idea is that 
high income people have a higher opportunity cost of time and children take 
lots of time, therefore they are more expensive and they choose to have fewer 
of them. The problem with this approach is that richer parents can purchase 
more and higher quality child care services. Once the possibility of  pur-
chased services such as nannies is introduced, the model no longer predicts 
that those with higher wages would want fewer children. The authors look 
at models that trade off the quality of children (the amount of time that is 
invested in children by parents) and the quantity of children, to see whether 
these models can be made consistent with the observed cross- section results. 
Several additional models are summarized and a new one is formulated, 
but I think that it is fair to say that building models that are consistent with 



 

4    John B. Shoven

the cross- sectional evidence and that have sensible dynamic specifi cations 
is extremely difficult. The authors highlight these difficulties and lay out an 
agenda for further work on this topic.

The third chapter in this volume was written by Adam Isen and Betsey Ste-
venson. They examine the trends in marriage, divorce, and fertility among 
American women. They show that over the past sixty years, marriage rates 
have fallen, divorce rates have risen, and fertility has fallen, and argue that 
the fundamental nature of marriage has changed. In his 1981 book, Trea-
tise on the Family, Gary Becker proposed an economic theory of families 
based on “production externalities.” The idea was that in a marriage there 
were gains from trade between the spouses, one specializing in market work 
and one specializing in work in the home. Clearly, this model of marriage 
captured the essence of the majority of American marriages for the fi rst 
sixty years of the twentieth century. This production specialization model 
of marriage was consistent with the fact that marriage rates were lower for 
highly educated women (who had more valued market skills) than for less 
highly educated women. Isen and Stevenson contend that household tech-
nology such as dishwashers, automated laundry machines, and microwave 
ovens is one factor that has led to marriages being more frequently based 
on “consumption externalities” in recent decades. If  marriages are based 
more on collective consumption of leisure than specialization in production, 
there is a stronger incentive to marry someone with comparable education 
and participation in the market. Isen and Stevenson show that this gradual 
switch in the predominant economic gain from marriage from production to 
consumption is consistent with the observed marriage trends. For instance, 
in recent years, the marriage rate for college- educated women has been 
roughly as high as for those who did not go to college. In addition to mar-
riage and divorce, the authors look at changes in the pattern of remarriage 
and changes in the timing of childbirth.

The fourth chapter in the volume was written by Gopi Shah Goda and 
myself. We propose that people of any given age, say seventy, at different 
times, say 1940 and 2008, are not really the same age. For example, the mor-
tality (the chance of dying within twelve months) of seventy- year- olds in 
2008 was about half  the mortality of seventy- year- olds in 1940. In fact, the 
mortality of seventy- year- olds in 2008 was approximately the same as the 
mortality of sixty- year- olds in 1940. We suggest that years since birth is a 
fl awed way of measuring age and suggest four different ways of moving from 
nominal age (years since birth) to real age. We draw a parallel to the way that 
economic statistics and economic policies are often indexed for infl ation and 
stated in terms of real dollars. The four alternative ways that we propose 
to adjust nominal ages to arrive at real ages are based on (a) remaining life 
expectancy, (b) mortality risk, (c) percent of life expectancy at birth com-
pleted, and (d) percent of life expectancy at age twenty completed.

We look at several key ages in important legislation and show how those 
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ages would have changed if  they had been stated in terms of real ages rather 
than nominal fi gures. For example, we show that the equivalent age to sixty-
 fi ve in 1965 (when sixty- fi ve was made the age of eligibility for Medicare) 
would have grown to seventy- two, using mortality risk as the method of age 
indexing. The equivalent of sixty- fi ve in 1935 (when that was set as the age 
of Social Security retirement) is seventy- four in 2004. What this refl ects is 
that the average seventy- four- year- old American has the same mortality risk 
in 2004 as did the average sixty- fi ve- year- old in 1935. If  men and women 
were indexed separately, the 2004 equivalent of sixty- fi ve in 1935 would be 
seventy- fi ve for men and seventy- three for women. The alternative methods 
of  age indexing give somewhat different answers, but all show that there 
has been very serious age infl ation over recent decades. The chapter also 
looks at how age indexation would differentially affect African Americans 
and Caucasians. The general result is that mortality improvement has been 
quite comparable for whites and blacks and therefore the appropriate age 
adjustments are about the same.

Chapter 5 in this volume, written by Axel Börsch- Supan and Alexan-
der Ludwig, looks at the macroeconomic implications of population aging 
in Europe. Europe is worth studying—because fertility rates are lower in 
Europe than in America, mortality rates are slightly lower, and therefore 
the European age structure is similar to the future American demographic 
composition. Börsch- Supan and Ludwig model Italy, France, and Germany 
in particular. The question that they ask is whether the high standard of liv-
ing in Europe can be maintained with the aging population. This question 
and the closely related one of whether an aging society can be a high growth 
economy is relevant to many other countries, ultimately including China and 
the United States. Börsch- Supan and Ludwig look at a number of European 
labor and pension market reforms that have the potential to mitigate much 
of the negative implications of population aging. The authors examine a 
number of possible reforms and the likely behavioral responses to them. 
Examples of behavioral responses are that married men may work less if  
child care is provided to encourage the labor force participation of moth-
ers. Another example is that the demand for part- time work may increase 
as mandatory retirement ages are raised. The authors look at the impact of 
labor and pension reforms using a multicountry overlapping generations 
general equilibrium model of the Auerbach and Kotlikoff (1987) type. The 
results of  the simulation model indicate that the behavioral responses to 
pension and labor market reforms dampen their ability to keep per capita 
living standards on a steady growth path despite the aging of these societies. 
Still, the authors fi nd that the reforms, if  correctly designed and coordinated, 
can have a very signifi cant impact on future living standards in these three 
European countries.

Chapter 6 in the volume was written by Shripad Tuljapurkar of Stanford 
University. It examines what the author calls “the fi nal inequality”—the 
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variance in the age at death. While it is well- known that life expectancy at 
birth and life expectancy conditional on age ten or age twenty has increased 
in almost every country of the world, what is less well- known is what has 
happened to the inequality of the age of death. Tuljapurkar initially stud-
ies what happened in Sweden between 1950 and 2000. Over this fi fty- year 
period, life expectancy at birth grew by 12 percent and remaining life expec-
tancy, conditional on reaching age sixty- fi ve, grew by 33 percent. What the 
author emphasizes, however, is the standard deviation in age of death, con-
ditional on reaching age ten (he also calculates the spread in the age of death 
conditional on age twenty). The reader will discover two facts: fi rst, the 
standard deviation in the age of death is quite high, roughly 13.4 years in 
1950; and second, death inequality fell in Sweden over this period with the 
standard deviation in the age of death conditional on reaching age ten falling 
to about 12.2 by the year 2000. Still, the difference between being one stan-
dard deviation lucky and one standard deviation unlucky was approximately 
twenty- fi ve years of life. He then examines death inequality in a variety of 
large developed countries (Canada, Denmark, France, United Kingdom, 
Japan, Sweden, and the United States) and fi nds that, once again, the United 
States stands out as exceptional. The United States has the highest level of 
inequality of the age of death of all of these countries (the standard devia-
tion of the age of death conditional on age ten is between fi fteen and fi fteen-
 and- a- half  years). Further, the level of inequality in the United States has 
not fallen over the past forty or fi fty years, as it did in Sweden and most of the 
other countries. The country whose pattern was most like the United States 
was France. The chapter also includes a brief  analysis of life expectancy and 
inequality for Americans with different levels of education and income. The 
most notable result is that less educated Americans (those with less than high 
school graduation) not only have signifi cantly lower life expectancies (by 5.1 
years), but also have signifi cantly greater mortality inequality.

Chapter 7 in the volume was written by James M. Poterba, Steven F. Venti, 
and David A. Wise. It concerns one of the largest asset categories for present 
and future retirees, namely the equity in their homes. For most people, the 
big three asset categories in retirement are social security wealth, pension 
accumulations, and home equity. Poterba, Venti, and Wise have written a 
number of  articles projecting future pension accumulations, particularly 
401(k) balances. This chapter does similar cohort analyses for home equity. 
The authors fi nd that the likelihood of home ownership by age changed very 
little over the past twenty- fi ve years for married couples, single women, and 
single men. Roughly 80 percent of couples and 60 percent of singles own 
their home by the time of retirement. It is well- known that most retirees 
stay in their home and retain their home equity until late in retirement, 
when shocks such as the death of a spouse or entry into a nursing home 
may cause the home to be sold. In a way, the house serves as a “rainy day 
fund” for potential life changes or expensive developments later in life. This 
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raises the natural question about whether home equity is a safe store of 
wealth for the rainy day fund. Even without all of  the recent data about 
the 2006 to 2009 decline in house values, the authors estimate a nontrivial 
probability of between 10 and 14 percent that the value of the family’s home 
will decline in real value between age fi fty- nine and age seventy- nine. The 
authors caution that their estimate of the riskiness of home equity as a store 
of value is probably understated. This is because their model uses average 
home values by state, whereas people own specifi c individual houses subject 
to local market risks.

Chapter 8 in the volume was written by Sylvester Schieber, former Chair-
man of the Social Security Advisory Board. He examines the demographic 
evolution of several advanced countries and predicts a noticeable slowdown 
in the growth of per capita gross domestic product (GDP). Pension policies 
can be viewed as alternative methods for allocating the disappointing output 
due to the aging of the populations. Schieber’s work suggests that switching 
from pay- as- you- go funding for national Social Security systems to funded 
systems may not do much in terms of alleviating the disappointing levels 
of output growth. He reviews the evidence that the United States move to 
partially prefunding Social Security, which began in 1983 and has resulted 
in a $2 trillion Social Security trust fund, has not increased national saving 
rates and has therefore not increased the productive capacity of the United 
States. Schieber simulates the evolution of retiree dependency ratios for the 
United States, India, and Italy and shows that the number of people over the 
age of sixty- fi ve relative to those in their working years rises signifi cantly in 
all three countries. However, the case of Italy is quite extreme. Their retiree 
dependency ratio in 2010 is roughly at the level projected for the United 
States in 2050. The Italian retiree dependency ratio in 2050 is completely 
unsustainable since it leads to the conclusion that the necessary payroll tax 
would be approximately 65 percent. Simulations such as these are forcing 
painful adjustments in retirement ages and the design of national pension 
systems. Schieber also reviews the literature on the issue of whether demo-
graphics alone can lead to a dramatic decline in national saving rates and 
possibly a decline in asset values.

Chapter 9 of the volume deals with the long- term fi nancing of Medicare 
in the United States and was written by Orazio Attanasio, Sagiri Kitao, 
and Giovanni L. Violante. The authors develop an overlapping genera-
tions general equilibrium model and contrast the U.S. economy in 2005 
with the model’s projections for 2080. The model has a changing demo-
graphic structure and exogenous increases in health costs. Individuals face 
risk in terms of their own health status and health determines household 
productivity, mortality rates, and health expenditure. Their model features 
employer- provided health insurance, Medicare for the elderly, and Social 
Security. It is calibrated to match key statistics for the U.S. economy. It has 
both taxes on capital income and labor income. The baseline forecast of the 
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model is that the labor tax rate will need to increase from 23 percent to 36 
percent by 2080 and that two- thirds of that increase is caused by Medicare. 
This baseline forecast is for a closed economy where the exogenous price of 
health care is increasing by 0.63 percent per year over general infl ation. The 
authors look at an alternative specifi cation where the relative price of health 
care is increasing faster, closer to the Social Security Administration (SSA) 
projection. In that case, the average labor tax rate that is needed to balance 
the budget is 39 percent. Probably the best way to think of these tax rate fore-
casts is that labor taxes will have to be between 57 and 70 percent higher in 
2080 than in 2005 and most of the increase is necessitated by Medicare. The 
authors look at other specifi cations, including one that models the United 
States as a small (relative to the world economy) open economy by 2080. 
While the necessary labor tax rate increase is smaller in the open economy 
case, it still is very sizable. The authors look at three possible policy reforms 
and their impact on 2080 tax rates: increases in Medicare premiums, changes 
in Medicare coverage, and changes in retirement age. Each of them has the 
potential to lower future labor tax rates, but the demographics and increases 
in health costs still result in a future of higher taxes.

The fi nal chapter, chapter 10, has the title “Italians are Late: Does it 
Matter?” and is written by Francesco C. Billari and Guido Tabellini, both 
of Bocconi University. Italians are a case study in economic demography. 
Their fertility rate, currently about 1.3, is among the lowest in the world. 
Italian men study longer, or at least complete college later, they enter the 
labor force later, and they leave the parental home later than men in any 
other developed country in the world. It is not unusual for Italian men to live 
with their parents late into their twenties and sometimes into their thirties. 
Billari and Tabellini summarize the situation by characterizing Italian men 
as entering adulthood later than men in other countries. They state, “Italians 
are late. Not just a little, but a lot. They start all adult activities at a much 
later age than is common in other countries at comparable levels for develop-
ment, from working, to living alone, to marrying, to having children.” The 
question they address is, does it matter? They look at whether this lateness 
reduces the lifetime economic opportunities of  individuals or not. They 
examine survey data for Italians in their mid- thirties. Their key fi nding is that 
the age of leaving the parental home is quite important in terms of earnings 
several years later. Those who leave home later earn considerably less both 
per year and throughout their career. The age of leaving the parents’ home is 
more important, for instance, than the age at which one begins employment. 
The authors look at policies that might help with the “lateness problem.” 
These include the possibilities of shortening the duration of higher educa-
tion and policies that increase the available supply of housing to young men 
and women. Policies that improve job opportunities for young Italian men 
would likely increase the probability that they would leave their parents’ 
home and commence the period of adult independence. The basic answer to 
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Billari and Tabellini’s research question is that the lateness of Italians does 
matter and it depresses their lifetime earnings.

These ten chapters are only a sampling of important topics in economic 
demography. Here I will attempt to mention just a few of the additional sub-
jects that deserve attention in further work. The size of the populations of 
India and China, their rapid economic development, and the consequences 
for the global economy and the global environment are at least partially issues 
of economic demography. The economic demography of Africa deserves a 
book by itself. More than any other continent, Malthus would fi nd support 
for his theory there, with the unfortunate combination of high fertility rates, 
high mortality rates, and sizable subsistence populations in many countries. 
Immigration is another important topic that we did not cover in this volume. 
One question is whether the depopulation of Europe, due to its extremely 
low fertility rates, will be offset by immigration from elsewhere in the world, 
perhaps from the Middle East. Then there is the forecasting of future trends 
in mortality and the economic consequences of very long lifetimes. Can the 
pace of mortality progress of the twentieth century continue long into the 
twenty- fi rst? Will the biotech revolution allow the pace of progress to accel-
erate or will further progress in health and mortality prove slower and more 
difficult? Many of these issues were tackled in the 2004 Brookings volume, 
Coping with Methuselah (Aaron and Schwartz 2004). The editors of that 
volume think that there is a good chance that the developed countries of the 
world will see further substantial increases in life expectancies.

Economic demography issues were important in the twentieth century 
and they will be equally important in the twenty- fi rst. For instance, all of 
the extra adult lifetime for men was taken as extra retirement rather than 
as extra work life. At least in the United States, retirement was essentially 
a twentieth- century invention. In 1900, men worked until they no longer 
could work. On average, men died two years after they stopped working. 
By 2000, the average length of retirement for men was almost twenty years. 
This allocation of all of the extra lifetime to retirement certainly cannot be 
maintained in this century. If  it were, the length of retirement would begin 
to approach the length of  the work life. The simple saving and pension 
mathematics will not work for thirty-  to thirty- fi ve- year retirements with 
thirty- year careers. Of course, this is just one of the many adjustments that 
will be caused by the aging of all major countries and the likely transition 
from growing populations to stable or even shrinking populations. This 
transition appears to be already under way in Europe and that is why two 
of the chapters in this volume concentrated on European countries. Don’t 
get me wrong—improved life expectancies, lower fertility rates, and some 
indication that the world’s population may peak and fall slightly are positive 
developments worth celebrating, at least in my opinion. The point of many 
of the chapters in the book, however, is that economic institutions need to 
adjust to the new demographic realities.



 

10    John B. Shoven

Scientifi c progress is often most dramatic at the boundary of intellectual 
disciplines. It is my belief  that the boundary between demography and eco-
nomics is one of the most promising. My hope is that the chapters in this 
volume will stimulate further research on these topics and on the important 
topics that we could not cover in one volume.
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The Future of American Fertility

Samuel H. Preston and Caroline Sten Hartnett

The level of  fertility in a population is the principal determinant of  the 
shape of  its age structure, which in turn is a critical factor in the terms of 
trade within a pay- as- you- go system of public pensions. Simulations done 
by the Social Security Administration (SSA) show that the seventy- fi ve-
 year actuarial balance of  the social security system would be higher by $2.6 
trillion in present value if  fertility were high (2.3 children/ woman) rather 
than low (1.7) (compiled from Trustees [2007]). Partly because of  their age 
structural consequences, national fertility levels are considered “too low” 
by a majority of  governments in developed countries (Kohler, Billari, and 
Ortega 2006).

This chapter reviews the major factors that appear to be affecting fertility 
levels in the United States, with an eye toward making defensible statements 
about future directions of fertility. The subject covers a vast disciplinary 
range including demography, economics, sociology, public health, reproduc-
tive biology, evolutionary biology, political science, and psychology. There 
is no single, widely accepted framework for analyzing the determinants of 
fertility at the level of a population. In its place, we will pursue an eclectic, 
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inductive approach, surveying the landscape of fertility variation in search 
of clues about its principal drivers. Our search considers variation over time 
and space and across individuals.

1.1   Why Do People Have Children in the Twenty- First Century?

It is useful to begin with this provocative question posed by Morgan and 
King (2001). If  there were no compelling answer to the question, we would 
have to confront the possibility that levels of fertility will approach zero. 
Clearly, the answer to the question does not lie in the domain of fi nance, 
since children are very costly and probably always have been. Early sugges-
tions that children were a net economic asset in hunter- gatherer or subsis-
tence economies appear to have been inaccurate, although children’s greater 
contribution to the family economy in such circumstance reduced their net 
costs relative to children in the present (Kaplan 1994).

Sociologists have usefully distinguished between childbearing aimed at 
satisfying social expectations and childbearing aimed at self- fulfi llment. 
Thornton and Young- DeMarco’s (2001) review of trends in attitudes about 
one’s own childbearing and that of others shows a huge reduction during 
the 1960s and 1970s in the degree of “oughtness” regarding fertility. While 
the desire to satisfy social expectations has not disappeared, people began to 
perceive less social pressure to bear children and to have less rigid expecta-
tions of others’ performance. Increasingly, people justifi ed childbearing in 
terms of its impact on their personal well- being, satisfaction, and happiness. 
One of the instrumental features of children that several sociologists have 
stressed is their value in forming social networks (Schoen et al. 1997).

In view of the imperatives of  reproduction for the survival of  a species, 
it would be surprising if  the rewards from childbearing and child- rearing 
did not have a deep evolutionary basis imprinted in human biology (Foster 
2000). Recent investigations in psychology help to clarify the nature of 
these rewards. Bartels and Zeki (2004) use fMRI imaging to measure brain 
activity in mothers when they viewed pictures of  their own children and 
those of  acquainted children and adults.1 Pictures of  their own children, 
but not of  others, activated regions of  the brain rich in oxytocin and vaso-
pressin receptors—neurohormones associated with pair- bonding—while 
deactivating regions associated with negative emotions and social judg-
ment. Animal studies confi rm the central role of  oxytocin and vasopressin 
in attachment and bonding (Carter et al. 2005).

Mothers are aware of the intense emotions evoked by their children. “The 
Motherhood Study,” a nationally representative telephone survey of 2,009 
mothers, found that 93 percent agreed with the statement that “I have an 
overwhelming love for my children unlike anything I feel for anyone else.” 
Eighty- one percent said that they were very satisfi ed with their life as a 

1. To date, there have been no equivalent studies of fathers.
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mother and an equal percentage agreed that “being a mother is the most 
important thing that I do” (Erickson and Aird 2005). The potential rewards 
of  parenthood—presumably social as well as emotional—are acknowl-
edged by high school seniors, three quarters of whom believe that mother-
hood and fatherhood will be fulfi lling. Between 1976 and 1977 and 1997 and 
1998, the percentage so reporting rose by eleven points for women and seven 
points for men (Thornton and Young- DeMarco 2001). The increase was 
greatest for females and males whose fathers had attended college (Sayer, 
Wright, and Edin 2003).

It is possible that the rewards and costs of childbearing are not fully appre-
ciated until one has a child. One ethnographic study reports that mothers, 
in fact, did not anticipate how completely they would fall in love with their 
offspring (McMahon 1995), which raises the possibility that the motiva-
tions for having the fi rst child are systematically different from those of 
subsequent children. A study in Bulgaria (Buhler 2006) concluded that the 
principal attitudes predictive of having a fi rst child were beliefs that it would 
strengthen relations with partner and parents, whereas the principal attitude 
predictive of a second child for both men and women was the perception 
that it would bring “increased joy and satisfaction in life.” Companion-
ship for the fi rst child is also often cited as a motivation for having a sec-
ond child (Fawcett 1983). In a careful study of reported happiness among 
monozygotic twins in Denmark, having one child was found to increase the 
happiness of young women, but there was no increment in happiness from 
additional children (Kohler, Behrman, and Skytthe 2005). Once partnership 
status was controlled, a man’s happiness was unaffected by the number of 
children he had, including the fi rst.

1.2   Recent Trends in American Fertility

The most common measure of fertility is the period total fertility rate 
(TFR), which indicates how many children would be born to a woman who 
survived to the end of her reproductive years and experienced at each age 
the observed age- specifi c fertility rate of a particular period. The level of 
the total fertility rate that allows each generation to replace itself  exactly is 
approximately 2.08 children per woman. Figure 1.1 shows the value of the 
TFR in the United States since 1928. With virtually no interruption except 
the post- World War II baby boom, the TFR fell continuously from 1820 to 
1975 (not shown). Since 1989 it has remained in the narrow range of 1.98 
to 2.10. Figure 1.1 also shows the average number of children ever born to 
cohorts who completed their childbearing and were aged twenty- six during 
the year shown on the x- axis.2 Clearly, there has been less volatility in the 

2. The completed family size of a cohort would be identical to the TFR of the cohort if  
there were no differences in fertility at a particular age between migrants and nonmigrants, or 
between those who survive to age forty- fi ve and those who die before reaching that age.
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completed family sizes of actual cohorts than in the period measures based 
on synthetic cohorts. This relation is also evident in Europe (Bongaarts 
2002).

The period TFR is usefully considered to consist of a volume component, 
measuring the completed family sizes of cohorts then bearing children, and 
a timing component, indicating when in the course of their lives the cohorts 
will bear their children. During a period when ages at childbearing are grow-
ing older, the period TFR will be systematically lower than the TFR of rele-
vant cohorts because of a “thinning out” of lifetime cohort births.3 Based 
upon age- specifi c rates of childbearing provided by the National Center for 
Health Statistics, the mean age at childbirth in the United States has risen 
fairly steadily from 26.00 in 1980 to 27.90 in 2005. Using an adjustment 
formula developed by Ryder, we fi nd that this delay has reduced period 
total fertility rates in the United States during this period by about 0.15 
children per woman. A more elaborate procedure developed by Bongaarts 
and Feeney produces a similar reduction averaging 0.14 children per woman 
over the period 1980 to 1997 (Schoen 2004). Faster delays in Europe have 
had a slightly bigger impact on period fertility levels there, averaging 0.26 
in eighteen countries over the period 1990 to 1997 (Bongaarts 2002). So, the 
volume components of European and American fertility levels are some-
what more similar than would appear from period TFR measures.

The decline in American fertility is refl ected in changes in the distribution 
of parities (the number of children a woman has borne) among women who 
have completed childbearing. Figure 1.2 shows that parity two has become 

Fig. 1.1  Period and cohort total fertility rates, United States 1928 to 2005
Sources: Schoen (2004), U.S. National Center for Health Statistics (2005a, 2006b).
Notes: Last data points for CTFR used imputed data. Asterisk (∗) for cohort born t –  26.

3. In the extreme, imagine that the cohort born in 1970 had all of its births at age 29.0 and the 
cohort born in 1971 had all of its births at age 30.0. In 2000, there would be no births at all. This 
defi cit in period rates would not be offset by a subsequent surplus unless ages at childbearing 
eventually became younger again.



 

The Future of American Fertility    15

the most common destination for women, while parities zero and one have 
grown steadily in frequency; families of three have become somewhat less 
common, and families of four or more children have fallen precipitously 
from being the most common in 1976 (i.e., among mothers of  the baby 
boom) to the least frequent in 2002.

Bearing children is subject to disturbances that can raise or lower the 
number of  births relative to intentions or expectations. Morgan (2003) 
fi nds that only 38 percent of  women aged twenty- two in the National Lon-
gitudinal Study of  Youth in 1982 had realized their stated intended parity 
by age forty. A common form of interference is poor contraception, either 
through method failure or failure to use any contraception when no concep-
tion is wanted. By European standards, Americans have an unusually high 
incidence of unwanted or mistimed births. Of births during the period 1997 
to 2002, 14 percent were retrospectively classifi ed as “unwanted” (i.e., not 
wanted at any time in the future) at the time of  conception by their mother 
and 21 percent were mistimed (U.S. National Center for Health Statistics 
2005b). While a mistimed birth will not necessarily increase a woman’s par-
ity above her intentions, an unwanted birth will. Of births to twenty- two 
to forty- four- year- old women who had not completed high school, 44 per-
cent were classifi ed as unwanted or mistimed, compared to only 15 percent 
among women who had completed college. The high incidence of unwanted 
and mistimed births is somewhat surprising in view of  the legality of  abor-
tion. However, abortion may not be readily available, may be expensive, or 
may violate personal moral codes. Well- educated women are less likely to 
have an unwanted or mistimed birth in part because a higher proportion 
of  their unintended conceptions result in an induced abortion.

One factor that can cause fertility to fall short of  intentions is subfe-
cundity. Of married women aged fi fteen to forty- four in 2002, 7.4 percent 
were classifi ed as infertile—not practicing contraception and not becoming 

Fig. 1.2  Distribution of women 40 to 44 by number of children ever born
Source: U.S. Census Bureau (2005a).
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pregnant for at least one year (U.S. National Center for Health Statistics 
2005b). Separation from a partner may also cause women to fall short of 
childbearing expectations (Quesnel- Vallee and Morgan 2003). The balance 
of positive and negative forces resulted in slightly fewer births than expected 
by respondents in the National Longitudinal Survey of Youth; not surpris-
ingly, women who began childbearing late were particularly likely to fall 
short of targets expressed at an earlier age. Falling somewhat short is the 
typical, but not universal, cohort pattern (U.S. Census Bureau 2000b; Hage-
wen and Morgan 2005).

1.3   Women, Men, Partnerships, and Children

By long- standing practices supported by powerful social norms, child-
bearing and child- rearing in Western countries occurred within marriage. 
The connection between marriage and childbearing has become more tenu-
ous in the United States:

•  Of births in 2005, 37 percent were out of wedlock, compared to 5 per-
cent in 1960 and 18 percent in 1980 (U.S. National Center for Health 
Statistics 2006b; U.S. Bureau of the Census 1979).

•  Fewer than half of American children aged fi fteen live with both natural 
parents (Kiernan 2004).

•  Of fi rst births conceived before marriage in 1960 to 1964, 60 percent 
were “resolved” by marriage, compared to 23 percent in 1990 to 1994 
(Ventura and Bachrach 2000).

•  Two- thirds of  adults now disagree with the statement that children 
are the main rationale for marriage (Thornton and Young- DeMarco 
2001).

In short, marriage has become less important as a sanctioning device for 
childbearing and child- rearing, as well as for sexual expression and cohabita-
tion (Thornton and Young- DeMarco 2001). And marriage itself  is chang-
ing as husbands and wives are becoming more similar in their household 
and market activities. Married women are spending less time doing house-
work while their husbands are spending more time (Bianchi 2000). Of mar-
ried women aged twenty- fi ve to thirty- four, 68.5 percent participated in the 
labor force in 2003, compared to 38.8 percent in 1970 (U.S. Census Bureau 
2005b). Signaling greater independence of  decisions within the family, a 
married woman’s labor force participation has become less responsive to her 
husband’s wage (Blau and Kahn 2005). It has also become less responsive to 
the presence and ages of her children. The labor force participation rate of 
women with a child under age one rose from 31 percent in 1976 to 55 percent 
in 2004 (U.S. Census Bureau 2005a).

It is plausible to argue that the decline in marriage as a social institu-
tion and the changes that are occurring within marriage during the last 
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four decades have the same basic sources: greater economic opportunities 
for women, and vastly improved means of contraception (Chiappori and 
Oreffice 2008; Lundberg and Pollak 2007; Preston 1987). Both have given 
women more power in their lives and in their relationships. The advent of the 
pill and the intrauterine device (IUD) in the early 1960s provided methods 
that were highly effective in preventing pregnancy, in part because they were 
independent of any particular act of intercourse and thus required less coop-
eration from a partner. Marriage became less essential as a precondition for 
sexual expression. Furthermore, women could invest in their education and 
in their careers with less threat of disruption from an unwanted pregnancy 
whether inside a marriage or out (Goldin and Katz 2002). Such investment 
was also encouraged by the rise in divorce.

If  the rise in women’s labor force participation had originated exclusively 
from a supply shift—resulting, for example, from fertility declines induced 
by contraceptive improvements—it is likely that women’s wages would have 
declined relative to men’s. Instead, the median earnings of women working 
full- time year- round rose from 61 percent of men’s in 1960 to 77 percent 
in 2005 (U.S. Census Bureau 2007b). An important factor in the increase 
in women’s participation and relative wages is probably the rise of service 
industries in which productivity is not associated with physical strength. 
Changing norms relating to equity and inequality were probably important 
as well. The increase in women’s labor force participation would not have 
been as great had they not been able to fi nd acceptable care for their children, 
and had they not believed that their children were not endangered by such 
care (Rindfuss, Guzzo, and Morgan 2003).

As Gary Becker (1981) foresaw, the “gains from trade” in the conventional 
breadwinner/ homemaker marriage eroded as women’s opportunities outside 
the home became more similar to those of  men. The reduction in gains 
was likely abetted by improvements in technology for performing standard 
household tasks (Greenwood, Seshadri, and Vandenbroucke 2005; see also 
Isen and Stevenson, chapter three, this volume). What was less foreseeable 
was that fertility would level off and even rise modestly as the institution 
of marriage was fundamentally changing. Had bearing children not been 
a powerful goal of most American women, they would have found ample 
reason to avoid them by virtue of their increasingly tentative relationships 
and the growing attractions of work outside the home. Instead, they took 
advantage of their new powers to maintain a fertility level that is the envy 
of most other developed countries.

1.4   Individual- Level Characteristics Associated 
with Fertility in the United States

In this section, we examine fertility variation according to major personal 
characteristics in order to seek some guidance about future fertility levels. 
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We focus on two variables whose distributions are expected to change in 
predictable ways and, therefore, might shed light on the future of fertility.

One of these variables is women’s educational attainment, which has been 
shown to be negatively associated with fertility in many societies, including 
historically in the United States (Yu 2006; Billari and Philipov 2004; Jones 
and Tertilt 2006). Prominent interpretations of this negative relationship 
are that better educated women have a higher opportunity cost of time and 
are better contraceptors. Table 1.1 presents the (virtually) completed fam-
ily sizes of women aged forty to forty- four in National Surveys of Family 
Growth (NSFG) from 1973 to 2004.4 Fertility has fallen by approximately 
one child per woman in three of the four educational classes, and by 0.8 
children among high school graduates.

More contemporary evidence can be generated by including younger 
women and their expected additional births. Table 1.2 is based upon women 
aged thirty to forty- four in these same NSFGs. It presents the coefficients 
relating years of completed schooling to children ever born; to additional 
births expected; and to the sum of these two, which we term “total births 
expected.” We use ordinary least squares (OLS) regression, which has the 
convenient property that coefficients in the fi rst two regressions add up to 
that in the third. We control a woman’s age using a second- degree polyno-
mial. For total births expected, the coefficient of a woman’s years of school-
ing declined from – 0.153 to – 0.126 to – 0.097 over this period. Schooling 
became less closely associated with fertility despite the fact that educational 
differentials in women’s earnings became much steeper (Blau 1998; Goldin 
and Katz 2007). The reduction in the coefficient is entirely attributable to 
the number of additional births expected. The effect of educational attain-
ment on the number of births that had already occurred to women remained 

Table 1.1 Mean number of children ever born by women’s educational attainment, 
women 40–44

   1973 1988 2002 

Less than high school 3.86 2.92 2.75
High school graduate/GED 2.96 2.17 2.19
Some college 3.02 2.12 2.00
Bachelor’s degree or higher 2.86 1.58 1.73

 Total  3.26  2.15  2.11  

Source: National Surveys of Family Growth.
Note: Educational attainment based on number of years of  school completed.

4. The 1973 NSFG was applied only to ever- married women. Approximately 5.7 percent of 
the cohort was never- married at age forty to forty- four (U.S. Bureau of the Census 1972, 104). 
This percentage varies from 4.5 percent for high school graduates to 11.2 percent for college 
graduates. Conclusions would not be materially altered if  these women and their relatively low 
levels of fertility could be included.
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very stable at – 0.150 to – 0.163. In other words, better educated women have 
consistently borne fewer children than more poorly educated women by 
their thirties and early forties, but they increasingly expect to catch up before 
childbearing ends.

In 2002, for the fi rst time, the NSFG was administered to men. Using the 
same format employed for women, table 1.2 shows that the male coefficient 
of “total births expected” on education is only – 0.053 in 2002, about half  
of that for women. An obvious interpretation of the sex difference is that 
men do not bear as much of the time costs of children as women do. Thus, 
the trade- off between parenting and earnings, which rise with education, is 
less acute for men (Schultz 1994). According to table 1.2, the sex difference 
is manifest not in additional births expected, but in achieved fertility, which 
is substantially less infl uenced by educational attainment for men than it is 
for women.

The regressions do not include any adjustment for marital status. We 
have argued that the increasing independence and power of  women has 
made marital status less relevant to childbearing. Nevertheless, the large 
majority of  births continue to occur within marriage, and the ability of 
women and men to fi nd suitable marriage partners is doubtless a factor in 
fertility levels. It is noteworthy in this context that the 2002 coefficients on 
education are scarcely changed when current marital status is introduced: 
– 0.097 for women remains – 0.097, and – 0.053 for men becomes – 0.059.5 It 
is not essential to introduce marital status factors in order to study the rela-
tion between educational attainment and fertility, a fi nding also reported in 
Australia (Yu 2006).

A second major characteristic associated with variation in American fer-
tility is ethnicity. High levels of immigration in recent years have left their 
mark on the fertility of a population already distinguished by long- standing 

Table 1.2 Coefficient of years of schooling completed among respondents aged 
30–44, National Survey of Family Growth 1973, 1988, 2002

Dependent variable

Survey year, sex  Total births expected  Current parity  Additional births expected

1973 Women –0.153∗ –0.157∗ 0.004
1988 Women –0.126∗ –0.163∗ 0.037∗
2002 Women –0.097∗ –0.150∗ 0.053∗
2002 Men  –0.053∗  –0.101∗  0.048∗

Note: Age is controlled via a second- degree polynomial.
∗Signifi cant at 0.001 level.

5. The categories are never married/ not cohabiting, married, cohabiting, and widowed/ 
separated/ divorced.
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black/ white divisions. Table 1.3 presents the total fertility rates of  major 
ethnic groups in the recent past.6 The table shows that the fertility of non-
 Hispanic whites has been stable or has risen slightly during the past sixteen 
years. The TFR of non- Hispanic whites in the United States would rank 
in a tie for second highest among developed countries, behind France (see 
following). So, it is not correct to attribute the relatively high level of U.S. 
fertility exclusively to high fertility among ethnic minorities—and many 
European countries themselves have sizeable high- fertility ethnic minorities. 
In fact, the fertility of blacks has fallen sharply and is now below the national 
average. Hispanic fertility has been roughly level over this period.

The individual- level data fi les from NSFG enable us to investigate several 
additional questions about the relationship between ethnicity and fertility. 
Table 1.4 presents ethnic differentials in fertility among women aged thirty 
to forty- four, controlling age and years of school completed, over the period 
1973 to 2002. It is clear that ethnic differentials in fertility persist when 
education is controlled. Over the twenty- nine- year period, the differential 
between blacks and whites contracted sharply while the differential between 
Hispanics and non- Hispanic whites expanded. In both cases, the trend in the 
differential is primarily attributable to changes in the number of births that 
have already occurred rather than to those that are expected in the future.

Table 1.3 Total fertility rates among major ethnic groups, United States

Hispanics

  Total  Non- Hispanic whites Non- Hispanic blacks  All  Mexicans

1989 2.014 1.770 2.424 2.904 2.916
1996 1.976 1.781 2.140 2.772 3.052
2004  2.046  1.847  2.020  2.824  3.021

Source: U.S. National Center for Health Statistics (2006a).

6. Numerators are derived from birth certifi cates and denominators from census estimates. 
The ethnic classifi cation is not strictly comparable in the two sources and the U.S. National 
Center for Health Statistics (2006a) has attempted to bridge the divide. Furthermore, it is likely 
that the reporting of births is more complete for Hispanics than the estimates of populations. A 
substantial proportion of Hispanics are illegal immigrants and would not want to be reported 
to census authorities, whereas they have an incentive to have their births reported. Thus, the 
fi gures in table 1.3 may be overestimated for Hispanics. Weak support for this suggestion comes 
from the 2004 Current Population Survey (CPS), wherein Hispanic women aged forty to forty-
 four reported only 2.30 births, on average (U.S. Census Bureau 2005a). On the other hand, the 
number of births reported in the CPS are clearly defi cient and especially so for out- of- wedlock 
births to Hispanics (www.census.gov/ population/ socdemo/ fertility/ ofw- childtx). A third source 
of data is the National Survey of Family Growth. Hispanic, women aged forty to forty- four 
in the 2002 NSFG averaged 2.49 children, about 0.2 children higher than in the CPS. Hispanic 
women aged thirty to thirty- four expected to bear 2.77 children in NSFG, implying rising 
fertility and giving some credibility to the still higher fi gure of NCHS.
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The increasing fertility differences between Hispanics and non- Hispanics 
are primarily a result of  the changing composition of  the Hispanic popu-
lation itself. Cubans and Puerto Ricans, who made up a larger share of  the 
Hispanic population in the past, have relatively low fertility levels (TFRs 
of  1.733 and 2.057, respectively, in 2004). In contrast, Mexican American 
women had a TFR of  3.021 (U.S. National Center for Health Statistics 
2006a). Mexican Americans contributed 61 percent of  Hispanics births in 
1989 and 72 percent in 2004. The Mexican/ non- Mexican differences refl ect 
fertility differences in country of  origin, as well as in length of  time spent in 
the United States. It is unlikely that a widening of  Hispanic/ non- Hispanic 
fertility differences will continue. Mexican Americans are already a high 
percentage of  the Hispanic population and their fertility is declining across 
generations in the United States (Parrado and Morgan 2008). It is worth 
remembering that Italian and Polish immigrants to the United States had 
TFRs of  6.94 and 6.97 in 1905 to 1909 when the U.S. value was 3.56 (Mor-
gan, Watkins, and Ewbank 1994).

1.5   Spatial Differences in U.S. Fertility

Geographic differences in U.S. fertility have been used in several ways. 
One is to examine the impact of interstate differences in laws, programs, and 
regulations that may be related to fertility. Moffit’s (1998) review of research 
on the relationship between welfare payments and fertility, most of which is 
based on interstate data, concludes that there are modest positive effects of 
benefi t levels on fertility, although there are some contrary fi ndings includ-
ing a subsequent article on the “family cap” (Kearney 2004). As noted later, 
Klerman (1999) fi nds modest effects on fertility of interstate differences in 
access to abortion and of Medicaid payment schedules for abortion.

Table 1.4 Coefficients of ethnicity among women aged 30–44, National Surveys of 
Family Growth 1973, 1988, 2002

Dependent variable

Survey year, race  Total births expected  Current parity  Additional births expected

Non- Hispanic blacks
  1973 0.688∗ 0.634∗ 0.054∗
  1988 0.236∗ 0.204∗ 0.032
  2002 0.233∗ 0.215∗ 0.018
Hispanics
  1973 0.211 0.062 0.150∗
  1988 0.352∗ 0.210 0.142∗
  2002  0.426∗  0.336∗  0.096∗

Note: Age, age squared, and years of  schooling completed are controlled.
∗Signifi cant at 0.01 level.



 

22    Samuel H. Preston and Caroline Sten Hartnett

A second effort to use areal data focuses on identifying what may be 
thought to be cultural differences in attitudes, values, and practices related 
to childbearing. Areal differences in fertility are substantial. States in New 
England—Massachusetts, New Hampshire, and Rhode Island—have 2004 
TFRs in the lowest range of 1.7 to 1.8. States with high Mormon concen-
trations, Utah and Idaho, have TFRs in the highest range of  2.3 to 2.5. 
Lesthaeghe and Niedert (2006) perform a factor analysis and fi nd that a 
state’s fertility level is closely related to its frequency of late marriage and of 
abortions per live birth. Since these are, in a sense, components of fertility, 
the results are not especially surprising.

More surprising is the high correlation that they fi nd, – 0.87, between the 
factor representing this demographic cluster and the percentage of a state 
that voted for George W. Bush in 2004. This correlation suggests to the 
authors that there may be important variation in the underlying structure 
of values and orientations that manifests itself  in both family and political 
domains. They do not identify the main features of that structure.

A third approach to studying areal variation uses metropolitan areas 
rather than states as the units of analysis. Metropolitan areas form more 
cohesive labor markets than states, and are better suited to testing ideas about 
the impact of labor market conditions on fertility. We have supplemented 
the 2002 NSFG individual- level data on fertility histories and personal char-
acteristics with data on characteristics of the metropolitan areas in which 
individuals reside. We consider four aggregate- level economic indicators: the 
median earnings of female full- time, full- year workers; the median earnings 
of male full- time, full- year workers; the unemployment rate in the area; and 
the median value of owner- occupied houses. All data are taken from the 
U.S. Census of 2000. We expect, following Becker (1981), that the level of 
women’s earnings in an area, an indicator of economic opportunities, will 
have a negative effect on fertility and that men’s earnings will have a positive 
effect. Jones, Schoonbroodt, and Tertilt (chapter two, this volume) provide 
a broad review of the assumptions that are required in order to generate 
such predictions. We expect that the median value of houses, an indicator 
of the housing price structure, will be negatively related to fertility because 
children are space intensive. We also expect fertility to be negatively related 
to an area’s level of unemployment.

The model that we estimate includes individual- level variables whose 
values were established in childhood: mother’s educational attainment (that 
is, the mother of the woman interviewed in NSFG); the religion in which 
a woman was raised, if  any; and whether or not her parents’ marriage was 
intact when she was aged eighteen. Coefficients of the OLS regression are 
presented in Appendix table 1A.1. Standard errors are not adjusted for clus-
tering. Areal variables were available for the 280 largest metropolitan areas. 
Of weighted respondents, 82 percent resided in one of these areas (seventy-
 seven cities total) and were included in the analysis.
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Coefficients of  female and male earnings levels in a metropolitan area 
are in the expected direction, large, and statistically signifi cant. Table 1.5 
summarizes the coefficients in relevant equations. As before, the coefficients 
of births achieved and additional births expected sum to the coefficient of 
total births expected. Both achieved fertility and the additional number of 
children expected are signifi cantly affected by female and male earnings. The 
coefficient of female earnings on total births expected of – 2.7 implies that 
a 10 percent increase in relative women’s earnings would provoke a reduc-
tion of 0.27 children. This very large effect is highly refl ective of the fertility 
expectations—rather than achievements—of younger women. If estimation 
is confi ned to women aged thirty to forty- four, where expected family sizes 
have for the most part already been achieved, the female earnings coefficient 
for total births expected declines in absolute value to – 1.421 and the male 
declines to 1.638.

As in the case of  a woman’s educational attainment, a woman’s mari-
tal and partnership status is not material to interpreting the coefficients in 
table 1.5. When marital and cohabiting status is controlled, the values of 
coefficients on female and male earnings change by less than 10 percent.

The female and male earnings coefficients are roughly equal in value and 
opposite in sign, so that the ratio of female- to- male earnings in an area is a 
good predictor of fertility. Among large cities, the highest ratios of female-

Table 1.5 Coefficients of median female and male earnings in various 
fertility regressions

Dependent variable  
Coefficient of 

ln Fa  
Coefficient of 

ln Mb

Total births expected –2.726∗∗ 2.077∗∗
(.387) (.353)

Total births achieved –1.654∗∗ 1.265∗∗
(.321) (.265)

Total additional births expected –1.072∗∗ 0.811∗
(.329) (.261)

Total births expected, controlling marital statusc –2.492∗∗ 1.955∗∗
(.375) (.354)

Total births expected, women aged 15–29 –3.591∗∗ 2.219∗∗
(.516) (.419)

Total births expected, women aged 30–44 –1.421∗ 1.638∗
  (.529)  (.535)

Note: Control variables listed in Appendix table 1.A1.
aF � Median annual earnings of full- time, full- year female workers in a metropolitan area.
bM � Median annual earnings of full- time, full- year male workers in a metropolitan area.
cMarital status categories are never married/noncohabiting; currently married; currently co-
habiting; and widowed/divorced/separated.
∗Signifi cant at .01.
∗∗Signifi cant at .001.
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 to- male earnings (range of 0.76 to 0.81) are found in San Diego, Miami, Los 
Angeles, Tampa, Washington DC, and New York City. The lowest ratios 
(0.62 to 0.70) are found in the interior rust- belt cities of Detroit, St. Louis, 
Pittsburgh, Cleveland, and Chicago. Among smaller metropolitan areas, the 
range goes from 0.57 to 0.91.

For purposes of prediction we would like to be able to treat relative earn-
ings levels as exogenous, but there is no question that selective migration is 
affecting results. Women with high tastes for work or low tastes for child-
bearing would be more likely to move to, or remain in, an area of relatively 
high women’s earnings. Likewise, women with high tastes for childbearing 
and low tastes for work might be more likely to move to, or remain in, an area 
of relatively high male earnings. It would be a mistake to use the coefficients 
that we have estimated to make predictions about the future of  fertility 
since those coefficients include the effects of selective migration. A second 
upward bias in the coefficient may result from the effect of fertility patterns 
in an area on women’s earnings; for example, nonmarket factors inducing 
low fertility in an area may cause women to accumulate more labor market 
experience, and hence raise their earnings. No equivalent bias is expected on 
the coefficient of male earnings.

The relationship between women’s earnings in an area and fertility could 
be expected to be stronger for well- educated women than for poorly educated 
women because areal variation in the opportunity cost of children, as well as 
in the gains from work- related migration, should be greater for those with 
higher potential earnings. To test this hypothesis, we created an interactive 
variable equal to a woman’s completed years of schooling times the mean 
earnings for women in her metropolitan area. When added to the regression 
model for women aged fi fteen to forty- four shown in Appendix table 1A.1, the 
coefficient of the interactive variable is positive and signifi cant ( p � .0005). 
The largest (negative) coefficients are for births achieved, rather than future 
births expected. So, it does appear that the fertility of better educated women 
is more responsive to the level of earnings in a metropolitan area, although 
the role of selective migration adds complexity to the interpretation.

The coefficient of an area’s unemployment level is not signifi cant. The 
median price of owner- occupied houses in an area has a signifi cant positive 
coefficient, an unanticipated result that may refl ect a wealth effect.

1.6   International Differences

An international perspective permits the examination of the effects of a 
broader range of institutional and cultural settings than is available within 
any single country. Table 1.6 shows that U.S. fertility is higher than that in 
any other developed country with 5 million or more inhabitants. Even the 
lowest- fertility U.S. state, Rhode Island, with a TFR of 1.71 in 2004, would 
rank well above the median of 1.35. As noted previously, the period TFR 
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underestimates cohort fertility when ages of childbearing are rising. Few 
cohorts who have recently completed childbearing in Europe have TFRs 
less than 1.7 (Frejka and Sardon 2004). In terms of parity distributions, the 
major difference between Europe and the United States is not in the preva-
lence of childless women, but rather of women with 3� children (Caldwell 
and Schindlmayr 2003). The mean “ideal family size” in Europe remains at 
two or above except in Germany and Austria. In low- fertility Italy, it is 2.1 
(Goldstein, Lutz, and Testa 2003).

One prominent explanation of declining fertility in Europe is called “the 
second demographic transition,” according to which the emergence of in-
dividualism and its emphasis on self- fulfi llment have undercut familistic 
norms (e.g., Lesthaeghe and Neidert 2006; van de Kaa 1996). However, this 
explanation does a poor job of accounting for cross- national variation. The 
northern European countries where ideational changes have been among 
the most far- reaching have the highest fertility levels in Europe (McDonald 
2002), whereas many southern and eastern European countries with low 
fertility have retained relatively high levels of familism in value surveys and 
in many other behaviors such as cohabitation and divorce (Coleman 2004; 
Kertzer et al. 2006).

Perhaps the most important observation about cross- national variation in 
fertility is that the international correlation between the TFR and women’s 
labor force participation in western Europe has become strongly positive 
at �0.81 (Billari and Kohler 2004). In 1975, the correlation for these same 
countries was – 0.61. This demonstration has been replicated by several other 

Table 1.6 Total fertility rates in selected developed countriesa

Country  TFR (year) Country  TFR (year)

United States 2.10 (2006) Hungary 1.35 (2006)
France 1.98 (2006) Spain 1.34 (2005)
Sweden 1.85 (2006) Germany 1.34 (2005)
Denmark 1.85 (2006) Greece 1.34 (2005)
Australia 1.81 (2005) Czech Republic 1.33 (2006)
Finland 1.81 (2006) Ukraine 1.32 (2006)
United Kingdom 1.79 (2005) Russia 1.31 (2006)
Belgium 1.72 (2005) Romania 1.31 (2006)
Netherlands 1.68 (2006) Poland 1.28 (2006)
Canada 1.52 (2005) Slovakia 1.25 (2005)
Switzerland 1.43 (2006) Japan 1.25 (2005)
Portugal 1.41 (2005) South Korea 1.13 (2006)
Bulgaria 1.38 (2006) Taiwan 1.12 (2005)
Austria 1.38 (2006) Hong Kong 0.99 (2006)
Italy  1.35 (2006)     

Source: Population Reference Bureau http://www.prb.org/pdf07/TFRTable.pdf.
aCountries with populations above 5 million.
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analysts using slightly different groupings of Organization for Economic 
Cooperation and Development (OECD) countries (e.g., Morgan 2003). So, 
countries in which the largest proportion of women work are now countries 
with the highest fertility. This relation is also apparent regionally in Italy 
(Kertzer et al. 2006).

It is very likely that, because of industrial and occupational changes, the 
relative wages for women have risen in virtually all developed countries. 
Some countries appear to have been able to adapt to this change in ways that 
better accommodate the combination of women’s work with childbearing. 
These countries—for example, the United States, Sweden, and Norway—
exhibit both high fertility and high female labor force participation. Some 
of the accommodations have been in the form of government programs. 
Hoem (2005) cites a battery of public policies in Sweden that he believes to 
be responsible for its relatively high fertility, including parental leave for thir-
teen months at 80 percent of salary and state- run day care centers. Reviews 
of the effectiveness of family- friendly policies on fertility in Europe conclude 
that there have been several relatively modest successes (McDonald 2002, 
2006; Kohler, Billari, and Ortega 2006).

According to independent accounts of close observers in Italy (Kertzer 
et al. 2006) and Japan (Retherford and Ogawa 2006), a major obstacle to 
higher fertility levels and greater participation of women in the labor force 
in these countries is the persistent strength of norms that idealize the tra-
ditional breadwinner/ homemaker family. These norms discourage mothers 
from working and discourage unmarried women from becoming mothers. 
Mothers are thought to be the best guardians of their children, and men 
participate relatively little in child- rearing. Policy initiatives may have little 
impact under these circumstances. Japan has made very costly efforts to raise 
its fertility levels. The programs include generous child allowances, heavily 
subsidized state child care facilities, changes in educational standards to 
reduce the costs of child tutoring, and laws designed to encourage men’s 
greater participation in child- rearing. But the Japanese TFR remains in the 
neighborhood of 1.3.

The institution of marriage appears to be more important in sanctioning 
childbearing and sexual behavior in these countries. In Japan, only 2 percent 
of births are out of wedlock and in Italy, 10 percent (Kiernan 2004). To 
state the obvious: discouraging out- of- wedlock childbearing discourages 
childbearing. If  the United States were to eliminate all out- of- wedlock births 
and not replace them with marital births, its TFR would have been only 1.31 
in 2004. Countries with higher proportions of births out of wedlock have 
higher TFRs: the correlation is �0.65 across thirty- seven European coun-
tries in 1999. In 1975, when marriage was a stronger institution, it had been 
– 0.35 (Billari and Kohler 2004). Ironically, the maintenance of traditional 
family values, especially in the form of rigid norms about appropriate sex 
roles within the family and the sanctity of marriage as a child- rearing insti-
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tution, may be responsible for very low levels of fertility in many places (see 
also McDonald [2000]; Caldwell and Shindlmayr [2003]).

Strong norms supportive of traditional family relations were also very 
prominent in the United States but they have substantially eroded. For 
example, the General Social Survey asked whether respondents agreed or 
disagreed with the statement that “It is more important for a wife to help 
her husband’s career than to have one herself.” Only 36 percent of women 
disagreed with the statement in 1977 to 1978, while 80 percent disagreed in 
1996 to 1998 (Thornton and Young- DeMarco 2001). Perhaps the incentives 
to abandon the breadwinner/ homemaker model were higher in the United 
States or perhaps, as de Tocqueville (1945) argued 170 years ago, American 
society is more fl exible and adaptive than European.

Whatever adaptations occurred in the United States were not primarily a 
product of public policy (Morgan 2003). The U.S. tax code is not unusually 
friendly to families with children (d’Addio and d’Ercole 2005), and welfare 
benefi ts per child are low relative to child allowances in many European 
countries (Blau 1998). Government plays a relatively small role in day care 
for children in the United States in terms of both fi nance and management. 
The adaptations permitting more mothers to work in the United States 
were primarily a result of  private negotiations between women and vari-
ous child care providers, including their partners. They were facilitated by 
institutional adaptations such as longer store hours, which provided both 
opportunities for shopping by people who worked during the day and jobs 
at an hour when a spouse may be available for child care (Kohler, Billari, 
and Ortega 2006). The labor market in the United States may also be more 
accommodating to young workers than are European labor markets, which 
are more rigid on many quantitative indicators (Nickell 1997). American 
businesses, less encumbered by industrial policies, may have been able to pro-
vide more fl exible hours and days. The declining coefficient relating fertility 
to women’s educational attainment is another indication that the tensions 
between childbearing and work are easing in the United States.

Another major theme of de Tocqueville’s is that Americans are unusually 
prone to form and gather in private associations. One institution that they 
join in far greater numbers than Europeans is the church. Of American 
women, 50 percent report that religion is very important to them, compared 
to 16 percent of European women. Of American women aged eighteen to 
forty- four, 50 percent attend church at least once a month, compared to 26 
percent of European women (European Values Survey data cited in Frejka 
and Westoff [2006]). The frequency of church attendance is highly positively 
correlated with actual and expected fertility both in the United States and 
in Europe (Frejka and Westoff [2006]; Philipov and Berghammer 2007). For 
young parents, a church often provides opportunities for interaction with 
other young families, child care services, and moral support for the difficult 
endeavors of parenthood (Wuthnow 2005). These features may lift fertil-
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ity levels among members. Taking literally the empirical relation between 
religiosity and fertility, Frejka and Westoff (2006) estimate that the fertility 
of American women aged thirty- fi ve to forty- four would be 6 percent lower 
if  Americans attended church as infrequently as Europeans, and 18 percent 
lower if  they perceived the same importance of religion as Europeans.

These estimates represent upper bounds because there is undoubtedly 
self- selection of  family- oriented people into the community of  church-
goers, a tendency that would spuriously elevate the correlation between fer-
tility and religious behavior. Nor does their analysis control other variables, 
such as educational attainment, that are correlated with both fertility and 
church attendance. To partially overcome these problems, we have used the 
2002 NSFG to estimate the relationship between fertility and the religion of 
one’s upbringing in controlling a woman’s years of schooling and ethnicity. 
The results are shown in table 1.7. Fertility differs substantially—by half  
a child or more—between those raised with no religion (about 6 percent 
of all women) and those raised with any religion. The additional variance 
explained by introducing the religious variables is signifi cant at .001.

Thus, religious differences in fertility are not readily explained by mecha-
nisms of selection or contamination by third variables. The greater religiosity 
of the American population may, in fact, be contributing to U.S./ European 
differences in fertility. The fertility differences by religious affiliation hold 
out the possibility that fertility will rise as high- fertility groups have more 
children who inherit the religion of their parents and maintain their high 
fertility levels. This possibility is not entirely theoretical. The growth of 
fundamentalist Protestant groups in the past century is attributable primar-
ily to their unusually high fertility combined with a 70 to 80 percent inter-
generational retention rate (Hout, Greeley, and Wilde 2001). The example 
illustrates a more general point: there is upward pressure on fertility each 
generation by virtue of the fact that each generation is born disproportion-
ately to the high- fertility members of the previous generation. The upward 
bias should be particularly strong when the high fertility example of one’s 
own parents is reinforced by pronatalist norms and associations such as 
those typically found in churches.

Why are Americans more likely to attend church and espouse religious 
beliefs than Europeans? One prominent explanation is that American reli-

Table 1.7 Coefficients relating the expected number of births to religious affiliation 
at age 16, women aged 30–44, National Survey of Family Growth 2002

No religion –0.444
Mainline Protestant 0.000
Fundamentalist Protestant 0.194
Catholic 0.127

 Other non- Christian religion  0.264  

Note: Age, age squared, years of  schooling completed, and race/ethnicity are controlled.
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gious institutions are more fl exible and entrepreneurial than are European 
(Finke and Stark 2005). Whereas European countries often face a virtual 
monopoly of religious institutions, staffed by clerics determined to main-
tain the monopoly, American religious institutions vigorously compete for 
adherents and use attendance and participation as principal gauges of suc-
cess. Churches represent another instance in which institutional adaptability 
may help account for high fertility in the United States relative to Europe.

1.7   Implications

What have we learned that bears upon the future of American fertility? 
Several variables robustly associated with fertility are changing in predict-
able ways, as summarized in table 1.8. One of these is ethnicity. The U.S. 
Census Bureau projects the size and ethnic composition of the U.S. popu-
lation using data on fertility achievements and expectations and anticipated 
immigration. Its latest projections suggest that the Hispanic population 
will grow from 12.6 percent of the population in 2000 to 20.1 percent in 
2030 (U.S. Census Bureau 2004b). Combined with the large Hispanic/ non-
 Hispanic fertility differentials shown in table 1.3, and assuming that fertility 
levels remain constant within ethnic categories, this increase in Hispanic rep-
resentation would increase the TFR from 2.046 to 2.113, an increase of .07 
children. If  Hispanic/ non- Hispanic differentials contract, as has happened 
with other immigrant groups, the effect would be reduced.

A second variable related to fertility and moving in predictable directions 
is educational attainment. The U.S. Census Bureau (2000a) projects educa-
tional attainment distributions to 2028. For adult women, their projections 
imply a gain of approximately 0.7 years of school completed between 2003 
and 2028.7 Combined with the fertility coefficient on years of  schooling 
of – .097, such changes would produce a reduction in fertility of .07 chil-
dren. The effect is not large, and it should be recalled that the coefficient of 
women’s education has been declining.

So, the two most predictable changes in population composition, edu-
cational attainment and ethnicity, are expected to induce relatively small 
changes in fertility by 2028 to 2030, and these changes essentially offset one 
another. In a multivariate framework, the combined changes in distribu-
tions of education and ethnicity would produce a decline in fertility of 0.02 
children.8

We anticipate that the ratio of female- to- male earnings will continue to 
increase as industrial structures change and as equity norms become more 

7. This is the mean gain for the high and low projections, weighted by ethnicity distributions 
in 2000 and assigning ten years of schooling to those who did not complete high school, twelve 
to those who did, fourteen to those who started but did not fi nish college, and seventeen to 
those who fi nished college.

8. The coefficient of educational attainment in a regression controlling age and ethnicity is 
– .083.
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universal. As noted earlier, our coefficients on female and male earnings rep-
resent an upper bound on the sensitivity of fertility to exogenous variation in 
these variables. To illustrate the potential impact of changes in the earnings 
ratio, we use the fertility equation for thirty-  to forty- four- year- old women. 
The ratio of median female- to- male earnings of full- time, full- year workers 
grew from 0.738 in 1995 to 0.788 in 2005 (U.S. Census Bureau 2008). If the 
same rate of annual increase occurred between 2005 and 2030, the effect on 
fertility would be approximately – 1.5 {0.163} � – 0.24 children, where – 1.5 
is the approximate coefficient of the earnings ratio (from table 1.5) and 0.163 
is the projected change in the natural log of the earnings ratio over a twenty-
 fi ve- year period. Thus, a continuing growth of women’s earnings relative to 
men’s may put signifi cant downward pressure on fertility. But we reiterate 
that ours is an upper bound estimate because of possible upward biases in the 
coefficient resulting from selective migration and reverse causation. More-
over, a more egalitarian distribution of child- raising responsibilities would be 
expected to reduce the sensitivity of fertility to the sex ratio of earnings.

Other factors that may play a role:

•  Improvements in contraceptive technology should put mild downward 
pressure on fertility. Contraceptive improvements have been very slow 
since the 1960s, especially in the area of male contraception, and any 
improvements may be signifi cantly offset by improvements in proceptive 
technologies for subfecund individuals. Barring advances in technology, 
improvements in contraceptive use could be expected to accompany 
improvements in educational attainment and to be captured by the esti-
mated effects thereof.

•  A more conservative Supreme Court may result in greater restrictions 
in access to abortion. Based on studies of interstate differences in access 
to abortion and in Medicaid funding thereof, the estimated effects on 
fertility would not be large. Klerman (1999) estimates that eliminating 
public funding altogether would increase the TFR by 2 percent, and 
that making all abortions illegal would increase it by an additional 3 
percent.

•  Eventually, the rise in ages at childbearing must come to an end. This 
process has reduced the period TFR by approximately 0.15 children per 

Table 1.8 Summary of positive and negative pressures on TFR

  Effect on TFR  Projection year

Increases in proportion Hispanic �0.07 2030
Increases in women’s education –0.07 2028
Increases in F/M earnings ratio (upper bound) –0.24 2030
Possible restrictions on abortion access �0.10
Stabilization in mean age of childbearing  �0.15   
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woman. When it stops, period rates (but not necessarily cohort rates) 
will be pushed upwards. At the rate at which the mean age at childbear-
ing has been rising in the United States, approximately 0.08 years per 
year, it would take twenty years before the mean age in the United States 
reached the level of 29.5 years already observed in Sweden (and longer 
to reach the mean age currently observed in France, the Netherlands, 
Ireland, and Spain; compiled from U.S. Census Bureau [2004a]). So, the 
timing- induced depression in U.S. period rates could last a long time.

It is clear that modeling fertility timing is an important element in fertil-
ity projections. As fi gure 1.1 demonstrated, the sharp changes in American 
fertility over the past eighty years have been powerfully infl uenced by timing 
factors. The baby boom and baby bust could not be predicted or accounted 
for by the marginalist approach taken here. It seems likely that elements of 
social contagion have operated in the past to add volatility to period mea-
sures of fertility. There is no reason to believe that they cannot reappear in 
the future.

Fertility in the United States is relatively high, even for its lowest- fertility 
groups. Compared to most countries in Europe and East Asia (but not 
northwestern Europe), fertility is high even for white non- Hispanics, for 
states with the lowest fertility, and for college graduates. One possible expla-
nation of American “exceptionalism” is an unusually fl exible and adaptive 
society, one in which women were able to react quickly to the rise in their 
work opportunities and fi nd ways to combine motherhood and work while 
many other societies stayed wedded to more traditional family forms. If  
American women have simply been quicker to fi nd ways to do things that 
women elsewhere also want to do—have at least two children even when 
they have attractive earnings prospects outside of the home—then fertility 
elsewhere should rise to American levels as women and men adapt to new 
circumstances and abandon older cultural forms.

A second, related explanation of American exceptionalism is the unusu-
ally high degree of  religious belief  and participation among Americans. 
Projecting religiosity into the future is risky, in part because recent trends are 
not entirely consistent. The proportion of American adults identifying their 
religious affiliation as “no religion” in the General Social Survey rose from 
7 percent to 14 percent between 1991 and 2000 (Hout and Fischer 2002); 
the rise was especially sharp among young adults. On the other hand, the 
proportion of adults who identify as conservative Christians continues to 
grow, fueled by differential fertility and high rates of intergenerational reten-
tion. The proportion of American children attending church and participat-
ing in youth groups rose sharply between 1997 and 2003 (Hofferth 2008). 
The possibility that American fertility has strong religious underpinnings 
does not suggest a clear- cut direction for future fertility trends, but it does 
add uncertainty to them.
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Appendix

Table 1.A1 Coefficients of regressions of fertility on individual and areal variables, National 
Survey of Family Growth 2002

Women 15–44 Women 
30–44 

  
Total births 

expected  Current parity  
Additional births 

expected  
Total births 

expected

Age 0.131 0.318 –0.187 0.071
(0.000) (0.000) (0.000) (0.548)

Age2 –0.002 –0.004 0.002 –0.001
(0.000) (0.000) (0.000) (0.433)

Religion
  Mainline Protestant (ref)
  No religion –0.414 –0.162 –0.251 –0.438

(0.000) (0.002) (0.000) (0.000)
  Catholic 0.055 0.057 –0.002 0.134

(0.324) (0.236) (0.96) (0.08)
  Fundamentalist Protestant 0.101 0.143 –0.042 0.153

(0.193) (0.056) (0.48) (0.173)
  Non- Christian 0.151 0.205 –0.051 0.414

(0.175) (0.025) (0.526) (0.013)
Mother’s education
  Less than high school 0.193 0.157 0.036 0.284

(0.003) (0.007) (0.335) (0.001)
  High school (Ref)
  Some college 0.079 –0.006 0.085 0.075

(0.141) (0.895) (0.047) (0.317)
  Bachelor’s degree or higher 0.165 0.037 0.129 0.237

(0.005) (0.432) (0.008) (0.004)
Family intact at age 18 0.112 –0.056 0.168 0.010

(0.016) (0.166) (0.000) (0.89)
Race/Ethnicity
  White, Non- Hispanic (Ref)
  Hispanic 0.237 0.214 0.023 0.326

(0.000) (0.000) (0.601) (0.001)
  Black 0.143 0.258 –0.114 0.247

(0.009) (0.000) (0.002) (0.003)
  Other race 0.276 –0.037 0.312 0.007

(0.024) (0.653) (0.007) (0.953)
Highest grade of school completed –0.064 –0.153 0.088 –0.078

(0.000) (0.000) (0.000) (0.000)
Percent unemployed in 0.027 0.009 0.018 0.049
 metropolitan area (0.092) (0.574) (0.062) (0.061)
Log of male income in 2.077 1.265 0.811 1.638
 metropolitan area (0.000) (0.000) (0.002) (0.002)
Log of female income in –2.726 –1.654 –1.072 –1.421
 metropolitan area (0.000) (0.000) (0.001) (0.007)
Value of owner- occupied housing in 0.204 0.008 0.196 0.004
 metropolitan area (per $100,000)  (0.000)  (0.853)  (0.000)  (0.957)

Note: Values in parentheses are p- values.
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Comment Gopi Shah Goda

The chapter by Preston and Hartnett takes on a formidable task: that of 
forecasting the future of American fertility. Predicting future responses in 
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human behavior is never easy, and given the large swings in fertility behavior 
over the last century, fertility rates seem to often be the result of factors that 
are unobservable to researchers. However, the authors make progress in 
increasing our understanding of fertility responses to a set of demographic 
and economic factors, such as the role of ethnicity, educational attainment, 
and relative wages between men and women.

Figure 1C.1 shows actual period total fertility rates that have been experi-
enced since 1917, as well as predicted future period fertility rates under three 
alternate scenarios for projecting Social Security fi nances based on the 2004 
Trustees Report. The fi gure shows that while fertility rates have been stable 
over the last few decades, previous fl uctuations in fertility rates were much 
higher than the range of projected fertility rates under the three alternate sce-
narios. However, the impact of even these historically modest fl uctuations 
in terms of Social Security- projected fi nances is enormous: the difference 
between the seventy- fi ve- year actuarial defi cit varying only the assumption 
on fertility from the high fertility (low cost) assumption to the low fertility 
(high cost) assumption is 0.70 percent of taxable payroll, or a present value 
of  almost $2 trillion. This amount represents approximately half  of  the 
current shortfall in projected Social Security benefi ts over this window. This 
fact highlights both the important role that fertility plays in pay- as- you- go 
programs such as Social Security, and the difficulty in predicting with any 
level of certainty what fertility rates will look like in the future.

The authors begin by cataloging several factors that have been thought 

Fig. 1C.1  Actual and projected period total fertility rates, Social Security Admin-
istration cost scenarios
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to infl uence fertility. Sociological determinants include the role of  social 
expectations and norms related to the number of children a woman decides 
to have and the role of out- of- wedlock births, social rewards of parenting, 
and the ethnicity of the mother, which may play a role in forming cultural 
attitudes toward children and values and practices related to childbearing. 
Technological determinants include factors that may reduce fertility levels, 
such as the advent of the birth control pill and abortion, and factors that 
may increase fertility levels, such as advances in medical treatments for adults 
who suffer from infertility. Lastly, economic factors that may infl uence fertil-
ity include educational attainment and earnings of both men and women, 
unemployment rates, and the value of owner- occupied housing.

There are two aspects of  fertility that are important—timing and vol-
ume. Volume, in the context of period fertility rates, refers to the change in 
age- specifi c fertility rates that add up to the total fertility rate. A shift in the 
timing of births, by contrast, could have no effect on the total fertility rate. 
Figure 1C.2 highlights the change in the mean age of mothers at childbirth 
over the same period as fi gure 1C.1. During years of  high fertility rates, 
the mean age of mothers tends to be higher, but in recent years, there has 
been a trend of higher ages of childbearing without corresponding move-
ments in underlying fertility rates. It is also interesting to note that while all 
three cost scenarios by Social Security predict a slight increase in the mean 
age of mothers, the three scenarios do not differ from one another in this 
regard.

Fig. 1C.2  Mean age of mother at childbirth, Social Security Administration 
cost scenarios
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The authors discuss several empirical facts about fertility in the United 
States and how it relates to international fertility levels. A large factor in 
the reduction in the total fertility rates after 1976 is the shift from families 
with four or more children to families with two children, while the increase 
in families with zero or one child was small. More than a third of births in 
2005 were out of wedlock, representing a large shift compared to 1960 and 
deemphasizing the role of marriage in explaining fertility outcomes. While 
it is commonly argued that high levels of Hispanic immigration account for 
the United States relatively high fertility rates, the total fertility rate of non-
 Hispanic whites in the United States is still high by international standards. 
Social norms likely play a role in explaining differences in international 
fertility levels, such as traditional mind- sets that discourage mothers from 
working and unmarried women from having children. Americans are more 
religious than Europeans, and within the United States, church attendance is 
positively correlated with fertility (though the effects may be at least partially 
attributable to self- selection).

The main results of the Preston and Hartnett chapter relate to the associa-
tion of three particular factors with fertility rates, and the predicted infl u-
ences of these three factors on future fertility. The three factors examined 
are: the correlation between female education and fertility, fertility levels 
by ethnicity, and the association of female and male earnings with fertility 
levels. The authors use variation over time and geographic area to estimate 
the responses and fi nd that the magnitude of the correlation between fertility 
and female education has declined, the differential between Hispanic and 
non- Hispanic white fertility has widened, and higher female earnings are 
associated with lower fertility, while the opposite is true for male earnings.

To predict what will happen in the future, the authors forecast how these 
three components will change and use their results to predict what fertility 
will look like. Higher predicted female education levels are predicted to 
lead to slightly lower fertility, changes in ethnicity are predicted to have the 
opposite effect, and increases in relative female earnings are predicted to 
have a potentially large negative effect on fertility.

The authors acknowledge several caveats in interpreting these as causal 
determinants of fertility. Perhaps the largest confounding factor in regres-
sions that use geographic variation as a source of identifi cation is selective 
migration. Unobservable factors such as tastes for work and childbearing 
may infl uence where a woman chooses to locate. In addition, reverse causa-
tion is also a concern. Geographic characteristics that may depress fertility 
rates (for instance, high costs of housing) may cause women to make larger 
investments in human capital, thus raising their earnings. Exogenous shifts 
in earnings levels are difficult to isolate. One place to look in future studies 
of female earnings and fertility levels may be variation in after- tax earnings 
over time, across states, and across households.

Another issue in interpreting the authors’ results as a causal effect of earn-
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ings on fertility is a mismatch between the timing of the fertility decision 
and the value of the covariates. If  there was a large change in relative female 
earnings from the time women made their fertility decisions and the time of 
the survey, the results of this analysis will be biased. A similar point could 
be made about other covariates that may change within a geographic area 
over time, such as unemployment, housing prices, and male income.

In their analysis, the authors use median earnings of full- time, full- year 
female workers as a proxy for market opportunities for women. However, 
it is possible that two geographic areas with the same level of median earn-
ings among full- time and full- year workers may differ in the underlying 
reservation wage of  the female population in that area if  they have very 
different levels of  female labor force participation. It is unclear whether 
omitting the female labor force participation rate would dramatically affect 
their results, and including this covariate would introduce similar identifi ca-
tion problems—as discussed previously—such as simultaneous causation 
and mismatch of timing.

The authors estimate the effects of female education, ethnicity, and earn-
ings separately, but it is possible that there is an interaction effect of these 
three factors. Do highly educated individuals respond more to relative 
wages than women with low levels of education? Do ethnic groups respond 
differently to relative wages? The answers to these questions would provide 
a larger picture of how these three factors relate to fertility behavior.

As the authors state, the association between education and fertility be-
havior has changed from decade to decade. This fact highlights the difficulty 
of using their estimates to predict future fertility levels if  this association 
may change in the future. Similarly, there is reason to believe that future 
generations of Hispanic immigrants will not share the same high fertility 
rates as their ancestors.

The evidence presented in the chapter is inconclusive about the effects of 
housing prices on fertility. The authors fi nd that a higher median price of 
owner- occupied houses is associated with higher fertility, against their intu-
ition that higher housing prices should increase the cost of having additional 
children due to larger space requirements. This result is puzzling, but the 
authors state that this may be due to a wealth effect: wealthier individuals 
can afford to live in more expensive houses and have more children. Fur-
ther investigation into this question would be an interesting area for future 
research, particularly with recent fl uctuations in home prices over time, 
which may serve as an additional source of identifi cation.

The authors mainly focus on volume rather than the timing of  births. 
However, each has different implications for programs like Social Security. 
Because Social Security fi nancing largely depends on the ratio of  young 
workers to retirees, changes in timing of births have a transitional effect, but 
no long- run effect on the old- age dependency ratio (once the fi rst delayed 
generation grows to be in the old age category). By contrast, as mentioned 
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earlier, changes in volume can have large effects on Social Security fi nancing. 
Figure 1C.3 simulates the old- age dependency ratio under two scenarios: 
one is simply the intermediate scenario as defi ned by Social Security, and 
the other has the same underlying total fertility rate, but adjusts the tim-
ing of births to change according to past changes in timing. The old- age 
dependency ratio is defi ned as the ratio of the number of people aged sixty-
 fi ve and older to the number of people aged twenty to sixty- four. Note the 
delay- adjusted old- age dependency ratio is higher than the old- age depen-
dency ratio, but that the difference between the two ratios decreases once 
the population has matured.

Overall, the Preston and Hartnett chapter provides an interesting look at 
many factors that infl uence fertility. The analysis highlights the difficulties 
in predicting characteristics of future fertility, and outlines several problems 
with isolating exogenous factors that infl uence fertility behavior.

Fig. 1C.3  Projected old- age dependency ratios
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2
Fertility Theories
Can They Explain the Negative 
Fertility- Income Relationship?

Larry E. Jones, Alice Schoonbroodt, and Michèle Tertilt

2.1   Introduction

Empirical studies fi nd a clear negative relationship between income, or 
wages, and fertility. This fi nding has been confi rmed across time and for 
different countries. For example, Jones and Tertilt (2008) document a nega-
tive cross- sectional relationship between income and fertility in the United 
States and fi nd that the relationship has been surprisingly stable over time. 
In particular, the paper shows a negative relationship for thirty birth cohorts 
between 1830 and 1960, with the income elasticity of  fertility remaining 
roughly constant at about – 0.30.1

Why do richer people have fewer children, and what explains the rela-
tively time- invariant nature of the relationship? The negative correlation is 
particularly puzzling if  one thinks about children as a consumption good, 
unless one believes that children are an inferior good. An early discussion of 
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1. We discuss the empirical evidence in more detail in section 2.2.
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this fact appears in the seminal article on fertility choice by Becker (1960). 
Indeed, this puzzling correlation was the main impetus behind Becker’s early 
work.2 The ensuing literature can be roughly divided into two strands. One 
attacks the question from a theoretical point of view and fi nds that, properly 
interpreted or with the appropriate additions in choice variables, economic 
theory says that fertility should be negatively related to income. The basic 
idea is that the price of children is largely time, and because of this, children 
are more expensive for parents with higher wages. Another argument is that 
higher- wage people have a higher demand for child quality, making quantity 
more costly, and hence those parents want fewer children. The other strand 
of literature attacks the question from an empirical point of view, arguing 
that the negative relationship is mainly a statistical fl uke—due to a missing 
variables problem. This literature focuses on identifying those crucial miss-
ing variables, such as female earnings potential. Once those missing variables 
are controlled for, fertility and income—so the argument goes—are actually 
positively related.3

In this chapter, we revisit these theories of the cross- sectional relation-
ship between income and fertility. They are largely based on ability or wage 
heterogeneity. We also formalize a new theory, based on heterogeneity in 
the taste for children, in which wages are also endogenous. For each of the 
theories, we catalogue whether they basically never work (i.e., never produce 
the negative income- fertility relation), whether they work only with specifi c 
additional assumptions, or whether they are relatively robust to changes in 
assumptions. We also often compare the results to the conditional correla-
tions found in the statistical strand of the literature. For those theories that 
work sometimes, we try to be as explicit as possible about what kinds of 
conditions are needed (e.g., curvature and/ or functional form restrictions) 
to generate a negative relationship between income and fertility. We also 
show what goes wrong by giving examples about how they fail. Finally, of 
the theories that work and appear robust, we ask for more. Can the theory 
also match the time series properties of fertility? If  so, what exactly does it 
take? If  not, why not? Finally, we want to know whether such a theory is 
consistent with a recursive formulation of dynastic altruism.

Our main fi ndings can be summarized as follows:

2. Quoting from Becker (1960, 217): “Having set out the formal analysis and framework sug-
gested by economic theory, we now investigate its usefulness in the study of fertility patterns. It 
suggests that a rise in income would increase both the quality and quantity of children desired; 
the increase in quality being large and the increase in quantity small. The difficulties in separat-
ing expenditures on children from general family expenditures notwithstanding, it is evident 
that wealthier families and countries spend much more per child than do poorer families and 
countries. The implication with respect to quantity is not so readily confi rmed by the raw data. 
Indeed, most data tend to show a negative relationship between income and fertility.” See also 
the discussion in Hotz, Klerman, and Willis (1993).

3. See Hotz, Klerman, and Willis (1993) for a survey. An early literature review on fertility 
choice is Bagozzi and Van Loo (1978).
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1. (Almost) all theories depend on the assumption that raising children 
takes time and that this time must be incurred by the parents.

2. Theories based on exogenous wage heterogeneity crucially depend on 
the assumption of a high elasticity of substitution between consumption 
and children.

3. Adding a quality choice by itself  does not generate a negative fertility-
 income relationship. The quantity- quality trade- off works only in conjunc-
tion with assumptions similar to those needed in list entry (2).

4. Theories based on heterogeneity in tastes for children are able to gener-
ate a negative fertility- income relationship without requiring a high elasticity 
of substitution between consumption and children.

5. Theories that explicitly distinguish between fathers and mothers are 
very similar to one- parent theories. However, to get fertility to be decreas-
ing in men’s income, one needs to assume that there is positive assortative 
matching of spouses.

6. Several of the theories that match the cross- sectional patterns of fer-
tility also match, at least loosely, some of the broad time series trends in 
fertility. Theories based on wage heterogeneity produce this relationship 
more naturally.

7. Extending the models that are successful at matching the cross- sectional 
properties of  fertility choice to fully dynamic models based on parental 
altruism is very challenging. Basic theories with wage heterogeneity do not 
appear to be robust to this extension. Theories based on heterogeneity in 
tastes are more promising, but leave many open questions.

Our fi ndings may be relevant in several different contexts. First, there has 
been a recent increase in research relating the demographic transition and 
economic development among macroeconomists.4 Similarly, several recent 
contributions try to understand why fertility is higher in poor countries than 
in rich ones.5 Further, there is a recent literature that uses dynamic macro-
 style models to analyze the interplay between fertility, labor force participa-
tion, marriage, and inequality6—including studies of gender wage gap7 and 
the baby boom following World War II.8 Often dynamic macro- style models 
are used to analyze the impacts of various policy changes—for example, 
parental leave policies, the impact of tax reform, welfare reform, and social 

4. See, for example, Becker, Murphy, and Tamura (1990); Galor and Weil (1996, 1999, 2000), 
Greenwood and Seshadri (2002); Hansen and Prescott (2002); Boldrin and Jones (2002); 
Doepke (2004, 2005); Greenwood, Seshadri, and Vandenbroucke (2005); Moav (2005); Tertilt 
(2005); Jones and Schoonbroodt (Forthcoming), Murtin (2007); and Bar and Leukhina (Forth-
coming). See Galor (2005a, 2005b) for an extensive analysis and a critical survey of theories 
of the demographic transition.

5. See Manuelli and Seshadri (2009).
6. See Alvarez (1999); Caucutt, Guner, and Knowles (2002); and Falcão and Soares (2008).
7. See Erosa, Fuster, and Restuccia (2005).
8. See Greenwood, Seshadri, and Vandenbroucke (2005); Doepke, Hazan, and Maoz (2007); 

and Jones and Schoonbroodt (2007).
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security.9 Typically, they use an “off- the- shelf” fertility model as one of their 
building blocks, and need to make a careful decision about which one to 
use. What may help guide this choice is an informed understanding of the 
implications of the models for the fertility- income relationship in the cross 
section. Because of this, it is natural to use successful models of the cross 
sectional properties of fertility as a way to inform that choice.

This is easier said than done, however. Economists have been developing 
and testing theories of fertility ever since Gary Becker’s seminal paper, but 
still there is no full consensus on the motivations behind fertility choices. 
Here, we provide a systematic comparison of the properties of various fertil-
ity theories. We hope that this catalogue may be a useful step toward fi nding 
a consensus.

This chapter is organized as follows. In the next section, we summarize the 
empirical evidence on the fertility- income relationship. Section 2.3 describes 
a basic model with wage heterogeneity. Section 2.4 develops a new theory 
based on preference heterogeneity in the desire to have children, which gen-
erates endogenous wage heterogeneity. Section 2.5 adds quality to the basic 
model. In section 2.6 we depart from the simplest framework and analyze 
more realistic theories with two parents. We investigate whether theories are 
robust to allowing parents to hire nannies in section 2.7. Section 2.8 pushes 
several of the working theories to also address the secular decline in fertility, 
while section 2.9 concludes. The appendix analyzes the extent to which our 
results apply to a dynastic formulation of fertility.

2.2   Data on Fertility and Income

A robust fact about fertility is that it is decreasing in income. This fact 
has been documented from a time- series point of view, across countries, and 
across individuals. Quoting from Becker (1960, 217): “Indeed, most data 
tend to show a negative relationship between income and fertility. This is 
true of the Census data for 1910, 1940 and 1950, where income is represented 
by father’s occupation, mother’s education or monthly rental; the data from 
the Indianapolis survey, the data for nineteenth century Providence families, 
and several other studies as well.”10

In a recent study, Jones and Tertilt (2008) use U.S. Census Data on lifetime 
fertility and occupations to document this negative cross- sectional relation-
ship in the United States.11 They fi nd a robust negative cross- sectional rela-

9. Recent contributions include Aiyagari, Greenwood, and Guner (2000); Erosa, Fuster, and 
Restuccia (Forthcoming), Fernandez, Guner, and Knowles (2005); Greenwood, Guner, and 
Knowles (2003); Sylvester (2007); and Zhao (2008).

10. The studies Becker is referring to are U.S. Census (1945, 1955); Whelpton and Kiser 
(1951); and Jaffe (1940).

11. Income is based on the median annual income for a given occupation in 1950 and 
adjusted for TFP growth. A measure of income based on occupation is a better measure of 
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tionship between husband’s income12 and fertility for all cohorts for which 
data is available; that is, for women born between 1826 and 1960.13 Not only 
are the correlations always negative, but also they are surprisingly similar 
in magnitude over time. Figure 2.1, reproduced from their paper, shows this 
very clearly. While the relationship is not perfect, it seems that most of the 
fertility decline over time can be “explained” by rising incomes alone, at least 
in a statistical sense.

To give a sense of the magnitudes, table 2.1 reproduces some of the most 
relevant numbers from Jones and Tertilt (2008). For a selected number of 

lifetime income than income in any particular year. See Ruggles et al. (2004) for a description 
of how occupational income scores (OIS) are constructed as well as its robustness as a proxy 
for income. See Jones and Tertilt (2008) for a description of how the OIS was converted into 
2000 dollars.

12. The focus on husband’s income allows a consistent analysis over time. In particular, it 
allows the analysis of periods for which data on wife’s income is practically nonexistent.

13. Fertility is measured as children ever born (CEB) to the current wife. Of course, this 
measure could differ from male completed fertility if  men had children with different women. 
Unfortunately not much data on male completed fertility are available. We are aware of two 
exceptions. First, the 2002 National Survey of Family Growth asked men and women inde-
pendently about their fertility. Preston and Sten (2008) use this data to construct a measure of 
the elasticity of male fertility to male education and also fi nd a negative coefficient. Given that 
divorce was rare for most of the period under consideration, we believe that the wife’s fertility 
is a good proxy. Second, Shiue (2008) compiled Chinese data from 1300 to 1850. She fi nds a 
weak positive relationship between male fertility and social status, but since richer men also 
had more women on average, fertility per wife is actually decreasing.

Fig. 2.1  Fertility by occupational income in 2000 dollars
Source: Jones and Tertilt (2008).
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birth cohorts, the table displays average husband’s income and average fer-
tility.14 To quantify the fertility- income relationship, two different empirical 
measures were constructed: the income elasticity of fertility, and the fertility 
gap between the top and bottom 50 percent of the income distribution. The 
income elasticity roughly hovers around minus one- third, meaning that for 
a family with an income that is 10 percent higher than another family, the 
number of children is about 3 percent lower. This is a large difference. For 
example, for women born during the nineteenth century, those in the bottom 
half  of the income distribution had easily one child more on average than 
those in the top half. Today, the difference is much smaller in absolute num-
bers, with a fertility gap of roughly a quarter of a child. But since fertility 
is signifi cantly lower for all women, the income elasticity has declined only 
very mildly over time, to about – 0.20 for the most recent cohorts.

Note that the income measure used in fi gure 2.1 and table 2.1 is based on 
occupations, and can also be viewed as a proxy for wages. Therefore, the fi nd-
ings can be interpreted as showing a negative fertility- wage relationship.

Many other studies have documented this kind of relationship, typically 
for a specifi c geographic area at a particular point in time. For example, Borg 
(1989) fi nds a negative relationship using panel data from South Korea in 
1976, and Docquier (2004) documents a similar relationship for the United 
States using data from the Panel Study of Income Dynamics (PSID) in 1994. 

Table 2.1 Fertility- income relationship for 14 U.S. cross sections

Birth cohort  
Income 

elasticity  
Top/bottom 
fertility gap  Fertility  

Annual income 
in 2000 dollars  

Number of 
observations

1826–1830 –0.33 0.95 5.59 4,154 452
1836–1840 –0.20 0.74 5.49 5,064 1,960
1846–1850 –0.32 1.26 5.36 6,173 4,520
1856–1860 –0.35 1.24 4.90 7,525 7,241
1866–1870 –0.34 1.27 4.50 9,173 7,347
1876–1880 –0.42 1.06 3.25 11,182 3,203
1886–1890 –0.45 1.05 3.15 13,631 6,644
1896–1900 –0.50 0.93 2.82 16,616 8,462
1906–1910 –0.42 0.57 2.30 20,255 11,812
1916–1920 –0.25 0.34 2.59 24,690 46,908
1926–1930 –0.17 0.27 3.11 30,097 97,143
1936–1940 –0.19 0.31 3.01 36,688 44,428
1946–1950 –0.20 0.26 2.22 44,723 62,210
1956–1960  –0.22  0.23  1.80  54,517  71,517

Source: Jones and Tertilt (2008).

14. The defi nitions of  fertility and income in the table are identical to those used in fi g-
ure 2.1.
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Westoff (1954) fi nds a negative relationship between fertility and occupa-
tional status for the years 1900 to 1952 using U.S. Census data.

Part of the literature argues that a negative income- fertility relationship 
is primarily a statistical fl uke—that is, it is due to a problem of missing vari-
ables. The idea is that once enough variables are controlled for, one would 
actually fi nd a positive income- fertility relation. Indeed, this was Becker’s 
original view on the topic. He went into great detail focusing on knowl-
edge of the proper use of contraceptives as the important missing variable.15 
Similarly, many authors have argued that a distinction between male and 
female income is crucial and that the relationship between male income and 
fertility is indeed (weakly) positive once one correctly controls for female 
income.16 Authors of studies that fi nd a positive relationship after control-
ling for women’s wages often interpret such fi nding as having resolved the 
“puzzle.” This is, however, not necessarily the case. The reason is that even 
though the fi nding reconciles the conditional correlations in the data with 
the simplest model of fertility, the question remains of what kind of theories 
would explain the unconditional negative correlation of men’s wages and 
fertility. At the very least it requires some assumptions about matching.17 
In this chapter we take a somewhat different approach: rather than control-
ling for important factors (such as wives’ wages) in the data, we try to add 
such important factors into the model and then ask whether the augmented 
model delivers the same qualitative facts as the data does.

It is sometimes argued that early on in the development process, a posi-
tive relationship between income and fertility existed.18 Most of the studies 
that document such a positive relationship are set in agrarian economies, 
and often income is proxied by farm size. Examples include Simon (1977, 
chapter 16), who documents a positive relationship between farm size in 
hectares and the average numbers of children born for rural areas in Poland 
in 1948, and Clark and Hamilton (2006), who document a positive relation-
ship between occupational status and the number of surviving children in 
England in the late sixteenth and early seventeenth century (see also Clark 

15. He showed that, in his sample, in those households that were actively engaged in family 
planning, fertility and income were positively related, while the opposite was true for families 
not engaged in family planning. Other early papers along this line are cited by Becker in his 
original piece. They include Edin and Hutchinson (1935) and Banks (1955).

16. Empirical studies distinguishing explicitly between husbands and wives include Cho 
(1968); Fleischer and Rhodes (1979); Freedman and Thorton (1982); Schultz (1986); Heckman 
and Walker (1990); Merrigan and Pierre (1998); Blau and van der Klaauw (2007); and Jones 
and Tertilt (2008). The fi ndings are mixed.

17. We discuss this in detail in section 2.6.
18. A more recent version of  such a positive relationship is that U.S. fertility is higher 

than most other countries in the Organization for Economic Cooperation and Development 
(OECD) even though U.S. income is higher. This does not hold for a larger set of countries, 
however. See Ahn and Mira (2002) and Manuelli and Seshadri (2009) for a discussion of related 
points. Bongaarts (2003) fi nds a slight U- shaped fertility- education relationship in Portugal 
and Greece using three education levels of women. The other eight countries concur with pre-
vious fi ndings of a strictly negative relationship.
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[2005] and Clark [2007]). Weir (1995) fi nds a weakly positive relationship 
between economic status and fertility in eighteenth century France, while 
Wrigley (1961) and Haines (1976) document higher fertility in the coal 
mining areas of France and Prussia than in surrounding agricultural areas 
 during the end of  the nineteenth century. Also, Lee (1987) documents a 
similar fi nding using data from the United States and Canada.19 This body 
of work suggests that the fundamental forces determining the demand for 
children might be different in areas where agriculture is the primary eco-
nomic activity.

Of course, there is no reason why the fertility- income relationship should 
not change over time or vary in different cross sections. It may be that in 
some subgroups of  the population, fertility increases in income once all 
other relevant correlates are controlled for, while in other subgroups the 
primary change across the income distribution is in the price of  a child 
and, because of this, that fertility is lower at higher income levels. And in 
fact, it is plausible that fertility and wealth were indeed positively related 
in early agrarian economies, but that this relationship was reversed after 
industrialization.20

To sum up, the fact that people with higher lifetime earnings have fewer 
children seems very robust, at least during the last century and a half  in the 
United States. Other countries and other episodes display a similar relation-
ship. Inspired by these facts, this chapter analyzes which theories of fertility 
are consistent with this relationship.

2.3   Basic Framework and Results

In this section we introduce notation and explore some basic models of 
fertility choice. The basic examples that we discuss here focus on the roles 
played by the nature of the cost of children, the sources of family income, 
and the formulation of preferences. We fi nd that the simplest versions of 
these ideas do not generate a negative relationship between fertility and 
income. Special assumptions on the nature of costs of children, the utility 
function, the sources of income, and/ or the child quality production func-
tion are needed. This is not to say that these theories are wrong. Rather, by 
making explicit the assumptions behind the ideas we hope to facilitate the 
testing of  the theories and, ultimately, to improve our understanding of 
fertility decision- making.

19. See also the papers cited in Lee (1987).
20. For example, Skirbekk (2008) (using a large data set including various world regions over 

time) fi nds that as fertility declines, there is a general shift from a positive to a negative or neutral 
status- fertility relation. Those with high income/ wealth or high occupation/ social class switch 
from having relatively many to fewer or the same number of children as others. Education, 
however, depresses fertility for as long as this relation is observed (early twentieth century).
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To keep the analysis tractable, we focus on a static, monoparental setup. 
This approach allows for closed form solutions and lets us focus on the basic 
mechanics behind the results. Obviously, there are many dynamic elements 
in real world fertility decision- making; for example, choices about the timing 
of births, and so forth. We see our basic examples as a way to gain insights 
into modeling ingredients of more complex dynamic models. Clearly, many 
important features are left out in the simplest example we start with. Some 
of these features are particularly important and we come back to those in 
later sections of this chapter. One such element is that any child necessarily 
has a father and a mother. In fact, many authors have emphasized that it 
may be female time rather than male time that is important to generate the 
negative relationship between fertility and income. We get back to this in 
section 2.6. In later sections of the chapter we extend the model to include 
more dynamic elements, including limited forms of  human capital/ child 
quality (sections 2.4 and 2.5) and parental altruism (appendix).

Two more caveats are in order. First, throughout the chapter we analyze 
only rational theories of fertility.21 Behavioral concerns might be relevant, 
especially for teenage childbearing, but are not considered here. Second, we 
focus on theories in which children provide direct utility benefi ts; that is, chil-
dren are a consumption good. Note that children are sometimes also viewed 
as an investment, providing old- age security.22 While the investment motive 
may have important implications for the fertility- income relationship, this 
analysis is beyond the scope of this chapter and is left for future research.

2.3.1   The Basic Model

The general static model of fertility choice that we consider is as follows. 
People maximize utility subject to a budget constraint, a time constraint, 
and a child quality production function. People (potentially) derive util-
ity from four different goods: consumption, c, number of children, n, the 
average quality of children, q, and leisure, �. Producing children takes b0 
units of goods and b1 units of time (per child). We let lw denote the time 
spent working and normalize the total time endowment to one. The wage per 
unit of time is denoted by w. In addition to labor income, we also allow for 
nonlabor income, y. Finally, child quality is a function of educational child 
inputs, s (we abstract from direct parental time inputs into child quality). 
Thus, the choice problem is as follows:

21. We also abstract from costs and technologies to prevent births or to inseminate artifi cially. 
Several authors have given these issues more thought, and we refer the reader to them (see, e.g., 
Hotz and Miller (1988); Goldin and Katz (2002); Bailey (2006); and Greenwood and Guner, 
(Forthcoming)).

22. Examples include Ehrlich and Lui (1991); Boldrin and Jones (2002); and Boldrin, De 
Nardi, and Jones (2005). Zhao (2008) uses the Boldrin- Jones framework to jointly address the 
fertility decline and the narrowing of fertility differentials by income in response to changes 
in social security.
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(1) max
c,n,q,e,lw

 U(c, n, q, �)

 s. t. lw � b1n � � � 1

  c � (b0 � s)n � y � wlw

  q � f(s).

In order to highlight the crucial ingredients to generate a negative income (or 
wage) to fertility relationship, we distinguish between various combinations 
of utility specifi cations, concept of wealth/ income/ earnings used, costs of 
children, and quality production functions. We now briefl y discuss each of 
these components.

Utility:  We focus on separable utilities. That is:

U(c, n, q, �) � uc(c) � un(n) � uq(q) � u�(�).

We consider the CES utility case, ux(x) � �x(x
1– �x –  1)/ (1 –  �x) for values 

of �x � 0. We will often distinguish three cases: (a) �x � 1 (high curvature, 
low elasticity of substitution); (b) �x � 1 (low curvature, high elasticity of 
substitution); and (c) �x � 1 corresponding to log utility.23

Income/ Wealth:  We use the following (standard) language: w is the wage, 
W � w � y is total wealth, and I � wlw is earned income (often also called 
labor earnings). In most of our examples, there are only two uses of time 
(working and child- rearing), in which case earned income is equal to 
w(1 –  b1n). An interesting special case is where all income is labor income, y � 
0 and W � w. In several examples, we focus on the fertility- earnings (rather 
than wage) relationship. In these examples, there is no wage heterogeneity. 
However, the logic underlying those examples can easily be generalized to 
(endogenous) wage heterogeneity. We do so in section 2.4. In this context, 
the wage will be equal to human capital, H, and human capital is a function 
of schooling inputs. For simplicity, we will omit H and say that the wage w 
is a function of schooling inputs.

Costs of Children:  We allow for both goods and time costs, denoted by b0 
and b1, respectively. To get starker results, we sometimes shut down one of 
the two types of costs. It turns out that a time cost appears to be essential 
to almost all the theories and examples we present here. To see this, note 
that with separable utility, no time cost (b1 � 0) and no quality in utility 
(�q � 0), n is a normal good, and hence, it follows that n is increasing in both 

23. This utility function has the added advantage that, in some cases, it can be interpreted 
as the problem in Bellman’s equation for a Barro- Becker style dynasty with parental altruism. 
There, the term un(n) is the value function for continuations. This interpretation is only valid 
for certain choices of the �n’s however. See appendix for details.
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y and w.24 Thus, we will typically require that b1 � 0. While it seems fairly 
obvious that it takes time to raise a child, it is less clear whether the time 
spent must be the parent’s time rather than a nanny or a day care center. We 
analyze the implications of allowing for nannies in section 2.7.25

Quality Production Function:  One important feature for the quantity-
 quality trade- off to generate the desired relationship is the specifi cation of 
the quality production function, f (·). We experiment with various specifi ca-
tions. Note that making special assumptions on f(·) is technically equivalent 
to making special assumptions on uq(·). That is, let vq(·) � uq( f (·)) and make 
assumptions about this function. The interpretation, however, can be quite 
different. With homothetic preferences to start with, unless f(s) is of the form 
f (s) � sκ, this introduces nonhomotheticity into the overall problem (1). We 
will analyze quality production functions in some detail in section 2.5.

Leisure:  For some of the examples in sections 2.6 and 2.7, we need leisure 
as an alternative use of  time in order to reproduce the negative fertility-
 income relationship. For most examples, this is not necessary, and hence we 
will typically assume that �� � 0.

2.3.2   The Price of Time Theory

To highlight the necessary ingredients, we start by discussing a simple 
example that does not generate the desired negative relationship between 
fertility and income. We then show what special assumptions are needed to 
obtain the desired result.

Starting from the general formulation (1), we assume log utility (ux(x) � 
�x log(x)), no utility from child quality (�q � 0) or leisure (�� � 0), and no 
nonlabor income (y � 0). Then the problem reduces to

(2) max
c,n

 �c log(c) � �n log(n)

 s. t. c � b0n � w(1 	 b1n).

The solution for fertility is:

 n∗ � 
�nw





(�c � �n)(b0 � wb1).

.

24. When �q � 0, the constraint becomes nonlinear, which complicates matters. In certain 
cases, the problem can be written in aggregate quality Q � nq. In this case, if  b1 � 0, both n and 
Q are normal goods and hence increase in both y and w.

25. We restrict attention to linear child costs. Analyzing the robustness of our results to other 
child cost specifi cations would be of interest. There seems to be little consensus in the empiri-
cal literature on the shape of the child cost function, however. Empirical papers that estimate 
the costs of children and economies of scale in the household include Hotz and Miller (1988), 
Bernal (2008), Lazear and Michael (1980), and Espenshade (1984). Taking maternal health and 
maternal mortality risk into account, one might also want to argue that a convex cost function 
is the most reasonable formulation (e.g., Tertilt 2005).
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As is apparent from this example, as long as the goods cost of children is 
positive (b0 � 0) higher- wage households (higher w) will have strictly more 
children in this setup. This is the opposite prediction from what we observe 
in the data. Setting the goods cost to zero with just a time cost results in 
fertility choice being independent of w—still, not a negative relationship. 
Adding leisure or child quality (say, with q � f (e) � e) will not reverse this 
result (see section 2.5).

To give the price of time theory a chance, it seems fairly obvious that a 
deviation from log utility is needed; that is, a specifi cation where income and 
substitution effects do not cancel out. Thus, we turn now to general Constant 
Elasticity of Substitution (CES) utility functions. Also, since a time cost is 
essential here and a goods cost does not really add anything, we set b0 � 0 
and assume b1 � 0, but reintroduce nonlabor income, y � 0. Thus, our next 
example takes the form

(3) max
c,n

  �c

c1	� 	 1



1 	 �
 � �n

n1	� 	 1



1 	 �

 s. t. c � y � w(1 	 b1n).

It is easy to solve for a closed form solution of this specifi cation. Optimal 
fertility is given by:

 n∗ � 
y/w � 1





(�cb1/�n)

1/ �w(1	�)/� � b1

.

Elasticity of substitution:  In problem (3) wage heterogeneity leads indeed 
to a negative wage- fertility relationship if  the right amount of curvature is 
assumed in the utility function. To see this, assume fi rst that y � 0. If  the 
only way in which individuals differ is in their wages, we can see that when 
� � 1, fertility is either independent of or increasing in w. However, when 
� � 1, it follows that n∗(w) is decreasing.

The intuition here is simple: when the only cost of children is time, and 
that time must be the parents’ own time, higher wage families face a higher 
price of  children. This induces the usual wealth and substitution effects 
familiar from demand theory. Certainly it implies that compensated demand 
for children is decreasing. This is not sufficient, however, to automatically 
imply that the demand for children is decreasing in income, since those fami-
lies that face higher prices also have more wealth. Thus, it depends on which 
of the two forces is stronger. If  the elasticity of substitution between children 
and consumption is high enough (low �), the substitution effect dominates 
and n∗(w) is decreasing, as in the data.

Moreover, it can be seen that this relationship is approximately isoelastic 
when y is small and w is large relative to b1. In this example, the income 
elasticity of demand for children is (� –  1)/ �.

In sum, this theory works, but not without extra restrictions on prefer-
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ences. An additional requirement could be that the formulation be con-
sistent with dynamic maximization in a setting with parental altruism à 
la Barro and Becker (1989) (i.e., parents care about number and utility of 
children multiplicatively). In the fi rst section of the appendix we discuss the 
relationship between this static problem and a reinterpretation of it as the 
Bellman equation of a dynamic problem. The difficulty with the dynamic 
reinterpretation of  the current example is that �n is no longer a param-
eter but represents children’s average level of utility. It therefore becomes 
a function of  the wage. It turns out that once this is taken into account 
properly, fertility is independent of the wage independently of �. Moreover, 
Jones and Schoonbroodt (Forthcoming) show that in this kind of model, 
� � 1 is needed to generate the decreases in fertility observed over the past 
200 years in response to increased productivity growth and decreased mor-
tality. Hence, it seems that this dynamic interpretation of the static model 
presented here is at an impasse to get both the cross- sectional and trend 
features of fertility at the same time. In the fi rst section of the appendix, we 
show that with preference heterogeneity, both the cross section as well as the 
trend observations can be generated.

Nonlabor Income:  An alternative specifi cation that also works is to assume 
log utility but positive nonlabor income. Assume � → 1 and y � 0, then the 
solution to (3) becomes

 n∗ � 
�n(y/w � 1)



(�c � �n)b1.

Note that for y � 0, fertility is indeed decreasing in the wage.26 Note that the 
slope of the relationship depends on the size of the nonlabor income. That 
is, for small amounts of nonlabor income fertility is decreasing in the wage 
only very mildly, and in the limit, when nonlabor income is zero, fertility 
does not depend on the wage at all.

Note, however, that the only income that would really qualify as non-
labor income here are gifts, lottery income, bequests, and the like.27 Since 
most families have no or very little such nonlabor income, it is questionable 
whether this should be the main mechanism by which fertility and income 
are connected. Yet variations of this formulation are used a lot in the lit-
erature. For example, the refi nement that it is female time that determines 
the opportunity cost falls into this category. In particular, sometimes y is 
interpreted as the husband’s income and w as the wife’s wage. Then fertility 

26. Adding nonlabor income effectively changes the curvature of the utility function, and 
hence the technical reason that makes this example succeed is similar to the � � 1 case shown 
previously. The interpretation, of course, is very different.

27. Any interest income from assets that are accumulated labor earnings would be propor-
tional to labor income, and hence would not generate the result outlined here.
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is decreasing in the latter. We will turn our attention to two- parent fertility 
models in section 2.6.

Nonhomothetic preferences:  Another way to generate the desired relation-
ship is to move away from homothetic utility.28 Assume, for example, that 
�c � 0. Then the problem to solve is

(4) max
c,n

 �cc � �n

n1	� 	 1



1 	 �

 s.t. c � (1 	 b1n)w.

And the solution is:

 n∗ � � �n


�cb1

�1/ �
w	1/ �,

which is clearly decreasing in w for any value of �.29 We are not emphasiz-
ing nonhomothetic utilities any further, because one broader aim of the 
proposed research agenda here is to develop a theory that encompasses 
cross- sectional, trend, and cyclical features of fertility choice. Embedding 
this example into a fully dynamic growth model has the unfortunate prop-
erty that income shares to consumption tend to one. Because of this these 
models would be of limited use.

2.4   Endogenous Wage Differences

In the previous section we focused on theories of the cross- sectional rela-
tionship between fertility and wages in which the fundamental difference was 
exogenous variation in ability (wages). In this section, we explore an alterna-
tive view with an alternative causation. Suppose that the basic source of het-
erogeneity is in tastes for children versus material goods—some people want 
large families and others want to travel the world, go to fancy restaurants, 
and drive a sports car. This basic difference in taste for either “lifestyle” 
affects the investment in human capital and hence, wages. That is, parents 
who want large families will allocate less time to developing market- based 
skills in anticipation of having many children, and will therefore have lower 
wages and lower earned income.

Rather than assuming people differ in their taste for children, one could 
simply assume that people differ exogenously in fertility and choose human 
capital investments accordingly. This kind of model also gets the basic rela-
tionship right, and is useful for understanding the basic mechanism. We 

28. See, for example, Greenwood, Guner, and Knowles (2003).
29. This specifi cation (with � → 1) is used in Fernandez, Guner, and Knowles (2005); Erosa, 

Fuster, and Restuccia (Forthcoming); and Erosa, Fuster, and Restuccia (2005). Note that the 
income elasticity of demand for children here is – 1/ �, which is close to the data for � � 3.0.
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start with this simple version, even though the interpretation of exogenous 
fertility is not straightforward. We then move to a more general case that has 
a more plausible interpretation: deterministic heterogeneity in the taste for 
children versus consumption goods. Here schooling is chosen in anticipation 
of fertility decisions.

Finally, as long as raising children takes time, a simpler mechanism can be 
considered. Again assuming taste heterogeneity, parents who choose large 
families will have less time available to work and hence will have lower earned 
income, even if  wages are exogenous. This simplifi cation will be helpful in 
subsequent sections. Note that whenever the simple mechanism works and 
one can generate a negative fertility- income relationship, it is straightforward 
to also generate a negative fertility- wage relationship by adding endogenous 
human capital investments to the model.

2.4.1   Exogenous Fertility and Endogenous Wages

The simplest version illustrating the mechanism we want to focus on is one 
where fertility is exogenously different across people. Let n�i be the number of 
children that are attached to adult i. Each child requires b1 units of parental 
time. The parent solves one lifetime maximization problem by choosing how 
much time (net of child- rearing time) to allocate to schooling versus earning 
wages. Even though we write this as a one- period problem, the decisions are 
best interpreted in a sequential fashion: time is fi rst spent on schooling, ls, 
which determines future human capital als. Normalizing the wage per unit 
of human capital to one, als is also the wage, so that total lifetime income 
simply becomes wlw � alslw. The problem then is:

(5) max
c,lw ,ls

 �c

c1	�



1 	 �

 � �n

n�i
1	�



1 	 �

 s. t. ls � lw � 1 	 b1n�i

  w � als

  c � wlw.

The solution is

 l i
s � li

w � 
1 	 b1n�i



2
.

It follows immediately that the wage is decreasing in fertility.

 wi � ali
s � 

a


2

(1 	 b1n�i).

Note that the derived negative relationship is quite robust; that is, it does 
not depend on specifi c functional forms or parameter restrictions. The only 
crucial assumption is that it takes time to raise children.

One interpretation of this example is that people are ex ante identical, but 
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are exposed to stochastic fertility shocks (e.g., birth control failures). Then, 
ex post, people will have different fertility realizations, which leads them to 
optimally invest different amounts into human capital. However, for such 
shocks to be the main driving force behind the negative fertility- income rela-
tionship, it would need to be the case that most people know their fertility 
realizations before they make their human capital accumulation decisions. 
While this seems implausible for schooling decisions, it is more plausible 
for human capital that is accumulated on the job through experience. Exog-
enous fertility shocks may also be important for some margins, such as 
drop- out decisions for girls who become pregnant in high school.

2.4.2   Endogenous Fertility and Endogenous Wages

Next, we extend the basic intuition given before to allow for both the 
choice of fertility and the endogenous determination of wages. Assume now 
that parents differ in their preferences for children; that is, some people value 
children more than others. To do this, we add a fertility choice to problem (5) 
and allow for preference heterogeneity. We also generalize the model along 
two other dimensions, which will turn out to be useful later on. First, follow-
ing Ben- Porath (1976) and Heckman (1976), we allow for decreasing returns 
in the human capital accumulation process: w � als

�s, �s ∈ (0, 1]. Second, we 
allow for decreasing returns when working. That is, an individual working 
lw units (hours/ weeks/ years) will earn a total income of wlw

�w, �w ∈ (0, 1]. 
While this formulation is nonstandard (i.e., most of the literature assumes 
that income is linear in hours worked), we fi nd it quite plausible since many 
jobs pay a premium for full- time work. Note also that setting �w � 1 gives 
the standard model in which income is the product of an hourly wage and 
hours worked. The modifi ed problem then is

(6) max
c,n,lw,ls

 �c

c1	�



1 	 �

 � �n

n1	�



1 	 �

 s. t. ls � lw � 1 	 b1n

  w � als
�s

  c � wlw
�w.

The fi rst- order conditions are:

 ls: �c(als
�slw

�w)	�a�sls
�s	1lw

�w � �n� 1 	 ls 	 lw




b1
�

	� 1


b1

 lw: �c(als
�slw

�w)	�a�wls
�slw

�w	1 � �n� 1 	 ls 	 lw




b1
�

	� 1


b1

.

It follows immediately that ls � (�s/ �w)lw. Using this, the optimal amount of 
work solves the following equation
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 �ca
1	� �s� �s



�w
�

�s	1	�s�

lw
	(�s��w)���s��w	1 � �n� 1



b1
�

1	�

�1 	 
�s � �w



�w

lw�
	�

.

It is easy to derive closed form solutions for two special cases: (a) constant 
returns to scale (�w � �s � 1) and a general �; and (b) general production 
function, but assuming log utility � � 1.30 The solution for case (b) is

 l∗w � 
�c�w




�n � (�s � �w)�c

 ls
∗ � 

�c�s



�n � (�s � �w)�c

 n∗ � 
1



b1
� �n



�n � (�s � �w)�c

�.

Note that the wage rate is

 w∗ � a(ls
∗)�s,

which increases monotonically in time spent at school. Taking derivatives 
with respect to the child preference parameters, �n, gives

 

∂n∗


∂�n

 � 
(�s � �w)�c





b1[�n � (�s � �w)�c]

2
 � 0

 

∂ls
∗



∂�n

 � 
	�c�s




[�n � (�s � �w)�c]

2
 � 0.

Thus, clearly, people who have a higher preference for children will have 
both—more children and a lower wage.

As can be seen from these expressions, fertility is independent of the raw 
learning ability, a. That is, without differences in preferences, parents will 
all have the same fertility.31

There are a couple of special cases where the implicit relationship between 
fertility and wages can be solved for explicitly.

In addition to � � 1, now assume that �w � �s � 1: human capital is linear 
in years of schooling, and total income is simply the wage multiplied time 
spent working. For this case, we can substitute out all preference parameters 
to derive an equilibrium relationship between wage and fertility that will 
hold across all consumers (i.e., independent of their individual �n and �c):

n∗ � 
1



b1
�1 	 

2


a

w∗�.

In this case, it follows that fertility is linearly decreasing in wages.

30. We analyze case (a) with dynastic altruism in the second section of the appendix.
31. Of course, if  in addition one assumes that � � 1, then fertility decreases in a for the same 

reasons as in section 2.3.2.
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A second case that admits a straightforward closed form solution is when 
�s � �w. Then, the relationship can be written as:

n∗ � 
1



b1
�1 	 2�w∗



a �

1/ �s�.

In this case the relationship between the wage and fertility is nonlinear, with 
its curvature determined by the parameter �s.

In sum, this direction of causation generates the negative income- fertility 
and wage- fertility relationships under fairly general assumptions. In the sec-
ond section of the appendix, we add parental altruism to this model. Similar 
results go through.

2.4.3   An Aside on Wages vs. Income

Here we have focused on the cross- sectional relationship between wages 
and fertility when the basic heterogeneity is differences, across people, in 
preferences for children vis- à- vis consumption goods. To do this we need a 
model in which wages themselves are endogenous. An alternative, weaker 
version of  a similar property can be derived without explicitly includ-
ing human capital formation in the model. This involves the relationship 
between fertility and income. For simplicity, assume that all households have 
the same w. Recall the solution to problem (3).

 n∗ � 
(y/w) � 1





(�cb1/�n)

1/ �w(1	�)/ � � b1

,

and consider two families that differ only in their values of �n and/ or �c. As 
we can see, the family with the higher �n will have more children for any value 
of � and y. It also follows that this family will have lower earned income, 
I � [1 –  b1n∗(�n, �c)]w, simply because it will spend more time raising children 
and less time working. Thus, preference heterogeneity of this type will also 
generate a negative correlation between fertility and earned income, without 
further assumptions on elasticities, or the formation of human capital, as 
long as children take parental time.

2.4.4   Empirical Evidence and Related Work

Empirical papers have confi rmed the mechanism emerging from section 
2.4.1 in the data, though most research (with the exception of Angrist and 
Evans [1998]) focuses on its importance for female wages, or income, and 
has little to say about the relationship between male income and fertility as 
shown in fi gure 2.1.32 Similarly, the structural microeconomics literature, as 
well as some authors in the macroeconomics literature, also primarily focuses 

32. Nor do they say much about most of the time period we are discussing, in which few 
women were earning market wages. In addition, good data for IV estimation (on twins, for 
example) has only become available recently.
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on female wages. These papers address the mechanism emerging from sec-
tion 2.4.2, though not in isolation. We review these results following.

Empirical Evidence

There is a large statistical literature that tries to assess the effect of (exoge-
nous) fertility variation on labor supply, experience accumulation, and wages 
and/ or earned income (see Browning [1992] for an early review). Mincer and 
Polachek (1974) fi nd that work interruptions for childbearing have led to 
large human capital depreciations. Mincer and Ofek (1982) fi nd that longer 
interruptions cause larger human capital losses. While there is a large and 
rapid increase in wages upon reentry, full earnings potential is not regained 
after interruption and reentry. These fi ndings suggest that children have a 
lasting effect on income through forgone experience, which is a specifi c type 
of human capital accumulation.33

These papers view the number of  children as exogenous. More recent 
research has focused on identifying valid instruments for fertility, such as 
miscarriages and unwanted pregnancies. For example, Miller (Forthcoming) 
fi nds that an exogenous delay in childbirth leads to a substantial increase in 
earnings, wage rates, and hours worked. She fi nds evidence for both fi xed 
wage penalties and lower returns to experience for mothers. Since delay in 
fertility is typically associated with lower completed fertility, this result sug-
gests that the number of children may have a strong effect on human capital 
accumulation of various types.

While all the papers mentioned so far focus on female earnings and leave 
father’s and family income aside, Angrist and Evans (1998) use instrumen-
tal variable (IV) estimation to look at both parents’ labor supply and labor 
income as well as family income. They look at families with two children and 
use the gender composition of the existing children as an instrument for the 
desire to have a third child. The authors fi nd that families with a stronger 
desire for a third child work less and earn less. This is true for wives alone, 
husbands alone, and family income.34 Unfortunately, nothing is said about 
hourly wages. Note that income is measured before the family actually has 
the third child. The fact that income is already lower prior to childbirth is in 
line with the aforementioned theory: people who want to have more children 
(i.e., higher �n) anticipate working less in the future, and thus have a weaker 
incentive to accumulate human capital through experience.

33. Mincer and Polachek (1974) go on to answer the question: “Do family size and number 
of children currently present affect the accumulation of earning power beyond the effect on 
work experience? The answer is largely negative: when numbers of children and some measures 
of their age are added to work histories in the [regression] equations, the children variables are 
negative but usually not signifi cant statistically” (S 95).

34. Their instrument is based on the following observation. Families with two children of 
the same sex are more likely to have a third child because sex mix is presumably preferred. 
Since gender of children is exogenous, the willingness to bear a third child—in the hope for the 
opposite sex—is also largely exogenous.
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Related Theory

As for the mechanism in section 2.4.2 with endogenous fertility, the struc-
tural microeconomics literature on joint fertility and female labor supply 
choices also use preference heterogeneity to generate a distribution of fer-
tility and wages as observed in the data. Again, the focus is on female labor 
supply, experience, schooling, and wages or earnings, while our mechanism 
is meant to address men (see fi gure 2.1) as well as women (see section 2.6 
for details). Furthermore, permanent taste is typically not the only source 
of heterogeneity in these papers. Fixed and stochastic ability heterogene-
ity, as well as preference shocks over the life cycle, are additional necessary 
ingredients to fi t the data. Francesconi (2002) estimates such a combined 
model with part- time and full- time employment. In a similar framework, 
Del Boca and Sauer (2009) analyze the effects of institutions on fertility, 
timing, and labor supply decisions. Finally, Keane and Wolpin (2006) add 
schooling and marriage decisions to estimate the effects of welfare programs 
on fertility and female labor supply.35 All these papers use some version 
of the mechanism described here, though not in isolation. Our aim is to 
contrast pure taste and pure ability heterogeneity. In reality, of course, both 
may be relevant.

Finally, this mechanism is also sometimes used in the macroeconomics 
literature. For example, Erosa, Fuster, and Restuccia (Forthcoming) have 
stochastic fertility opportunities and stochastic values of children, together 
with learning- by- doing on the job, so that higher fertility translates into 
lower wages.36 Again, male investment decisions are assumed not to be af-
fected by fertility preferences and realizations. A similar mechanism is also 
at work in Erosa, Fuster, and Restuccia (2005) and Knowles (2007).37

2.4.5   Outlook

While the empirical evidence seems to support the idea that heteroge-
neity in tastes for children is to some extent responsible for the observed 
negative fertility- income relationship, this mechanism has received far less 
attention in the theoretical literature. Rather, most research starts with the 
assumption that exogenous differences in income (or ability) cause fertility 
to vary systematically across the income distribution. We therefore address 

35. This literature is based on a combination of two basic models: Eckstein and Wolpin 
(1989), who analyze female labor force participation and experience accumulation with exog-
enous fertility heterogeneity, and Hotz and Miller (1988), who analyze contraceptive effort 
with taste heterogeneity, thereby endogenizing fertility but abstracting from labor supply and 
human capital accumulation of any kind.

36. Although, this is not the only channel through which fertility and income are related in 
their model.

37. Attanasio, Low, and Sanchez- Marcos (2008) analyze a similar model to Eckstein and 
Wolpin (1989) with exogenous fertility and endogenous experience to account for the increase 
in female labor force participation across cohorts.
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the preference channel in all subsequent sections. Recall from section 2.4.3 
that a simpler version of the mechanism can be used to derive a negative 
fertility- income relationship. For tractability, we use this shortcut when we 
analyze preference heterogeneity in sections 2.5 and 2.6. However, in all 
cases, the model can easily be extended to human capital accumulation and 
wages. We reintroduce endogenous wages in section 2.7, where we present an 
example in which parental time is not essential and in the appendix, where 
we build the dynastic analog of problem (6).

2.5   Quantity- Quality Theory

In this section, we revisit the idea that the demand for child quality natu-
rally leads richer parents to want more quality and thus less quantity, what 
is often called the quantity- quality hypothesis.38 This idea turns out not to 
be a very robust theory of the negative fertility- income hypothesis.

In his seminal work, Becker (1960) argued that there is a trade- off between 
quantity and quality of children. Originally, however, Becker did not pro-
pose the quantity- quality trade- off as an explanation for why fertility and 
income were negatively correlated. Indeed, in the 1960 paper Becker argues, 
by analogy with other durable goods, that economic theory suggests that 
fertility and income should be positively related, but perhaps only weakly 
so, while quality of children and income should be strongly positively cor-
related. The intuition for Becker’s argument is simple. While richer par-
ents do spend more on their children (better schools, better clothes, higher 
bequests, etc.), richer people spend more on everything. They have higher 
quality houses and cars as well, yet no one would argue that we should expect 
rich people to have fewer houses than poor people. As a fi rst cut, the same 
logic should apply to children: richer people would want more quality, but 
probably not less quantity, the same way they also would not want better 
but fewer cars.

So what makes children different? Hotz, Klerman, and Willis (1993), 

38. Empirical evidence about the quantity- quality trade- off is mixed (see Schultz [2005] for 
a useful summary). While the negative relationship between family size and various measures 
of child quality—in terms of investments or outcomes—is clearly negative, it is controversial 
whether this is a causal relationship. In particular, when using twin births as exogenous fertility 
variations, researchers have not always found a negative effect on these quality investments or 
outcomes of children. One regularity seems to carry through most studies, however: the nega-
tive relationship between number and quality of children is more strongly negative in develop-
ing countries (e.g., Rosenzweig and Wolpin (1980) for India; Li, Zhang, and Zhu (2008) for rural 
China) than it is in more advanced societies (e.g., Angrist, Lavy, and Schlosser (forthcoming) for 
Israel; Black, Devereux, and Salvanes (2005) for Norway). Yet Cáceres- Delpiano (2006) fi nds 
that a twin on a later birth reduces the likelihood that older children attend private school in 
U.S. Census data from 1980. One reason for the discrepancies between rich and poor countries 
might be the availability of high quality public schools in developed countries. For example, 
De la Croix and Doepke (2009) fi nd that the effect of income on household choices, in terms of 
fertility and private schooling, diminishes as the quality of public schooling goes up.
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reviewing Becker’s arguments, seem to emphasize that what might be the 
case is that not children per se are normal goods, but that expenditures on 
children are: “If  children are normal goods in the sense that total expen-
ditures on children are an increasing function of income, then the sum of 
the income elasticities of the number and quality of children must be posi-
tive [. . .], but it is still possible that the income elasticity of  demand for 
the number of  children is negative [. . .] if  the income elasticity of  qual-
ity is large enough” (295). This is not our reading of the paper. Our read-
ing is that, by analogy, quantity should be slightly increasing in income 
and quality should be greatly increasing in income. Becker’s argument is, 
then, that the observation of a negative relationship is a missing variables 
problem, namely knowledge about contraceptives. Becker and Lewis (1973) 
and Becker and Tomes (1976) were important follow- ups on Becker (1960). 
Becker and Lewis (1973) argue that, once income is measured correctly, the 
true fertility- income elasticity is positive, even if  the observed one is nega-
tive. Becker and Tomes (1976) argue that the quality production function 
has an endowment component that generates a negative correlation between 
fertility and income.

Following, we derive conditions under which simple examples including 
child quality can generate this negative correlation without making chil-
dren inferior goods. We start with the simplest specifi cation of the example 
in section 2.3 with log utility and a linear quality production function. In 
this example, it becomes apparent that even with quality choice and ability 
heterogeneity, we need a positive time cost and zero goods costs for fertil-
ity to be nonincreasing in income. Next, we derive the requirements on the 
quality production function for fertility to be strictly decreasing in wages—
under both wage and taste heterogeneity. One example that generates the 
desired relation is an affine production function with a positive constant, 
as in Becker and Tomes (1976), together with the assumption that children 
take time while child quality requires purchased inputs as in Moav (2005). 
Various interpretations of this specifi cation can be used to accommodate the 
cross section of fertility with respect to income and the trend in fertility over 
time. Finally, under preference heterogeneity, none of these requirements on 
the quality production function are needed.

2.5.1   A Simple Example

First, we show by example that including a quality choice in and of itself  
does not necessarily lead to a negative relationship between fertility and 
income. That is, including quality does not necessarily lead richer people 
to want fewer children. They might want more quality and accordingly, a 
smaller increase in number of children—as argued in Becker (1960)—but 
the relationship between fertility and income is still positive.

Suppose U(c, n, q) � �c log c � �n log n � �q log q, �q � 0, q � f (s) � s 
and y � 0. Then the problem from section 2.3 is:
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 max
c,n,q,s,lw

 �c log c � �n log n � �q log q

 s. t. lw � b1n � 1

  c � (b0 � s)n � wlw

  q � s.

This is a version of the problem considered in Becker and Lewis (1973), while 
Becker (1960) assumed b0 � b1 � 0. The constraint set in this problem is not 
convex because of the term ns. We therefore rewrite the problem in terms of 
total quality, Q � qn.39 We also know that the constraints hold with equality. 
Using this, the problem becomes:

 max
c,n,Q

 �c log c � (�n 	 �q) log n � �q log Q

 s. t. c � b0n � Q � w(1 	 b1n).

This is now a standard problem under the assumption that �n � �q. The 
solution is given by:

 n∗ � 
�n 	 �q





(�c � �n)(b0 � b1w)

w

 q∗ � 
�q(b0 � b1w)




�n 	 �q

 c∗ � 
�c



�c � �n

w.

Similar to what we found in the example in section 2.3.2, as long as the 
goods cost is positive (b0 � 0), fertility is strictly increasing in the wage, w.40 
On the other hand, if  b0 � 0, fertility is independent of  w, while earned 
income is I � w(1 –  b1n∗). Again, this does not give a negative relationship 
between income and fertility since there is no heterogeneity in fertility choice. 
Instead, we get an extreme version of Becker’s original argument. That is, 
if  there is only a time cost of children, b0 � 0, then we have high income 
elasticity of quality per child (q is strictly increasing in w and hence I ) and 
low income elasticity of number of children (n is independent of w or I ).41

39. Rosenzweig and Wolpin (1980) write a model with b1 � 0, but a children- independent 
price of quality. If  this price is strictly positive, our formulation cannot be used.

40. Whether earned income, I � (1 –  b1n)w, increases or decreases depends on the size of the 
increase in n in response to an increase in w. In the present example, we have:

 

dI


dw

 � (1 –  b1n) –  b1w
dn


dw

 � 
(�c � �q)(b0 � b1w)2 � (�n 	 �q)b

2
0






(�c � �n)(b0 � b1w)2  � 0.

Thus, in this case, income and fertility are positively related.
41. It is useful to note that the time intensity in the cost of children matters (the relative size 

of b0 and b1) for the size of these effects. Also, similarly to the cost of time theory, one could 
vary the elasticity of substitution in the utility function. We leave this part to the reader.
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There are at least two ways in which this “negative result” can be over-
turned. First, keeping wage heterogeneity, the quality production function 
can be generalized. Second, one can consider preference heterogeneity in-
stead of ability heterogeneity in this simple example. We consider these two 
avenues in turn following.42

2.5.2   The Quality Production Function

The next example is based on the analysis in Moav (2005), who argued that 
producing children takes time, while educating each child requires goods 
costs. This assumption makes quality relatively cheaper for higher wage 
people and one might expect a quantity- quality trade- off to result. However, 
the comparative advantage alone does not imply that higher wage people 
have fewer children, as we have seen before. The properties of the human 
capital production function are also a crucial ingredient, as noted in Moav 
(2005).

We make the same assumptions as before, except that we let q � f (s) be 
unspecifi ed for now. The maximization problem is given by:

(7) max
c,n,q,s

 �c log c � �n log n � �q log q

 s. t. c � b0n � sn � w(1 	 b1n)

  q � f (s).

The fi rst order conditions give

(8) 
sf(s)


f(s)

 � 
�n


�q

 � s/w




b0/w � b1 � s/w�

(9) n∗ � � �n


�c � �n

� 
1





b0/w � b1 � s∗/w

.

Let the elasticity on the left- hand side of  equation (8) be �(s) � 
sf(s)/ f (s).43

42. We have also explored a third channel—nonseparable preferences—to a limited degree 
(cf. Jones and Schoonbroodt, Forthcoming). For example, assume q � s and solve:

 max{c,n,q} �c log c � log [[(�n –  �q)n
� � �q(nq)�]1/ �]

 s. t. c � (b0 � b1w)n � nq � w.

In this case, if  � ∈ (0, 1) then n and Q � nq are substitutes in utility and fertility is decreasing 
in w, while the opposite is true if  � � 0. In the text, we are implicitly assuming the case where 
� → 0. The substitutes case works because number of children is time intensive and hence more 
costly to high wage parents while the price of quality is the same across people. Another way 
of generating a negative income- fertility relationship through a quantity- quality trade- off is 
to assume that the educational choice is indivisible: the choice is between skilled and unskilled 
children. This mechanism was used in Doepke (2004). In this case, low ability people would 
choose (some) unskilled children and have more of them than high ability people who have 
skilled children. Among the latter group, however, fertility will be increasing in ability again.

43. Note that unless f(s) � s� for some � � 0, this formulation is very similar to the non-
homothetic preference example given in section 2.3 since we can rewrite the utility function as 
�clog c � �nlog n � �qlog f (s).
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Ability Heterogeneity

Suppose that households differ in their abilities, w. In the case where 
b0 � 0, we can see from equation (9) that for n∗ to be a decreasing func-
tion in w, s∗/ w needs to be increasing in w. But the right- hand side of (8) is 
increasing in this ratio. Thus, the left- hand side has to be increasing as well. 
Hence, we need that �(s) � 0, which is purely a property of f(s). An example 
of a human capital production function that satisfi es this property was fi rst 
introduced by Becker and Tomes (1976):44

f (s) � d0 � d1s,  d0 � 0, d1 � 0.

In this case, the solution is:

 s∗ � 
(�q/�n)b1w 	 d0/d1





(1 	 �q/�n)
,

which is well- defi ned as long as �q � �n and d0 is small enough; that is, d0 � 
d1(�q/ �n)b1w.45 Solving for n∗ gives

 n∗ � 
(�n 	 �q)/(�c � �n)





b1 	 d0/wd1

.

From this it is clear that ∂n∗/  ∂w � 0.
Finally, notice that this example still requires a time cost. In fact, in the 

case with b0 � 0, the solution is given by:

 s∗ � 
(�q/�n)(b0 � b1w) 	 d0/d1





(1 	 �q/�n)
,

which is well- defi ned as long as

(10) �q � �n  and  
�q


�n

(b0 � b1w) � 
d0


d1

.

Solving for n∗ gives

 n∗ � 
(�n	�q)/(�c� �n)



b1 � b0/w 	 d0/wd1

.

Hence, fertility is decreasing in w if  and only if

(11) 
d0


d1

 � b0.

In the case where b1 � 0, conditions (10) and (11) are mutually exclusive.

44. De la Croix and Doepke (2003, 2004) use a more complex production function that 
allows quality to depend on parental human capital, but overall has similar properties: 
f (s, w) � d1(d0 � s)�w�, where �, � ∈ (0, 1) are parameters. Examples of production functions 
that do not satisfy the condition include f(s) � sa and f (s) � as, which lead to a constant s∗/ w, 
and f (s) � log(s) and f (s) � exp(as), which lead to decreasing s∗/ w.

45. Otherwise s � 0 is the solution.
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Interpretation and Further Predictions of the Model

Becker and Tomes (1976) interpret d0 as an endowment of child quality, 
or “innate ability.” In this interpretation, one might want to take intergen-
erational persistence in ability into account. If  the child’s quality endow-
ment and parent’s ability, w, are positively correlated in the sense that 
E(d0) � w, then fertility is, again, independent of  w while quality is still 
increasing in w. An alternative would be that in those families in which par-
ents have higher market wages, the marginal value of education is higher—
d1 is perfectly positively correlated with w. For example, assume that 
d1 � κw. Then even if  innate ability, d0, is perfectly correlated with w, fertility 
is still decreasing while education is increasing in w. This educational invest-
ment does not require time per se. Instead, for a given amount of goods, the 
high ability parent produces more quality.

An alternative interpretation of d0 is publicly- provided schooling. Since 
this has increased over time, we see that the predicted response is that fertil-
ity will increase, at least holding w fi xed. In contrast, holding d0 fi xed, an 
increase in income over time would cause fertility to decrease. Hence, under 
this interpretation the example suggests that the increase in income was more 
important than the increase in publicly- provided schooling.46

Preference Heterogeneity

Next, assume that w is the same for all households, but suppose that 
people differ in their preference for the consumption good, �c. In all the 
previous examples, the more people like the consumption good, the fewer 
children they will have and, as long as b1 � 0, the more income they will earn. 
However, the quality choice, q, is independent of �c and hence income, I.

If, on the other hand, we consider heterogeneity in the preference for 
children, �n, we see that the more people like children, n (relative to both 
consumption, c, and quality, q), the more they will have, the less income they 
will earn, and the less quality investments they make per child. Thus, in this 
case, fertility and income are still negatively related, while quality per child 
will be positively related with income.

Note that this does not depend on any particular assumption about goods 
costs or the quality production function. As usual, however, a positive time 
cost is required so that earned income, I, is decreasing in number of children, 
n, which generates the negative correlation.47

46. See the conclusion for suggestive simulations of such changes over time.
47. Pushing the idea of preference heterogeneity one step further, Galor and Moav (2002) 

argue that the forces of  natural selection selected individual preferences that are culturally 
or genetically predisposed toward investment in child quality, bringing about a demographic 
transition.
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2.6   Married Couples and the Female Time Allocation Hypothesis

A refi nement of  the price of  time theory of  fertility is to view the 
 decision- making unit as a married couple and to explicitly distinguish 
between the time of the wife and the husband. In this version, since it is 
typically the case that most child care responsibility rests with the woman, it 
is the time of the wife that is critical to the fertility decision.48 In its simplest 
form, the idea is that the price of children is higher for high productivity 
couples, even if  only the husband works.49

The aim of this section is threefold. First, we test how robust the results 
derived in previous sections are to introducing women explicitly. In particu-
lar, we ask whether the same restrictions on parameters are necessary to 
generate a negative fertility- relationship when the division of labor within 
couples is taken into account. Second, we move to more general formu-
lations that model home production explicitly, examining the restrictions 
needed on the home production technology under log utility (in the spirit of 
Willis [1973]). Third, we show that specifi c patterns of assortative mating are 
needed to match the data. A richer model also necessitates a more nuanced 
look at the data. The fi ndings in the empirical literature can be summarized 
as the following three fi ndings:

1. The correlation between fertility and wife’s wage (or productivity). 
Evidence suggests that this correlation is strongly negative whether control-
ling for the husband’s wage or not.

2. The conditional correlation between fertility and husband’s wage, 
holding the wife’s wage constant. Evidence here is very mixed (e.g., Blau and 
van der Klaauw [2007] fi nd it is strongly positive, Jones and Tertilt [2008] fi nd 
it is negative, and Schultz [1986] fi nds that it depends on the exact subgroup 
of the population one considers; see following).

3. The unconditional correlation between fertility and husband’s wage. 
Evidence suggests that this correlation is strongly negative in the data.

48. A related idea was fi rst formalized in Willis (1973), who studied the time allocation prob-
lem for a couple in which the time of both the husband and wife are used in raising children 
while consumption is produced using the time of the wife and market- purchased goods.

49. In the words of Hotz, Klerman, and Willis (1993): “A second major reason for a negative 
relationship between income and fertility, in addition to quality- quantity interaction, is the 
hypothesis that higher income is associated with a higher cost of female time, either because 
of increased female wage rates or because higher household income raises the value of female 
time in nonmarket activities. Given the assumption that childrearing is a relatively time inten-
sive activity, especially for mothers, the opportunity cost of children tends to increase relative 
to other sources of satisfaction not related to children, leading to a substitution effect against 
children. As noted earlier, the cost of time hypothesis was fi rst advanced by Mincer (1963) and, 
following Becker’s (1965) development of the household production model, the relationship 
between fertility and female labor supply has become a standard feature of models of house-
hold behavior” (298– 99).
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We show that simple examples imply that fertility should be decreasing in 
the productivity or wage of the wife (1) and (weakly) increasing in the wage 
of the husband (2). Because of this theoretical result, much of the empirical 
literature has taken the stand that the negative estimated correlation between 
income of the husband and fertility (3) is contaminated by a missing vari-
ables problem—the productivity of the wife. Since productivities or wages 
within couples are typically positively correlated, a downward bias (perhaps 
enough to change the sign) is induced on the true effect of husband’s income 
on fertility. One might think that this effect is large enough, in theory, that 
any restrictions on the form of preferences, and so forth, are no longer nec-
essary. This is not what we fi nd in the following examples. Rather, we fi nd 
that specifi c assumptions on elasticity, the home production function, and 
assortative mating (either in terms of productivities or preferences) are still 
required to generate facts (1) and (3).50 We summarize those combinations 
of assumptions that successfully generate facts (1) and (3) in table 2A.1 in 
the appendix.

2.6.1   Empirical Findings

Testing predictions (1) and (2) in the data is complicated because of the 
difficulty in obtaining direct measures of the value of the wife’s time. Until 
recently many wives did not work and even now, those that do are a “selected” 
sample. Hence, other proxies must be used, such as inferred productivities 
based on a Mincer regression or education. The evidence on (1) and (3) are 
quite robust while evidence on (2) is mixed. Following is a summary of the 
fi ndings of three recent studies.

Schultz (1986) estimates a reduced- form fertility equation based on his 
household demand framework:51

ni � �0 � �1 ln wfi  � �2wmi � �yi � εi,

where n is the number of children, wf and wm are female and male wages, 
respectively, y is asset income, and ε is an error term. This equation is esti-
mated separately for different age and race groups. The data are from the 
1967 Survey of Economic Opportunities, an augmented version of the Cur-
rent Population Survey. He fi nds that

[I]n every age and race regression the wife’s wage is negatively associated 
with fertility. The coefficient on the husband’s predicted wages changes 
sign over the life cycle, adding to the number of children ever born for 

50. Given the mixed evidence on fact (2), we do not focus too much on the model prediction 
for fact (2).

51. Schultz (1986, 91) also says: “Empirical studies of fertility that have sought to estimate 
the distinctive effects of the wage opportunities for men and women generally fi nd �1 to be 
negative, while �2 tends to be negative in high- income urban populations and frequently positive 
in low- income agricultural populations (Schultz (1981)).”
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younger wives [. . .] but contributing to lower fertility among older wives. 
[. . .] For white wives over age 35 and for black wives aged 35– 54, a higher 
predicted husband’s wage is signifi cantly associated with lower completed 
fertility. The elasticities of fertility with respect to the wage rates of wives 
and husbands are of similar magnitude for blacks and whites, although 
for blacks the level of fertility is higher and wage levels are lower. [. . .] 
These estimates give credence to the hypothesis that children are time-
 intensive. In all age and race regressions the sum of the coefficients on 
the wife’s and husband’s wage rates is negative and increases generally for 
older age groups. [. . .] The hypothesis that children are more female than 
male time- intensive is also consistent with these estimates. (Table 1, 93)

Using National Longitudinal Survey of Youth (NLSY) longitudinal data 
for women born between 1957 and 1964, Blau and van der Klaauw (2007) 
fi nd that

[A] one standard deviation increase in the male wage rate is estimated to 
have some fairly large effects on white women, but none of the underlying 
coefficient estimates are signifi cantly different from zero. Several of the 
black and Hispanic interactions are statistically signifi cant, however, and 
the simulated effects are in some cases quite large. A higher male wage rate 
increases the number of children ever born to black women by 0.169. . . . 
For Hispanic women, a higher male wage rate [also] increases fertility. . . . 
[A] higher female wage rate generally has effects that are of the opposite 
sign from those of the male wage rate. As with the male wage rate, the 
effects are not signifi cantly different from zero for whites, but for blacks 
and Hispanics a higher female wage rate has negative effects on fertility 
that are signifi cantly different from zero. Children ever born decline by 
about 0.1 for blacks and Hispanics. (29– 30)

Jones and Tertilt (2008) also experiment with this hypothesis. Since very 
few women worked in the early cohorts, education is chosen as a measure 
of potential income. They fi nd that children ever born (CEB) is declining in 
both the education level of the wife and the husband, and signifi cantly so. 
Moreover, the coefficients on husband’s and wife’s education are similar in 
size (the wife’s being slightly larger) and there is no systematic time trend.

2.6.2   Theory

It is convenient to break this variant of the story into two separate parts: 
one in which the woman does not work in the market, and one in which she 
can and does. Roughly, we can think of the fi rst version as corresponding to 
a time in history when very few married women participated in the formal 
labor market. The second corresponds to more recent history. It is clear 
that the critical features necessary to reproduce the observations must be 
different in the two cases. We summarize all models that are consistent with 
the facts in table 2A.1 in the appendix.
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Full Specialization in the Household

In this example, the husband works in the market, lm, earning wage, wm, 
or enjoys leisure, �m, while the wife works only in the home, lhf, so that her 
trade- off is between how much time to allocate to producing home goods 
versus raising children, b1n, or enjoying leisure, �f. Her productivity in home 
production is denoted wf. This setup may be more relevant to the early 
period in the data when (married) women’s labor force participation was 
roughly zero.

The gender- specifi c utility function is given by

Ug � �cg log(cg) � �ng log(n) � ��g log(�g) � �hg log(chg),

where g � f, m indicates gender, cg is market consumption, n is the number 
of children, � is leisure, and chg is the home good. Note that only the hus-
band’s leisure is needed for some of the following results. That is, ��f could 
be zero, while the husband needs an alternative use of time to generate any 
endogenous wage/ income heterogeneity for the husband. Given our pre-
vious results, we assume that children cost only time (i.e., b0 � 0).

We assume that there is unitary decision making in the household. The 
family solves the problem:

(12) max
{cm,c f ,chm,chf ,n,�m,� f ,lm,lhf }

 �fUf � �mUm

 s. t. cf � cm � wmlm

  lm � �m � 1

  chf � chm � wflhf

  lhf � �f � b1n � 1.

Here �f and �m are leisure of the female and male respectively, wm is the 
wage of the man, wf is the productivity of the woman in home production, 
and chf and chm are consumption of  home goods by the woman and the 
man, respectively. Note that it is assumed that the wife spends b1 hours for 
each child being raised (and the husband spends none). To keep it simple, 
assume perfect agreement of couples: assume �xf � �xm � �x for x � c, h, 
n, �. Further, without loss of generality, assume �f � �m � 1 and �c � �n � 
�� � �h � 1.

This problem separates into two maximization problems, one concerning 
the allocation of the man’s time and one concerning the allocation of the 
woman’s time. The one for the man is straightforward and does not involve 
fertility. Notice however, that male earnings are increasing in �c since lei-
sure becomes less desirable relative to consumption. The problem for the 
woman’s time allocation is:
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 max
{chm,chf ,n,� f }

 �f �� log(�f) � �f �h log(chf) � �m�h log(chm) � (�f � �m)�n log(n)

 s. t. b1wf n � chf � chm � �f � wf.

The solution is:

(13) n∗ � 
�n




�f �� � �h � �n

 
1



b1

.

Ability Heterogeneity, Elasticity, and the Home Production Function  Sup-
pose households differ in their productivities, (wf, wm). We see that n∗ is inde-
pendent of woman’s productivity in the home. If  education is a good proxy 
for female home productivity, then the evidence in Jones and Tertilt (2008) 
contradicts this model implication. That is, this model is not consistent with 
fact (1).52 Fertility is also independent of wm, holding wf fi xed. Finally, even 
if  the productivity of the husband and wife are positively correlated (or in-
dependent), fertility is independent of both productivities. Thus, fact (3) is 
not predicted here either.53 Clearly, something is missing in the theory.

As can be seen from the previous, since the couple’s problem splits into two 
separate maximization problems, and the one for the wife’s time looks just 
like those discussed in section 2.3 (additional goods permitting), the natural 
next step is to analyze a more general version in which utility is given by:

 
    
Ug = �c

cg
1−�

1− �
+ �n

n1−�

1− �
+ ��

� g
1−�

1− �
+ �h

chg
1−�

1− �
.

With � � 1, it follows that n∗ will be decreasing in the productivity at home 
of  the wife, wf , fact (1). Holding the wife’s productivity fi xed, fertility is 
still independent of the husband’s wage—fact (2). Thus, if  wf and wm are 
positively correlated, and � � 1, the partial correlation between n∗ and wm 
is negative as well—fact (3). This example is summarized in the fi rst row of 
table 2A.1.

A second variation that also reproduces the negative correlation in the 
cross section can be obtained by making the home production technology 
slightly more complex. Assume that utility is given by

 Ug � �n log(n) � �h log(chg),

where the home good, chg, is produced using market goods, c, and time of 
the wife, lhf, with productivity wf ; that is, chf � chm � F(c, wf lhf). To simplify 

52. One should note that though fact (1) is based on evidence from the twentieth century, so 
a model where fertility is constant across women, conditional on husband’s income, could still 
be a good description of the nineteenth century.

53. It can also be shown that if  children have a nonmarket goods cost, b0 � 0, n∗ is increasing 
in wf. It follows that if  wf is positively correlated with wm (which is what we might expect), n∗ 
and wm will also be positively correlated.
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the analysis, we now assume that leisure is not valued, ��g � 0. Thus the 
problem is:

 max
{cm ,cf ,chm,chf ,n,�m,lhf }

 �fUf � �mUm

 s. t. c � wm

  b1n � lhf � 1

  chf � chm � F(c, wf lhf).

The fi rst- order conditions can be reduced to one equation involving the 
amount of time the wife spends making home goods, which directly relates 
to fertility:

 (1 	 lhf) � 
�n


�h

 
1



wf

 
F(wm, wf lhf)



F2(wm, wf lhf)

 n∗ � 
1 	 lhf



b1

.

That is, time spent in child- rearing (1 –  lhf) is positively related to the relative 
desirability of children to consumption, �n/ �h, and negatively related to the 
productivity of the wife, wf , all else equal. Thus, so is fertility, n∗. When F is 
assumed to be CES, F(c, wf lhf) � [�c� � (1 –  �)(wf lhf)

�]1/�, this becomes:

(14) n∗ � 
1 	 lhf



b1

 � 
�n


�h

(b1(1 	 �))	1���wm


wf

��

lhf
1	� � (1 	 �)lhf�.

We can see from the second equality that in the Cobb- Douglas case 
(� → 0), (1 –  lhf) is independent of both wm and wf, but does depend on �n / �h. 
Thus, the same must be true of n∗ (fi rst equality).

We can also see that for any value of  �, if  wf and wm are proportional 
(wf � �wm), then lhf is independent of wm and wf and hence the same is true 
for fertility. That is, under perfect assortative mating, fertility and the wage 
of the husband and the productivity of the wife are independent.

When this correlation is imperfect and � � 0, the analysis is more compli-
cated. We will assume another extreme, that wm and wf are independent, in 
what follows. When � � 0, market goods and female time are substitutes in 
the production of consumption. An increase in wm holding wf fi xed causes lhf 
to fall. Hence, n∗ rises in this case. That is, fertility is an increasing function 
of husband’s wage if  wm and wf are independent.

On the other hand, when � � 0, market goods and female time are comple-
ments in the production of consumption. An increase in wm holding wf fi xed 
causes lhf to rise. Hence, n∗ falls in this case. That is, fertility is a decreasing 
function of husband’s wage if  time and goods are complements and wages 
of husbands and wives are independent.

Thus, assuming enough complementarity between time and goods in pro-
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duction, F, and enough independence between productivities of husbands 
and wives, also gives a model that can reproduce the negative correlation 
between husbands income and fertility—fact (3). From equation (14) it is 
also obvious that female and male productivities enter in the opposite ways. 
Thus, if  � � 0, it follows immediately that a higher female home productivity 
leads to lower optimal fertility. Of course, home productivity is difficult to 
measure, and hence, it is not obvious that this implication is counterfactual. 
Alternatively, assume wf � w�, that is, women are homogenous in their home 
productivity (e.g., perhaps because more schooling does not increase pro-
ductivity in cooking, cleaning, etc.). Then, we still generate fact (3), while 
the model has nothing to say about women. But again, given that home 
productivity is difficult to assess empirically, this may well be in line with the 
facts. This result is summarized as row 2 in table 2A.1.

In sum then, we see that fertility and wages/ home productivities are 
uncorrelated without the same kinds of assumptions over utility function 
curvature that we have identifi ed in earlier sections. As a substitute, we can 
generate the observed curvature, even with unitary elasticity in preferences, 
if  we move away from unitary elasticity in the home production technology. 
But this requires the right correlation between husband’s wages and wife’s 
productivity in the home.

Preference Heterogeneity  Now assume there is heterogeneity in tastes 
rather than productivities; that is, households differ in how much they like 
children, �n, consumption, �c, and/ or the home good, �h. Going back to 
problem (12), the comparative statics of fertility with respect to preference 
parameters can immediately be derived from equation (13). Similarly, one 
can solve for labor earnings. Note that since the woman does not work in the 
market in this version, total household earnings are equal to male earnings 
and are given by:

 Im � wm(1 	 �∗
m) � wm�1 	 

��



�c[�f /�m � 1] � ��

�.

The results are as follows:54

1. With heterogeneity in �c alone, while (male) earnings are increasing in 
�c, fertility is the same for all households.

2. With heterogeneity in �n or �h alone, (male) earnings are the same for 
all households while fertility is decreasing in �h and increasing in �n.

3. With simultaneous heterogeneity in �c and �h and a positive correlation 
of these preferences within households, fertility will be negatively correlated 
with husband’s earnings, fact (3). This fi nding hinges on the husband having 

54. Using a model along the lines of section 2.4, these fi ndings can be generalized to apply 
to male wages instead of labor earnings.
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an alternative use of time to market work—leisure, in this case. This case is 
row 3 in table 2A.1.

In sum, only the third case (heterogeneity in tastes for all consumption 
goods, and positive correlation of these tastes within couples) can generate 
the negative income- fertility relationship observed for men. Similar results 
can be derived in the examples with general elasticities or home production 
functions.

Partial Specialization

To capture better the realities of the twentieth century, we now allow for 
more gender symmetry. Women and men both work in the market and there 
is no home production. We still assume that only women can raise children. 
Also, as before, we add leisure, �g. Then, husbands have to allocate their time 
between work and leisure, while women’s time is allocated between three 
activities: working, enjoying leisure, and child- rearing. This example might 
be more relevant for the more recent experience, when women’s labor force 
participation has been relatively large.

The gender- specifi c utility function is given by:

Ug � �cg log(cg) � �ng log(n) � ��g log (�g),

and the couple solves the problem:

 max
{cm,cf ,n,�m ,�f }

 �fUf � �mUm

 s. t. cf � cm � wm(1 	 �m) � wf (1 	 �f 	 b1n),

where �f and �m are leisure of the female and male, respectively, and wf and 
wm are the respective wages. Each child takes b1 units of female time. With-
out loss of generality, assume that �f � �m � 1 and �c � �n � �� � 1. Defi ne 
W � wf � wm as total wealth.

Given the assumption of logarithmic utility, we obtain the standard result 
that expenditure on each good is a constant fraction of wealth, given by 
preferences:

 cf � �f �cW;

 cm � �m�cW;

 wf �f � �f ��W;

 wm�m � �m��W;

 b1wf n � (�m � �f)�nW.

This immediately implies that:

(15) n∗ � 
(�m � �f)�n




b1

 �1 � 
wm


wf

�.
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Comparing equation (15) to the full specialization analogue (13), one can 
see that the main difference is that the male wage and the husband’s weight 
affect optimal fertility in the partial specialization versions, but not when 
full specialization is assumed. With partial specialization, the time alloca-
tion of husband and wife is more interdependent since they can, to some 
extent, substitute tasks between them. This is technologically infeasible in 
the full specialization model and hence, male wages are irrelevant for fertil-
ity choices.

Ability Heterogeneity  Suppose households differ in their market wages, wf 
and wm. We see that fertility, n∗, is decreasing in the wife’s wage, wf , if  the 
husband’s wage, wm, is held constant. Further, fertility, n∗, is increasing in 
the husband’s wage, wm, if  the wife’s wage, wf , is held constant.

Thus, this model is consistent with fact (1) and in line with some authors’ 
fi ndings on fact (2) (e.g., Blau and van der Klaauw 2007). What remains to 
be seen are conditions under which fact (3)—that is, the negative correlation 
between male wages and fertility—can be accommodated as well. From 
equation (15), we also see that:

 E [n|wm] � 
(�m � �f)�n




b1
�1 � wmE � 1



wf

|wm��.

Thus, the partial correlation between fertility and husband’s income depends 
on E [1/ wf |wm]. That is, it depends on the correlation between husband’s and 
wife’s market wages. Depending on the matching pattern, we can distinguish 
three cases:

1. Perfectly (positively) correlated wages within couples:
(a) If  wf � �wm, then E[1/ wf |wm] � 1/ �wm, and so n∗ is independent 

of wm.
(b) Similarly, if  wf � �w�

m, then wmE[1/ wf |wm] is increasing (decreasing) 
in wm if  � � 1 (� � 1). That is, n∗ is increasing in wm for � � 1 and decreas-
ing in wm for � � 1. Note that � � 1 means that a 1 percent increase in the 
husband’s wage is associated with a more than 1 percent increase in the 
productivity of his wife.

(c) More generally, assuming matching can be characterized by a 
deterministic function wf(wm), then n∗ is decreasing in wm if  and only if  
[wf (wm)]/ (wf / wm) � 1. In words, the elasticity of female wages with respect 
to male wages must be larger than one. This seems unlikely. This case is sum-
marized in row 4 in table 2A.1.

2. Independent wages within couples:
Then E[1/ wf |wm] � E[1/ wf], and so n∗ is increasing as a function of wm.
3. Negatively correlated wages within couples:
Suppose that wf � D –  �wm (where D � 0 so that wf � 0). In this case 

wmE[1/ wf |wm] � wm/ (D –  �wm) � 1/ (D/ wm –  �). Again this is increasing in wm.
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Thus, this version of the theory is consistent with fact (1)—that the regres-
sion coefficient on wife’s wage is positive—and with the “debated fact (2)” 
that the regression coefficient on husband’s income is positive (as in Blau 
and van der Klaauw [2007]). But this version is not consistent with a nega-
tive partial correlation between husband’s income and fertility (unless the 
correlation is positive with � � 1, which seems unlikely). Thus, simply con-
sidering couples does not remove the need for special assumptions about the 
curvature on utility as in the previous simpler examples.

Preference Heterogeneity  From equation (15), we can also see the relation-
ship between income and fertility when the basic source of heterogeneity is 
in preferences. For example, if  couples differ in their values of �c and assum-
ing both �� and �n are lower so that �c � �� � �n � 1 for all households, 
those with higher desire for consumption choose lower leisure (both �f and 
�m), and also lower fertility, n∗. Because of this, those couples with higher 
�c will have both higher incomes, since they work more, and lower fertility 
(row 5, table 2A.1). Note that we have assumed that couples are matched 
perfectly in terms of their preferences.

2.7   Nannies

So far, the assumption that children take time has been an essential ingre-
dient for deriving a negative wage- fertility relationship. It is easy to see that 
with goods costs only, none of the previous examples work. That is, with 
b0 � 0 and b1 � 0, the negative wage- fertility relationship gets reversed in any 
of the (working) examples of sections 2.3, 2.4, 2.5, and 2.6.

While it is fairly obvious that children are time- intensive, it is less clear that 
it is specifi cally the parent’s time that is needed. In fact, outsourcing child 
care is quite common, and has been throughout history. Examples include 
nannies, au pairs, relatives, wet nurses, and even orphanages.55 In short, these 
kind of arrangements mean that even though children take time to raise, this 
time, in principle, can be hired. Hence, it is not clear why the price of children 
should be higher for high wage people.

In this section we fi rst show how, when buying nanny- time is an option, 
higher wage parents will choose to have more children in simple models. We 
then ask what assumptions would restore the negative wage- fertility rela-
tionship, even when hiring nannies is possible. We give one example where a 
specifi c type of preference heterogeneity gives the desired result.

55. In the nineteenth century, many poor children were sent to orphanages, even when the 
parents were still alive, but too poor to feed the children. In 1853, Charles Loring Brace founded 
the Children’s Aid Society, which rescued more than 150,000 abandoned, abused, and orphaned 
children from the streets of  New York City and took them by train to start new lives with 
families on farms across the country between 1853 and 1929.



 

Fertility Theories    79

2.7.1   An Example with Ability Heterogeneity

To see that the assumption of parental time is a critical one, consider the 
following simple example:

 max
c,n,�

 �cu(c) � �nu(n)

 s.t. c � wn(1 	 �)b1n � w(1 	 �b1n),

where b1n is the total time requirement for raising n children, as before, but 
the time cost of children can now be split into parental time, �b1n, or nanny 
time, (1 –  �)b1n, where � ∈ [0, 1]. We denote the cost of a nanny by wn per 
unit of time.

The optimal use of nannies in this example depends on the relative market 
wage of nannies versus parents. As long as w � wn, it is never optimal to hire 
a nanny (�∗ � 1), and hence, this case is analog to our previous analysis of 
examples in which children require parental time. On the other hand, when 
w � wn, parents prefer to hire a nanny, so that �∗ � 0. This case is equivalent 
to examples where children are a goods cost only, and there we have seen 
that dn∗/ dw � 0. So while in this example dn∗/ dw � 0 is possible, it occurs 
only in the region where nannies are irrelevant.

Thus, if  some people have market wages that are lower than wages of 
nannies and others have higher wages, this model implies a v- shaped wage-
 fertility relationship. That is, fertility is downward sloping in wages for 
people with wages below the nanny wage and upward sloping thereafter. 
Recall from fi gure 2.1 however, that the data do not display such a v- shaped 
relationship.56

Going one step further, one may ask: what determines the nannies’ wage? 
Notice that in this model, everyone is equally productive at child care. One 
unit of time produces (1/ b) children. Since this is the case, everyone with a 
market ability, w, below the nannies’ wage would be better off becoming a 
nanny and raising (1/ b) children since leisure is not valued. Everyone with 
ability above the nannies’ wage would hire a nanny. The nannies’ wage is then 
determined through demand and supply and wn should be the lowest wage 
observed in the data. That is, we would observe an increasing relationship 
between wages and fertility throughout the income ladder.

One might rephrase the question as follows: why is fertility decreasing 
in wages even for those people whose (after- tax) wages are higher than the 
hourly cost of day care or nannies?

56. Some authors have argued that at the very top of the income distribution, the fertility-
 income relation might be positive. Due to top coding and small samples at the top of the in-
come distributions, these estimates are often statistically insignifi cant. Also, if  this theory were 
applied to such a v- shape, it would mean that nannies are so expensive (either due to high wages 
or high tax wedges) that only the top income group fi nds it worthwhile hiring nannies. This 
seems to be at odds with the evidence as well.
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There are, of course, several plausible answers to this question, such as 
the moral hazard problem involved in child care. Even though, in principle, 
nannies can be hired, if  there is some effort involved in raising a high qual-
ity child, then the incentives for a nanny might be different from those of 
a parent. If  monitoring is costly, parents might optimally choose to do the 
child- rearing themselves. In this case, the opportunity cost of a child again 
is increasing in income. Alternatively, perhaps parents enjoy spending time 
with their children over and above the pure utility effect of having children. 
If  people derive pleasure from, say, spending the weekend with their chil-
dren, then nannies are a poor substitute for own child- rearing. To the best 
of our knowledge, these ideas have not been formalized seriously, yet.57 Also, 
not everyone is equally productive in raising children; in particular, if  nan-
nies are also teachers. While we believe these are interesting and potentially 
promising channels, they are well beyond the scope of this chapter, and are 
left for future research. In the next subsection, we pursue yet another pos-
sibility, based on preference heterogeneity and endogenous wages along the 
lines of section 2.4.

2.7.2   A Working Example with Preference Heterogeneity

The idea is that people differ in how much they like “material goods” 
goods vis- à- vis nonmaterial goods such as children and leisure. That is, some 
people like a “market- consumption lifestyle” while others like a “family-
 leisure lifestyle.” Because of these different preferences, the former invest 
more in human capital and therefore have a higher wage, while the latter 
know they will enjoy leisure, which makes human capital investments less 
profi table. These are also the people who like large families. As we will see 
in the next example, one can recover the negative wage- fertility relation-
ship in this setup, even allowing for nannies. However, the result rests on a 
particular form of preference heterogeneity across households. Therefore, 
rather than seeing this example as a defi nite answer to the question raised 
at the beginning of this section, we view it as a starting point for discussion 
and further research.

The starting point here is the example of section 2.4, where parents make 
schooling choices for themselves, which in turn determine their wage. To 
keep it simple, assume �s � �w � 1. We add one additional good to the utility 
function: leisure, �. As before, each child requires a time input, b1. Again, 
this can be a nanny’s time, (1 –  �)b1n, or the parent’s time, �b1n, (where 
� ∈ [0, 1]). In this choice, the parent takes the nanny’s wage, wn, as given.

The choice problem is:

57. Erosa, Fuster, and Restuccia (Forthcoming) have an indirect way of modeling the idea 
that parents like to spend time with children. That is, the value of staying at home can only be 
enjoyed if  the mother gave birth in the past but has not returned to work since.
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 max
c,n,�,ls ,lw,�

 �c log(c) � �n log(n) � �� log(�)

 s.t. ls � lw � � � �b1n � 1

  w � als

  c � wn(1 	 �)b1n � wlw.

It is easy to see that ls
∗ � l∗w. That is, given the child care choice, �, and 

the leisure choice, �, this maximizes market income. In terms of the nanny 
choice, one can show that an interior choice is never optimal. We therefore 
solve the problem for � � 1 and � � 0 and show that, assuming people differ 
in preferences, fertility and wages are negatively related for both � � 1 and 
� � 0.58 Finally, we compare utilities across the two choices and derive the 
condition on parameters for which parents optimally hire a nanny.

Suppose the parent cares for the child, � � 1. Then the solution is 
given by:

 ls
∗ � 

�c



�� � �n � 2�c

 

 n∗ � 
�n




(�� � �n � 2�c)b1

 �∗ � 
��




�� � �n � 2�c

.

This is very similar to the solution in section 2.4, except that leisure is an 
additional choice variable. All the results go through. In particular, if  par-
ents take care of their children themselves, those who like the consumption 
good more; that is, higher �c relative to �n and �l, will invest more in human 
capital, ls, and hence have higher wages, w � als. They will also choose fewer 
children and less leisure.

In the case where parents choose to outsource child care, � � 0, the solu-
tion is given by:

 ls
∗ � 

�c � �n



�� � 2(�n � �c)

 n∗ � 
�n(�c � �n)




[�� � 2(�c � �n)]

2  

a


wnb1

 

 �∗ � 
��




�� � 2(�c � �n)

.

Again, suppose that people differ in their preference for the consumption 
good �c. Then, time in school, and hence wages, are strictly increasing in �c 

58. Formally, when � � 0, the problem reduces to a pure goods cost example with b0 � 
wnb1.
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and fertility is strictly decreasing in �c as long as leisure is not too impor-
tant (the exact condition is: 2(�c � �n) � ��). Hence, we obtain the negative 
fertility- wage relationship even if  nannies are hired.

Finally, the condition for using a nanny is given by:

 U |��0 � U |��1

 iff

 

a


wn

 � � 

�c
�c(�� � 2(�n � �c))

(���2(�n��c))






(�� � �n � 2�c)

(�
�
��n�2�c)(�n � �c)

(�n��c)�1/ �n
.

The higher one’s ability, a, relative to nanny wages, wn, the more likely it is 
that the parent will hire a nanny. This is similar to the logic in the previous 
example with the v- shaped (or increasing) fertility- wage relationship. What 
is different here is that, assuming households differ in �c, fertility and wages 
will be negatively related even among those parents who do use nannies; that 
is, those who choose a goods cost rather than a time cost.

Figure 2.2 illustrates the model graphically. In this example, all households 
have the same ability, a, but differ in their preferences, �c. The fi gure then 
plots optimal choices as a function of �c, both conditional on using a nanny 

Fig. 2.2  Example with nanny choice
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or parenting one’s own child. The solid line depicts the solution under the 
optimal nanny choice. The fi gure shows clearly how fertility decreases and 
wages increase in the desire to consume (�c). Once consumption becomes 
important enough, people optimally will use a nanny. At this point, the wage 
jumps up discretely: the decision to use a nanny frees up time, which will 
be used partly for schooling, which directly translates into the wage. At this 
point, consumption jumps up and leisure jumps down. Fertility falls some-
what, but note that for high �c types, parents who use nannies have higher 
fertility than they would have had if  nannies did not exist.

The mechanism behind this example is essentially the same as in section 
2.4. People who put a higher weight on consumption goods will invest more 
in schooling, and hence have higher wages. At the same time, they care less 
about children and hence have fewer. Note that having leisure in this example 
is crucial, because once nannies become an option, parents allocate their 
time only between investing in (own) human capital and working. Given 
our functional forms, without leisure (�� � 0), the optimal allocation would 
be ls

∗ � l∗w � 0.5. But then wages would no longer differ across people, since 
independent of the preference parameters, everyone would make the same 
schooling choice. Adding leisure allows for an alternative use of  time so 
that optimal schooling, and hence wages, actually differ across people with 
different preferences.59 People who value consumption goods more choose 
more schooling and less leisure, and therefore have higher wages. These same 
people also have fewer children. This logic holds even when child care time 
can be outsourced to nannies, since it is ultimately the relative dislike of 
children that drives the low fertility of high wage people, and not the high 
time cost of  children. Because of  this logic, heterogeneity in preferences, 
rather than in exogenous ability, is essential for this result. Starting from 
exogenous ability heterogeneity would lead to very different conclusions, 
as is obvious from the previous solution (and recalling w � als

∗): higher a 
people have both higher wages and more children.

Of course, the mechanism in this example is probably not the only (or 
even the main) reason for why higher wage people choose lower fertility, 
even when nannies are an option. Our goal here is to raise an important 
question and propose a fi rst attempt to answer it. One limitation of the pres-
ent example is that nanny quality is not a choice. When nanny quality is an 
input into child quality, specifi c functional form assumptions are needed to 
preserve the desired result. This relates back to the quantity- quality trade- off 
analyzed in section 2.5.

59. This is similar to the preference heterogeneity examples in the couples section, in which 
the leisure of the husband generated the desired correlation even if  his time was not needed 
to raise children.
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2.8   Time Series Implications

Throughout most of this chapter, we have focused on what kind of theo-
ries of fertility can match the downward sloping fertility- wage relationship 
observed in cross- sectional data. We have seen that special assumptions are 
needed, such as a high elasticity of substitution between fertility and (par-
ent’s) consumption. One might want to ask more of such theories. For ex-
ample, one might want to know the conditions under which such models 
could also match the decline in average fertility over the last century and 
a half. In other words, which of these theories can also get the time series 
facts right, or, how must they be modifi ed to do so?60 Our static examples 
are too stylized to empirically test them in any serious fashion. Yet, from 
section 2.2 there emerged several stylized facts and one way to tackle this 
question is to see which of the theories can produce a picture that looks 
qualitatively like fi gure 2.1. The stylized facts that emerge from this fi gure 
can be summarized as:

1. Fertility is very high at low wages (about 6).
2. Fertility is very low at high wages (about 2).
3. Fertility is decreasing (and convex) in wages for each cross section.
4. Fertility falls over time, as consecutive cross sections move to the 

right.

In terms of forcing variables, it is not obvious which exogenous changes 
over time to consider. One obvious change over this time period are increases 
in wages driven by Total Factor Productivity (TFP) growth. Another poten-
tially important change is the development of  education, both through 
technological change that made human capital production more efficient 
and changes in government policies through the (free) public provision of 
schooling. Sometimes it is argued that children have become more costly 
over time, and so we look at this change as well. The interpretation of this 
change, however, is not straightforward.

Next, we show four numerical examples, each based on a different theory 
analyzed in the text. Each graph displays four cross- sectional relationships 
between income and fertility. Depending on the example, the difference 
between people within a cross section (i.e., on one line) is either wages 
or preferences, while the difference between different cross sections (i.e., 
between the four different lines) is either wages, schooling technology, and/ or 
child- rearing costs.

The fi rst two fi gures are based on two different examples from section 2.3. 
Figure 2.3 is based on problem (3) while fi gure 2.4 is based on problem (4), 

60. One could also ask the opposite question: which of the existing theories of the demo-
graphic transition can generate the cross- sectional fertility facts? Such an analysis is beyond 
the scope of this chapter.
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both variants of the simplest “price of time theory.”61 In each case, the only 
difference across people (both in the cross section and over time) is wages. 
Both examples match the stylized facts described before fairly well. Thus, 
as long as one is willing to assume a high elasticity of substitution between 
parent’s consumption and fertility, the basic theory seems to work well—at 

Fig. 2.3  Time series based on price of time example, � � 1, increasing wages

Fig. 2.4  Time series in example with nonhomothetic utility, increasing wages

61. The main qualitative difference between the two examples is that the income elasticity is 
constant in fi gure 2.4, while it is increasing in absolute value in fi gure 2.3. Recall also that the 
empirical elasticity appears to slightly decrease over this time horizon (as shown in table 2.1).
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least in this simple formulation. Once one moves to a truly dynamic formu-
lation, where parents have preferences over their children’s utility, the same 
logic no longer holds, as we discuss in the fi rst section of the appendix. The 
intuition is simple: when wages go up, both parents’ and children’s wages 
are affected. Thus, while the opportunity cost of having a child is higher for 
richer parents, the benefi t of having a child also increases (because the wage 
of a child of a rich parent is also high). Thus, even though these results seem 
like strong successes for the theory at fi rst glance, there are other reasonable, 
but more stringent, requirements for which their success is more limited.

Figure 2.5 considers the quantity- quality trade- off example from problem 
(7) with f(s) � d0 � d1s. Note that to distinguish this example from the fi rst 
two pictures, this assumes log- utility, and all curvature comes in through the 
child quality production function only. In this example, fertility is essentially 
hyperbolic in wages, and hence the shape of the curve does not match fi gure 
2.1 very well.62 However, this example lends itself  to think about potential 
changes in the education sector. In addition to increasing wages, consecu-
tive cross sections in fi gure 2.5 face different quality production functions. 
In particular, the second cross section has a higher d0, which one could 
interpret as the introduction of elementary public education. The third cross 
section has an even higher d0, which might represent a further expansion of 
the public education system. The last cross section has a higher d1, which is 
a parameter that determines the returns to parental education inputs. This 
could be interpreted as improvements in education technology. Alterna-

Fig. 2.5  Time series based on quantity- quality example

62. One way of stating the qualitative difference between fi gure 2.5 and the data is that the 
income elasticity of fertility in the example converges to zero very fast as wages increase, while 
in the data, the elasticity is roughly constant.
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tively, without this last change in the child quality production function, the 
last cross section would simply be a continuation of the third cross section, 
converging to 2.14 children (in this example) as wages go to infi nity. So while 
this picture matches fi gure 2.1 qualitatively, more work on the underlying 
changes in education technology (i.e., their historical analogues) would be 
required before one could call this theory a success.

Finally, fi gure 2.6 is based on the preference heterogeneity example from 
section 2.4. In this fi gure the cross section and time series both slope down-
ward, but the mechanisms behind the two are different. The cross section is 
based on preference heterogeneity. That is, people who like children invest less 
in market- specifi c human capital and therefore have lower wages, while those 
who put a higher weight on consumption goods do the opposite and there-
fore have higher wages. Over time, as in the previous examples, we assume 
that average productivity, a, goes up. However, in this example, increases in 
productivity do not affect fertility decisions. Hence, without more bells and 
whistles (e.g., changing the curvature to the utility function), this example 
will not lead to falling fertility for consecutive cross sections. Thus, we have 
added a second channel to the time series in the fi gure: increases in child 
costs—that is, the units of time required per child increase exogenously over 
time. This picture looks roughly like the data, but its interpretation is not 
clear; that is, what is the real- world analogue of an increase in child- rearing 
costs (measured in units of time)?63

Fig. 2.6  Time series based on increasing TFP and increasing cost of children, cross 
section due to preference heterogeneity

63. One rationale for this change may be the progressive introduction of child labor laws. That 
is, while the time cost remained the same, the time that children contribute to the household’s 
income decreased. Hence, this would be equivalent to a net increase in the time cost.
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These simple examples are only meant to spur thinking about the possi-
bilities of the models examined in this chapter. Much more work in carefully 
calibrating/ estimating the relevant parameters and documenting the needed 
changes in the forcing variables, is necessary before any fi nal conclusions can 
be drawn. In the end, we cannot offer a clear answer to our own question, 
but we hope that the ideas here will stimulate further research, leading to a 
better understanding of fertility decision- making.

2.9   Conclusion

We have investigated the ability of fertility theories to match the cross-
 sectional relationship between fertility and income. The main focus has 
been on comparing two sets of theories, one in which ability heterogeneity 
causes fertility differences and another in which heterogeneity in the taste for 
children causes income differences. Several interesting fi ndings emerge and 
are summarized in table 2.2. In particular, we fi nd that low incomes cause 
high fertility only if  the elasticity of substitution between consumption and 
the number of children is high. Empirical research estimating this elasticity 
would be desirable.

Theories based on taste heterogeneity, on the other hand, do not require 
any elasticity assumptions. The mechanism causing the negative income-
 fertility relationship is a very different one, and does not depend on the 
relative sizes of income and substitution effects. Thus, one may conclude 
that taste- based theories are more robust. Another advance of taste- based 
theories is that the assumption of parental time as a critical input into child 
production is not necessarily needed.

One may also require theories to generate simultaneously a negative 
income and child quality relationship. While this follows immediately from 
ability- driven stories, the result is somewhat harder to generate within the 
class of taste- driven stories. Whether two- parent versions of these theories 
can generate male wages to be negatively correlated with fertility depends 
on the details of the models. Generally speaking, with additional assump-
tions, both classes of theories can do so. However, these both require specifi c 
assumptions about how spouses are matched, or about how male and female 
inputs are combined in family production. In particular, taste- based stories 
require assortative matching along preference lines, while ability- driven sto-
ries require assortative matching (or complementarities in production) in 
abilities. Finally, one may ask whether the same driving force that explains 
the cross- section can also generate the time trend. This is a relatively easy 
task to accomplish for ability- based stories, because literally the same force 
that causes richer people to have fewer children in the cross- section also 
operates as incomes go up for everyone, and thereby mechanically causes a 
demographic transition. It seems clear that the same mechanism will not be 
able to generate a demographic transition in taste- based theories, unless one 
believes that tastes for children declined systematically over time.
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In some ways, the analysis in this chapter raises more questions than it 
answers. It points to several directions for further research, both theoreti-
cal as well as empirical. On the empirical side, estimates of the elasticity 
of substitution between own consumption and children (and child quality 
versus quantity) would be useful. More generally, clever ways of empirically 
estimating the contribution of taste- based versus ability- based theories in 
explaining the negative fertility- income correlation would be valuable. One 
such attempt is provided in Amialchuk (2006), who uses PSID data and fi nds 
that in response to income shocks (specifi cally, job displacements), couples 
do not change their lifetime fertility in a signifi cant way. Angrist and Evans 
(1998), on the other hand, estimate the impact of exogenous variation in 
fertility (due to twins) on parents’ labor supply and fi nd little effect. To the 
extent that human capital is accumulated on the job, this fi nding can be inter-
preted as showing a negligible causal effect from fertility shocks to income. 
It does not, however, invalidate theories based on preference heterogeneity 
for consumption goods vis- à- vis children. Clearly, further empirical research 
to test the various theories is needed.

In addition, a better empirical understanding of the spousal matching 
process would be helpful. While assortative mating in education has long 
been documented in the data (e.g., Pencavel 1998), assortative mating in 
preferences has received less attention. Recent research estimating prefer-
ences for marriage markets (e.g., Ariely, Hitsch, and Hortacscu 2006; Lee 
2008) may prove useful for understanding better why higher income men 
have fewer children even though, typically, their wives do most of the child-
 rearing. Is it because high ability men tend to marry high ability women? Or 
is it because men with a preference for consumption goods tend to marry 
women with similar preferences, leading them to spend most of their income 
on material goods and less on children accordingly?

New research should also develop models of fertility that allow parents to 
outsource child care. All successful theories of fertility rely on the assump-
tion that it takes the parents’ time to raise children. Alternative child care 
options exist, yet as soon as child care can be bought in the market, the time 

Table 2.2 Comparison

Assumptions and robustness  Ability heterogeneity  Taste heterogeneity

Elasticity (c,n) Elasticity � 1 Elasticity irrelevant

Parental time Crucial Not necessary

Can also get child quality to increase 
in income?

Yes, plus may help relax elasticity 
assumption

Depends on details of 
preference heterogeneity

Can get fertility to decrease in male 
income, when women do child- 
rearing?

Need positive assortative matching 
in ability or complementarities in 
home production

Need matching along 
preference lines

Can model also match time series?  Yes  No
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cost becomes a goods cost for the parents. However, models with only goods 
cost cannot generate a negative income fertility relationship (with one very 
specifi c exception). More theoretical research would be of interest here. For 
example, modeling explicitly that nannies require monitoring, which in itself  
may be time- intensive, could be a promising avenue to pursue.

Finally, we found that expanding the successful models to full dynamic 
versions based on parental altruism is very challenging. Dynamic models are 
very important for understanding the connection between cross- sectional 
fertility differences and the demographic transition. More research in this 
area is needed.

Appendix

Adding Parental Altruism

So far, our focus has been on examining simple models of  fertility choice 
that give rise to the observed pattern in the cross section with respect to 
income. As we have seen, there are several examples that are capable of  this, 
though they differ in their details. One property that is missing from all of 
the examples in the main text, however, is altruism of parents toward their 
children. That is, parents are made happy by things that increase the util-
ity of  their children. Altruism introduces an additional dynamic aspect to 
the fertility choice automatically: when choosing their own fertility levels, 
parents must forecast the utility levels of  their own children. Following this 
logic, the utility of  the children will depend on the utility levels of  their 
own children—that is, the grandchildren—and so forth. Thus, the utility 
of  the current period decision maker depends on the entire future evolu-
tion of  the path of  consumption and fertility, not just the levels chosen this 
period.

Although this task sounds complex, models of fertility choice based on 
parental altruism of this form have been worked out in detail in Becker and 
Barro (1988) and Barro and Becker (1989). Here we develop a simple version 
of the Barro- Becker model (B- B henceforth) and discuss its relationship with 
the examples developed in the main text. We show that the simple example 
discussed in section 2.3 can be interpreted as the problem solved by the 
typical parent under a setting with dynastic altruism, but that this requires 
some extra assumptions and has some additional implications. In particular, 
the simple, static problem with homothetic preferences can be interpreted 
as the problem from the Bellman’s equation for the fully dynamic model 
where the term relating to fertility choice corresponds to the value function 
for continuation payoffs. However, this interpretation has the additional 
implication that the value function also depends on the wage, and because of 
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this, has the property that families with different base wage rates all make the 
same fertility choices. Thus, although the high elasticity homothetic example 
has the correct cross- sectional property in the static example, this property 
does not extend to the fully dynamic version of the model.

In the simplest version of the B- B model, the time t parent solves:

 maxct,nt
 u(ct) � �g(nt)Ut�1,

 subject to: ct � �tnt � wt,

where ct is current period consumption, nt is the fertility choice, and Ut�1 
is the utility level of  the typical child. Assuming that g(n) � n�, u(c) � 
c1– �/ (1 –  �), successively substituting and changing to aggregate variables 
for all of  the descendants of  a given time 0 household, the equilibrium 
sequence of choices can be represented as the solution to the following time 
0 maximization problem:

 max{Ct,Nt}
  

   

�tNt
�+�−1Ct

1−�

1− �t=0

�

∑ .

Subject to:

 Ct � �tNt�1 � wtNt,

 N0 given,

where Ct is aggregate consumption in period t, Nt is the number of adults in 
period t, �t is the cost of producing a child, and wt is the wage rate. Implicit 
in this formulation is the assumption that each adult has the same level of 
consumption Ct/ Nt � ct in any period.

For this problem to satisfy the typical monotonicity and concavity restric-
tions, some restrictions on � and � must be satisfi ed. There are two sets of 
parameter choices that satisfy these requirements. The fi rst is the original 
assumption in Becker and Barro (1988) and Barro and Becker (1989): 0 � 
� � � –  1 � 1, 0 � 1 –  � � 1 and 0 � � � � � � –  1 � 1 –  � � 1. In this 
case, U � 0 for all (N, C ) ∈ R2

�. The second possibility is one that allows for 
intertemporal elasticities of substitution in line with the standard growth 
and business cycle literature: � � 1, � � � –  1 � 0. In this case, utility is 
negative and � � 0. When � � 1 –  � (allowed under both confi gurations), 
utility becomes a function of aggregate consumption only.64

There are two types of situations under which this maximization prob-
lem becomes a stationary dynamic program (where the state variable is N). 

64. This formulation for the dynasty utility fl ow gives rise to some very useful simplifi cations 
that we will exploit later. One disadvantage of it, however, is that it is not equivalent to loga-
rithmic utility when � � 1. However, when � � 1 –  � and � → 1, the preferences will converge 
to those given by the utility function Σ�t log(Ct). See Bar and Leukhina (forthcoming) for an 
explicit derivation of Barro- Becker preferences with an intertemporal elasticity of substitution 
(IES) equal to one.



 

92    Larry E. Jones, Alice Schoonbroodt, and Michèle Tertilt

Both cases require constant growth in wages: wt � �t
ww0. The fi rst is when 

the cost of children is in terms of goods, and this cost grows at the same 
rate as wages: �t � a�t

w. The second case is when the cost of having a child 
is in terms of time only, �t � b1twt, where b1t is the amount of time it takes 
to raise one surviving child.

In either of these cases, the problem of the dynasty overall has a homoge-
neous of degree one constraint set and an objective function that is homo-
geneous of degree �. Because of this structure, it follows that the solution 
to the sequence problem has several useful properties that we will exploit 
later.

Following the discussion in section 2.3, it follows that only the time cost 
case is capable of matching the facts from the cross section and hence, we 
will limit our attention to this case.

Under the special case that � � 1 –  �, it follows that the value function for 
this problem, V(N), is homogeneous of degree 1 –  � in N –  V(N) � V(1)N1– �. 
Because of this fact, it follows that, after detrending, Bellman’s equation for 
this problem can be written as:

 
  
V (N ) = sup

{C, ′N }
 c1	�



(1 	 �)

 � �̂V(1)N(1	�)

 s.t. C � �N � wN,

where �̂ � ���
w. Variable V(1) can be found explicitly. It is given by:

 V(1) � 
(w � �(� 	 �N))1	�





(1 	 �)(1 	 ���

N�1	�)
.

It follows that the solution to the dynastic problem has a representation 
in which each date t adult chooses his own consumption and fertility level 
so as to solve:

 
   
max
{c,n}

ct
1−�

1− �
�̂V (1)nt

1−�

 s.t. ct � �tnt � wt.

Note that this problem is similar to the CES utility function problem 
laid out in section 2.3.2. However, there is one important difference. The 
coefficient on fertility cannot be chosen freely. In particular, it is easy to see 
that V(1) depends on the wage. Indeed, it follows directly that it is increasing 
in the wage. Because of this, it follows that the results from the comparative 
statics concerning the dependence of fertility on the wage are not necessarily 
valid. In the dynamic version of the problem both the objective function (i.e., 
Bellman’s Equation) and the constraints depend on the wage.

In fact, it can be shown that the equilibrium choice of fertility is given by:

(A1) 

   

nt =
Nt+1

Nt

= �N = ��w
1−� w0

�0

+ �
⎡

⎣
⎢

⎤

⎦
⎥

⎛

⎝⎜
⎞

⎠⎟

1/�

= ��w
1−� 1

b1

+ �
⎡

⎣
⎢

⎤

⎦
⎥

⎛

⎝⎜
⎞

⎠⎟

1/�

,
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where the last equality follows from assuming that all costs of children are 
in terms of time, �0 � b1w0.

It follows that fertility choices are independent of the level of wages of 
the family. Thus, although it seems as if  the time cost case can reproduce the 
cross- sectional properties of fertility choice (when � � 1 is assumed), this is 
not true once one restricts attention to static problems that have a dynamic 
rationalization.65

We can also use this framework to get some idea about the implications for 
differences in fertility across families when preferences for children are the 
basic source of heterogeneity. For example, we can see that if  families differ 
in their levels of patience, �, differences in the cross section are preserved in 
the time series. Thus, for example, if  for two families, i and i, we have that 
�i � �i, it follows that nit � nit for all t. Thus, the cross- sectional variation in 
fertility choice is preserved in the time series.66 It should be noted however, 
that this will also have the implication that families with higher fertility also 
have higher savings rates. This probably does not hold in the cross section.

A Dynamic Version of the Endogenous Wage Example

Next, we develop a version of the endogenous wage model in section 2.4 
that is consistent with parental altruism, as in the B- B model.

Assume that the resource constraints are given by those of problem (6), 
but assume that �s � �w � 1. (To simplify notation, write �s � � and �w � 
1 –  �.) Using capital letters to denote aggregate quantities (i.e., defi ning 
Lt � Ntlt, etc.), the planner’s problem can be rewritten as:

(A2) max 
   

�tNt
�+�−1Ct

1−�

1− �t=0

�

∑
 s.t. Lst � Lwt � Lnt � Nt

  Ct � aL�
stLwt

1	�

  bNt�1 � Lnt.

As just shown,the constraint correspondence is homogeneous of degree 1 
and the utility function is homogeneous of degree � in initial condition N0. 

65. Here we have assumed that wage differences across families are permanent—that is, if  i 
and i represent two distinct families then we are assuming that wit�1/ wit�1 � wit / wit � �w. An 
interesting question is whether this result will be overtuned when one moves away from this 
assumption. Jones and Schoonbroodt (forthcoming) fi nd that a high growth rate lowers fertil-
ity if  � � 1 and vice- versa (see also equation [16]). This suggests that with intergenerational 
mean reversion in income, poor households expect a high income growth rate and would have 
more children than rich ones as long as � � 1. In this context, Zhao (2008) uses a model with 
fi lial altruism as in Boldrin and Jones (2002), where mean reversion is crucial, both in the cross 
section and over time (when social security crowds out fertility). We leave the analysis of inter-
mediate cases (i.e., partially correlated dynastic incomes) to future research.

66. As mentioned before, this assumes that the differences across families is permanent: 
�it � �it for all t.
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Assuming that � � 1 –  � as just shown, the value function is of the form 
V(N ) � V(1)N1– �. It follows that the Bellman Equation is:

 
   
V (N ) = sup

C, ′N

C1−�

1− �
+�V (1) ′N (1−�)

 s.t. Ls � Lw � bN � N

  C � aLs
�Lw

1	�.

So for the appropriate choice of �n and �c, the solution to problem (6) can 
be interpreted as the solution to the dynamic problem (A2) with N0 � 1 in 
some cases. Here, normalizing �c � 1, it follows that �n � �V(1).

It is not clear in this framework exactly which comparative statics exercise 
corresponds to the one in section 2.4, where �n is increased. In principle, it 
could correspond either to an increase in �, or to any increase that makes 
V(1) larger. In what follows, we consider only the implications of increases, 
across dynasties, of increases in �’s.

Using the fi rst order conditions to the problem in sequence form and sim-
plifying, we obtain a characterization of the balanced growth path dynam-
ics. The system is determined by the division of time between schooling and 
working and the intertemporal choice of family size involving fertility. It is 
given by:

 
Lwt


Lst

 � 
1	�



�
, and

 nt
� � ��

N � 
 

�


b1

.

That is, fertility is increasing in �. Because of this fact, it follows that both 
Lst/ Nt and Lwt/ Nt are decreasing in �, and hence, fertility and income (or 
wages) are negatively related as desired.

Thus, for the endogenous wage example, an explicit dynastic form can be 
provided that is still consistent with the cross- sectional facts. There are still 
some issues here, however. Foremost, when discount factors differ across 
agents, strong forces for borrowing and lending are typically present. The 
analysis here ignores these considerations. It is not certain that the results 
will be robust to this extension.67

Summary of Findings for Couples’ Models

In table 2A.1 we summarize the sets of assumptions that are able to gener-
ate both a negative correlation between husband’s as well as wife’s income 
and fertility.

67. Another issue not considered here is variants of intergenerational persistence in prefer-
ences.
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Comment Amalia R. Miller

The chapter begins with an empirical regularity: the negative association 
between household income and completed fertility, as measured by the 
number of children ever born to a woman. The authors provide compelling 
evidence of a robust relationship that is present in comparisons both within 
and between birth year cohorts. Figure 2.1 in the chapter (reproduced from 
Jones and Tertilt [2008]) shows the surprising consistency of the relationship 
over the past century- and- a- half  in the United States, and table 2.1 shows 
that the measured elasticity has been remarkably stable over time.

Having established their main stylized fact, the authors proceed to care-
fully explore the types of  theoretical models that can generate the nega-
tive relationship observed in the data. The approach in the chapter is to 
use a series of  simple cases to exemplify the models, which they classify 
into two main types, based on their underlying primitive source of  het-
erogeneity across agents. The major division is between models that start 
with income heterogeneity and produce fertility differences and those that 
start with fertility differences (or differences in preferences for children) and 
endogenously generate income differences. The models represent the two 
potential directions for an immediate causal relationship between income 
and fertility. Indirect sources for the relationship based on outside factors 
are not considered.

The main contribution of the chapter is that it lays out a broad yet coher-
ent framework for exploring the fertility- income relationship. The second 
contribution is the identifi cation of the fundamental modeling choices and 
assumptions, such as functional form or parameter requirements for util-
ity or production functions, necessary for each model to produce the key 
relationship. These assumptions are not equally plausible, and may provide 
testable implications for future empirical work. The authors argue that the 
exercise is useful for macroeconomic theorists who want to incorporate fer-
tility in their models in a reasonable way. In addition, the chapter can provide 
a useful framework for empirical researchers studying demographic and 
labor economics.

The fi rst type of model, characterized by the price theory of time, starts 
with exogenous wealth or wage heterogeneity, and endogenously produces 
fertility differences. If  children are inferior goods, clearly the relationship 
between income and fertility is negative. Without that assumption, this fi rst 
type of model requires a high elasticity of substitution between children and 
consumption, a source of nonlabor income, or nonhomothetic preferences 
to reproduce the key stylized fact. The authors demonstrate the sensitivity 
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of these models in generating even the cross- sectional relationship. They 
also provide a useful discussion of how the well- known “quantity- quality” 
trade- off is insufficient to produce a negative correlation between fertility 
and income. Models of the fi rst type with quality require restrictive assump-
tions regarding preferences or the quality production function.

The second type of model treats wages as endogenous, and reverses the 
direction of  causality in the key correlation from number of  children to 
earned income. Agents exogenously differ in one of two ways: in their tastes 
for children or their realized fertility. The model is introduced in section 
2.4 as the less conventional approach, and is considered in later sections in 
combination with quantity- quality and the theory of female time allocation. 
One channel through which children reduce household income is a reduc-
tion in market work hours. In a stronger form of the model, not only does 
income decline with fertility, but wage rates do as well. The channel for the 
latter effect is through lower human capital investment in formal education 
or on- the- job training and experience.

The chapter’s emphasis on the second model type is appropriate. These 
models have been generally overlooked by macroeconomic theorists, despite 
their ability to generate the main stylized relationship under less restrictive 
assumptions than the fi rst model type. A potential drawback of  the ap-
proach is that the primitive source of variation is in preferences, and eco-
nomic models have traditionally had less to say about preference formation 
than about income distribution.

Another advantage of the second approach is that its casual mechanism 
is consistent with empirical evidence from labor economics and economics 
of the family. Researchers have identifi ed a gap in pay between mothers and 
similar nonmothers, termed the family gap (Waldfogel 1998), and mother-
hood remains a key source of income inequality between the sexes (Fuchs 
1988).

In a recent paper (Miller 2006), I fi nd that early childbearing harms wom-
en’s career outcomes. Biological shocks to fertility timing from miscarriage, 
failed contraception, and extended time to conception are used as instru-
mental variables to estimate the effects of a year of motherhood delay: a 
10 percent increase in income, 5 percent increase in total hours worked, and 
3 percent increase in wage rates. The paper also estimates the effect of moth-
erhood itself  on wages using the same instrumental variables on panel data. 
There is evidence that mothers experience both a fi xed penalty in the form 
of permanently lower wages as well as a fl attening of the wage- age profi le, 
refl ecting lower returns to experience or a “mommy track.” The underlying 
source of  the family gap may be changes in labor supply or investment 
behavior of women after motherhood. It may be that employers offer moth-
ers fewer opportunities for advancement and promotion. In fact, the two are 
likely interconnected. Although this evidence is consistent with the models 
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of the second type presented in the paper, it is important to note that the 
estimates constitute only a portion of the endogenous wage channel. The 
empirical results in Miller (2006) are conditioned on educational attainment, 
test scores, and in some cases, accumulated work experience. Without these 
conditioning factors, the total relationship is even larger.

An important feature of the second type of models is that they depend 
on the assumption that a mother’s time is an essential input in child devel-
opment. In section 2.7, the authors consider the theoretical implications 
of relaxing that assumption and allowing mothers to substitute their own 
time with purchased child care. The motherhood penalty in wages would be 
eliminated, but the authors are able to generate an example with the basic 
negative correlation between fertility and income when they include leisure 
in the model. The empirical evidence that women experience career penalties 
for childbearing suggests, however, that the time costs of children remain 
important and are borne in large part by mothers. The authors speculate as 
to the possible reasons that nannies have not completely replaced working 
mothers at home; the barriers are substantial. Among them are unequal 
tax treatment of family and hired inputs into child care (leisure and home 
production, including child care, are untaxed, but income spent on hired care 
is taxable), and asymmetric information about quality and effort (leading 
to potential adverse selection and moral hazard problem: hence demand 
for services from agencies and monitoring devices). Finally, if  the utility 
from children fl ows from time spent with them, paid care will always be an 
imperfect substitute for parental time.

After exploring a range of static models that generate the cross- sectional 
relationship, the authors return to their empirical inspiration in fi gure 2.1 
and put their models to a more ambitious test: can they be extended to 
explain the time- series variation as well? For the models with preference het-
erogeneity, one approach would be to have preferences for children change 
exogenously over time and themselves generate changes in gross domestic 
product (GDP) within the model. Rather than relying on changing fertility 
to explain economic growth, the authors instead develop a model in the 
appendix with additional exogenous variation from technological change 
in the productivity of the economy and in the costs of children. With the 
right choice of parameters, the authors can produce a fi gure that resembles 
the pattern in the data. A question that warrants future exploration is how 
the distribution of tastes would evolve endogenously in such a model. For 
example, if  children inherit tastes (even imperfectly) from their parents, and 
those with greater desire for children choose higher fertility, do average pref-
erences in society tend to increase, or are there mitigating forces?

An interesting area for future work is to consider models that produce 
the negative correlation between female wages and fertility, but depend on 
channels not explored in the chapter. One possibility is marital disagreement 
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over desired fertility. The models in the chapter are all unitary, in that either 
one adult creates one child or the partners agree on their desired number of 
children. What would happen if  they did not agree? The direction of causal-
ity is open: children may reduce woman’s power within a relationship and 
earned income, or women with more power from higher wages may bargain 
for fewer children. More effective birth control can also shift the “balance 
of power” toward women (Chiappori and Oreffice 2008).

The National Longitudinal Survey of Youth 1979 provides some anec-
dotal evidence that men and women disagree about desired fertility, or at 
least that women report such disagreements with their partners and spouses. 
Starting with the 1982 wave of the survey, women were asked, following each 
live birth: “Prior to becoming pregnant, did you want to become pregnant?” 
The 1982 responses for fi rst child born (women aged seventeen to twenty-
 fi ve reveal a high rate of undesired pregnancies, based on the self- reported 
preferences of the mother. The distribution of responses was: 192 women 
said “yes”; 69 said “didn’t matter”; 1,058 said “no, not at that time”; and 340 
said “no, none at all.” Only 11.6 percent report having wanted to conceive. 
If  we include fi rst births to older women, using data through 2004, the rate 
increases, but only to 13.5 percent. The same women were also asked if  
their husband or partner wanted the pregnancy. The 1982 responses were 
as follows: 1,103 said “yes”; 130 said “didn’t matter”; 718 said “no, not at 
that time”; and 420 said “no, none at all.” Although fewer than one in eight 
women reported wanting her own pregnancy, nearly half  of  the women 
reported the belief  that their husband or partner wanted it.

Another way to fruitfully extend the models would be to incorporate 
imperfect control over fertility. The survey responses just mentioned sug-
gest that random shocks play an important role in human reproduction. 
Limiting fertility has a cost, either practicing abstinence or using contracep-
tion. The supply of contraceptives and knowledge about fertility control 
varies over time and in the cross- section. Expanding the models to include 
contraceptive choices would also provide a natural way to introduce other 
“extra- economic” factors such as culture and religion, which are clearly 
related to fertility.

To summarize, through a series of simple examples and cases, the chapter 
provides an overview of the modeling options available to researchers who 
want to generate a negative cross- sectional correlation between fertility and 
income, consistent with the documented demographic pattern. The authors 
demonstrate that a wide range of economic models produce predictions con-
sistent with the facts, but that the necessary assumptions are less restrictive 
if  one begins with preference heterogeneity rather than income heterogene-
ity. The chapter contains useful insights that will inform economists and 
demographers in their thinking about variation in completed fertility, its 
sources, and its consequences.
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3
Women’s Education and 
Family Behavior
Trends in Marriage, Divorce, 
and Fertility

Adam Isen and Betsey Stevenson

3.1   Introduction

The family is a constantly changing institution. In the last half  century, 
marriage and fertility rates have fallen, divorce rates have risen (and subse-
quently fallen), and the character of marriage has changed. These develop-
ments have occurred in the wake of widespread social, legal, and techno-
logical changes that have impacted the incentives for individuals to form 
and invest in marriages and children. These changes have not impacted all 
families equally, and in this article, we investigate how family behavior has 
changed for men and women of different educational backgrounds.

To understand how these changes have impacted the incentives for people 
to form families, it is useful to start by understanding the gains from forming 
a family. Gary Becker’s 1981 Treatise on the Family proposed an economic 
theory of families based on “production complementarities,” in which hus-
band and wife specialize in the market and domestic spheres, respectively, 
and hence, are more productive together than apart. Becker emphasized 
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that families are production units that produce both goods in the house 
(like clean laundry and well- cared for children) and in the marketplace. By 
having one person specialize in domestic responsibilities (most often a wife 
as homemaker), while the other supports the spouse and children fi nan-
cially (typically a husband as breadwinner), couples are more efficient than 
singles.

This view of the family as a source of production efficiencies has become 
less relevant over time. The twentieth century brought the development of 
labor-  and skill- saving technological progress in the home.1 This techno-
logical change simplifi ed clothes washing and drying, cooking (through the 
development of  preprocessed foods and microwaves), dishwashing, and 
housecleaning. Technological progress also encouraged the shift from home 
production to purchasing items in the market through the development of 
cheaper mass- produced items like ready- made clothes. These changes have 
impacted home production through three channels: by making home pro-
duction more efficient; by reducing the returns to specialized domestic skills 
as these technologies substitute capital for skilled labor; and by making 
market- produced goods a closer substitute for home- produced goods, which 
in turn makes market work a closer substitute for domestic work. While some 
of the effect of these changes was likely an increase in the amount and/ or 
quality of home- produced goods and services (such as investing more in the 
care of children), overall time spent in home production fell. Moreover, there 
was a shift in home production away from specialists toward nonspecialists. 
Between 1965 and 2003, home production by women fell by twelve hours 
a week on average, while home production by men rose by four- and- a- half  
hours (Aguiar and Hurst 2007). In the wake of these changes, the production 
efficiencies realized by families have been eroded.

During this period, the costs of having such a specialist also rose. Women’s 
increased control over fertility (allowing them to better time and plan preg-
nancies), their improved access to education, and a decline in labor market 
discrimination all led to higher market wages for women (Goldin and Katz 
2002; Blau and Kahn 1997, 2000). These higher wages represent a greater 
opportunity cost for a couple contemplating a stay- at- home spouse. Fur-
ther, changes in divorce law have made specialization in the home riskier 
(Stevenson 2007).

The declining value of production efficiencies from marriage decreases 
the value of marriage and, if  this is the only relevant margin along which 
the value of family life is changing, it should lead to a decline in marriage 
rates overall. Indeed, Greenwood and Guner (2009) develop a model in 
which technological change in household production is used to explain the 
fall in marriage rates since World War II. However, the recent technologi-
cal changes should not impact all women equally. The Beckerian model 

1. For an overview of the research on these changes see Stevenson and Wolfers (2007).
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of the family suggests that those best positioned to benefi t from house-
hold specialization will gain the most from marriage and, therefore, be the 
most likely to marry. When many of the benefi ts of marriage arise from the 
greater efficiency achieved through household specialization, women who 
are uninterested in, or not well- suited for, specializing in home production 
will have fewer gains from marriage. Thus, these women will be less likely 
to fi nd it in their interest to marry. This prediction is consistent with an 
empirical fact: college- educated women have historically been the least likely 
group of  women to marry. The declining value of  household specializa-
tion affects these women less, as they were less likely to enjoy the benefi ts in 
the past.

While the past several decades have witnessed a decline in marriage rates, 
it has been small relative to the large decline in specialized homemakers. In 
1970, among women with children under the age of fi ve, the majority, 70 per-
cent, were out of the labor force—presumably full- time homemakers. In the 
ensuing decades, labor market participation became the norm for mothers 
with young children and only 36 percent were out of the labor force in 2007. 
In contrast, the decline in marriage was less dramatic: in 1970 94 percent of 
women had married by age forty, declining to 84 percent by 2007.2

One explanation for why marriage rates have not fallen further is that 
other dimensions of  family life have become relatively more important 
and have also changed in absolute terms. Families have experienced an 
increase in leisure and consumption that has likely increased the benefi ts 
of  shared public goods (Aguiar and Hurst 2007). Housing and health in-
surance costs, both important family public goods, have increased (New-
house 1992; Glaeser, Gyourko, and Saks 2005). Moreover, there may be 
consumption and leisure complementarities that become more valuable as 
the time and money available to pursue consumption and leisure has risen. 
These changes in family life offer increased benefi ts from marriage, partly 
offsetting some of the decrease in the returns to specialization. Such changes 
in the returns to married life—from production efficiencies to consumption 
complementarities—should impact not only the probability that matches 
form, but the type of matches that form.

A shift from production- based marriage to consumption- based marriage 
should make marriage more appealing to those with more disposable income 
relative to those with less. Since personal and household income within a 
marriage is a bargained outcome refl ecting the skills of each spouse and the 
preferences for home production and leisure, one would prefer to measure 
potential earnings, rather than actual earnings (Pollak 2005). A reasonable 
proxy for potential earnings is education and, as such, one would similarly 

2. Sharper decreases in marriage rates are seen when one looks at younger women due to the 
rising age of fi rst marriage. In 1970, 84 percent of twenty- fi ve- year- olds had married, compared 
to 42 percent of twenty- fi ve- year- olds in 2007.
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predict that marriage should become more appealing to those with more 
education relative to those with less education among both men and women. 
In addition, there is an important gender shift occurring. While woman with 
more education are less likely to fi nd the old specialization model of mar-
riage useful, a modern marriage based on consumption complementarities 
is likely more enticing for educated women as the new model of marriage 
thrives when households have the time and resources to enjoy their lives. In 
contrast, less educated women have less to gain through household special-
ization in marriage today than in the past.

In addition to differences in the probability of ever marrying, there are 
differences by education in the optimal timing of fi rst marriage. As Becker 
(1981) argued, those who plan to be specialist homemakers have an incen-
tive to enter marriage early to begin to invest in their skills as a homemaker 
and reap the returns to specialization. Among women who do not plan to 
be household specialists, this incentive is not present. Indeed, it is likely that 
these women face an opposite incentive, to invest in their career before fi nd-
ing a spouse and children.

The hypothesis that the benefi ts of marriage are shifting from produc-
tion efficiencies to consumption complementarities has a number of test-
able implications. The fi rst implication is that marriage should become more 
common among those with more disposable income and/ or more leisure 
time, relative to those with less. The second is that in a consumption- based 
model of marriage people will be more likely to marry someone with similar 
preferences, which will likely manifest itself  as an increase in positive as-
sortative mating along dimensions such as age, educational background, 
and occupation, as well as consumption and leisure preferences. The third 
is that, among couples without kids, their hours of work should become in-
creasingly similar, as the value of an hour of leisure is greater when it is coor-
dinated with one’s spouse. Child care makes this coordination more com-
plicated for those with children. Finally, similar (albeit oppositely signed) 
patterns should be seen for divorce, with divorce being less common among 
those who work similar hours, have more shared interests, and more dispos-
able income (with which to enjoy consumption complementarities).

This chapter focuses on two of these implications by carefully document-
ing the changes over recent decades in family formation, dissolution, and 
expansion by education.3 We show that while college- educated women used 
to be the least likely to marry, today they are about as likely as those without 
a college degree to marry. There are large racial differences in this trend: 
college- educated white women remain less likely to marry than those with 

3. With regards to the second implication, see Schwartz and Mare (2005), who fi nd an 
increase in educational assortative mating since 1960. See also Sweeney and Cancian (2004), 
who document an increase in earnings homogamy.
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less education, while college- educated nonwhite women are the most likely 
to marry among nonwhites. This difference is due to the larger shift away 
from marriage among blacks, particularly among those with less educa-
tion. College- educated whites and blacks have also become less likely to 
marry in recent decades; however, the downward shift has been less than 
that experienced by women with less education. Women of all educational 
backgrounds have delayed marriage, although the delay has been longer 
among the more highly educated.

Turning to the divorce rate, we show that it initially rose for all groups 
but has, in recent decades, dropped off more sharply among college gradu-
ates. Remarriage rates have fallen for everyone, and while the drop has been 
larger for those with less education, college- educated white women are still 
less likely to remarry than those with less education. Lastly, while trends in 
the average number of children ever born have been similar across groups, 
the delay in fertility is concentrated almost exclusively among women who 
have attended college.

The rest of the chapter is organized as follows: section 3.2 examines trends 
from the 1950s through 2007 in the timing and propensity to enter marriage 
by education. The patterns of marriage and the differences by education 
differ signifi cantly by race, and thus, we will examine white and black women 
separately and will compare the patterns for both to the experiences of men. 
Section 3.3 turns to marital stability, examining divorce and remarriage rates 
for women and men, separately by race and education, while section 3.4 
focuses on changes in fertility. Section 3.5 explores subjective well- being 
data and fi nds that there are important differences in marital and family 
happiness by education. Section 3.6 concludes with a discussion of the inter-
pretation of the results, noting that many of the changes over time in family 
behavior by women’s educational attainment may simply refl ect the shift of 
many women into higher educational categories.

3.2   Marriage Patterns

In fi gure 3.1 we examine the proportion of women who have ever married, 
by age, among those with and without a college degree. Examining the most 
recent large- scale data—the 2007 American Community Survey—we see in 
the fi rst panel of fi gure 3.1 that among white women, those with a college 
degree are less likely to have ever married and that this holds at every age. 
A very different pattern is seen for black women in the second panel, for 
whom marriage rates are highest for those with the most education after the 
early twenties. While previous research (Goldstein and Kenney 2001) had 
forecasted a demographic shift in marriage with college- educated women 
more likely to marry today than noncollege graduates, the gap has not closed 
as fast as predicted and the higher rates of marriage for college- educated 
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women born in 1950 to 1965 that they forecasted had not occurred by the 
time these women were forty years old.4

At the turn of the last century, women attended college at rates similar 
to that of men, yet few of these women ever married (Goldin, Katz, and 
Kuziemko 2006). Thirty percent of college- educated women born in the last 
twenty years of the nineteenth century remained unmarried at age fi fty, a 
rate four times that of women without a college degree (Goldin 2004). While 
the marriage gap has clearly closed, the data in fi gure 3.1 point to the fact 
that for no generation of women have we witnessed a crossover in which 
college- educated white women are marrying at higher rates compared to 
white women with less education. Among forty- six-  to sixty- year- old white 
women there is a fairly stable gap in which college- educated women are 
around 3 percentage points less likely to have married compared to women 
with less education. The stability of  this gap among older women illus-
trates that the lower likelihood of college- educated women ever marrying 
persisted for some time, even as the number of women completing college 
was rising.

Among older women, the differences in ever- married rates are indicative 

Fig. 3.1  Proportion of white and black women ever- married by age in 2007
Source: 2007 American Community Survey.
Notes: The percent who have ever married at each age are shown in the left and right panels 
for white and black women, respectively. Each panel shows ever- married rates separately for 
those with and without a college degree.

4. Martin (2004b), using more recent data also fi nds that the shift is taking longer than earlier 
forecasts had suggested but predicts that the crossover may occur for women born after 1965.
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of changing behavior across cohorts. Ever- married rates were falling slightly 
for all women in the birth cohorts from 1937 to 1961, while education was 
increasing rapidly.5 Differences in the gap in marriage rates by education at 
younger ages refl ect both changing behavior across cohorts and differences 
in the life cycle pattern of marriage by educational attainment.

Examining life cycle patterns of  marriage by cohort reveals that the 
“marriage gap” between college- educated women and their less- educated 
counterparts has been shrinking for many generations. Figure 3.2 uses the 
decennial censuses of population from 1950 through to 2000 to show the 
evolution over time in both the marriage gap and the timing of fi rst marriage 
by education for white women. For each decade, the percent of white women 
who have ever married is shown at each age for those with a high school 
degree or less and separately for those who attended some college, but did 
not receive a four- year college degree, and college graduates. In each decade 
white female college graduates are clearly less likely to ever marry compared 
to women with no or some college. The graphs show that between 1950 and 

Fig. 3.2  Proportion of white women ever- married by age, 1950– 2000
Source: 1950, 1960, 1970, 1980, 1990, and 2000 Censuses of Population.
Notes: Each panel shows the percent who have ever married at each age in a specifi c decade 
for those with high school or below, some college, or a college degree for white women.

5. Goldin (2006) notes that the increase in women’s college attendance and completion 
relative to men began with the birth cohorts of  the late 1940s and that this is also the co-
hort for whom an infl ection point in the growth in female enrollment in graduate programs 
is seen.
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2000 marital behavior has changed for all groups both in terms of the timing 
of marriage in the life cycle and in the probability of ever marrying.

Women with a college degree increasingly delayed marriage to older ages 
both earlier, and to a greater extent, than women with either a high school 
degree or some college. The age at fi rst marriage of female college graduates 
began to rise with those graduating in the late 1960s (Goldin 2004). In 1970, 
74 percent of twenty- fi ve- year- old college graduates had ever married; this 
compares to 53 percent, 43 percent, and 36 percent in 1980, 1990, and 2007, 
respectively. In contrast, the percent of  twenty- fi ve- year- old high school 
graduates who had ever married was 90 percent, 83 percent, 73 percent, and 
52 percent in 1970, 1980, 1990, and 2007, respectively. Indeed, in the last 
seventeen years there has been a larger decrease in marriage among women 
in their early twenties with no college compared with previous decades, while 
the largest shift away from early marriage among college- educated women 
occurred between 1970 and 1980.6 The pattern among women with some 
college has been similar to that of those with no college, although the shift 
toward later marriage happened a decade earlier for these women.

Overall, the increased delay in marriage is consistent with the changing 
incentives affecting individuals. Goldin and Katz (2002) demonstrate that 
the availability of the birth control pill enabled later marriages and greater 
labor force participation among college- educated women. The technological 
advance of the birth control pill was complemented by other technologi-
cal changes that lowered the relative cost of maintaining a household as a 
single (Greenwood and Guner 2009) and reduced the value of specialization 
in the home. More recent increases in marital postponement among college-
 educated women likely refl ect increasing returns to education and experi-
ence, both of  which increase the incentives to postpone potential career 
disruptions. Finally, a shift toward spousal matching on consumption and 
leisure preferences may lead to greater heterogeneity in matching and thus 
an increased benefi t of time spent searching.

The large gaps in marriage rates by education seen among women in their 
twenties dissipate by their thirties. To get a better understanding of marital 
outcomes it is useful to look at ever- married rates for women at older ages; 
as such, we turn to the end data points in fi gure 3.2, when the women are age 
fi fty. For white women born in 1900, 76 percent of those who were college-
 educated women had ever married by age fi fty.7 In contrast, 90 percent of 
high school graduates in this cohort had married by age fi fty.8 Marriage rates 
for college- educated women grew rapidly for women born between 1900 

6. Goldin (2006) fi nds similar movement in those years for college- educated women using 
the CPS Marital and Fertility Supplements.

7. This comes from the 1950 Census. By examining women at age fi fty in each of the Cen-
suses from 1950 to 2000, we are presenting ever- married rates (by age fi fty) for the 1900 to 
1950 birth cohorts.

8. As previously noted, women born two decades before were even less likely to marry and the 
gap between college- educated women and those without a college degree shrunk in the decades 
before the turn of the twentieth century (Goldin 1997).
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and 1930 and by the 1980 Census, 91 percent of college- educated fi fty- year- 
old women had married. During this period, marriage rates were also grow-
ing for women in this cohort with less education and ever- married rates hit 
97 percent for those with a high school degree or less. Thus, between the 
1950 and 1980 Censuses, the closing of the educational marriage gap for 
white women was driven by large increases in the marriage rates of college-
 educated women, much of which occurred at older ages.9

Since 1980, there has been little change in the likelihood that college grad-
uates ultimately marry. Between 1980 and 2007 the percent ever- married 
fell by 4 and 2 percentage points among forty-  and fi fty- year- old college 
graduates, respectively. The fall in marriage among high school graduates 
was somewhat greater, with ever- married rates falling by 8 and 4 percentage 
points among forty-  and fi fty- year- olds, respectively. The ever- married rates 
of  those with some college are similar to high school graduates. In sum, 
those with less education had larger relative declines in marriage between 
1980 and 2007 and it is this relatively larger decline in marriage rates among 
those with less education that led to further decreases in the educational 
marriage gap since 1980.

Two facts seen in fi gure 3.2 are worth noting: among white women, while 
marriage rates have fallen overall in recent decades, they are still similar to 
that seen in the 1950s. Indeed, among those with a high school degree, by 
age forty, a greater percentage had entered into marriage in 2007 than had 
done so in 1950. A similar increase was also seen among women with some 
college and, as has already been noted, a large increase in marriage rates has 
occurred among women with a college degree. Marriage rates immediately 
following World War II were at a historic high, leading to historically high 
ever- married rates for women who were of marrying age during this period, 
and thus, high ever- married rates in the 1960 and 1970 Censuses (Steven-
son and Wolfers 2007). The second fact is that between 1950 and 1980 the 
percent ever- married plateaued, and did so at a relatively early age. In con-
trast, between 1990 and 2007 ever- married rates continue to increase among 
women over the age of forty. While some of the upward age slope at older 
ages seen in fi gure 3.2 refl ects the decline in marriage among more recent 
cohorts, marriage rates among older adults have risen in recent decades. For 
example, 93 percent of forty- year- old white women had married in 1990 and 
this had risen to 94 percent by age fi fty in 2000 for this cohort. Thus, in the 
decade after age forty, 15 percent of those who had never married did so.

As previously discussed, the age of fi rst marriage has risen for all white 
women, but markedly more for those with a college degree. In 2000, by 
age twenty- two, 50 percent of white women with less than a high school 
degree had married. In comparison, the 50 percent threshold was crossed 
at age twenty- three, twenty- four, and twenty- seven for those with a high 
school degree, some college, and a college- degree, respectively. While some 

9. These facts are similar to those presented in Goldin (1997) and Goldin (2004).
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education may occur later, an examination of marital history data suggests 
that these patterns hold even when education is measured at a later point 
in life.10

While white women with a college education are increasingly postpon-
ing marriage, as previously noted, they have also increased their likelihood 
of ever marrying. In contrast, women with less education are postponing 
marriage, albeit to a lesser extent, and, in recent decades, they have also 
become somewhat less likely to ever marry. What is less known is how much 
of this shift refl ects the changes in the composition of women in each of 
the educational categories, a change in how educational attainment may 
impact the desire or value of marriage for these women, or a change in how 
educational attainment affects the attractiveness of women to men in the 
marriage market. We will return to these issues in section 3.6.

A different picture emerges when we examine marital trends among black 
women by education. Figure 3.3 shows the percent of black women by edu-
cation who have married by each age across the decades.11 The most strik-
ing fact is the large declines in marriage rates among black women of all 
educational backgrounds. While the ever- married rates of  forty- year- old 
white female college graduates fell only 4 percentage points between 1980 
and 2007, the fall among black female college graduates was 19 percent-
age points. Among high school graduates the ever- married rates of black 
women fell by 25 percentage points, compared to a fall of 8 percentage points 
among whites. Moreover, black women who have not married by age forty 
have a smaller probability of  marrying in the ensuing decade compared 
to white women in their cohort. In 1990, 82 percent of black women had 
married by age forty. Ten years later, we see that 83 percent of fi fty- year- old 
black women have married—a closure of the never- married rate of about 
10 percent.

In the 1960s through to the 1980s, black women with any college educa-
tion married later than those with no college. However, after accounting for 
differences in the age of fi rst marriage, black female college graduates have 
historically been as likely to marry as black women with less education. By 
1990, black women with any college education had become more likely to 
ever marry compared with those with no college, and this trend has contin-
ued. As with white women, the decrease in marriage rates was lower among 
college- educated black women. These shifts have led to a positive gap in 

10. Since most people who will complete college have done so by their late twenties, we exam-
ine twenty- eight-  to thirty- year- old women in the 2004 SIPP, an age group that allows the most 
comparability with those in the 2000 Census. For these women, the age at which 50 percent had 
entered a fi rst marriage was twenty- three, twenty- three, twenty- four, and twenty- six, for women 
with less than high school, high school, some college, and college, respectively.

11. The panel begins in 1960 for blacks because there are too few African Americans with 
education beyond high school in 1950 to generate meaningful estimates. In the 1950 Census only 
2 percent of eighteen-  to fi fty- year- old black women had any education beyond high school; 
by 1960, the proportion had tripled to 6 percent.
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which college- educated black women are more likely to marry compared to 
black women with less education.

Turning to men, we see smaller differences in marital formation behavior 
by educational backgrounds than is seen for women. Figures 3.4 and 3.5 
show ever- married rates by age and education for white and black men, re-
spectively, from 1960 through 2007. As with women, men with more educa-
tion tend to marry at later ages and the age of fi rst marriage has been rising 
for all men. Among white men, there have historically been few differences 
in the eventual likelihood of marrying by educational attainment. However, 
between 1990 and 2007, male college graduates became slightly more likely 
than those with less education to ever marry and, as with women, this change 
has arisen because of overall declines in marriage that have been sharpest 
for those with the least education.

A similar pattern is seen among black men, although the timing differs 
by several decades and, as with black women, there have been much steeper 
declines in marriage among blacks regardless of education. Starting in 1980, 
black male college graduates became more likely than black high school 
graduates to ever marry. This gap widened in the ensuing decades, a pattern 
that, as with whites, largely refl ects bigger declines in marriage among those 

Fig. 3.3  Proportion of black women ever- married by age, 1960– 2007
Source: 1960, 1970, 1980, 1990, and 2000 Censuses of Population and the 2007 American 
Community Survey.
Notes: Each panel shows the percent who have ever married at each age in a specifi c year for 
black women with high school or below, some college, or a college degree. Because of small 
sample sizes a three- year moving average centered at each age is used for 1960 and 1970.



 

Fig. 3.4  Proportion of white men ever- married by age, 1960– 2007
Source: 1960, 1970, 1980, 1990, and 2000 Censuses of Population and the 2007 American 
Community Survey.
Notes: Each panel shows the percent who have ever married at each age in a specifi c year for 
white men with high school or below, some college, or a college degree.

Fig. 3.5  Proportion of black men ever- married by age, 1960– 2007
Source: 1960, 1970, 1980, 1990, and 2000 Censuses of Population and the 2007 American 
Community Survey.
Notes: Each panel shows the percent who have ever married at each age in a specifi c year for 
black men with high school or below, some college, or a college degree. Because of small 
sample sizes a three- year moving average centered at each age is used in 1960 and 1970.
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with less education. In 2007, college- educated black men in their forties were 
5 percentage points less likely to have ever married, compared with college-
 educated white men, yet they were more likely to have married compared to 
black men with less education or compared to black women of any educa-
tional background. Thus, college- educated men remain the most likely to 
marry among blacks.

In summary, for both men and women, marriage rates have declined since 
the 1980s among people of  all educational backgrounds. However, these 
declines have been steeper among those with less education. Because college-
 educated white women had historically been less likely to marry, these shifts 
in marital behavior have led to a closing of the education gap in marriage 
for white women and there has been little difference by education in the 
likelihood of a woman marrying during her lifetime for recent generations. 
Among white men, a small gap has emerged in recent years in which those 
who attend college are more likely to marry than are those who do not.

Among blacks, the decline in the proportion marrying began in the 
1950s. Between 1950 and 1980, the proportion of blacks who had married 
by the end of their thirties fell for all education groups, while the marriage 
rate rose for all whites. These different trends reversed the racial trends in 
marriage, opening a new gap in which whites were more likely to marry 
than were blacks. In the ensuing period the declines in marriage have been 
most stark among blacks and a wide gap has opened in marriage rates by 
race. Additionally, there are now large differences in marriage by education 
among both black men and women in which those with more education have 
become more likely to marry.

3.3   Marital Stability

Divorce rates rose for much of the twentieth century, reaching a peak in 
1979 and falling thereafter (Stevenson and Wolfers 2007). One explanation 
for the high divorce rates of the 1970s may be that this period refl ected a 
transition, with many having married the right partner for the old specializa-
tion model of marriage, only to fi nd that pairing inadequate for the mod-
ern consumption- based marriage (Stevenson and Wolfers 2008a). As such, 
it is perhaps not surprising that current divorce rates are similar to those 
witnessed at the end of the 1960s. This fall in divorce rates is seen whether 
divorces are measured relative to the population or the stock of married 
people. Moreover, examining individual marriages, those who have married 
in recent years have been more likely to stay together than their parents’ 
generation (Stevenson and Wolfers 2008b).

These patterns have not, however, occurred equally among those with 
more and less education. We examine the trends in divorce using the marital 
histories collected in the 2004 Survey of Income and Program Participa-
tion (SIPP). In general, divorce rates are lowest among those with a col-
lege degree, are the highest for those with some college, while those with a 
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high school degree or below have divorce rates that fall in between the two 
groups.12 The fact that it is those with “some college” that are the most at 
risk of divorce illustrates the potential role of selection in explaining why 
marital and divorce outcomes differ by educational attainment. Those with 
“some college” have either attended a two- year program or have failed to 
complete a four- year program.13 As such, those with some college dispropor-
tionately represent those without the stamina or resources to complete their 
education. It is perhaps not surprising that this group would have similar 
difficulties maintaining their marriage.14

The inverted u- pattern of  divorce rates by educational attainment is 
seen for both men and women and for both blacks and whites, across most 
decades. However, the magnitude of the differences in divorce by educa-
tion has changed over time. Divorce rates rose during the 1960s and 1970s 
and couples who married during this time period experienced more marital 
dissolutions when compared to the men and women who married in the 
1950s. The rise in divorce culminated in smaller differences by education 
in divorce rates twenty- fi ve years post- marriage for those marrying in the 
1970s. Among white men and women with a high school degree or less, 
43 percent and 42 percent, respectively, of their marriages had ended within 
twenty- fi ve years. For those with a college degree, 41 percent of women and 
37 percent of men had divorced, and for those with some college, the percent 
divorcing hit the 50 percent mark for women and was just below—48 per-
cent—for men.

These patterns can be seen in fi gures 3.6 and 3.7, which show the propor-
tion of women’s and men’s fi rst marriages, respectively, ending in divorce 
by cohort, educational attainment, and race.15 The top row of each fi gure 
shows the divorce hazard for blacks, while the bottom row shows the divorce 
hazard for whites.16 In addition, table 3.1 reports the percent of women and 
men who have divorced following ten and twenty years of marriage.

12. Several recent papers using different data sets have examined marital dissolution by 
education and also fi nd a trend in lower divorce rates among college graduates (Raley and 
Bumpass 2003; Sweeney and Phillips 2004; and Martin 2006).

13. Among adults in the 2000 Census, around 78 percent of those with some college had 
received no degree.

14. For a similar argument, see Glick (1957).
15. Divorce is measured using retrospective marital histories from the 2004 SIPP in which 

individuals report the year of their fi rst marriage and, if  that marriage has ended by divorce, 
the year that the divorce occurred. In addition, individuals report the year of death if  their 
marriage ended via their spouse’s death (deaths that occur after a divorce are not reported). 
Marriages that end through the death of a spouse, and for which no divorce occurred, are 
included in the denominator. Excluding these marriages from the analysis has little effect on 
divorce rates in the fi rst twenty years of marriage and raises divorce rates at twenty- fi ve years 
post- marriage by a few percentage points. The reason for including these marriages is that 
excluding them mechanically raises the divorce rate as people age, since all marriages must end 
either through death or divorce.

16. We concentrate on fi rst marriages so that the divorce hazards refl ect the average person’s 
experience rather than the average marital experience. The patterns are similar for second mar-
riage, although second marriages are more likely to end in divorce.
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The divorce experience subsequent to the overall rise in divorce among 
those marrying in the 1970s has differed by education. For college graduates, 
the cohort marrying in the 1970s was the most likely to divorce. Subsequent 
cohorts of college graduates have had greater stability in their marriages. 
Marriages of college graduates that began in the 1980s have been less likely 
to end in divorce than those that began in the 1970s, and those that began 
in the 1990s were even less likely to do so.

Table 3.1 illustrates these trends by showing the percent divorcing within 
ten and twenty years of marriage. Among those marrying in the 1950s, only 
12 percent of the marriages of white female college graduates and 17 percent 
of those of white male college graduates ended by divorce within the fi rst 
twenty years of marriage. For those marrying in the 1960s, the dissolution 
rates had roughly doubled. They rose even further for those marrying in the 
1970s, with 37 percent and 34 percent of the marriages of female and male 
college graduates ending within twenty years. The trend reversed after the 
1970s cohort, and, among those marrying in the 1980s, the divorce rates of 
this marriage cohort had fallen back to rates similar to those experienced 
by the 1960s marriage cohort. For more recent cohorts, it is only possible 
to assess their marital dissolution rates earlier in marriage, but, in the fi rst 

Fig. 3.6  First marriages of women ending in divorce, by year of marriage
Source: 2004 Survey of Income and Program Participation. Data are from marital histories in 
which respondents report the year a marriage began and, if  it ended by divorce, the year the 
divorce occurred.
Notes: Each panel reports the proportion of women’s fi rst marriages ending in divorce at each 
year since the marriage occurred for six decadal cohorts. Cohorts are formed based on the year 
of marriage.
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decade of marriage, divorce rates for those marrying in the 1990s were lower 
than those experienced by the previous cohort.

The experience of black college graduates is similar; however, the esti-
mated divorce hazards for black college graduates are higher. Indeed, among 
all educational groups the estimated divorce rates are often higher among 
blacks. Yet, it is important to note that the much smaller sample size yields 
imprecise estimates. In nearly all cases the divorce rates of blacks are not 
statistically signifi cantly different from those of whites.

Turning to those without a college degree we see that the high divorce 
rates experienced by those marrying in the 1970s continued for those mar-
rying in the 1980s. Examining those marrying in the 1990s, it appears as if  
the divorce rates for those with less than a college degree have begun to fall 
with this most recent marriage cohort, particularly among those with a high 
school degree or less. Those with no college who married in the 1990s were 
about as likely to have made it to their tenth anniversary as were those who 
married in the 1960s. In contrast, among those with only some college, a 
statistically signifi cant fall in divorce rates by the tenth anniversary occurred 
only among African American males.

Fig. 3.7  First marriages of men ending in divorce, by year of marriage
Source: 2004 Survey of Income and Program Participation. Data are from marital histories in 
which respondents report the year a marriage began and, if  it ended by divorce, the year the 
divorce occurred.
Notes: Each panel reports the proportion of men’s fi rst marriages ending in divorce at each 
year since the marriage occurred for six decadal cohorts. Cohorts are formed based on the year 
of marriage.



 

Table 3.1 Percent of marriages ending in divorce within ten and twenty years 
of marriage

Divorced by 10 years 
following marriage

Divorced by 20 years 
following marriage

White Black White Black

Women Men Women Men Women Men Women Men
 Education  (1)  (2)  (3)  (4)  (5)  (6)  (7)  (8)

1950
College  4  5 11  8 12 17 28 22

(1.2) (1.1) (4.7) (7.6) (1.8) (1.8) (7.5) (11)
Some college 11  9 13  9 23 20 31 26

(1.1) (1.2) (4.0) (5.4) (1.6) (1.8) (5.4) (7.4)
High school or less  9  9  4  6 18 19 22 25

(.7) (.9) (1.2) (2.4) (1.0) (1.3) (3.1) (4.2)

1960
College 15 13 13 16 29 26 32 34

(1.4) (1.2) (4.4) (6.5) (1.7) (1.6) (6.4) (9.5)
Some college 25 20 27 31 41 37 48 44

(1.3) (1.3) (4.2) (5.3) (1.5) (1.6) (4.6) (5.5)
High school or less 18 20 11 14 30 34 27 36

(1.0) (1.2) (2.1) (2.9) (1.2) (1.5) (3.1) (4.0)

1970
College 23 18 25 19 37 34 44 36

(1.4) (1.2) (5.2) (5.4) (1.6) (1.5) (5.9) (6.9)
Some college 30 29 38 29 46 44 54 50

(1.2) (1.3) (3.4) (4.1) (1.3) (1.4) (3.5) (4.4)
High school or less 26 25 22 26 39 39 38 45

(1.1) (1.1) (2.9) (3.5) (1.3) (1.4) (3.5) (3.9)

1980
College 20 15 29 17 31 25 39 33

(1.2) (1.1) (5.7) (4.9) (2.0) (1.9) (8.5) (8.5)
Some college 30 27 33 30 46 44 45 67

(1.1) (1.2) (3.2) (3.7) (1.7) (2.0) (4.8) (5.3)
High school or less 25 27 31 23 38 44 51 45

(1.1) (1.2) (3.6) (3.1) (1.8) (1.9) (5.8) (5.4)

1990
College 16 13 19 14

(1.5) (1.4) (5.0) (5.6)
Some college 31 25 28 17

(1.7) (1.7) (3.9) (4.0)
High school or less 19 23 23 21
  (1.5)  (1.6)  (4.4)  (5.1)         

Source: 2004 Survey of Income and Program Participation.
Notes: Divorce rates are measured from marital history reports and include all marriages that 
formed during the decade under consideration. Marriages that end by the death of one spouse 
are included in the denominator. Standard errors are in parentheses.
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While forecasting divorce rates is tricky, the data point to divorce hap-
pening earlier in marriage among more recent cohorts. Across all education 
groups, the divorce rate in the fi rst fi ve years has been little changed since 
the 1970s, even when the divorce rate at ten or twenty years has fallen. This 
pattern suggests that divorces that do happen are increasingly happening 
earlier in the marriage. This shift toward divorce earlier in marriage has 
been even more pronounced among those with a high school degree or less. 
Thus, differences in marital survival by education in recent decades are more 
extreme when looking at only the fi rst decade of a marriage. Therefore, the 
early signs of further falls in divorce for those marrying in the 1990s are 
suggestive of greater declines in divorce rates in the coming decade for this 
group.

In sum, both men and women with a college degree have been consistently 
less likely to divorce and have also experienced a larger decline in divorce 
probabilities in the last few decades.

3.4   Remarriage

The high divorce rates of the 1970s and the increasing age of fi rst marriage 
both contribute to thicker remarriage markets. As such, one might suspect 
that remarriage rates would have risen over time. What we see instead is that 
remarriage rates have fallen over time for all groups of women. Figures 3.8 
and 3.9 show remarriage hazards among divorced white and black women, 
respectively.17 The percent who have remarried is shown for each year post-
 divorce for women by their educational attainment.

In 1971, the majority of divorced women had remarried within fi ve years 
following a divorce. Among whites, college- educated women were the least 
likely to remarry with only two- thirds remarried ten years post- divorce, 
compared with three- quarters of those with a high school degree or less. In 
contrast, there was little difference in remarriage rates among black women 
of differing educational backgrounds, with around 70 percent of all black 
women having remarried within ten years of a divorce. The 1980 sample 
shows a retreat from remarriage that is most pronounced among black 
women with a high school degree or less and among white women with a 
college degree. Ten years post- marriage, only 55 percent and 58 percent of 
these two groups had remarried. The percent of white women with a high 
school degree or less who had remarried after ten years was only 2 percentage 
points lower than that seen in the 1971 sample, while the percent of college-
 educated white women had fallen 7 percentage points.

In 1995, remarriage rates are somewhat higher among whites and are 
similar to those seen in 1971. Remarriage rates for all educational groups 

17. Remarriage rates are calculated from marital histories collected in 1971, 1980, and 1995 
from the Current Population Survey (CPS) and in 2004 from the SIPP.
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of white women are, however, lower in the 2004 sample. Turning to black 
women, a different picture emerges. The fall in remarriage among black 
women has been greater and was most pronounced in the 1980 sample among 
those with a high school degree or below. As such, in 1980 these less educated 
black women were the least likely to remarry. The fall in remarriage among 
black women has continued in the 1995 and 2004 samples and the differences 
by education have largely been eroded. By the 2004 sample, it is ten years 
post- marriage before the majority of black women have remarried.

Figure 3.10 shows that a similar decrease in remarriage has occurred 
among both white and black men of all educational groups. However, remar-
riage is more common among men than among women and, unlike women, 
remarriage rates rise with education among both black and white men.18 In 
1971, 85 percent of white, and 87 percent of black, college- educated men 
had remarried within ten years following a divorce. In 2004, these rates had 
fallen to 76 percent and 61 percent, respectively. Remarriage rates for those 
with a high school degree or below also fell, but to a lesser extent, thereby 
eroding some of the remarriage gap by education.

Fig. 3.8  Proportion of white women remarried by years since divorce 1971– 2004
Sources: Current Population Survey (June 1971, 1980, and 1995) and Survey of Income and 
Program Participation (2004). Data are based on reports of  marital history.
Notes: Each panel reports the proportion of white women who experienced a divorce who had 
remarried for each year since divorce separately by education.

18. See also Bumpass, Sweet, and Martin (1990), who note this phenomenon when examin-
ing the 1980 and 1985 CPS.
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Table 3.2 shows the decline over time in the likelihood of remarriage in a 
regression context, using alternative data sources.19 The fi rst column shows 
that remarriage rates have been lower in each survey wave we examine. In 
the second column we add controls for changes in fi rst marriage behavior as 
measured by cohort and age of fi rst marriage. These controls suggest that 
remarriage has fallen even more steeply over time. The next four columns 
examine the trends separately by race and sex. Since 1980, white men, the 
group most likely to remarry, have experienced sharper declines in remar-
riage compared to white women. However, the largest declines in remarriage 
have occurred among blacks. Both black men and women have become 
substantially less likely to remarry.

Some of the decline in remarriage may refl ect couples cohabiting rather 
than remarrying. Remarriages are more likely than fi rst marriages to be 
preceded by a period of cohabitation. In the 2000s, 75 percent of those enter-
ing a second or higher order marriage had cohabited prior to the marriage, 

Fig. 3.9  Proportion of black women remarried by years since divorce 1971– 2004
Sources: Current Population Survey (June 1971, 1980, and 1995) and Survey of Income and 
Program Participation (2004).
Notes: Each panel reports the proportion of white women who experienced a divorce who had 
remarried for each year since divorce separately by education.

19. The regression analysis uses data from the 1970 and 1980 decennial Censuses and the 
1991, 1992, 1993, and 2004 Panels of the SIPP. We turn to the SIPP beginning in 1991, as ques-
tions used to infer remarriage from the Census were discontinued after 1980.



 

Fig. 3.10  Proportion of men remarried by years since divorce 1971– 2004
Sources: Current Population Survey (June 1971) and Survey of Income and Program Partici-
pation (2004).
Notes: Each panel reports the proportion of white or black men who experienced a divorce 
who had remarried for each year since divorce separately by education.

Table 3.2 Trends in remarriage

Full sample White 
women

Black 
women

White 
men

Black 
men

Regression coefficients  (1)  (2)  (3)  (4)  (5)  (6)

1980 dummy –.074∗∗∗ –.062∗∗∗ –.054∗∗∗ –.139∗∗∗ –.050∗∗∗ –.104∗∗∗
(.001) (.002) (.002) (.005) (.002) (.005)

1990 dummy –.086∗∗∗ –.094∗∗∗ –.068∗∗∗ –.220∗∗∗ –.105∗∗∗ –.159∗∗∗
(.004) (.004) (.005) (.015) (006) (.021)

2004 dummy –.105∗∗∗ –.135∗∗∗ –.087∗∗∗ –.256∗∗∗ –.167∗∗∗ –.261∗∗∗
(.004) (.004) (.006) (.016) (.007) (.021)

Age at marriage –.012∗∗∗ –.017∗∗∗ –.010∗∗∗ –.016∗∗∗ –.009∗∗∗
(.001) (.000) (.001) (.001) (.001)

Age .007∗∗∗ .006∗∗∗ .011∗∗∗ .009∗∗∗ .009∗∗∗
(.001) (.001) (.001) (.001) (.001)

Sample size  1,503,866  1,503,866  698,836  96,519  590,483  71,772

Sources: Census of Population 1970 and 1980. Survey of Income and Program Participation 1991, 1992, 
1993, and 2004. Marginal effects reported.
Note: Probit regression dependent variable: Remarried. Robust standard errors in parentheses.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
∗Signifi cant at the 10 percent level.
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while 59 percent of those entering a fi rst marriage had done so (Stevenson 
and Wolfers 2007). Additionally, the thicker matching market may lead to 
an increased duration of search by increasing the option value of continued 
search and/ or by increasing one’s utility while single (aside from the potential 
to meet mates, being single may be more enjoyable when there are lots of 
singles in one’s age bracket).

While remarriage rates have fallen overall, the pattern of remarriage by 
education has not changed. Remarriage among white women falls with edu-
cational attainment, while there are little differences in remarriage by edu-
cation among black women. Among men, remarriage rises with education. 
These patterns are similar to what we see when examining fi rst marriages, 
with the exception that college- educated white women remain much less 
likely to remarry compared to those with less education. Unlike the educa-
tion gap in fi rst marriages, the remarriage gap by education has not closed 
in recent years.

One explanation for this may lie in the changing patterns of fi rst marriage. 
Table 3.3 shows that a college degree is associated with a lower likelihood 
of having remarried among white women in the 2004 SIPP. However, add-
ing controls for length of marriage and years since the divorce reduces the 
coefficient on the college indicator variable, and adding a control for the age 
at marriage attenuates the coefficient further. In recent years more highly 
educated women have tended to marry later and have longer duration mar-
riages. It is these differences in the patterns of fi rst marriage that explain 
much of the recent differences in remarriage rates by education among white 
women. However, this is not the case in earlier periods. Examining remar-
riage in the 1971, 1980, and 1995 Current Population Survey (CPS) marital 

Table 3.3 Education and remarriage

2004 SIPP
1995 CPS 1980 CPS 1971 CPS

Regression coefficients  (1)  (2)  (3)  (4)  (5)  (6)

College dummy –.078∗∗∗ –.032∗∗ 0.025 0.005 –0.039∗ –.095∗∗∗
(0.015)∗∗ (.015) (0.015) (.016) (.023) (.030)

Yrs. since divorce .016∗∗∗ .014∗∗∗ .023∗∗∗ 0.016∗∗∗ .013∗∗∗
(.001) (0.001) (.001) (.001) (.001)

Length of marriage –.015∗∗∗ –.016∗∗∗ –.014∗∗∗ –.008∗∗∗ –.009∗∗∗
(.001) (.001) (.001) (.002) (.001)

Age at marriage –.028∗∗∗ –.028∗∗∗ –.028∗∗∗ –0.012∗∗∗
(.002) (0.002) (.002) (.003)

Sample size  8,319  8,319  8,319  8,851  7,303  5,252

Notes: Probit regression dependent variable: Remarried. Robust standard errors in parentheses. Mar-
ginal effects reported. The 1971 CPS survey only asked about the fi rst and most recent marriage. If  indi-
viduals are married three or more times, their second marriage is assumed to begin halfway between the 
end of their fi rst marriage and the beginning of their latest marriage.
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history supplements, columns (4) through (6) show that college- educated 
women in the 1971 and 1980 samples were less likely to remarry even once 
controls are added for timing of their fi rst marriage. In 1995, however, this 
difference by education was, as in 2004, explained by the patterns of fi rst 
marriage. Remarriage has thus largely followed the patterns seen in fi rst 
marriage, with remarriage rates falling over time and a closing over time of 
the education gap among white women.

3.5   Fertility

Fertility declines starkly as maternal education rises and the educational 
differences have not changed despite enormous increases in the educational 
attainment of  women. Figure 3.11 shows the number of  children in the 
household from 1950 to 2007 for white women by age and level of education. 
As with marriage, these graphs show both differences in fertility timing and 
changes in fertility across cohorts. In 1950, college graduates had the fewest 
number of children in the household at every point in the life cycle. However, 
in subsequent decades, the number of children in the homes of older women 
became greatest for college graduates—illustrating a shift toward later fer-

Fig. 3.11  Average number of children in the household by age (white women)
Sources: 1950, 1960, 1970, 1990, and 2000 Censuses of Population and 2007 American Com-
munity Survey.
Notes: Each panel shows the percent of white women with children in the household at each 
age in a specifi c decade for those with high school or below, some college, or a college degree 
for white women.
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tility that has continued through to the present time.20 In each successive 
Census there is a steady decrease in the probability that college- educated 
women have children in the home in their twenties and thirties. Since the 
1970s, college graduates in their thirties have become more likely than they 
were in the past, and more likely than other women, to have children (Martin 
2000). This rise in maternal age is also illustrated by the fact that the median 
age at which mothers with a college degree have an infant in the household 
has risen by four years over this period.

In contrast, there has been little increase in the likelihood that those with 
less education have children later in life and the age distribution of women 
with children in the home among those with a high school degree or less is 
little changed. This is further illustrated by the fact that there has been no 
change in the median age at which mothers without any college education 
have an infant in the household. Thus, the well- publicized delay in fertil-
ity has been occurring almost exclusively among women with more educa-
tion.21

Figure 3.12 shows a similar pattern among black women. Ellwood and 
Jencks (2002) highlighted the fact that black women with less education have 
increasingly delayed marriage, yet have not delayed or reduced childbearing 
to the same extent. The result is a rise in out- of- wedlock births, which has 
happened for both black and white women with less education. As the ever-
 married rates of black women with no college fell by three times as much 
as the fall among white women with no college, the rise in out- of- wedlock 
childbirths has been greatest among black women with less education. Thus 
changes in marriage, not fertility, account for the rise in out- of- wedlock 
childbirth.

Greater access to education and higher potential wages, combined with 
improved control over fertility, has altered the incentives that women face. 
Birth control has lowered the cost of postponing pregnancy, while better 
human capital and market options and the rising returns to work experience 
have increased the opportunity cost of career disruptions, particularly in 
the early stages of one’s career. That the delay has occurred most strongly 
among women at the top of the educational ladder point to the fact that 
these developments have most sharply affected those with more education. 
Although only suggestive evidence has been provided that the costs to fertil-
ity have risen over time (Loughran and Zissimopoulos 2007), Miller (2007) 
shows in a cross- section of women that delaying fertility increases lifetime 

20. Completed fertility by birth cohort was calculated from the 1980 and 1990 Censuses. In 
the 1980 and 1990 Censuses children ever born peaked for forty- seven-  and fi fty- seven- year- old 
women, respectively, or those born in 1933. Among college- educated women, the peak occurred 
a few years earlier with the 1930 birth cohort (women who were ages fi fty and sixty in the 1980 
and 1990 Censuses, respectively).

21. Rindfuss, Morgan, and Offut (1996); Martin (2004a); and Yang and Morgan (2004) 
examine the issue through the early 1990s and similarly fi nd a larger delay for more educated 
women.
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earnings, and the gains are highest for college graduates. Further evidence 
comes from Goldin and Katz (2008), who examine the family and work 
behavior of multiple cohorts from Harvard/ Radcliffe. Patterns for women 
from this selective institution, who tend to be more strongly tied to the labor 
market, indicate a much larger increase in fertility delay relative to other 
college graduates.

In addition to changes in the timing of fertility, total fertility has fallen 
steadily since the baby boom for white and black women of all educational 
backgrounds. Table 3.4 shows the number of children ever born to forty- fi ve-  
to fi fty- year- old women (a reasonable proxy for completed fertility) over the 
past fi ve decades.22 Despite changes in total fertility across the decades, the 
pattern of falling fertility with education is similar in all time periods for 
all women, and this is seen when examining the National Survey of Family 
Growth as well (Preston and Sten Harnett 2008)23 College graduates have the 

Fig. 3.12  Average number of children in the household by age (black women)
Sources: 1960, 1970, 1980, 1990, and 2000 Censuses of Population and 2007 American Com-
munity Survey.
Notes: Each panel shows the percent of black women with children in the household at each 
age in a specifi c decade for those with high school or below, some college, or a college degree 
for white women. Because of small sample sizes a three- year moving average centered at each 
age is used in 1960 and 1970.

22. The Census stopped asking about children ever born after the 1990 Census and thus the 
most recent data come from the 2004 SIPP.

23. Goldin (2004) shows a similar pattern by education in the percent that never have chil-
dren.
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fewest children, followed by those with some college, then high school gradu-
ates, and fi nally high school dropouts have the greatest number of children. 
Fertility for all groups of forty- fi ve-  to fi fty- year- olds rose between the 1950 
and 1980 Censuses, and has decreased thereafter such that fertility rates in 
2004 are similar, albeit slightly higher, to those seen in 1960 for each educa-
tion group. However, total fertility has dropped throughout the period, as 
women’s educational attainment has risen enormously with no subsequent 
erosion of the negative relationship between fertility and education.

3.6   Marital Happiness

Families have clearly changed their behavior in terms of  formation, 
expansion (through children), and dissolution in a way that is correlated 
with education. Subjective well- being data can perhaps help us better under-
stand more subtle differences in the family experience between people with 
differing educational backgrounds. Data from the General Social Survey 
(GSS) asks individuals how satisfi ed they are with their family life and how 
happy they are with their marriage as well as other attitudinal questions such 
as whether married people are happier than unmarried people. The GSS is a 
nationally representative sample of about 1,500 respondents each year from 

Table 3.4 Children ever born among forty- fi ve-  to fi fty- year- old women

  
College 

graduates  
Some 

college  
HS 

graduates  
HS 

dropouts  All

White women
  1950 1.22 1.75 1.74 2.69 2.33
  1960 1.50 1.81 1.84 2.50 2.18
  1970 2.22 2.49 2.46 2.92 2.63
  1980 2.40 2.90 2.92 3.39 2.99
  1990 1.85 2.33 2.49 2.99 2.40
  2004 1.56 1.90 1.97 2.86 1.91
Black women
  1950 1.73 1.99 2.13 2.76 2.67
  1960 1.37 1.69 1.96 2.84 2.62
  1970 1.80 2.32 2.64 3.49 3.19
  1980 2.10 3.23 3.45 4.37 3.80
  1990 1.89 2.54 2.85 3.63 2.92
  2004  1.50  2.22  2.22  2.78  2.13

Sources: Census of Population (1950–1990) and Survey of Income and Program Participation 
(2004).
Notes: The “Children Ever Born” question was asked in 1950 and 1960 only of women who 
had ever married. To provide numbers that are representative of all women, the above statis-
tics are constructed from the ever- married women of 1950 and 1960, and the never- married 
women aged sixty- fi ve to seventy and fi fty- fi ve to sixty, respectively, from the 1970 Census. The 
number of never- married forty- fi ve-  to fi fty- year- olds in 1950 and 1960 that had married by 
1970 is negligible.
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1972 to 1993 (except 1992), and continues with around 3,000 respondents 
every second year from 1994 through to 2004, rising to 4,500 respondents 
in 2006. Analyzing these data, we quickly see that the perceived benefi ts of 
marriage differ by education. Nearly four times as many noncollege gradu-
ates as college graduates agree that “fi nancial security is the main benefi t 
of  marriage,” and are slightly more likely to agree that “children are the 
main purpose of marriage.” Not surprisingly, those with a college degree 
are less likely to see “production complementarities” as the main benefi t of 
marriage.

Turning to expectations of marital happiness, we see in table 3.5 that when 
people are asked generally whether they would agree with the statement 
that married people are happier than unmarried people (1988, 1994, and 
2002), there is a clear trend, with fewer people agreeing over time. Consis-
tent with the changing marital behavior patterns, college- educated women 
have become slightly more likely to believe that married people are happier; 
while women without a college degree have become substantially less likely 
to agree that married people are happier. Moreover, in 1988, women without 
a college degree were more likely than college graduates to agree that mar-
ried people are happier and, by 2002, they were much less likely than college 
graduates to agree. A similar pattern has not occurred among men, rather 
both those with and without college degrees became less likely to agree over 
time. Despite this fall, men remain more likely than women to believe that 
married people are happier than unmarried people.

Turning to actual happiness in their marriage, tables 3.6 and 3.7 show 
that people with more education are happier in their marriages and with 
their family life, just as they are more likely to think that married people are 

Table 3.5 Trends in expectations regarding marriage and happiness: “Married 
people are generally happier than unmarried people?”

Women Men

  Agree  Disagree Neither Agree  Disagree Neither

1988
  College graduate 47.4 11.1 41.6 62.2  5.6 32.2
  Noncollege graduate 53.7 14.7 31.6 57.8 12.5 29.7
1994
  College graduate 46.6 17.8 35.6 57.8  8.0 34.2
  Noncollege graduate 45.2 19.0 35.8 48.5 22.2 29.3
2002
  College graduate 50.7 19.5 29.9 47.9 18.8 33.3
  Noncollege graduate  37.4  24.9  37.8  49.2  17.5  33.3

Notes: Data are from the General Social Survey in 1988, 1994, and 2002. The “Agree” category 
includes those that “strongly agree” and “agree,” while the “Disagree” category includes those 
that “strongly disagree” and “disagree.” The “Neither” category includes those who “can’t 
choose” and those who “neither agree nor disagree.”
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happier than unmarried people. The college/ noncollege differential is par-
ticularly stark for women. And as with expectations regarding the happiness 
of married people, the marital happiness data reveal that men are typically 
happier in their marriages than are women.

In table 3.6 we run ordered probits by gender on how happy respon-
dents are with their marriage. College- educated white women have been 
consistently happier in their marriages, with no apparent time trend in these 
differences. However, the coefficient is reduced by 40 percent when we add 

Table 3.6 Trends in marital happiness

Women Men

Regression coefficients  (1)  (2)  (3)  (4)

College∗white .222∗∗∗ .132∗∗∗ .106∗∗∗ .094∗∗∗
(.032) (.037) (.032) (.035)

College∗black .004 –.105 –.015 –.034
(.114) (.117) (.121) (.121)

College∗time trend –0.004 –.001 .014∗∗∗ .014∗∗∗
(.005) (.005) (.004) (.004)

Time trend –.005∗∗ –.009∗∗∗ –.009∗∗∗ –.010∗∗∗
(.002) (.003) (.002) (.003)

Black –.379∗∗∗ –.329∗∗∗ –.364∗∗∗ –.388∗∗∗
(.046) (.048) (.049) (.051)

Controls � �

Percent very happy White women Black women White men Black men
  College
    1970s 74 59 70 49
    2000s 67 55 74 51
  Noncollege
    1970s 66 46 70 55
    2000s  59  55  63  54

Notes: Ordered probit regression dependent variable: “Taking things all together how would 
you describe your marriage?” [3] Very happy [2] Pretty happy [1] Not too happy. Sample size 
for women is 11,228 and for men is 10,111. Data are from the General Social Survey from 
1973–2006. Robust standard errors in parentheses. “Employment status” includes indicators 
for full- time, part- time, temporary illness/vacation/strike, unemployed, retired, in school, 
keeping house, and other; “Income” is based on imputations of real family income, collapsed 
into indicator variables, one for each decile; “Children” includes indicator variables for the 
number of children ever born, up to eight; “Education” variables are coded the highest degree 
earned by the respondent, respondent’s father, and respondent’s mother, including separate 
variables for �high school, high school, associates/junior college, bachelor’s, or graduate de-
grees; “Religion” includes separate indicators for Protestant, Catholic, Jewish, None, and 
Other; “Region” includes indicator variables for each of nine regions. Separate dummy vari-
ables are also included for missing values of each control variable. Check marks indicate that 
control variables are added to the regressions for columns (2) and (4).
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
∗Signifi cant at the 10 percent level.
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controls, a reduction that is being driven by differences in the number of 
children, income, and parents’ education. College- educated white men are 
also more likely to be happier in their marriage compared with noncollege-
 educated white men, and this difference increases over time. On the other 
hand, college- educated black men and women appear to be no happier in 
their marriages than are those without college degrees.

Table 3.7 explores how much satisfaction respondents get from their fam-
ily life by education, again using ordered probits. We fi nd that, as with mari-
tal satisfaction, college- educated white women consistently get more satis-
faction from their family life, although the relationship is being driven solely 
by college- educated white women who were married at the time of  their 
interview. Black college- educated women do not appear to get any more 
satisfaction than those with no college, and we can reject that the black-
 white college estimates are the same when controls are added. However, 
college- educated black and white men get more satisfaction at a marginally 
signifi cant level without covariates, although no difference is found for men 
of either group when controls are added.

3.7   Discussion

This chapter has documented changes in the family experience for women 
and men at the bottom and top of the educational distribution by race. 
College- educated women born at the beginning of the last century were the 
women least likely to marry. As we enter the twenty- fi rst century these women 
are poised to become the most likely to ever marry. This shift occurred in two 
stages. In the fi rst stage, college- educated women had rapid increases in the 
probability of marrying. In the second stage, college- educated women had 
smaller falls in marriage compared to those with less education. Both of these 
stages have contributed to a closing of the marriage gap by education. Like 
women, male college graduates in the latter period had smaller falls in mar-
riage compared to men with less education, opening a small marriage gap in 
which men with the most education have the greatest likelihood of marriage.

Since 1950 the percent of women earning college degrees has increased 
tremendously. This substantial increase in educational attainment, shown in 
table 3.8, might mean that compositional shifts explain the trends in family 
behavior by women’s education. That is, it might be that the family behavior 
of the women who would have been in each educational group in an earlier 
period has not changed, but rather that recent cohorts of  college gradu-
ates have expanded to include those with greater preferences for marriage. 
To look at the role of compositional changes we divided college graduates 
in 2007 into two groups. The fi rst represents the proportion of women in 
1950 who went to college—roughly 6 percent of women. This group was 
assigned the marriage rates of women who went to college in 1950. The sec-
ond group—the remaining quarter of women who were college graduates in 



 

Table 3.7 Trends in family satisfaction

Women Men

Regression coefficients  (1)  (2)  (3)  (4)

College∗white .155∗∗∗ –.064 .052∗ –.082
(.034) (.058) (.031) (.061)

College∗black .150 .129 .221∗ .227
(.099) (.131) (.126) (.166)

College∗time trend –.005 –.003 .003 –.003
(.007) (.007) (.006) (.006)

Black –.336∗∗∗ –.207∗∗∗ –.258∗∗∗ –.106∗∗
(.036) (.040) (.046) (.051)

Time trend .002 –.003 –.003 .000
(.003) (.004) (.006) (.004)

College∗married∗white .258∗∗∗ .073
(.070) (.070)

College∗married∗black –.250 –.277
(.193) (.229)

Married .403∗∗∗ .933∗∗∗
(.030) (.038)

Controls � �

Percent very great deal White women Black women White men Black men
  College
    1970s 53 33 44 44
    1990s 53 24 47 39
  Noncollege
    1970s 45 32 41 32
    1990s  46  28  40  31

Notes: Ordered probit regression dependent variable: “How much satisfaction do you get 
from your family life?” [7] A very great deal [6] A great deal [5] quite a bit [4] A fair amount 
[3] Some [2] A little [1] None. Sample size for women is 11,321 and for men is 8,699. Data are 
from the General Social Survey from 1973–1994. Robust standard errors in parentheses. “Em-
ployment status” includes indicators for full- time, part- time, temporary illness/vacation/
strike, unemployed, retired, in school, keeping house, and other; “Income” is based on imputa-
tions of real family income, collapsed into indicator variables, one for each decile; “Children” 
includes indicator variables for the number of children ever born, up to eight; “Education” 
variables are coded the highest degree earned by the respondent, respondent’s father, and re-
spondent’s mother, including separate variables for �high school, high school, associates/ju-
nior college, bachelor’s, or graduate degrees; “Religion” includes separate indicators for Prot-
estant, Catholic, Jewish, None, and Other; “Region” includes indicator variables for each of 
nine regions. Separate dummy variables are also included for missing values of each control 
variable. Check marks indicate that control variables are added to the regressions for columns 
(2) and (4).
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
∗Signifi cant at the 10 percent level.
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2007—was assigned the marriage rates of women who did not go to college 
in 1950. For forty- fi ve-  to fi fty- year- old women in 2007, this exercise repli-
cates almost perfectly the actual percent that have ever married. A similar 
exercise shows that simple compositional shifts cannot, however, explain 
the trends in fertility.

However, Goldin (2004) notes that many of the trends in marital behavior 
among college- educated women can be seen when the group is limited to a 
particular college. For example, (Goldin and Katz 2008) fi nd that men and 
women attending Harvard in the late 1960s and early 1970s experienced a 
divorce rate that was nearly twice that of those graduating two decades later. 
The divorce patterns seen among the Harvard graduates are similar to those 
seen when one examines college graduates in general.

The differences in marital behavior that we have documented yield very 
different marital experiences over the life cycle. The growing difference in the 
patterns of marriage entry for women of different educational backgrounds 
and race combined with different patterns in divorce and remarriage rates 
has led to stark differences in the probability of being married at specifi c 
ages. In fi gure 3.13, we show the percent of white and black women who 
are currently married by education. In 1960, college- educated women were 
less likely to be married at every age. Today, those without a college degree 
are the most likely to be married in their twenties, while those with a col-
lege degree are more likely to be married in their thirties and forties. These 

Table 3.8 Educational attainment of women ages forty- fi ve to fi fty, by decade

  
College 

graduates  
Some 

college  
HS 

graduates  
HS 

dropouts

White women
  1950  6 10 20 65
  1960  7 11 27 56
  1970  7 13 41 39
  1980 11 16 44 29
  1990 20 27 36 17
  2000 30 33 28  9
  2007 30 32 30  8
Black women
  1950  2  2  4 92
  1960  3  4  9 84
  1970  4  6 19 71
  1980  8 13 29 51
  1990 13 23 31 33
  2000 18 33 30 20
  2007  19  33  34  14

Notes: 1950–2000 data are from the Censuses of Population. The 2007 data are from the 
American Community Survey. Each cell represents the percent of white or black forty- fi ve-  to 
fi fty- year- old women with that level of  educational attainment.
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differences refl ect the different patterns of age at marriage and the likelihood 
of divorce.

What is missing from our analysis is cohabitation. Unfortunately cohabi-
tation data is relatively sparse and so does not lend itself  easily to the long-
 run analysis that we pursue here. Yet it is likely that such an analysis would 
reveal that cohabitation cannot explain the entire decline in marriage and 
remarriage. Adults today are spending more time as singles. For college 
graduates those years tend to occur early in the life cycle, with most spending 
much of their twenties outside marriage, while those with less education are 
more likely to spend some of their thirties and forties outside of a marital 
relationship.

In 1981 Andrew Cherlin described the new typical life course as “mar-
riage, divorce, remarriage.” Today, marriage is happening later, divorce is 
less likely, and remarriage is less common. Moreover, the typical life pattern 
differs by race and education. Among college graduates the typical life pat-
tern now involves a prolonged period of being single before entering mar-
riage and having children. Divorce and remarriage are now experienced by 
a shrinking minority of the college- educated. Among those with no college, 
the typical life experience remains marriage, children, divorce, remarriage, 

Fig. 3.13  Proportion of white and black women currently married
Sources: 1960 and 1980 Censuses of Population and 2007 American Community Survey.
Notes: Each panel shows the percent of white and black women who are currently married at 
each age in a specifi c decade for those with high school or below, some college, or a college degree 
for white women. Because of small sample sizes a three- year moving average centered at each 
age is used in 1960 for black women. The sample size for black college graduates aged seventy 
and older in 1960 is too small to warrant any form of inference and hence is excluded.
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but is quickly shifting toward children, marriage, divorce, and a prolonged 
period of being single or cohabiting before remarriage.
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Comment Enrico Moretti

This chapter is motivated by the observation that, over the past several 
decades, there has been a marked decline in the value of production efficiencies 
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from marriage because of technological improvements and higher women’s 
earnings. Higher earnings for women imply a higher opportunity cost for 
women who stay at home. The authors argue that this decline in the value of 
production efficiencies from marriage should have led to a signifi cant decline 
in marriage rates, but the actual decline in marriage rates that we observe 
in the data is limited.

Motivated by the empirical puzzle, the chapter seeks to address three 
important questions:

1. What are the economic advantages of getting married?
2. Have these advantages changed over time?
3. Have these advantages changed differentially for high- income and low-

 income individuals?

The main contribution of this chapter is that it asks a series of ambitious 
and unexplored questions and provides a broad historical perspective on 
important demographic shifts. The thesis is that the economic benefi ts of 
marriage have changed signifi cantly. In particular, there has been a shift 
away from production- based marriage to consumption- based marriage. The 
authors hypothesize that this shift is caused by signifi cant increases in the 
benefi ts of shared public goods within marriage and by signifi cant increases 
in consumption complementarities within marriage.

If  this hypothesis is true, then there are several empirical patterns that we 
should observe in the data. First, marriage should become more common 
among those with more leisure time and more disposable income. Consis-
tent with this hypothesis, the data indicates that while in the 1950s college-
 educated women had low marriage rates, today they have marriage rates 
near the average. Furthermore, there has been a marked shift toward late 
marriages and an increase in divorce rates, and these changes are larger for 
the college- educated.

A second implication of the shift away from production- based marriage 
to consumption- based marriage is that we should see measurable increases 
in the degree of assortative mating along education and racial lines. A third 
implication is that hours of work of members of the couple should become 
increasingly similar, in order to allow the consumption of  shared public 
goods within marriage.

An appealing feature of the chapter is that it uses economic hypotheses to 
explain demographic changes. Moreover, it does not rely on ad hoc assump-
tions on changes in tastes to explain the demographic changes. In general, 
it is easy to use changes in tastes to explain virtually any demographic shift. 
While this approach may be valid in other contexts, it is rather unsatisfac-
tory for this subject.

While the theoretical argument is intriguing and ambitious, some of the 
evidence is indirect and open to alternative interpretations. In my view, the 
argument proposed would benefi t from more direct empirical tests. For 
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example, the authors could exploit exogenous geographical differences in the 
changes over time in women’s wages and labor force participation. Exog-
enous shifts in the relative demand for female occupations have different 
impact on different states depending on the historical industrial mix. These 
shifts can be used to identify the effect of  increases in women’s earnings 
potential outside the household. Alternatively, the authors could exploit 
exogenous changes in the benefi ts of marriage that arise from differences 
across states in the changes over time in the price of small housing units rela-
tive to price of large units. Finally, the increased availability of the Time Use 
Survey may also provide a way to directly measure increases in consumption 
complementarities and increase in the benefi ts of shared public goods.

In conclusion, the question of  whether there has been a shift from 
production- based marriage to consumption- based marriage is important, 
relevant, and understudied. This chapter has the merit of raising the ques-
tion, and providing an intriguing narrative and some suggestive evidence. 
Given the relevance of the question, I hope that future research will be able 
to provide additional empirical tests of this hypothesis.
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4
Adjusting Government Policies 
for Age Infl ation

John B. Shoven and Gopi Shah Goda

It is commonly agreed upon that government programs such as tax systems, 
welfare programs, and retirement programs must adjust for price infl ation to 
account for the fact that a fi xed amount of dollars can buy items of different 
values from one time period to the next. Few would argue that a $10,000 
income in 1970 is the same in real terms as a $10,000 income in 2008, and 
most government programs explicitly take this difference into account. In 
fact, the year- to- year adjustments that are needed to keep systems in line 
with their initial intentions are often automatic. When comparing U.S. eco-
nomic statistics for different time periods, economists and policy analysts 
state the fi gures in “real dollars” or “dollars of constant purchasing power” 
rather than using unadjusted nominal dollars. Just like a dollar in 1950 is 
not the same unit as a dollar in 2008, we argue that a year of age or a year 
since birth is not a constant unit of age. We will propose different ways of 
coming up with “real ages” rather than nominal years since birth and then 
illustrate how various ages in the law would have to be adjusted in order to 
maintain constant real ages.

A particular age, as conventionally measured by years since birth, has a 
different “value” or meaning associated with it over time. We call this effect 
“age infl ation.” The typical sixty- fi ve- year- old in 1935, when Social Security 
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was enacted, had a much higher mortality risk and lower life expectancy 
than the typical sixty- fi ve- year- old in 2004 (see fi gure 4.1). In 1935, sixty-
 fi ve- year- olds could expect to live just over twelve additional years on a 
gender- blended basis, while a sixty- fi ve- year- old in 2004 could expect an 
additional nineteen years of life. Their mortality risk, or their chance of 
dying within a year, was over 3 percent in 1935, but less than 1.5 percent in 
2004. In addition, sixty- fi ve represents two very different stages in the life 
cycle for these individuals, as measured by the percent of the life expectancy 
completed. Figure 4.2 shows the percent of the life expectancy completed by 
age sixty- fi ve, where life expectancy is measured at birth, and at age twenty, 
again on a gender- blended basis. In 1935, age sixty- fi ve was greater than the 
life expectancy of a newborn, and represented roughly 95 percent of the life 
expectancy of a twenty- year- old. By 2004, both of these percentages had 
fallen to approximately 85 percent. Figure 4.3 displays the percent of the 
population aged sixty- fi ve and older from 1940 through 2004. In 1940, 7 per-
cent of the population was aged sixty- fi ve or older, so a sixty- fi ve- year- old 
individual was in the ninety- third percentile of the age distribution. In 2004, 
a sixty- fi ve- year- old was instead in the eighty- eighth percentile because the 
number of people living aged sixty- fi ve and beyond has grown signifi cantly 
relative to the younger population. The U.S. Census forecasts that a sixty-
 fi ve- year old will be in the seventy- eighth or seventy- ninth percentile of the 
population by 2050.

Despite these large changes in what it means to be age sixty- fi ve, there has 
been almost no adjustment in the Social Security program to account for 
these differences. If  we think of individuals with a higher life expectancy and 

Fig. 4.1  Remaining life expectancy and mortality risk at age 65
Source: Human Mortality Database.
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lower mortality rate as effectively “younger,” absent adjustments to Social 
Security rules, participants are allowed to commence a Social Security life 
annuity at younger and younger real ages.

In this chapter, we examine the rules governing three public programs—
Social Security, Medicare, and Individual Retirement Accounts—and deter-

Fig. 4.2  Percent of life expectancy completed by age 65, life expectancy measured 
at birth and at age 20
Source: Human Mortality Database.

Fig. 4.3  Percent of population age 65 or older
Source: Social Security Administration.
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mine what the ages in the legislation would be today if  we assume that the 
initial ages when the legislation was enacted defi ned the original intent of 
each program in terms of real ages. We also project the level of these legis-
lated ages to 2050 under two different scenarios: (a) automatic age adjust-
ments began when the law was enacted, and (b) automatic age adjustments 
begin now.

Four different methods are used to make adjustments for age infl ation. 
The fi rst method adjusts an age from year X to year Y  by fi nding the age 
in Y  with an equivalent remaining life expectancy. The second method is 
similar, but fi nds the age in Y  that faces the same mortality risk. In the third 
method, the adjusted age in Y  represents the same percentage point in the 
life expectancy as the original age in Y, where life expectancy is measured at 
birth. The fourth method is similar, but measures the life span as the total life 
expectancy given survival to age twenty. Each of these methods is applied to 
the whole population, as well as to different demographic groups, to examine 
whether there have been differential rates of mortality improvement across 
race and gender.

This chapter builds on earlier work in Shoven (2007) that discusses alter-
native ways of measuring age. Shoven shows that there has been remark-
able progress in age- specifi c mortality, and that as measured by mortality 
risk, a fi fty- nine- year- old man in 1970 was the same real age as a sixty-
 fi ve- year- old man in 2000. The mortality improvement among women was 
somewhat slower over the last thirty years of the twentieth century, but still 
signifi cant: a fi fty- nine- year- old woman in 1970 had the same mortality risk 
as a sixty- three- year- old woman in 2000. He also shows that the measure-
ment of the elderly as a percentage of the U.S. population differs based on 
whether conventional measures of age are used or a defi nition of age based 
on mortality risk.

Other literature that has presented similar ideas include Fuchs (1984); 
Cutler and Sheiner (2001); Shoven (2004); Sanderson and Scherbov (2005, 
2007); Cutler, Liebman, and Smyth (2006); and Lutz, Sanderson, and Scher-
bov (2008). Fuchs states that remaining life expectancy may be a better 
measure of  age and suggested that “nominal ages” could (or should) be 
adjusted to real ages based on mortality or remaining life expectancy. Cutler 
and Sheiner note that for acute care and nursing home care, demand is more 
a function of remaining life expectancy than it is of age. They fi nd that the 
high medical costs associated with the last year of life have been occurring 
at older and older ages. Similarly, Shoven (2004) fi nds that Medicare spends 
roughly the same amount on men and women with the same mortality risk 
or remaining life expectancy. Sanderson and Scherbov (2005, 2007) and 
Lutz, Sanderson, and Scherbov (2008) show how forward- looking measures 
of age (such as remaining life expectancy) in combination with traditional 
backward- looking measures (years since birth) can lead to a better under-
standing of global population aging. Cutler, Liebman, and Smyth (2006) 
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model the optimal Social Security retirement age in light of changes in the 
underlying health of the population. They summarize several measures of 
health status over time, such as self- reported health status, annual bed days 
for people with specifi c health conditions, and disability rates. Across these 
different measures, it is evident that the health status of individuals of  a 
given age has improved signifi cantly over time.

4.1   The Relationship between Age, Remaining 
Life Expectancy, and Mortality Risk

Over time, there has been signifi cant mortality improvement that is per-
sistent across age, gender, and race. There is a wide variety of  statistics 
that illustrate this point, and we present some of them here. There are two 
other interesting empirical facts to highlight that will show up in our later 
analysis. The fi rst is that while women have always experienced higher life 
expectancies than men of the same age and continue to do so, the mortality 
improvement among women over the last thirty years has been lower than 
that among men. In addition, holding life expectancy constant through time, 
individuals have a lower mortality risk today than they had decades ago.

Figures 4.4 and 4.5 display mortality risk by age in 1940, 1970, and 2004, 
for men and women respectively. In moving to each successive time period, 
the curves shift down and to the right by an amount that represents the de-
gree of mortality improvement. Individuals at each age face a lower chance 
of dying within a year in 1970 and 2004 compared to 1940. If  we placed fi g-
ures 4.4 and 4.5 on top of each other, we would see that women at each age 
face lower mortality risk than men. The degree of mortality improvement 

Fig. 4.4  Male mortality risk by age in 1940, 1970, and 2004
Source: Social Security Administration.
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also differed by gender in the two periods. Women saw greater improvement 
in mortality from 1940 to 1970, while men experienced greater improvement 
from 1970 to 2004. The mortality risk progress over the entire sixty- four-
 year period is roughly the same for men and women, and nothing short of 
remarkable. The magnitude of the change can be illustrated by noting that 
the mortality risk of both seventy- year- old men and women in 2004 is very 
close to the mortality of sixty- year- old men and women in 1940. The saying 
“seventy is the new sixty” is not just a cute phrase on a birthday card. It’s 
true!—at least in terms of mortality risk.

Remaining life expectancy and mortality risk are two alternative mortality-
 related measures of  age. Remaining life expectancy at a given age takes 
into account the mortality risk in that age as well as the mortality risk in 
successive years, while the mortality risk measure is limited to the chance 
of death within one year. If  a person’s chance of dying was zero in one year 
and 100 percent the next, this individual would look very young by the 
mortality risk measure, but older by the remaining life expectancy measure. 
The data show that the relationship between these two measures over time 
is that individuals with a given life expectancy face a lower chance of dying 
in the next year now relative to what they used to. For instance, men with an 
eighteen- year remaining life expectancy in 1935 had a 1.9 percent mortality 
risk, whereas such a man in 2004 had approximately a 1.5 percent mortality 
risk. This suggests that even with the same remaining life expectancy, people 
are “healthier” in 2004 than in 1935. This phenomenon is consistent with a 
larger concentration of high mortality in the last years of life.

Fig. 4.5  Female mortality risk by age in 1940, 1970, and 2004
Source: Social Security Administration.
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4.2   Ages Fixed in Government Policies

We focus on three public programs primarily for the elderly: Social Secu-
rity retirement benefi ts, Medicare, and Individual Retirement Accounts 
(IRAs). Social Security defi nes the rules under which benefi ciaries are eli-
gible to receive full retirement benefi ts (commonly referred to as the Normal 
Retirement Age, or NRA), a reduced level of benefi ts (Early Retirement Age, 
or ERA), and the age at which benefi ts stop increasing with later retirement 
due to delayed retirement credits. Medicare defi nes the age at which benefi -
ciaries are fi rst eligible to receive health insurance benefi ts. The rules gov-
erning IRAs (and 401(k)s, 403(b)s, and 457 plans) indicate the age at which 
funds can be withdrawn without penalty, and the age at which a minimum 
distribution must be taken to avoid penalty.

Social Security began with the Social Security Act of 1935. The program 
originally was designed to give retirement benefi ts to those over the age of 
sixty- fi ve, with no provision for reduced benefi ts at earlier ages or higher 
benefi ts for delayed retirement. In 1956, all female workers and widows 
were eligible for reduced benefi ts at age sixty- two, and in 1961, the option 
of reduced benefi ts at sixty- two was extended to men.1 The next changes 
came in 1972 when delayed retirement credits were instituted for those who 
retired after age sixty- fi ve, and these accrued until an individual reached age 
seventy- two. The 1983 amendments lowered this maximum age to seventy, 
and most signifi cantly, increased the normal retirement age for the fi rst time 
in the program’s history gradually to age sixty- seven (SSA Title II 2007). 
The increase in the NRA will be completed by 2023 and was motivated by 
the program’s fi nancial difficulties rather than an explicit recognition that 
age infl ation meant that sixty- fi ve was not the same real age that it had been 
in 1935.

Medicare’s age of  eligibility has been sixty- fi ve since the program was 
enacted in 1965 (SSA Title XVIII 2007). Similarly, the age limits for IRAs 
and other defi ned contribution retirement plans have not changed since 
they were created by Employee Retirement Income Security Act (ERISA) 
legislation in 1974. The earliest age at which funds can be withdrawn without 
penalty is fi fty- nine- and- a- half, and the age where the minimum required 
withdrawals are imposed is seventy- and- a- half.

4.3   Data Sources

Several data sources were obtained to determine the adjustment of gov-
ernment program rules for age infl ation. The primary source of mortality 

1. Widows later became eligible for reduced benefi ts at age sixty in 1965, but here we focus 
on retirement benefi ts.
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data is the set of period life tables used by the Social Security Administra-
tion (SSA) to construct the 2007 Trustees Report. These were obtained by 
request. The tables cover the historical period 1900 to 2004, and project 
future mortality rates under three different alternative scenarios. For all 
calculations of projected age adjustment, the intermediate scenario, Alter-
native II, is used. The SSA maintains projected mortality tables from 2005 
to 2100. Population data from the SSA were also used to determine the 
percent of the population eligible for government programs under alterna-
tive measures of age.

Mortality tables for the gender- blended population were obtained for 
1933 to 2004 from the Human Mortality Database, which compiles detailed 
mortality data for a variety of countries. In addition, mortality statistics 
by race through 2004 were obtained from the National Center for Health 
Statistics (National Vital Statistics Reports, various years).

The analysis is based on period life tables, which report age- specifi c mor-
tality rates in a given year, rather than cohort life tables, which display age-
 specifi c mortality data for a group of individuals born in the same year. 
While cohort life tables may give more accurate descriptions of mortality 
statistics because they take into account improvements in mortality beyond 
the current period, they are necessarily largely based on projected mortality 
improvements. For example, the period remaining life expectancy of a sixty-
 fi ve- year- old female in 2004 is based on mortality rates for 65- , 66- , . . . , 
100- year- old females in 2004. These mortality rates are likely to be higher 
than the mortality that a sixty- fi ve- year- old female in 2004 will actually 
experience because she will be sixty- six in 2005, sixty- seven in 2006, and so 
on. However, the cohort remaining life expectancy of a sixty- fi ve- year- old 
female in 2004 computed today would have to assume rates of mortality 
improvement for years beyond 2004.

4.4   Adjusting Government Policies for Age Infl ation

Four methods are used to adjust ages in Social Security, Medicare, and 
IRAs for changes in mortality:

1. Constant RLE. Under the Constant Remaining Life Expectancy 
(RLE) method, two ages are equivalent if  their remaining life expectancies 
are equivalent.

2. Constant Mortality Risk. The Constant Mortality Risk method as-
sumes that two ages are equivalent if  they have the same mortality risk.

3. Constant Percent of Life Expectancy (measured at birth). Two ages 
that have the same ratio to the life expectancy of a newborn are equivalent 
under this method.

4. Constant Percent of Life Expectancy (measured at age twenty). This 
method is similar to the previous one (number three), except that life expec-
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tancy is measured at age twenty. This method addresses the implausibility 
introduced by method three, when the age of interest is greater than the life 
expectancy at birth.

To illustrate these four methods further, suppose we would like to fi nd the 
infl ation- adjusted age in 2004 of a sixty- fi ve- year- old woman in 1965. The 
remaining life expectancy of a sixty- fi ve- year- old female in 1965 was 16.34. 
In 2004, a sixty- eight- year- old woman had a remaining life expectancy of 
16.80, and a sixty- nine- year- old woman had a remaining life expectancy 
of 16.06. The true RLE- adjusted age in 2004 by the fi rst method would be 
between sixty- eight and sixty- nine, but because we do not have mortality 
data by fractional years, we apply a decision rule to use the younger age 
so that the individual at the adjusted age would have at least the same life 
expectancy in 2004 relative to 1965. Therefore, this method gives sixty- eight 
as the answer we are looking for.

The mortality risk of a sixty- fi ve- year- old woman in 1965 was 1.79 per-
cent. In 2004, the mortality risk of a sixty- nine- year- old woman was 1.75 per-
cent, and that of a seventy- year- old woman was 1.93 percent. The adjusted 
age under the second method would therefore be between sixty- nine and 
seventy, and we record the adjusted age to be sixty- nine, the age where the 
mortality risk is at most 1.79 percent.

A newborn girl in 1965 had an life expectancy of 73.84, and the remaining 
life expectancy at age twenty for a female was 56.08. These values for 2004 
were 79.6 and 60.36, respectively. Age sixty- fi ve represented 65/ 73.84 � 88 
percent of the life expectancy of a newborn in 1965, and the equivalent age 
in 2004 is (0.88)(79.6) � 70.1, which would be the adjusted age under the 
third method. If  we instead use the life expectancy of a twenty- year- old, 
sixty- fi ve represented 65/ (56.08 � 20) � 85.4 percent of the life expectancy, 
so the equivalent age in 2004 under the fourth method would be (0.854)
(60.36 � 20) � 68.7.

These four methods of calculation were done for seven different eligibility 
ages in the rules governing Social Security, Medicare, and IRAs and defi ned 
contribution retirement plans to fi nd the mortality- equivalent ages in 2004. 
Each adjustment was done using gender- blended mortality, as well as by 
using male and female mortality separately. The results are summarized in 
table 4.1.

Depending on the initial year of  legislation and the method used, the 
adjustments are on the order of three to eight years. For the majority of 
cases, the four methods yield similar results. One exception is the adjustment 
of age sixty- fi ve in 1935 to 2004, using the method that equates the percent of 
the life expectancy measured at birth. This occurs because the life expectancy 
in 1935 at birth is actually less than age sixty- fi ve. Using instead the percent 
of life expectancy at age twenty yields estimates that are more in line with 
the other two methods, implying that some of the mortality improvement 
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between 1935 and 2004 was in infant and childhood mortality. Mortality 
improvements from age twenty onward may be more relevant in adjusting 
policies relating to work and retirement.

Adjusting ages using mortality risk consistently produces adjustments 
that are larger than those calculated by the constant RLE method. This 
refl ects the higher concentration of mortality in later ages discussed earlier. 
The superiority of one method over the other depends on which measure—

Table 4.1 Mortality- adjusted ages in 2004

 Method Male Female Total 

SSA—Normal retirement age in 1935 � 65
1 73.0 71.0 73.0
2 75.0 73.0 74.0
3 83.0 81.9 81.8
4 76.1 74.8 76.0

SSA—Early retirement age in 1961 � 62
1 67.0 67.0 66.0
2 69.0 69.0 66.0
3 68.7 69.0 67.0
4 67.0 67.1 65.6

SSA—Delayed retirement credits to 72 in 1972
1 75.0 74.0 76.0
2 77.0 74.0 77.0
3 79.8 76.2 78.6
4 78.1 75.1 77.3

SSA—Normal retirement age in 1983 � 67
1 69.0 67.0 69.0
2 71.0 68.0 70.0
3 70.6 68.3 69.8
4 70.0 67.9 69.3

Medicare eligibility age in 1965 � 65
1 70.0 68.0 70.0
2 72.0 69.0 72.0
3 72.7 70.1 71.9
4 70.7 68.7 70.2

IRA minimum withdrawal age in 1974 � 60
1 64.0 62.0 64.0
2 66.0 63.0 66.0
3 65.6 62.8 64.8
4 64.4 62.0 63.8

IRA maximum withdrawal age in 1974 � 71
1 74.0 72.0 75.0
2 76.0 73.0 75.0
3 77.7 74.3 76.7

 4  76.3  73.4  75.6  
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remaining life expectancy or mortality risk—better proxies for the factors 
taken into account when determining eligibility.

The ages adjusted for female mortality are lower than those adjusted for 
male mortality because women experienced less mortality improvement over 
most of the time periods examined. The lower rate of improvement among 
women means that the gap in life expectancy between men and women has 
been decreasing over this time period.

The overall results from table 4.1 show that very signifi cant adjustments 
would have to be made in the ages in the laws we examine in order to restore 
the law to the original real age. For instance, the Normal Retirement Age for 
Social Security in 2004 would have to be at least seventy- one (using lowest 
number in the table) and more likely seventy- three or seventy- four (using 
the gender- blended results from methods one and two) in order to be consis-
tent with the real age of sixty- fi ve in 1935. Using the same logic, the age of 
Medicare eligibility would have needed to have been advanced by at least fi ve 
years. Such adjustments would be politically difficult, but age infl ation and 
the lack of adjusting for it has quite a bit to do with the solvency problems 
of Social Security and Medicare.

Next, we project the adjustments forward to 2050 using Social Security’s 
intermediate estimates of future mortality. We produce estimates by gender 
separately, and use two different starting points—the year of legislation, as 
assumed in table 4.1, and 2004, the latest year of nonprojected mortality 
statistics. Assigning the year of legislation as the starting point addresses 
the question of what the eligibility ages we consider would be in 2050 if  
ages were indexed from the beginning using each of the four methods of age 
adjustment. Using 2004 as the starting point speculates how things would 
look in 2050 based on projected mortality improvement if  we started index-
ing ages in 2004.

Table 4.2 summarizes the projected ages of eligibility in 2050. Because 
mortality is projected to improve throughout the 2004 to 2050 period, the 
adjusted ages continue to go up. Again, the four methods yield largely 
similar results. Adjusted ages using female mortality continue to be less 
than ages adjusted using male mortality, indicating that projected mortality 
rates also exhibit less mortality improvement among women. The mortality-
 equivalent ages assuming adjustment starts in 2004 are much less dramatic 
than those calculated from the legislation date, providing another indication 
of how much mortality has improved already.

The results that adjusting for age infl ation would have on the number of 
people eligible to receive entitlement benefi ts are striking. Figures 4.6 and 4.7 
show the percent of the population projected to meet age eligibility require-
ments for full retirement benefi ts in Social Security and Medicare health 
insurance benefi ts under three different situations—ages were adjusted 
beginning when the legislation was written; age adjustments began in 2004; 
and no age adjustment occurs. The adjustment method assumed in these 
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fi gures was the second method, which fi nds the equivalent age based on mor-
tality risk, computed for men and women separately, and then averaged.

Figure 4.6 shows that without any adjustment in the age of eligibility for 
full retirement (including the 1983 amendments that changed the normal 
retirement age gradually from sixty- fi ve to sixty- seven), the percent of the 
population that would be eligible would rise from just under 7 percent in 

Table 4.2 Mortality- adjusted ages in 2050

Adjustments starting in

Legislation year 2004

 Method  Male  Female  Male  Female  

SSA—Normal retirement age in 1935 � 65
1 75.0 75.0 68.0 67.0
2 77.0 78.0 69.0 68.0
3 87.1 85.4 69.2 67.9
4 79.1 79.0 68.7 67.5

SSA—Early retirement age in 1961 � 62
1 70.0 68.0 65.0 64.0
2 74.0 70.0 66.0 65.0
3 73.5 70.0 66.0 64.7
4 70.9 68.2 65.6 64.4

SSA—Delayed retirement credits to 72 in 1972
1 79.0 76.0 75.0 74.0
2 81.0 78.0 76.0 75.0
3 84.9 79.6 76.6 75.2
4 82.6 78.0 76.1 74.8

SSA—Normal retirement age in 1983 � 67
1 73.0 70.0 70.0 69.0
2 75.0 71.0 71.0 70.0
3 75.1 71.3 71.3 70.0
4 74.0 70.5 70.9 69.6

Medicare eligibility age in 1965 � 65
1 73.0 71.0 68.0 67.0
2 76.0 72.0 69.0 68.0
3 77.4 73.2 69.2 67.9
4 74.8 71.3 68.7 67.5

IRA minimum withdrawal age in 1974 � 60
1 68.0 64.0 64.0 62.0
2 71.0 66.0 65.0 63.0
3 69.9 65.6 63.9 62.6
4 68.1 64.5 63.4 62.3

IRA maximum withdrawal age in 1974 � 71
1 77.0 75.0 74.0 73.0
2 80.0 76.0 75.0 74.0
3 82.7 77.6 75.6 74.1

 4  80.6  76.3  75.1  73.8  
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1941 to over 20 percent in 2050. If  adjustments had happened automati-
cally, only 9.35 percent of the population would be eligible in 2050. Even if  
adjustments start occurring today, the projections show that more than 17 
percent of the population would receive full retirement benefi ts in 2050. The 
data in Figure 4.7 show a similar pattern. This indicates that because all of 
the substantial life expectancy improvements that have occurred thus far 

Fig. 4.6  Percent of population eligible for full Social Security benefi ts

Fig. 4.7  Percent of population eligible for Medicare
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have been allocated as eligible years rather than noneligible years, adjusting 
in the future will have less dramatic an effect.

4.5   Heterogeneity in Mortality Improvement

An important concern for a policy that indexes ages of eligibility to life 
expectancy improvements is that mortality improvement in most cases will 
not be uniform across all demographic groups. It was already shown that 
men and women experienced different rates of improvement in mortality 
historically, causing the adjusted age to be different depending on whether 
male-  or female- based mortality statistics were used.

We explore this issue further by tabulating mortality- adjusted ages by 
race and gender to the extent that sufficient data are available. Data limita-
tions allow us to only examine two racial distinctions (black and white), and 
to examine historical changes in mortality but not projected changes. For 
starting years prior to 1965, detailed data on mortality risk and remaining 
life expectancy is not available, but we are still able to calculate adjustments 
using the third and fourth methods of adjustment using life expectancy at 
birth and at age twenty. Our results are summarized in table 4.3. The data 
generally support the idea that while the level of  mortality varies signifi -
cantly across different racial groups, with blacks having worse mortality than 
whites, the amount of mortality improvement does not vary as dramatically. 
In fact, within each gender group, the implied adjustment is higher for blacks 
than it is for whites in a majority of cases. This phenomenon is particularly 
true when comparing black women to white women.

Which racial group has had more improvement also seems to depend on 
what defi nition of improvement is used. Under the fi rst method of adjusting 
ages, which uses increases in remaining life expectancy as the relevant mea-
sure of mortality, the mortality- equivalent ages for whites tend to be higher 
than those for blacks, indicating a greater degree of mortality improvement. 
The measures that use percent of life expectancy as the relevant measure 
tend to yield higher adjusted ages for blacks relative to whites, and the results 
using mortality risk are more mixed. These results imply that blacks have 
had larger gains in mortality early in life, but that the racial gap in mortality 
among the elderly has persisted.

It is important to note that the current policy of a single age of eligibility 
applying to the entire population implicitly redistributes from individuals 
with short life expectancies to those with higher life expectancies. Social 
Security and Medicare benefi ts are paid as lifetime benefi ts and actuarial 
adjustments to retirement benefi ts are based on average mortality. Thus, 
while heterogeneity in mortality improvement implies that some groups 
would benefi t more from indexing eligibility ages to age infl ation, heteroge-
neity in mortality rates indicate that current eligibility rules also redistribute 
between demographic groups.
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One way to address the issue of heterogeneous rates of mortality improve-
ment would be to have a different age of eligibility for each race- sex cell, with 
each eligibility age indexed based on the mortality improvements in that 
cell. However, this would likely be impractical to administer. Another way 
would be to index to the minimum level of mortality improvement. While 
some groups have had more improvement than others in mortality, all of the 
groups examined have experienced substantial gains. This approach would 
not address the fact that age indexation would benefi t some groups more 

Table 4.3 Mortality- adjusted ages in 2004 by race and gender

Method Black White Black male White male Black female White female

SSA—Normal retirement age in 1935 � 65a

3 88.2 78.4 86.4 78.3 89.3 78.1
4 79.8 74.0 77.8 73.5 81.4 74.2

SSA—Early retirement age in 1961 � 62a

3 70.9 68.6 70.1 69.5 71.2 67.5
4 68.1 67.0 67.1 67.6 68.8 66.2

SSA—Delayed retirement credits to 72 in 1972b

1 75.0 77.0 75.0 78.0 75.0 76.0
2 79.0 78.0 78.0 79.0 79.0 76.0
3 80.2 78.3 81.4 79.8 78.6 76.6
4 78.4 77.1 79.4 78.3 77.2 75.7

SSA—Normal retirement age in 1983 � 67
1 70.0 70.0 70.0 71.0 69.0 69.0
2 70.0 71.0 71.0 72.0 70.0 69.0
3 70.4 69.8 71.2 70.7 69.5 68.8
4 69.8 69.3 70.6 70.2 69.0 68.4

Medicare eligibility age in 1965 � 65b

1 71.0 71.0 70.0 72.0 71.0 70.0
2 75.0 72.0 74.0 73.0 76.0 70.0
3 74.2 71.7 74.4 72.8 73.6 70.3
4 71.7 70.1 71.6 71.0 71.4 69.1

IRA minimum withdrawal age in 1974 � 60b

1 64.0 65.0 64.0 66.0 64.0 63.0
2 67.0 67.0 66.0 68.0 66.0 64.0
3 65.5 64.6 66.3 65.9 64.2 63.3
4 64.3 63.7 65.0 64.7 63.3 62.6

IRA maximum withdrawal age in 1974 � 71b

1 74.0 75.0 74.0 76.0 74.0 75.0
2 78.0 76.0 77.0 78.0 78.0 74.0
3 77.5 76.5 78.4 78.0 76.0 74.9
4  76.1  75.4  76.9  76.6  75.0  74.1

aMortality statistics for 1935 and 1961 obtained from NCHS 2007 report, table 11. Years 
1939–1941 used for base year 1935, and years 1959–1961 used for base year 1961.
bMortality data from NCHS in 1966, 1972, and 1974 does not distinguish “Black” separately; 
“Nonwhite” or “All Other” used as indicated.
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than others, but it would decrease the possibility that one group would be 
signifi cantly worse off due to another group’s mortality improvements.

4.6   Disability- Free Life Expectancy

Our four methods of adjusting nominal ages to real ages are all based on 
mortality or life expectancy—that is, they depend on the evolution over time 
of survival probabilities as refl ected in a time series of period life tables. In 
some sense, they are based on a two- state model where people are either alive 
or dead. What many people mean when they categorize people as elderly is 
people who have disabilities or reduced functionality. This raises the ques-
tion of whether the increase in life expectancies and the decrease in age-
 specifi c mortality rates imply an increase in disability- free life expectancy 
and a decrease in the age- specifi c disability rates.

There is a large literature on this matter. There is some evidence that 
disability- free life expectancies have grown by at least as much as overall 
life expectancies, and that age- specifi c disability rates have fallen in line with 
mortality rates. For instance, a recent paper by Manton and Lamb (2007) 
shows that while life expectancy of eighty- fi ve- year- olds increased by one 
year between 1965 and 1999, their “active life expectancy” increased by 1.5 
years (and the expected disabled years actually fell by 0.5 years). Manton 
and Lamb fi nd that the expected future years in disability for eighty- fi ve-
 year- olds decreased for both men and women. Manton and Land (2000) fi nd 
that 13.7 of the 15.7 years of remaining expected life for sixty- fi ve- year- old 
men are disability- free, whereas for women, the corresponding numbers are 
15.7 of the remaining 22.2 years. The overall fi ndings of Manton and his 
coauthors is that the number of years in disability has not been growing in 
the past few decades.

Cutler, Liebman, and Smyth (2006) come to similar conclusions. They 
show that the same percentage of  men aged sixty- two in the mid- 1970s 
report themselves to be in fair or poor health as seventy- two- year- old men 
in the mid- 1990s. They also show that impairment associated with heart 
disease has declined over the same period as measured by the number of 
days spent in bed, and that the share of the population with limitations in 
activities of  daily living has declined. They state, “Our best guess is that 
people aged sixty- two in the 1960s or 1970s are in equivalent health to people 
aged seventy or more today” (18). All of these results confl ict with previous 
work by Crimmins, Saito, and Ingegneri (1997), which found that healthy 
life expectancies grew by much less than total life expectancies between 1970 
and 1990. However, the majority of the evidence suggests that health status 
has been improving along with mortality.

Our feeling is that while the growth in active life expectancies or healthy 
life expectancies would be useful for indexing nominal ages in retirement 
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laws, the data are not yet of the same quality as the mortality data contained 
in the period life tables. This means that more research and information 
about the transitions between functional and disabled status is necessary 
before disability- free life expectancies are ready to be used for age infl ation 
indexing.

4.7   Conclusion

The signifi cant mortality improvement that has been experienced in the 
United States over the last century means that age, as conventionally mea-
sured by years since birth, has a different meaning today than it did in the 
past. Government policies that are based on age fail to adjust to the fact that 
a given age is associated with a higher remaining life expectancy and lower 
mortality risk with each passing year.

In this chapter, we evaluate eligibility ages contained in the rules governing 
three public programs: Social Security, Medicare, and Individual Retire-
ment Accounts. We calculate adjustments to these eligibility ages using four 
different defi nitions of mortality- equivalence—remaining life expectancy, 
mortality risk, or percent of expected life expectancy at age zero and at age 
twenty. We fi rst assume that age indexation began when the eligibility age 
was initially established and show how it would have changed by 2004. We 
then use projected mortality estimates to forecast the effect of age infl ation 
on eligibility ages to 2050. We also calculate age adjustments for different 
demographic groups to explore the effect of  differences in mortality and 
mortality improvement on age infl ation.

The results indicate that, on average, historical adjustment of eligibility 
ages for age infl ation would have increased ages of eligibility by approxi-
mately 0.15 years annually. The adjustments implied by improvements in 
female mortality are smaller than those calculated using male mortality 
improvement, and differences in mortality improvement across race are not 
as large as the differences in the base level of mortality. Estimates of pro-
jected mortality show that future adjustments would be lower, approximately 
0.08 years per annum, indicating that a lower rate of mortality improvement 
is implicit in Social Security’s intermediate estimates of projected mortality. 
This slowing in the rate of improvement is far from agreed upon among U.S. 
demographers, and Social Security mortality projections have underesti-
mated mortality improvements in the past.

The idea of indexing nominal ages to generate real ages requires an ap-
propriate metric for the indexation. While we have used four such metrics, 
another appealing one would be to index age by the change in disability-
 free life expectancies. We briefl y examined the state of  knowledge about 
the evolution of active (or disability- free) life expectancies. There is some 
evidence that active life expectancies have been growing as rapidly as total 
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life expectancies. However, in our opinion, the evidence is not sufficiently 
agreed upon to be used to adjust ages in government programs.

Implementing a policy that explicitly adjusts ages of eligibility for improve-
ments in mortality would have important practical considerations. One such 
consideration would be the lead time that individuals would have in plan-
ning for the future. It would not be sensible to wait to announce a cohort’s 
normal retirement age, for example, in the year they are planning to retire. 
One approach may be to lock in a cohort’s retirement age at a predetermined 
time, such as when the cohort attains fi fty- fi ve years of age.

The four methods of calculating mortality- equivalent ages that we exam-
ined give different results regarding the amount of adjustment that would 
yield equivalent ages. Each uses a measure of mortality that summarizes 
a different dimension of mortality improvement, and the most appropri-
ate measure, perhaps different than the four described here, would depend 
on which dimension best captures the intent of the initial legislation that 
defi ned the initial age of eligibility. In addition, the four methods we describe 
implicitly assume that all future improvements in mortality should be work-
ing years, rather than under the status quo where life expectancy gains have 
been taken as years of eligibility. It is reasonable to believe that a more ap-
propriate treatment would be somewhere between these two extremes, where 
gains in life expectancy are shared between eligible and noneligible years in 
some manner.

In many ways, adjusting ages of eligibility for age infl ation is similar to 
adjusting income or asset thresholds for price infl ation. Prior to 1985, the 
parameters of the U.S. income tax code were not indexed to infl ation, and 
high infl ation rates in the late 1960s and 1970s caused “bracket creep,” where 
more and more households were subject to high marginal tax rates because 
their incomes were rising in nominal terms even as their real incomes were 
held constant. Currently, many parameters of the income tax system are 
indexed to infl ation to avoid this from occurring. The one major exception 
is the Alternative Minimum Tax (AMT), which was designed to keep tax-
payers with high incomes from paying little or no income tax by taking ad-
vantage of various preferences in the tax code. Today, this tax is affecting 
a growing number of middle- class taxpayers. We think that the legislative 
intent of the AMT has been distorted due to the failure to infl ation index 
the amount of income that can be exempted from the tax.

Adjusting government policies for age infl ation would have a large impact 
on the number of individuals eligible to receive entitlement benefi ts, and 
consequently, on the fi nancing of these public programs. Shultz and Shoven 
(2008) state that the total labor supply in 2050 would be at least 9 percent 
higher if  workers retired with the same lengths of  retirement as they do 
today, relative to what it would be if  they retired at the same ages as today. 
Estimates in the literature suggest that the elderly have high labor supply 
elasticities (French 2005), and the effects of  policies that index eligibility 
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ages for mortality improvement on labor markets, health, and government 
budgets is an important area for future research.
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Comment Warren C. Sanderson

The Shoven and Goda chapter is a positive one, as opposed to a normative 
one. It tells us how to adjust ages for increases in life expectancy and tells 
us what the ages represented in Social Security, Medicare, and Individual 
Retirement Accounts (IRA) would be if  the ages in those programs were 
adjusted for life expectancy change starting from the date that the program 
began and from the current date. This chapter almost begs for a companion 
paper, this time a normative one. Given that we know these ages, what should 
we do with them? The title indicates what the authors think. They think that 
we should be “adjusting government policies for age infl ation.” But should 
we use the ages computed in this chapter to do the adjustment or should we 
do it differently? This is the basic tension in this article. We are given a tool 
and not told what to do with it or how to use it.

My comments are organized under fi ve headings:

1. Some history of new age thinking.
2. New age thinking in this chapter.
3. Applications of new age thinking here.
4. New age thinking applied in new ways.
5. Terminological problems with “age infl ation” and “real age.”

Some History of New Age Thinking

Shoven (2007) introduced the term “new age thinking” and I like it very 
much. It refers simultaneously to new thinking about age and to thinking 
about what some people are calling a new age segment, the time after retire-
ment but before the ravages of old age become severe enough to seriously 
reduce the quality of life. The phrase new age thinking is not used in the 
chapter. Perhaps one reason for this is that, as the authors understand, their 
thinking about age is not exactly new.

Compare, for example, the quotation from (Steuerle and Spiro 1999) with 
one in the current chapter:

If, in studies of the economy, past and present currencies are made equiva-
lent by adjusting dollars for infl ation, why shouldn’t age be adjusted for 
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life expectancy in labor force studies of  the elderly? Today’s sixty- fi ve-
 year- olds can expect to live longer than they did in the past and, in this 
sense, are younger than sixty- fi ve- year- olds were sixty years ago. In 1997, 
men turning sixty- fi ve could anticipate another sixteen years of life; in 
1940, men who could expect to live this long were sixty years old. While 
there is no perfect way to make past and present ages equivalent, given the 
comparability between the life expectancies of sixty- fi ve- year- olds today 
and sixty- year- olds in 1940 (and assuming that equivalent life expectancy 
indicates a similar ability to work), studies of labor force participation 
that contrast the two may offer details not apparent in the traditional 
chronological measure. (1)

It is commonly agreed upon that government programs such as tax sys-
tems, welfare programs, and retirement programs must adjust for price 
infl ation to account for the fact that a fi xed amount of dollars can buy 
items of different values from one time period to the next. Few would argue 
that a $10,000 income in 1970 is the same in real terms as a $10,000 income 
in 2008, and most government programs explicitly take this difference into 
account. In fact, the year- to- year adjustments that are needed to keep sys-
tems in line with their initial intentions are often automatic. When com-
paring U.S. economic statistics for different time periods, economists and 
policy analysts state the fi gures in “real dollars” or “dollars of constant 
purchasing power” rather than using unadjusted nominal dollars. Just 
like a dollar in 1950 is not the same unit as a dollar in 2008, we argue that 
a year of age or a year since birth is not a constant unit of age. (Shoven 
and Goda, chapter 4, this volume)

Indeed, new age thinking has a reasonably long pedigree. I do not know 
when the idea of adjusting Social Security for increases in life expectancy 
was fi rst broached, but more academic studies of adjusting age for life expec-
tancy change goes back at least to Ryder (1975). There, Ryder suggested 
that old age should not be considered to start at age sixty- fi ve, but rather at 
some age associated with a fi xed remaining life expectancy. Ryder suggested 
people in age groups with remaining life expectancies of ten years or less be 
considered old. Method 1 (in this chapter), for adjusting ages for changes 
in life expectancy is a natural extension of this idea.

Fuchs (1984) was the fi rst person to see the formal equivalence of adjust-
ment of nominal quantities for price change and the adjustment of age for 
life expectancy change. He followed the standard economic nomenclature 
and called conventional age “nominal age” and age, after the adjustment 
for life expectancy change, “real age.” People of the same real age had the 
same remaining life expectancy. People of the same nominal age had lived 
the same number of years.

The insights of Ryder and Fuchs went undeveloped. They were sporadi-
cally reinvented as illustrated by the quotation from Steuerle and Spiro 
(1999) earlier. In Sanderson and Scherbov (2005) we independently rein-
vented the concept of age based on remaining life expectancy yet again. This 
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is method 1 in the chapter. We now call this age “prospective age” in order to 
emphasize that it is a forward- looking measure as opposed to conventional 
or retrospective age, which is a backward- looking measure. I will discuss 
later why I think that the term prospective age is preferable to real age.

We applied the concept of prospective age to the demographic histories 
and forecasts for Germany, Japan, and the United States. We showed that 
there were historical periods or likely future periods where the countries 
exhibit aging as measured by increases in the conventional median age and 
simultaneously increased youthfulness as measured by decreases in their 
prospective median ages. In addition, we did calculations there equivalent 
to method three in the current chapter.

Three papers (written by Sanderson and Scherbov [2007a, 2007b] and 
Lutz, Sanderson, and Scherbov [2008]) have now come out that deepen our 
understanding not only of prospective age, but also other ways of adjusting 
age for life expectancy change; more papers are in the works. Shoven and 
Goba understand that their contributions here are not conceptually original. 
The contribution of their chapter is in the actual calculations that they make 
for important government programs.

New Age Thinking in This Chapter

The chapter suggests four methods for adjusting age for life expectancy 
change:

1. Remaining life expectancy is matched.
2. Mortality risk is matched.
3. Percentage of life expectancy at birth is matched.
4. Percentage of remaining life expectancy at twenty is matched.

In concept, adjusting the age at receipt of a full Social Security pension 
or at the onset of Medicare coverage using method one is utility- reducing. 
Tables 4.1, 4.2, and 4.3 in the chapter show that the ages produced by meth-
ods two, three, and four are even higher than those produced by method 
one, and therefore reduce utility even more. I will address why method one 
reduces utility in the next section.

Even putting aside the problem of utility- reducing reforms, I do not see 
the rationale for methods two, three, and four. For Social Security and Medi-
care the periods of pay- in and pay- out are relevant. Method one is clearly 
more appropriate in that case. I see no reason why method two would be 
used. Moreover, mortality risks are less stable than life expectancies, and 
so adjusting for them would make for more noisy policies. Method four 
seems to have some merit, but we need to remember that life expectancy 
at age twenty has increased faster than life expectancy at older ages. Life 
expectancy at the age computed using method four actually decreases as 
life expectancy at twenty increases. From my perspective, only method one 
should be used in policy reform discussions. The other three are interesting 
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in a pedagogical sense because they show concretely why they should not 
be used.

Two base years are considered:

1. The year the program was introduced.
2. The current year.

Using the year the program was introduced is illustrative, but not very 
useful. They show that if  we were to adjust the ages in the public programs 
for life expectancy changes starting from the year of  program initiation, 
we would have to make large discontinuous changes in those programs 
today. This teaches us why we would not want to use ages adjusted for life 
expectancy changes computed from the beginning of the program forward. 
When we use the program’s introduction date as the base year, we might be 
subtly introducing the notion that the policymakers at that time really had a 
life expectancy- adjusted age in mind, and that being true to their programs 
would require large discontinuous changes in ages. Alternatively, we can 
think that subsequent policymakers, by keeping the ages in the programs 
constant, were also making a statement about policy. I do not see a public 
policy rationale for favoring the views of one group of decision makers over 
another. In terms of the continuity of policy, it is certainly best to view age 
changes based on current policies.

This chapter is a positive one. It does not provide policy prescriptions. 
From a policy perspective, however, only one of the eight fi gures is useful—
method one, starting from current conditions.

Applications of New Age Thinking Here

The eight computations are applied to the Social Security program, Medi-
care, and Individual Retirement Accounts. These applications are interesting 
from a policy viewpoint, but incomplete. The main problem with them is 
that all of them are utility- reducing. Let us take a simplifi ed Social Security 
system as an example. When normal pension ages, Social Security tax rates, 
and benefi t payments are fi xed, each generation pays into the system for a 
fi xed number of years, but, as life expectancies rise, each generation gets 
a longer and longer period of payout. Each generation gets a better deal 
from the Social Security system, but the risk is that the system could go 
bankrupt. Alternatively, when life expectancies at the normal pension age 
are fi xed, along with Social Security tax rates and benefi t payments, each 
generation has a reduced utility from the pension system. This is because 
there is an ever increasing length of the pay- in period and a fi xed average 
length of the pay- out period. This is exactly what happens with Shoven and 
Goba’s method one. Successive generations get lower and lower utility from 
the Social Security system.

Social Security and Medicare reforms based on all the methods presented 
in this chapter are utility- reducing. This is the most important problem with 



 

166    John B. Shoven and Gopi Shah Goda

the chapter. As a strictly positive contribution, the authors can calculate 
whatever they wish. On the other hand, our interest in the chapter depends 
on how relevant the numbers are. If  we would never wish to employ any of 
the methods because they reduce the utility of successive generations, then 
how intriguing are these numbers? Would it not be better to provide numbers 
that we might possibly use in policy discussions?

New Age Thinking Applied in New Ways

If  none of the methods offered in the chapter are useful for policy anal-
ysis, then should we give up on new age thinking? The answer is certainly 
no, but to justify it, I need to demonstrate how new age thinking can be used 
in the policy debate.

The normal pension age is now undergoing a phase of  rapid increase. 
People born in 1937 had a normal pension age of sixty- fi ve. That age rises 
by two months per year through people born in 1943, who can receive a 
normal pension at age sixty- six. This is followed by a pause in the increase 
through the cohort of 1954. Next comes another phase of rapid increase 
by two months per year until the normal pension age becomes constant at 
sixty- seven for those born in 1960 and beyond. There is little rhyme or reason 
to this stair- step pattern. The fi xed normal pension age of sixty- seven even-
tually leads to the bankruptcy of the Social Security system around 2042. 
Method one, on the other hand, would lead to a more rapid and continuous 
rise in the normal pension age, and would be progressively utility- reducing. 
Is there not some middle ground?

A rough projection based on the rates of changes of life expectancies at 
older ages experienced in the United States in the last half  century suggests 
such a middle ground. A Social Security reform that would increase the nor-
mal pension age by half  a year for every additional year of life expectancy 
at age sixty- fi ve would quite closely approximate the current situation up 
to the cohort of 1960, and then produce a steady upward movement in the 
normal pension age. This is not the place to discuss the benefi ts and draw-
backs of this reform. It is just important to notice that it can be relatively 
easily implemented because it does not cause discontinuities in normal pen-
sion ages, it uses new age thinking, and it does not involve any of the four 
methods suggested in this chapter.

Clearly, new age thinking can be a useful tool in policy dialogue regarding 
U.S. entitlement programs. I think that a bit more orientation in this chapter 
toward potentially useful reforms would have made it more exciting.

Terminological Problems with Age Infl ation and Real Age

I think that the terms age infl ation and real age as used in this chapter 
will be confusing to many noneconomists and that they should not be used. 
In order to assess the reactions of noneconomists to the terms, I shared the 
Shoven and Goda paper with Wolfgang Lutz. He is one of the foremost 



 

Adjusting Government Policies for Age Infl ation    167

demographers of his generation, a colleague, and a frequent coauthor. Here 
is what he wrote:

While the comparison to infl ation is understandable with respect to the 
need for some adjustment of existing systems, it seems to be fl awed under 
different perspectives and overall I think it is inappropriate.

What followed this quotation was an analysis of why it was inappropriate. 
Rather than reproduce that here, I will combine some of his ideas with mine 
and hope that the mixture is coherent. When we do infl ation adjustment for 
monetary aggregates such as gross domestic product (GDP) and personal 
income, we recognize that the underlying unit of  measure, say dollars, is 
getting less valuable over time because of price increases. Because of this, 
we need more dollars after infl ation to buy the same bundle of goods. When 
we talk about age infl ation, what is becoming devalued? The unit of mea-
sure of age is years. So, by analogy, the value of additional years must be 
going down as life expectancy rises. To have the same number of “effective” 
years, we would need to have more of them. However, to get more future 
years, we would need a lower real age, not a higher one. This seems to lead 
to a contradiction. Age infl ation seems to imply lower ages over time, not 
higher ones.

Even putting this apparent contradiction aside, the argument by anal-
ogy seems to have problems. Why should the value of my sixty- fi fth- year, 
for example, be lower to me when my life expectancy was eighty- six than it 
would be when my life expectancy was eighty- fi ve? There are answers to all 
these issues. They begin by realizing that the premise of the previous argu-
ment is wrong. Age infl ation does not mean that anything is really infl ated. 
Age infl ation is technically time defl ation. As life expectancies at older ages 
increase, the number of years ahead of us, at any fi xed age, increases. This 
is analogous to price decreases that increase the value of the money that 
we have. To compensate for having more years ahead of us, we have to take 
away some years. This is done by increasing the real age. Thus age infl ation 
is due to a form of time defl ation.

Most people will be frustrated and confused with this argument. The 
terms age infl ation and time defl ation as well as the murky concept of revalu-
ing years will hinder our discussion of important aspects of new age think-
ing, not enhance it.

What about the term real age? Does it make our discussions of new age 
thinking any easier? I do not think so. There is already a term for this in the 
literature. It is prospective age. The term prospective age has the advantage 
that it does not immediately lead us back to the quandary of age infl ation. 
There is also another problem with the term real age. Not all aspects of life 
should be analyzed in life expectancy- adjusted terms. The fecundity of a 
thirty- fi ve- year- old woman in 2000 was not that different from the fecundity 
of a thirty- fi ve- year- old woman in 1900, despite the increase in life expec-
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tancy. It is better to think of age as having two components: retrospective 
or conventional age, and prospective age. The different components could 
have different weights in answering different questions.

Communicating concepts involving the adjustment of age for life expec-
tancy change to nontechnical audiences is a difficult challenge, but it is a 
challenge that we must overcome if  we are to make those concepts part of 
the policy debate. For this reason, we must be careful in our choice of expres-
sions. In my opinion, the terms age infl ation and real age will only muddle 
the discussion and therefore we should stay away from them.

The Shoven and Goda chapter is a good one. It shows us what some ages 
in important public programs would be if  they were adjusted for increases 
in survival rates at older ages. The chapter virtually demands a companion 
piece saying what should be done with the ages that were computed here. 
The current chapter would have been even better if  the authors had had this 
companion paper in mind while they were writing this one.
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5
Old Europe Ages
Reforms and Reform Backlashes

Axel Börsch- Supan and Alexander Ludwig

5.1   Introduction

While aging is global, there are marked international differences in the 
speed and the extent of  the aging processes. Even within the industrial-
ized countries, differences are large. Europe and Japan have already a much 
older population than North America. Italy and Germany, in turn, are aging 
faster than France and Great Britain. Italy and Germany are projected to 
shrink in population size; even more dramatic is the shrinkage of the labor 
force between 2010 and 2035 when the German and Italian baby boom 
generations will retire. To the extent that labor force shrinkage precedes 
population shrinkage, these countries will face steeply falling support ratios 
(workers per consumers). One likely implication is slower economic growth 
and, in the worst case, stagnating or falling standards of living if  the force 
of aging is stronger than the force of productivity growth.

This chapter has two broad aims. First, it shows that pension and labor 
market reforms have the potential to mitigate much of the negative implica-
tions of population aging. Hence, there is a good reason to bear the short-
 run costs of reforms in exchange for the long- run benefi ts. Second, the chap-
ter models potential backlashes to reform in order to provide a more realistic 
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assessment of  what might be the outcome of the politically complicated 
reform process in Europe.

The chapter is part of  a research agenda that analyzes the aging pro-
cess and its macroeconomic implications in continental Europe, focusing 
on its three largest countries—France, Germany, and Italy, the core of 
Old Europe. These countries have large public budgets and pay- as- you- go 
fi nanced social security systems. Their unsustainability has already received 
prominent attention. In addition, these countries have labor markets char-
acterized by low participation rates, high unemployment, and high wages. 
They are particularly vulnerable to the challenges of globalization due to the 
high tax and contribution burden in total labor compensation. In spite of 
these problems, France, Germany, and Italy have been remarkably resistant 
to labor market and pension reform. If  governments manage to push such 
reforms through parliament, workers may thus react adversely and undo at 
least some of the expected effects of the reforms. Thus the main questions 
posed in this chapter are: What can pension and labor market reforms ideally 
achieve? What are possible behavioral reactions to reform policies? Which 
direction will they take and how large are they? And, ultimately, can Old 
Europe maintain its high living standards even if  behavioral reactions offset 
some of the current reform efforts?

Some behavioral reactions will strengthen reform. A good example is rais-
ing the statutory retirement age. It has direct effects on the labor supply by 
bringing older individuals to the labor market. Indirect effects emerge from 
endogenous labor supply reactions; for example, through incentive effects 
generated by the tax and contribution burden that actuarially unfair social 
security systems impose on households. Raising the retirement age will lower 
social security contributions in such pension systems. In response to rising 
net wages, labor supply may then increase at all ages.

There are, however, also behavioral effects that weaken policy reforms. 
To take up the same example, older workers, now forced to work longer, 
may exploit part- time opportunities given by the pension system. In some 
countries (e.g., Finland and Germany), such opportunities led to a very early 
transition to part- time work with the perverse result that in some sectors 
hours supplied actually decreased in response to pension reform. Along the 
same line, encouraging female labor supply—for example, through public 
provision of day care facilities—may precipitate a decrease in male labor 
supply. This within- household substitution would be perfectly rational if  
households desire joint leisure and joint household production.

Little is known about these behavioral reactions. Therefore, one of the 
key issues taken up in this chapter is to model and calibrate behavioral reac-
tions to reform. Which behavioral reactions will strengthen, and which will 
weaken reform policies? What are their quantitative effects?

We will build a simple model of reforms and reform backlashes into an 
overlapping generations (OLG) model of the Auerbach, Kotlikoff, and Skin-
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ner (1983)/ Auerbach and Kotlikoff (1987) type, extended to a multicountry 
version (Börsch- Supan, Ludwig, and Winter 2006).1 As a particular feature 
of our model, we add to the model the distinction between exogenous labor 
supply components (as key results of  labor market and pension reform) 
and endogenous labor supply components (in order to represent possible 
reform backlash). To keep the language simple, we call the exogenous la-
bor supply component “labor force participation,” and the endogenous labor 
supply component “working hours.” This language is metaphorical as we 
are well aware that both labor force participation and working hours have 
endogenous as well as exogenous components.

The metaphorical language chosen comes from our thinking of  labor 
market and pension reforms as lifting institutional constraints. Typical con-
straints are a minimum labor market entry age generated by the school sys-
tem, constraining the labor force participation of the young; an early labor 
market exit age generated by the pension system, effectively constraining 
the labor force participation of the old; and infl exible working hours and 
unavailable day care facilities, constraining female labor force participation. 
This view of lifting restrictions motivates our modeling strategy and the 
language behind it: labor market and pension reforms are represented by 
exogenous changes of labor supply at the extensive margin (the number of 
working persons in an economy).

Households then are modeled to respond to the changes of labor supply 
by changing their working hours (the intensive margin of  labor supply). 
En dogenous hours supply may increase, for example, if  distorting social 
security taxes and contributions decline as an implication of pension re-
form. The opposite reaction is also possible: endogenous hours supply may 
decrease in response to an exogenous change of the number of working per-
sons if  there is intrahousehold substitution between the number of persons 
working and the hours worked by each person.

Another important feature of our model is its multicountry nature. No 
country in continental Europe is even approximately modeled by a closed 
economy. France, Germany, and Italy have large export sectors and consid-
erable foreign direct investments. These provide a second source of oppor-
tunities during the global aging process: not all income needs to come from 
domestic production, and the gross national product (GNP) may become 
substantially larger than the gross domestic product (GDP) if  foreign direct 
investments create large returns. We compliment France, Germany, and 
Italy as countries that save more than they invest, with the United States 
representing the rest of the world currently absorbing the continental Euro-
pean savings.

1. Similar multicountry OLG models have been developed, among others, by Feroli (2002); 
Henriksen (2002); Brooks (2003); Domeij and Floden (2006); Attanasio, Kitao, and Violante 
(2006, 2007); and Krüger and Ludwig (2007).
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While this feature is important for a credible quantifi cation of our pension 
and labor market reform analysis, it is not the main focus of this chapter. 
We refer to a sister paper, Börsch- Supan, Ludwig, and Winter (2006), which 
analyzes the resulting international capital fl ows and the associated rate of 
return developments, including the “asset meltdown hypothesis.”

The key results of our chapter rest on a set of three- way comparisons 
that are best imagined by a two- by- two- by- two table. The fi rst dimension 
refl ects labor market policies. One extreme is the complete failure to adapt 
those institutional restrictions that keep labor force participation so low in 
France, Germany, and Italy. The result is unchanged low labor force partici-
pation rates by age and gender, also in the future. The polar case, for some 
an extreme, is the adaptation of all societal systems from kindergarten to 
retirement policies to increase age-  and gender- specifi c labor force participa-
tion rates across the board.

As a second dimension, we model two extreme positions of pension pol-
icy. One extreme is a fully funded, voluntary private accounts system with no 
distortions and perfect intertemporal consumption smoothing. The other 
extreme is a pay- as- you- go pension system with fl at benefi ts fi nanced by a 
contribution that is perceived as a pure tax with the associated labor supply 
distortions.

Finally, the third dimension in these comparisons isolates behavioral 
effects. One extreme is a fi xed hours supply by each working individual. 
As in the polar case, we derive a supply function of working hours that is 
responsive to wages net of taxes and contributions, but also to household 
labor participation.

Our chapter shows that direct quantity and indirect behavioral effects are 
large. They both signifi cantly affect economic growth and living standards. 
Due to strong interaction effects between pension system and labor mar-
kets, a smart combination of pension policy and adaptation of institutions 
related to the labor market can do more than each policy in isolation. We 
show that they can offset the effects of population aging on economic growth 
and living standards. On balance, however, behavioral effects dampen such 
reform efforts. Taking positive and negative behavioral effects into account, 
a combination of many policy measures is necessary in order to keep per 
capita consumption from falling behind the secular growth path.

The rest of the chapter is structured as follows. Section 5.2 briefl y sets the 
demographic background. Section 5.3 describes the current labor market 
situation and our labor market reform scenarios. Section 5.4 presents the 
multicountry computational general equilibrium model with a combination 
of exogenous and endogenous labor supply components. Section 5.5 delivers 
our main results in the two- by- two- by- two table set up. We vary the institu-
tional framework of labor markets and pensions in order to investigate the 
interactions between pension and employment policies and the behavioral 
reactions to pension and labor market reform. Since higher old- age labor 



 

Old Europe Ages: Reforms and Reform Backlashes    173

force participation raises issues of age- specifi c productivity, they are briefl y 
addressed in section 5.6. Section 5.7 concludes.

5.2   Demography

While the patterns of  population aging are similar in most countries, 
timing and extent differ substantially. The United States is considerably 
younger and will age later and to a slower extent than the European Union 
(EU), especially Germany and Italy. This is most graphically depicted in 
the changing population pyramids of our four countries between 2000 and 
2050; see fi gure 5.1.

The differences are startling. While the U.S. population pyramid in 2050 
features the normal large base, Germany and Italy have strongly inverted 
population pyramids. The French pyramids change little between 2000 and 
2050, with relatively small differences in cohort sizes up to age seventy. These 
differences can largely be attributed to different fertility rates (France and 
the United States have fertility rates close to the replacement level; see table 
5.1), while Germany and Italy lose about a third of their population from 
generation to generation due to fertility rates that are below 1.4.

Life expectancy also differs remarkably among the four countries. This is 
accentuated in the healthy life expectancy, a measure developed by the World 
Health Organization (WHO) based on functional ability. It measures the 
expected age without functional limitation as defi ned by a set of disability 
indicators. Healthy life expectancy in France is almost four years higher than 
in the United States. Note that in Europe healthy life expectancy is about 
ten years higher than the average retirement age, providing some room for 
an increase in retirement age; see section 5.3.

We compute the future demography of the four countries based on three 
key assumptions. First, we provide projections of mortality based on a Lee-
 Carter decomposition, using past mortality rate changes derived from the 
Human Mortality Database (2008). Table 5.1 shows the resulting life expec-
tancies in 2050 (column [5]). They coincide with the current United Nations 
(UN) projections for Germany and the United States, but are slightly higher 
for France and Italy (the UN has age eighty- fi ve compared while our projec-
tions yield ages eighty- six and eighty- seven, respectively).

Second, we assume that fertility rates are exogenous and remain constant 
as given by table 5.1. Third and similarly, we assume constant and exogenous 
migration fl ows, based on the current medium variant of the UN projections 
(the net migrants per year are France, 100,000; Germany, 150,000; Italy, 
135,000; and the United States, 1,100,000), which is about the long- term 
average. It is important to note that these migration fl ows are small relative 
to the decline in the labor force projected in section 5.3.

Figure 5.2 shows the total population aged fi fteen years and over, which 
will be the base of  our projections and simulations. It refl ects the stark 
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differences among the population pyramids that we have seen in fi gure 5.1. 
There will be population growth in France and the United States, but signifi -
cant decline in Germany and a somewhat smaller decline in Italy after 2020, 
mainly due to the higher expected migration to Italy. The fi fth line represents 
the aggregate of France, Germany, and Italy, which we will call EU- 3 in 
order to represent the three largest continental European countries.

Truly remarkable is the decline of  the working age population (aged 
twenty to sixty- four; see fi gure 5.3). Relative to total population aged fi f-
teen and older, the United States will lose about 10 percent of their working 
age individuals between 2005 and 2050. In Italy, the loss is more than twice 
as high with 22 percent. France is closer to the United States and Germany 
closer to Italy, refl ecting the fertility rates in table 5.1.

Table 5.1 Fertility rates and life expectancy

  
Total fertility 

rate  
Life expectancy 

at birth  
Healthy life 
expectancy  

Life expectancy 
in year 2050

France 1.89 80.3 71.3 86
Germany 1.34 79.0 70.2 84
Italy 1.29 80.4 71.0 87
U.S.  2.10  77.8  67.6  83

Sources: European Commission and U.S. Census (2008); OECD Health Data 2007; WHO 
(2007); and own computations.

Fig. 5.2  Population fi fteen years and older, indexed to 2005 � 100 percent
Source: Own projection based on assumptions detailed in text.
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5.3   Employment and Labor Market Reforms

Working age population is not equal to employment. The demographic 
differences, in particular those between Italy and the United States, are dra-
matically amplifi ed by the differences in labor force participation. Figure 5.4 
shows the percentage of individuals employed in the population aged fi fteen 
and older. This is a variant of the “support ratio” refl ecting the number of 
workers per adult consumer. The United States’ support rates are much 
higher than the European ones. In Europe, Italy stands out with the low-
est support ratio. Unlike its demographic position, France shares the low 
labor force participation of continental Europe; current French labor force 
participation rates are actually lower than the German ones.

Figure 5.4 is based on the assumption of  constant age-  and gender-
 specifi c labor force participation rates. Given this assumption, Germany 
has about the same low support ratio in 2005 that the United States will have 
after 2040. In this sense, Germany is one generation ahead of the United 
States when it concerns the macroeconomic balance between individuals in 
production and individuals who consume.

Figure 5.4 also shows that the decline of  the support ratio, given the 
assumption of no behavioral changes, will be more pronounced in the three 
European countries than in the United States (24.3 percent versus 15.0 per-

Fig. 5.3  Working age population as share of total population aged fi fteen and over, 
2005 � 100 percent
Source: Own projection based on assumptions detailed in text. Working age is age 20 to 64.
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cent between 2005 and 2050), aggravating the current differences of the sup-
port ratios among the four countries.

Aggregate employment is a result of labor market entry age, female la-
bor force participation, unemployment rates, and labor market exit age, to 
name the four most important parameters. These parameters are strongly 
governed by institutional restrictions. Labor market entry age, for example, 
is a function of the school system. Germany has regulations that generate 
late entries into the school system, a long duration in high schools and 
universities, and thus a late labor market entry age. Similarly, female labor 
force participation is a function of institutions such as kindergarten and 
afternoon school, which tend to be provided by public entities in Europe. 
Unemployment is a function of the duration and generosity of unemploy-
ment compensation. Labor market exit, fi nally, is strongly governed by 
pension regulations that effectively make the early eligibility age also the 
effective age of labor market withdrawal. Our main point is, that from an 
individual’s point of view, labor supply has important exogenous compo-
nents that restrict possible endogenous labor supply decisions.

It is unlikely that these exogenous components remain unchanged over 

Fig. 5.4  Employed persons as share of total population aged fi fteen and over, 
not indexed
Source: Own projection based on 2005 labor force participation rates.
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the course of population aging and the general change of society over the 
next two decades. We therefore defi ne two polar scenarios representing the 
potential changes in the institutional framework restricting households’ 
labor supply decisions:

•  In the status quo scenario (STATQUO), age-  and gender- specifi c labor 
force participation rates will remain as they are at baseline in 2005; this 
was the scenario underlying fi gure 5.4.

•  The labor market reform scenario (LREFORM) includes four reform 
steps:

 •  RETAGE: an increase in the retirement age by two years.
 •  JOBENTRY: a decrease in the job entry age by two years.
 •  FEMLFP: an adaptation of female labor force participation rates to 

those of men.
 •  UNEMP: a reduction of unemployment to 40 percent of its current 

level.

The increments are motivated by actual policy proposals: in Germany, the 
statutory retirement age has been raised from sixty- fi ve to sixty- seven years 
in a series of transitions until about 2020; in France and Italy, similar steps 
will follow with some delay. The change in the European high school and 
university system (the so- called Bologna process) is expected to decrease 
duration in schooling by about two years. Finally, 40 percent of current un-
employment represents the conventional estimate of the Non- Accelerating 
Infl ation Rate of Unemployment (NAIRU) (Ball and Mankiw 2002).

These reform steps will be phased in linearly between 2010 and 2050. The 
increase in retirement age (the decrease in the job entry age) is modeled as a 
shift of the distribution of labor force participation rates by age to the right 
(to the left, respectively), thereby increasing the fl at part of the distribution 
in the middle (see fi gure 5.5).

Overall, these reform steps do not appear to be overly radical; in fact, 
their combination would lead in 2040 to labor force participation rates 
fairly similar to those in Denmark today. Nevertheless, attempts to actually 
execute reforms with those goals have faced stiff opposition in France and 
Italy, and more recently, and to a somewhat lesser extent, also in Germany.

Figure 5.6 displays the resulting trajectories of the number of working 
individuals. Each reform step is additive to the one before; hence, the trajec-
tory labeled UNEMP corresponds to the LREFORM scenario of all four 
reform elements implemented.

The trajectories are very different across countries. France can easily com-
pensate the slightly declining number of individuals of working age by a 
combination of two or three of the aforementioned policy changes, while 
Germany has no chance to offset the loss in working age population even 
with a combination of all four measures.
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The three countries also differ in the efficacy of the four policy parameters. 
Note in particular Italy, with a large jump if  female labor force participation 
adapts to that of men. This is due to the very low female labor force partici-
pation currently in Italy. The irony is, of course, that because Italy’s pool 
of hitherto unused labor capacity (in particular women) is so large, tapping 
it provides a very large opportunity to counteract the effects of population 
aging. Italy, while aging more than Germany, is thus much better off than 
Germany, which has less room to increase labor force participation.

Lower labor input as indicated in these fi gures will most likely slow down 
Germany’s, and possibly also Italy’s, GDP growth.2 However, since total 
population will also decline, this does not necessarily imply that standards 
of living will fall. Figure 5.7 therefore divides the number of working persons 
by the population aged fi fteen and older, our support ratio. The main mes-
sage is that a combination of the four policy scenarios can in all countries, 
more or less also in Germany and Italy, stabilize these countries’ support 
ratio. This is a very important message: lifting labor market constraints and 
tapping into the pool of currently unused labor can offset the force of aging 
in the three countries of Old Europe.

Fig. 5.5  German and Danish labor force participation rates
Source: Own computations based on the German Mikrozensus (www.destatis.de) and Statis-
tics Denmark (www.statbank.dk).

2. Given the large share of labor in output and the history of total factor productivity, it is 
unlikely that productivity growth and capital accumulation can overcompensate the decline 
in labor force.



 

Fig. 5.6  Employment, indexed to 2005 � 100 percent: A, France; B, Germany; 
C, Italy
Source: Own calculations.
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Fig. 5.7  Support ratio, indexed to 2005 � 100 percent: A, France; B, Germany; 
C, Italy
Note: Employment as share of population age fi fteen and over, own calculations.

A

B

C



 

182    Axel Börsch-Supan and Alexander Ludwig

5.4   A Dynamic Open- economy Macroeconomic Model with Exogenous 
Labor Force Participation and Endogenous Hours Supply

We now construct a dynamic open- economy macroeconomic model that 
allows us to analyze the effects of  the labor market reforms described in 
the previous section on the GDP and consumption per capita in an aging 
Europe. As described in the introduction, labor supply has an endogenous 
and an exogenous component. While we treat the reforms and the resulting 
variation in employment numbers as exogenous, households in our model 
endogenously adjust hours worked and may thus counteract parts of the 
labor market reforms.

Our main assumptions on this interplay between the exogenous varia-
tion of employment numbers and hours worked are as follows: We model 
the decision of a household with preferences over consumption and leisure. 
Total labor supply of a household of age j as derived from the household’s 
optimization is the product of exogenous employment numbers lj, and the 
endogenous decision on hours worked at age j, hj. The crucial difference 
between the two labor supply components is that hours worked may not 
exceed the time endowment (which we normalize to one), while employment 
numbers lj can take any positive value.

As the age- specifi c employment lj is exogenously increased, for example, 
due to an increase in the retirement age, the household endogenously de-
creases hours worked, hj. In the absence of any constraints, the two com-
ponents of  labor supply are perfect substitutes such that the exogenous 
variation of lj leaves the labor supply of the household unaffected. How-
ever, the exogenous variation of  lj affects total effective labor supply for 
those households for whom the time endowment constraint is binding. As 
a consequence, the exogenous employment variation of lj has some effect on 
aggregate effective labor supply, but the overall effect is substantially smaller 
than in an alternative specifi cation of our model with fully exogenous labor 
supply where hj is restricted to one.

5.4.1   Demography

Time in our model is discrete and extends from t � 0, . . . , T. Each model 
period t refl ects a time interval of fi ve years. Our demographic projections, 
however, are more detailed with an annual periodicity. These detailed demo-
graphic projections form the background of our analysis. Demography is 
taken as exogenous. It represents one of the main driving forces of our simu-
lation model, in addition to exogenous changes in labor supply restrictions 
and pension policy changes.

Households in our model economies enter economic life at age fi fteen, 
which we denote by j � 0. The maximum age is one hundred years. Accord-
ingly, the maximum economic age, denoted by J, is eighty- fi ve. We assume 
that households give birth between ages 0, . . . , jf, the age of menopause. 
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Accordingly, in each country i, the size of population of age j in period t, 
Nt, j,i, is given recursively by

(1) Nt�1, j�1,i � Nt, j,i ςt, j,i for j � 0 and Nt+1,0,i = ft, j,i Nt, j,i
j=0

jf

∑
where ςt, j,i denotes the age- specifi c conditional survival rate, and ft, j,i the age-
 specifi c fertility rate. The resulting total fertility rates and life expectancies 
have been summarized in table 5.1.

5.4.2   Production

The production sector in each country consists of a representative fi rm 
that uses a Cobb- Douglas production function given by

(2) Yt,i � F(�t,i, Kt,i, Lt,i) � �t,iK
�
t,iLt,i

1��,

where Kt,i denotes the capital stock and Lt,i is aggregate effective labor supply 
of country i at time t; � is the capital share and �t,i is the technology level of 
country i growing at the exogenous rate g.

The fi rm’s problem is static such that wages and interest rates are given by

(3) wt,i � �t,i (1��)kt
�,

(4) rt � �kt
� � �,

where kt is the capital stock per efficient unit of labor and � is the deprecia-
tion rate of capital.

5.4.3   Households

An exogenous fraction lt, j,i of each household supplies work. This fraction 
of the household endogenously decides on the hours of work, ht, j,i. The other 
fraction of the household, 1 –  lt, j,I, does not work and fully enjoys leisure. 
Accordingly, total labor supply of a household is given by the product of the 
two components, lt, j,i · ht, j,i, and total leisure is therefore 1 –  lt, j,i · ht, j,i, whereby 
we restrict time endowment to one.

The household derives utility from consumption ct, j,i and leisure 1 –  lt, j,i · 
ht, j,i, and the household’s per period utility function is given by

 u(ct, j,i,1 � ht, j,i · lt, j,i) � 
1

	
1 � 
 (c�

t, j,i(1 � lt, j,iht, j,i)
1��)1�
.

The maximization problem of a cohort born in period t at j � 0 is given by

(5) max � jt, j,iu(ct+ j, j,i ,1− lt+ j, j,iht+ j, j,i )
j=0

J

∑ ,

where � is the pure time discount factor. In addition to pure discounting, 
households discount future utility with their unconditional survival prob-
ability in period, t, j � � j

k�0st�k,k.
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A feature of our model is uncertainty about the time of death expressed 
in the term t, j,i in equation (5). We assume that accidental bequests resulting 
from premature death are taxed by the government at a confi scatory rate and 
used for otherwise neutral government consumption.3 We do not include 
intended bequests in our model.

Labor productivity changes over the life cycle according to age- specifi c 
productivity parameters εj. Hence, the age- specifi c wage is wt, j,i � wt,i · εj.

Denoting total assets by at, j,i, maximization of the household’s intertem-
poral utility is subject to a dynamic budget constraint given by

(6) at�1, j�1,i � at, j (1 � rt) � �lt, j,iht,j,iwt, j,i(1 � �t,i) � (1 � �)pt, j,i � ct, j,i,

where � � 1 for j � 0, . . . jr and � � 0 for j � jr and jr is the exogenous retire-
ment age, �t,i is the contribution rate to a pay- as- you- go (PAYG) fi nanced 
public pension system, and pt, j,i is pension income; see following.

Furthermore, maximization is subject to the constraint that hours worked 
are positive and may not exceed one, hence,

(7) 0 � ht, j,i � 1.

In the variant of our model with fully exogenous labor supply we replace the 
constraint (7) with the constraint that ht, j,i � 1 for all t, j, i.

5.4.4   Pensions and Pension Reform

The only purpose of the government in our model is to organize a proto-
typical continental European public pension system that is pay- as- you- go 
fi nanced and provides fl at (i.e., not earnings- related) pension benefi ts. We 
assume that the budget of  the pension system is balanced in all t,i such 
that

(8) �t,iwt,iLt,i = pt, j,i Nt, j,i
j= jr+1

J

∑ = �t,iwt,i (1− �t,i ) Nt, j,i
j= jr+1

J

∑ ,

where �t,i denotes the net replacement rate and �t,i the contribution rate of the 
pension system in t,i. Households consider the contributions as pure taxes.

The main policy parameter is the net replacement rate �; the contribu-
tion rate � responds passively to balance the pension system’s budget. If  � 
is large, public pensions crowd out private saving through the households 
consumption/ saving decision given by equations (5) and (6). Moreover, since 
the benefi ts are not related to individual earnings, we consider the contribu-
tions to the pension system as pure taxes, with the associated labor supply 
distortions that work through the households labor supply decision given 
by equations (5), (6), and (7).

3. An alternative assumption would be to redistribute accidental bequests to the population 
according to some scheme. The redistribution would, however, not affect our results much, and 
we therefore opted for this simplifying assumption.
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If  � � 0, all old- age provision will be private savings. This represents the 
textbook life cycle model in which intertemporal consumption smoothing 
over the life cycle provides the retirement income through saving in young 
age and dissaving after retirement.

Pension reform is modeled as a reduction of the net replacement rate �. 
We will consider two polar cases:

•  FLATSS: maintaining the current country- specifi c replacement rates 
also in the future (�t,i � �2005,i for t � 2005).

•  SAVING: abolishing the public pension system altogether (�t,i � 0) so 
that all age provision is private savings.

5.4.5   Equilibrium

Given initial capital stocks K0,i, a competitive equilibrium of the econ-
omy is defi ned as sequences of disaggregate variables for the households, 
{ct, j,i, lt, j,i, ht, j,i, at, j,i}; sequences of aggregate variables, {Ct,i, Lt,i, Kt,i}; prices 
for labor as well as contribution rates to the pension system, {wt,i, �t,j}; in 
each country i; and a common world interest rate, {rt}, such that:

1. Given prices and initial conditions, households maximize lifetime util-
ity in equation (5) subject to the constraints in equations (6) and (7).

2. Factor prices equal their marginal productivities as given in equations 
(3) and (4).

3. Government policies satisfy equation (8) in every period.
4. All markets clear in all t,i.

 Lt,i = ε j lt, j,i Nt, j,i
j=0

J

∑  for all t,i

 Kt+1,i
i=1

I

∑ = at+1, j+1,i Nt, j,i
j=0

J

∑
i=1

I

∑

 ct, j,i Nt, j,i
j=0

J

∑ + Kt+1,i
i=1

I

∑ = �t,i Kt,i
� Lt,i

1−�

i=1

I

∑ − (1− �) Kt,i .
i=1

I

∑
i=1

I

∑

5.4.6   Numerical Implementation

Our timeline has four periods: a phase- in period, a calibration period, 
a projection period, and a phase- out period. First, we start calculations 
110 years before the calibration period begins with the assumption of an 
“artifi cial” initial steady state in 1850. The time period between 1960 and 
2004 is then used as a calibration period in order to determine the structural 
parameters of the model. Our projections run from 2005 through 2100.4 The 
phase- out period after 2100 has two parts: a transition to a steady- state 

4. Results are displayed through the year 2050 to show the main period of  population 
aging.
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population in 2200, and an additional one- hundred- year period until the 
macroeconomic model reaches a fi nal steady state in 2300.

We determine the equilibrium path of the overlapping generations model 
by using the modifi ed Gauss- Seidel iteration as described in Ludwig (2004). 
The algorithm searches for equilibrium paths of capital to output ratios, 
and, in case there are social security systems, pension contribution rates in 
each country.

5.4.7   Calibration

The current version of the chapter features a calibration that is based on 
an ad hoc choice of parameters by reference to other studies. In future ver-
sions of the chapter we will specify certain calibration targets and determine 
deep structural model parameters by minimum distance methods. In par-
ticular, we will emphasize a careful calibration of the consumption weight 
in the utility function, ϕ, that determines the relative preference for labor 
versus leisure and thereby indirectly, the number of households at the con-
straint with hj � 1. We currently set ϕ � 0.66, which corresponds with the 
value determined by minimum distance methods in Börsch- Supan, Ludwig, 
and Winter (2006).

The structural model parameters are summarized in table 5.2. These 
parameter values refer to an annual periodicity of the model.

5.5   Results

We structure our results by investigating three dimensions, each with two 
polar assumptions:

•  Labor market reforms: no reform at all, resulting in future labor force 
participation rates that equal the current ones (STATQUO, abbreviated 
SQ) versus the implementation of all four reform steps described in sec-
tion 5.3 (LREFORM, abbreviated RF).

•  Pension reform: a prototypical pension system of continental Europe, 
purely pay- as- you- go, providing fl at social security benefi ts fi nanced 
by distorting contributions (FLATSS, abbreviated) versus a fully 

Table 5.2 Structural model parameters

�: capital share in production 0.4
g: growth rate of labor productivity 0.015
�: depreciation rate of capital 0.05
�t: technology level 0.05–0.07
�: discount factor 0.99

: coefficient of relative risk aversion 2

 ϕ: consumption share parameter  0.66  
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funded, voluntary private accounts system that generates no distortions 
(SAVING, abbreviated SV), as described in subsection 5.4.5.

•  Labor supply reaction: fi xed hours supply (EXOGENOUS, abbreviated 
EX) versus endogenous supply of working hours (ENDOGENOUS, 
abbreviated EN), as described in the households optimization problem, 
subsection 5.4.3, equations (5) to (7).

This set up yields a two- by- two- by- two table of underlying assumptions 
displayed in table 5.3. The eight resulting combinations are labeled: for ex-
ample, by “FL- SQ- EX” to denote a fl at benefi t pay- as- you- go social secu-
rity system (FL) with status quo labor force participation (SQ) and an exog-
enously given hours supply (EX); by “SV- RF- EN” to denote a fully funded 
private savings based old- age provision system (SV) with a comprehensive 
labor market reform (RF) and an hours supply that reacts endogenously to 
aging and policy changes (EN), and so forth.

On the following pages, we develop how the outcome variables of  our 
general equilibrium model emerge from the three exogenous changes that 
drive our model:

•  The demographic aging process in the background.
•  Lifting of labor supply restrictions as described in section 5.3.
•  A fundamental change in the type of pension system.

We begin with fi gures that display the evolution of  employment, the 
supply of hours, total labor supply, wages, and domestic capital stock. We 
then present the evolution of our two target variables, GDP and consump-
tion per capita.

Table 5.3 Setup of scenarios

Extensive margin: Labor market regime

Constant age-  and gender- specifi c 
labor force participation 

(STATQUO, abbreviated SQ)

Increasing age-  and gender- specifi c 
labor force participation 

(LREFORM, abbreviated LF)

Intensive margin: Hours’ supply

Pension system  

EXOGENOUS 
hours supply 
(abbrev. EX)  

ENDOGENOUS 
hours supply 
(abbrev. EN)  

EXOGENOUS 
hours supply 
(abbrev. EX)  

ENDOGENOUS 
hours supply 
(abbrev. EN)

Pay- as- you- go 
with fl at benefi ts 
(FLATSS, abbrev. FL)

FL- SQ- EX FL- SQ- EN FL- RF- EX FL- RF- EN

Fully funded 
voluntary accounts 
(SAVING, abbrev. SV) 

SV- SQ- EX

 

SV- SQ- EN

 

SV- RF- EX

 

SV- RF- EN
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All fi gures refer to the aggregate of France, Germany, and Italy (EU- 3). 
The United States is modeled in the background with similar changes in 
retirement age and female labor force participation, but no other exogenous 
policy changes.

All fi gures have the same design (cf. table 5.3). The fi rst diagram in each 
fi gure shows all eight combinations of the scenarios. The following three 
smaller panels show the differences in each of the three directions in order 
to identify interaction effects.

5.5.1   Extensive Margin: Employment

Figure 5.8 corresponds to fi gure 5.6 in section 5.3 and depicts the evolution 
of labor supply at the extensive margin; that is, the exogenously given num-
ber of persons who participate in the labor market: Lt,i � ∑ J

j �0 lt, j,iNt, j,i.
The STATQUO scenario is marked by diamonds. It shows a steady decline 

of the number of employed persons. The decline is about 20 percent between 
2005 and 2050.

This is very different from the LREFORM scenario (marked by triangles). 
The increase in labor force participation due to all four reform steps—earlier 
entry in, and later exit from, the labor market, more women working and less 
unemployed—more or less stabilizes employment in the EU- 3 area. Labor 
supply declines only slightly after 2015 but increases again after 2035, the 
peak of the aging process in continental Europe. Except for the time between 
2015 and 2035, when the losses in employment created by the retirement of 
the baby boom generation are very large, the effects of labor market reforms 
and migration just compensate the aging effects.

Fig. 5.8  Employment, indexed to 2005 � 100 percent, EU- 3
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5.5.2   Intensive Margin: The Supply of Hours 
for Given Labor Force Participation

The supply of working hours now reacts to the exogenous change in labor 
force participation according to the household’s maximization problem as 
specifi ed in subsection 5.4.3. We distinguish two cases: households that are 
constrained by the time endowment limit (equation [7] in section 5.4.3), and 
households that are not constrained.

Given the calibration parameters, about 58 percent of  households are 
not constrained in 2005, mainly middle- aged households. The difference 
between France and Germany on one side, and Italy on the other side, is 
large: in France, 67 percent of all households are unconstrained, in Ger-
many 63 percent, while only 43 percent of Italian households can work as 
much as they would like. These households fully undo exogenous policy 
changes by adjusting their working hours inversely, since for them hours h 
and persons l are perfect substitutes (equations [5] and [6] in section 5.4.3). 
One might think of these households as a couple. In the status quo regime, 
one person was restricted to work while the other person worked as much 
as the household needed for consumption and saving. Once the restriction 
for the fi rst person was lifted, however, the couple distributes the work more 
equally between the two persons without increasing total hours supplied by 
the household.

Figure 5.9 shows this from a microeconomic perspective; that is, on the 
level of an individual representative household of each age class, separately 
for each country. For unconstrained households (hours less than one), the 
hours (marked by squares) respond inversely to the changes in partici-
pation (diamonds) when moving from the status quo (left panels) to the 
 LREFORM regime (right panels).

The remaining 42 percent of households have been constrained under the 
labor market policy regimes in 2005. This is the majority in Italy, where 57 per-
cent of all households are constrained, and roughly a third in France (33 per-
cent) and Germany (37 percent). These households are shown in fi gure 5.9 as 
those households that have an hours supply of exactly one: the very young 
and the old. Releasing these constraints generates more hours supply when 
the policies are phased in over time. This is visible in the lower number of 
households on the hours � 1 line in the LREFORM scenarios (right panels) 
than under STATQUO labor force participation (left panels).

Taking both participation and hours together yields total labor supply 
of the household (marked by triangles in fi gure 5.9). It is much higher for 
the younger and older age groups in the LREFORM scenario as compared 
to the STATQUO scenario, but remains unchanged for the unconstrained 
middle- aged households, which perfectly substitute between participation 
and hours supply.

Figure 5.10 turns to the macroeconomic view. It shows the aggregate 



 

Fig. 5.9  Household labor force participation, hours supply and total labor supply



 

Fig. 5.10  Hours for fi xed labor force participation, indexed to 2005 � 100 percent, 
EU- 3
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supply of working hours: Ht,i � ∑ J
j �0 ht, j,iNt, j,i for a labor force participa-

tion of one in all working- age households (aged twenty to sixty- four). Hours 
are normalized to 100 percent in 2005 within each scenario. Hence, they are 
adjusted for any level effects generated by pension and labor market policies 
that create cross- country differences already in 2005.

Figure 5.10 shows the hours result for the eight scenarios defi ned in table 
5.3. Population aging generates declining hours in all scenarios. There is, of 
course, no difference among the four scenarios with exogenous hours supply 
as this is fi xed to one. It can be interpreted as the baseline that refl ects the 
decline in working- age population without any reaction in supplied work-
ing hours.

The reaction of  the endogenous hours supply differs by labor market 
and pension scenario. Hours are much lower in the LREFORM scenarios 
(triangles) than under constant labor force participation rates (STATQUO, 
diamonds).

There are interesting interaction effects between labor market and pension 
reform. Without labor market reform, hours supply is almost identical in the 
FLATSS and SAVING pension scenarios; actually, hours supplied are a bit 
lower in the pension reform scenario. This relation reverts when the labor 
reforms are put in place. If  labor market and pension reform concur, hours 
supply is higher than in the case when labor markets are reformed without 
a pension reform.

A microeconomic perspective of this interaction effect is given in fi gure 
5.9 for the case of  Germany. A comparison between the second and the 
third left panels shows that the hours reduction is much smaller in a funded 
pension system than in a fl at- benefi ts pay- as- you- go system. This refl ects 
the negative incentive effect of high distorting taxes. Under the LREFORM 
scenario (right panels), fewer households are constrained by labor market 
institutions. More age groups, therefore, substitute hours for participation 
within a household. Since the hours reduction is much smaller in the funded 
pension system, more total labor supply remains.

Another way to understand the interaction effects is fi rst taking differences 
in the direction of  each dimension of  the two- by- two- by- two table 5.3. 
This is done in the three smaller panels of fi gure 5.10 labeled “interaction 
effects.” The fi rst panel shows the impact of a radical social security reform. 
Hours increase under a funded system vis- à- vis the pay- as- you- go system 
if  exogenous labor force participation also increases. The difference is zero 
if  hours are exogenous, and very small, but negative if  labor force participa-
tion remains at status quo.

The second panel displays the difference between higher and unchanged 
exogenous labor force participation. Hours react negatively because of 
intrahousehold substitution between hours and labor force participation. 
This effect offsets some, but not all, of the higher labor force participation 
as we will see in the following subsection. The offsetting effect is higher in a 
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distorting pay- as- you- go system. We may interpret the additional difference 
between the two lines in the second interaction effect as an incentive effect 
due to distorting taxes, while the difference between the horizontal axis and 
the lines denoted by SV is the substitution effect between hours and labor 
force participation.

The third panel summarizes these effects as it displays the difference 
between endogenous and exogenous hours supply under the four combina-
tions of pension and labor market regimes while the two former graphs can 
be interpreted as differences in differences. Quite clearly, there is a strong and 
benefi cial interaction between changing the pension system and lifting labor 
market restrictions. This is an important result of our chapter.

5.5.3   Putting All Together: Total Effective Labor Supply

Total labor effective supply is the product of working persons (fi gure 5.8) 
and hours per person (fi gure 5.10), adjusted for age- specifi c productivity: 
Lt,i � ∑ J

j �0 εjlt,j,iht,j,iNt,j,i.
5

Its evolution under the eight scenarios is displayed in fi gure 5.11. If  hours 
are exogenous, there is no difference between fi gures 5.8 and 5.11, and there 
is no difference between the two pension scenarios. Hence, the lines for 
FL- RF- EX and SV- RF- EX at the very top overlap as well as the lines rep-
resenting FL- SQ- EX and SV- SQ- EX at the very bottom. This is also visible 
in the fi rst panel on interaction effects.

If  hours are endogenous, the increase in the number of working persons 
in the LREFORM scenario is only partially reduced by the decline in hours 
supply that we have seen in fi gure 5.10. Figure 5.11 is the aggregate picture 
representing the total labor supply of the various age groups depicted in 
fi gure 5.9 (triangles).

The fi rst panel on interaction effects shows again the strong interaction 
between pension reform and labor market reform: relative to the current 
pay- as- you- go system, total labor supply increases strongly after 2020 in the 
LREFORM scenario, while it declines if  labor force participation remains 
unchanged.

5.5.4   Hourly Wage Rate

The hourly wage rate is depicted in fi gure 5.12. It more or less refl ects the 
supply of total effective labor with some additional effects due to capital 
accumulation; see the following subsection.

The hourly wage increases more in the STATUSQUO (diamonds) than in 
the LREFORM (triangles) scenario, refl ecting relative scarcity. It increases 
much stronger under a funded system (denoted by SV) than under pay- as-
 you- go (denoted by FL). The additional capital accumulation lowers inter-

5. See section 5.6. All graphs in section 5.4 are based on a fl at age- productivity profi le (ε � 1). 
Aggregate results are not sensitive to the age- productivity profi le.
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ests and raises labor productivity, thus also the wage rate. Finally, the wage 
rate increases more when hours are exogenous (dashed lines). This effect is 
very small when labor force participation rates do not change (STATQUO), 
but it is substantial in the LREFORM scenario, when the hours’ reaction 
is large.

Considering the massive decline in total labor supply, the hourly wage 

Fig. 5.11  Total labor supply, indexed to 2005 � 100 percent, EU- 3
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rate reacts somewhat dampened, with an elasticity of about 0.5 (compare 
fi gures 5.11 and 5.12).

5.5.5   Capital Accumulation

Figure 5.13 depicts the evolution of the combined domestic capital stock 
of France, Germany, and Italy. As expected, capital accumulation is much 

Fig. 5.12  Hourly wage rate, indexed to 2005 � 100 percent, EU- 3
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higher under a funded pension system than in a pay- as- you- go system, 
as can be seen in the fi rst panel of interactions. There is also substantially 
more capital accumulation in the high labor force participation scenario 
(LREFORM) as compared to constant participation (STATQUO). This 
is visible in the second panel on interaction effects. Finally, the third panel 

Fig. 5.13  Domestic capital stock, indexed to 2005 � 100 percent, EU- 3
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shows that capital accumulation is higher if  endogenous hours supply is not 
dampening the effect of a higher labor force participation.

Combining these three effects yields the top diagram of fi gure 5.13. Capi-
tal accumulation is highest under a fully funded system with high labor force 
participation and no dampening effect of endogenous hours (SV- RF- EX). It 
is lowest in a pay- as- you- go system with status quo labor force participation 
and the full force of negative incentive effects (FL- SQ- EN).

5.5.6   GDP Per Capita

Our fi rst target variable is economic growth, measured as the change in 
GDP per capita, net of exogenous growth in total factor productivity. This 
is displayed in fi gure 5.14. Economic growth relative to secular productiv-
ity growth is very much affected by the combination of pension and labor 
market policies. With exogenous hours, growth is highest and always positive 
when labor supply restrictions are released and pensions are fi nanced by a 
funded system. In turn, growth (after adjusting for total factor productivity 
[TFP] increases) is lowest and always negative under the opposite combina-
tion of policies. This is a strong message: in spite of aging, economic growth 
can be as high as historically given by the estimated long- run growth of 
total factor productivity. It can even be increased by a smart combination 
of pension and labor market policies. However, it can also secularly decline 
behind the path, which we have experienced in the past.

The quantities are large: the difference between the best and the worst sce-
nario is about 20 percent in 2040, and 30 percent in 2050. This must be seen 
in comparison to total factor productivity growth, which is about 90 percent 
over the period from 2005 to 2050, almost doubling output.6 Remaining at 
status quo in terms of labor market and pension policy will “eat up” about 
a third of productivity growth. Reform backlash is about half  of  this: it 
reduces the effect of labor market reform on GDP per capita to about half  
the size with unchanged hours supply.

The eight output paths in fi gure 5.14 can be derived as a straightforward 
combination of labor and capital inputs displayed in fi gures 5.11 and 5.13. 
Output per capita is unequivocally higher in a fully funded pension system 
without distorting taxes as compared to a pay- as- you- go pension system 
with fl at benefi ts. Output per capita is similarly clearly higher when labor 
market restrictions are removed (LREFORM) than in the status quo sce-
nario. The latter two fi ndings are clearly seen in the fi rst two small panels 
below the large diagram.

The third panel shows the interaction between pension and labor market 
policies in the case of endogenous supply of working hours. Endogenous 
hours supply reduces growth relative to a situation when households cannot 
substitute more persons by less hours. This is shown by the two lines at the 

6. The growth path with this productivity increase, without population aging and reform 
effects, is represented by the horizontal 100 percent line in fi gure 5.14.
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bottom of this graph (FL- RF and SV- RF). The effect, however, is smaller 
when the pension system is fully funded (SV- RF).

5.5.7   Consumption Per Capita

Finally, fi gure 5.15 displays our second target variable, living standards 
measured by consumption per capita. As we did for output, we normalize 

Fig. 5.14  GDP per capita, indexed to 2005 � 100 percent, EU- 3
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consumption per capita by secular total productivity growth. The evolution 
of living standards very much parallels that of GDP per capita; there are 
no major deviations in the growth patterns of output and consumption as 
it concerns the relative position of the eight scenarios.

Saving in young age and dissaving in old age, however, smoothes some of 
the effects that we have seen in fi gure 5.14. A notable example is the evolution 

Fig. 5.15  Consumption per capita, indexed to 2005 � 100 percent, EU- 3
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of living standards in the fully funded pensions, high labor force participa-
tion, and endogenous hours supply scenario (SV- RF- EN). Living standards 
remain very close to the secular growth path (the horizontal line), while the 
associated GDP per capita exhibited a stronger increase until 2020, followed 
by a strong decline.

This shows that a smart combination of labor market and pension policies 
can stabilize living standards in continental Europe in spite of population 
aging and an adverse behavioral reaction to the structural policy changes. 
In turn, this stabilization needs more than a half- hearted pension reform 
or a few adjustments in labor market restrictions. All labor market policies 
described in section 5.3 are needed in addition to a secular pension reform; 
other policy scenarios imply that living standards in continental Europe will 
grow slower than what we have experienced in the past. Living standards will 
not decline because secular productivity growth is still stronger than aging. 
Living standards, however, will decline relative to all other countries that 
age less than continental Europe.

5.6   Productivity Issues

If  labor productivity is age- dependent, a shift in the age structure will 
also bring about a change in aggregate productivity, even if  age- specifi c pro-
ductivity were to remain constant. Moreover, if  labor productivity declines 
strongly after, say, age sixty, an increase in retirement age will not have much 
effect on aggregate output. This brief  section provides a gross estimate of 
the approximate magnitude of this effect.

This is not a simple task, however, as there is no reliable data available on 
age- specifi c labor productivity; see the review by Skirbekk (2004). Barth, 
McNaught, and Rizzi (1993) conclude from a survey of human resource 
executives in 406 organizations that “Older workers were consistently rated 
as having more positive attitudes being more reliable and possessing better 
skills than the average worker; they were rated worse than the average worker 
when it comes to health care costs, fl exibility in accepting new assignments, 
and suitability for training.” Hutchins (2001) questions the usefulness of 
such an employer survey to address these issues because of  justifi cation 
bias. Kotlikoff and Wise (1989) evaluate confi dential data originating from 
a major U.S. service enterprise in which output is well defi ned. They provide 
two estimates that can be used to proxy productivity. One measure uses age-  
and seniority- specifi c earnings of sales staff that can be measured by the sale 
of insurance contracts; hence, a kind of piece rate. Corrected for seniority, 
the age profi le of these piece rates is relatively fl at. Their second measure 
is the entry salary of clerks. This profi le is much more hump shaped. Both 
measures are likely to suffer from selection effects. Börsch- Supan, Düzgün, 
and Weiss (2008) use another approach. They used confi dential data on error 
rates in a large assembly line- style car manufacturing factory. Output and 



 

Old Europe Ages: Reforms and Reform Backlashes    201

production times are perfectly controllable in this environment, permitting 
a direct estimate of productivity. They fi nd that age and experience effects 
cancel, such that the resulting productivity profi le is essentially fl at, with 
reliable observations until about age sixty- three.

How do these microeconomic differences translate into macroeconomic 
differences? In order to get some feeling, we underlie our simulations with 
two alternative age- productivity profi les (in our model represented by εj, see 
subsection 5.4.3). One profi le is fl at; the other imposes the sharp hump shape 
depicted in fi gure 5.16. It features a strong decline of productivity after age 
sixty. We treat these age profi les as exogenous.

Figure 5.17 describes what difference it makes whether the age productiv-
ity profi le is fl at or whether it is hump- shaped. Figure 5.17 is computed under 
the assumptions of exogenous hours supply and the current pay- as- you- go 
system. We display the two extreme employment scenarios, STATQUO and 
LREFORM. In spite of the strong hump shape of fi gure 5.16, there is not 
much difference in the resulting GDP per capita; a surprising result.

5.7   Conclusions

We have simulated a set of far- reaching pension and labor market policies 
and investigated their impact on production and consumption per capita in 
three large continental European countries. A new feature of our compu-

Fig. 5.16  Hump- shaped age productivity profi le
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tational general equilibrium model is a combination of exogenous changes 
of labor supply at the extensive margin (metaphorically represented in our 
model by the number of working persons), and endogenous responses of 
labor supply at the intensive margin (metaphorically called working hours). 
We think of exogenous changes as lifting institutional restrictions generated 
by the school system, actuarially unfair pension systems, infl exible work-
ing hours, and unavailable day care facilities. The endogenous component 
of labor supply (“hours” chosen by the household members) reacts to the 
exogenous component of labor supply (“working persons” freed from labor 
market restrictions), but also to social security taxes and to the aging process 
itself  and its repercussions.

Our chapter shows that direct quantity and indirect behavioral effects are 
large. They both signifi cantly affect economic growth and living standards. 
Due to the strong interaction effects between pension system and labor mar-
kets, a smart combination of pension policy and adaptation of institutions 
related to the labor market can do more than such policies in isolation. We 
show that they could easily offset the effects of population aging on eco-
nomic growth and living standards if  there were no endogenous behavioral 
reactions. On balance, these behavioral effects dampen reform efforts, thus 
representing reform backlashes in our model. Taking behavioral effects into 

Fig. 5.17  GDP per capita, indexed to 2005 � 100 percent, different 
productivity assumptions
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account, a combination of many policy measures is necessary in order to 
keep per capita consumption from falling behind the secular growth path. If  
these measures are taken, Old Europe can maintain her high living standards 
in spite of aging. This is an important message for the never- ending reform 
debate on the European continent.

The key to our approach—the combination of an exogenous variation 
of employment rates with endogenous hours choice—has its advantages 
and disadvantages. It provides a theoretically consistent way to model the 
subtle balance between policy changes and individual reactions. From an 
empirical point of view, this approach produces a lot of pressure to get the 
calibration right in order to achieve a realistic number of households that 
are constrained by labor market restrictions (expressed less metaphorically: 
the balance between what is exogenous and what is endogenous in labor 
supply). The current version of  the chapter features a calibration that is 
based on an ad hoc choice of parameters by reference to other studies. In 
future versions of the chapter, we will specify certain calibration targets and 
determine deep structural model parameters by minimum distance methods, 
as we have done in earlier work.

From a theoretical point of view, we do not model a motive for households 
to actually participate in the labor market. An alternative approach making 
the metaphorical distinction more realistic would be to model the decisions 
endogenously at both margins. This could be done by accounting for home 
production and preferences for leisure goods as in Greenwood and Vanden-
broucke (2005), and by explicitly modeling the institutions that determine 
households labor market participation decision; for example, along the lines 
of Garibaldi and Wasmer (2005) and Guner, Kaygusuz, and Ventura (2008). 
We speculate that removing these frictions would lead to stronger total labor 
supply reactions than in our model. Such extensions of our model are sub-
ject to future research.
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Comment Alan J. Auerbach

This chapter is the latest in a series by the authors utilizing a multicountry, 
computable general equilibrium model that features international capital 
fl ows and a rich characterization of demographic variables. In earlier work, 
the model has been used to consider the macroeconomic effects of aging 
and the role of pension reform in improving welfare and macroeconomic 
performance. The present effort focuses on a related question: whether a 
Europe that is “old” both in history and in population can prosper even as 
the strong demographic transition already under way continues. The answer 
is a provisional “yes,” and fi gure 5.15 shows the keys to success. The authors 
suggest that the following measures, in some combination, could keep per 
capita consumption rising even as these countries’ populations age:

1. Adopt labor market reforms aimed at increasing labor force participa-
tion.

2. Adopt a funded public pension plan.
3. Force people to work.

The last prescription, of course, is problematic. A reduction in hours—
among those already working—in response to labor market reforms is a 
natural part of  the household decision- making process; there is no easy 
way to prevent it, and a government seeking to maximize welfare, rather 
than simply output, would not want to. But even the other prescriptions 
are not so simple. How to adopt labor market reforms that have proved 
so difficult in the past is certainly a challenge, and the benefi ts of a funded 
pension plan cannot be magically obtained without a painful transition to 
funding that has left most countries seeking other options. Let me expand 
a little on these points.

How can labor market reforms be adopted? The authors characterize a 
suite of labor market changes that might be accomplished by Old Europe, 
including increases in labor market participation by the elderly, the young, 
and women, along with a reduction in the unemployment rate. The fact 
that an existing advanced European country—Denmark—already has these 
characteristics is a good start in thinking about what might be possible else-
where. But it is only a start. The chapter does not specify what actual policy 
reforms might accomplish these changes in the labor market, nor does it 
provide evidence that all of these reforms would be welfare- improving, even 
if  they were feasible. For example, Italy’s lower labor force participation rate 
among women may refl ect some difference in social or cultural values,—that 

Alan J. Auerbach is the Robert D. Burch Professor of Economics and Law and director of 
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is, in preferences—and overriding these preferences could be detrimental 
to social welfare. Without a fuller specifi cation of the nature of the existing 
constraints on labor markets and the costs of relaxing them, it is hard to 
know whether, and at what social cost, the labor market changes considered 
here could be accomplished.

Achieving pension reform. The chapter shows that the transition to an 
older society has less severe macroeconomic consequences when a funded 
pension system is in place. This is a lesson from the authors’ earlier simula-
tion studies, and it makes perfect sense. To continue servicing a pay- as- you-
 go (PAYG) public pension system as the old- age dependency ratio increases, 
a country must increase marginal tax rates on workers, thereby worsening 
labor market distortions. Under a funded system, of course, this will not 
happen, as workers provide for their own future retirement through contri-
butions that are linked to future benefi ts.

But getting to a funded system is different from starting with one. The 
capital accumulation needed in transition must come at the expense of some 
generations, and this requirement has posed a very high political obstacle 
that has left countries in search of alternatives. The recent pension reforms in 
Sweden and Germany are illustrations of attempts to achieve greater fi nan-
cial stability and intergenerational equity without departing from the PAYG 
framework. It might make sense for the authors to consider a more achiev-
able pension reform within the PAYG format as they search for options for 
Old Europe; for example, changes that would increase the linkage between 
an individual’s taxes and benefi ts and thereby lessen the perceived tax burden 
of pension contributions.

Interpreting the Results

As already mentioned, the chapter uses a multicountry, general equilib-
rium simulation model the authors have developed in prior work. Because 
development of the model is not this chapter’s primary focus, there is rela-
tively little discussion of the various parameter choices made in the calibra-
tion process. One does not want to get bogged down reviewing all aspects 
of the model, but it would be useful if  Börsch- Supan and Ludwig provided 
further elaboration as to the model’s key parameters. In particular, on which 
parameters do the chapter’s main result critically hinge, and how certain are 
we about the values chosen?

In qualitative terms, most of the chapter’s fi ndings make sense, although 
some would benefi t from further elaboration. For example, one might have 
expected that, with a hump- shaped productivity profi le, an increase in 
elderly workers would lead to a less productive labor force, at least relative 
to the productivity that one would observe if  productivity profi les were fl at 
with respect to age. As fi gure 5.17 shows, however, the opposite result occurs. 
Presumably, this is because of the shape and location of the hump—in par-
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ticular, that productivity does not fall off so fast to make the declines in older 
age offset the increases at slightly lower ages.

Another example of at least one reader’s difficulty in interpreting the re-
sults is in fi gure 5.10, where, as in other fi gures in the chapter, the authors 
use what might be characterized as a graphical difference- in- differences 
approach to report the effects of policies. I think, by the way, that this method 
of analysis is a useful and innovative way of looking separately at the many 
pieces of a complicated whole, but it does not eliminate the complexity of 
the results, which often must be traced to a series of interacting factors. The 
fi rst lower panel of fi gure 5.10 shows the marginal impact on hours of having 
a public pension system. As discussed earlier, we would expect a favorable 
outcome, but this is actually what we observe only if  labor market reforms 
are also implemented; that is, hours of work are higher for a funded pen-
sion plan than for the status quo under the labor market reform labor force 
assumptions, but not under the status quo labor force assumptions.

Conclusions

In summary, this is a chapter that barrages the reader with many inter-
esting fi ndings. Some are quite intuitive, while others are less so. Such less 
intuitive fi ndings can be where the payoff lies in using such models, for by 
understanding where these fi ndings come from we gain a better understand-
ing of  how different factors interact. But much of  the chapter’s fi ndings 
derive from its assumptions, in particular those about what labor market 
reforms might deliver. We can see quite clearly from the chapter’s results that 
these reforms could matter in a big way for future economic performance. 
But we do not know any more than before what has kept these reforms 
from being adopted, or how they might be achieved in the future. Thus, the 
chapter shows that Old Europe can prosper. But whether it will remains a 
very open question.
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6
The Final Inequality
Variance in Age at Death

Shripad Tuljapurkar

6.1   Introduction

Demography and economics shape many aspects of the lives and deci-
sions of  individuals as well as the structure and welfare of  populations. 
An important and persistent demographic shift that occupies much atten-
tion around the world is the aging of many national populations, driven by 
changes in the rates of birth, death, or migration. An ongoing decline in 
death rates is a common factor that drives aging in all industrialized nations 
and many of the world’s developing regions. Birth rates and migration also 
infl uence aging, but their importance varies between countries. The twen-
tieth century was the fi rst period in history in which humans experienced 
a sustained decline in death rates that resulted, in the now- rich nations, in 
a doubling of human life expectancy at birth and a 50 percent increase in 
the remaining life expectancy of  people at age sixty- fi ve. These changes 
expanded human life cycles in time and precipitated changes in the pattern 
of individual lives and in relationships between generations. Economic and 
demographic analyses of  aging work at one or both of  these levels. For 
individuals and families, the stretching of lives affects decisions about the 
level and timing of life- cycle events such as schooling, work, savings, and 
retirement. For populations, aging has meant changes in fl ows of labor and 
money and challenges related to education, annuities and pensions, insur-
ance, and health care. Analyses at both levels require an understanding of 
how long people live, the differences between individuals in life spans, and 
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the rates at which these are changing. One dimension of mortality that has 
been extensively studied is life expectancy, the average span of life, which 
is the key statistic used to describe mortality and health conditions. Many 
studies have examined trends and forecasts of life expectancy, while others 
have examined the effect of inequalities in wealth, income, or education on 
health by studying differences in life expectancy between groups that differ 
in these characteristics.

This chapter focuses on a second dimension of mortality, the variation in 
lifespan between individuals and groups of individuals. We begin by asking 
whether the length of life should be measured starting at birth or at some 
later age. To answer this question, we fi rst show that in today’s industrialized 
countries, childhood mortality is so low that we should focus on differences 
in the length of adult life. To measure such differences, we defi ne the age at 
adult death and its variance, following Edwards and Tuljapurkar (2005). 
This variance and aggregate life expectancy describe two distinct dimen-
sions of the distribution of life (and death) within populations. Next, we 
present and discuss historical trends in this variance and compare trends 
across countries. We then discuss the relationship between the pattern of 
adult death and socioeconomic inequalities, in factors such as education and 
income, using data from the United States. Finally, we examine the effect 
of variance in adult death on simple economic measures in an overlapping 
generations setting.

6.2   Death and Inequality

The modern rise in the length of life began about the time of the Industrial 
Revolution and has continued ever since. Figure 6.1 illustrates the gains in 
life expectancy at birth (e0) and at age sixty- fi ve (e65) using data for Sweden 
from 1950 to 2000. Over that period, e0 increased by about 12 percent and 
e65 by about 33 percent. Mortality here is measured using period death rates 
observed in particular calendar years; for each year, we compute quanti-
ties such as the average age at death that describe a hypothetical cohort of 
individuals who experience those over their lives. The higher proportional 
increase in e65 compared to e0 resulted from two factors. First, mortality in 
Sweden at young ages is now so low that further reductions have relatively 
little leverage on life expectancy. Second, reductions in mortality are, over 
time, occurring at older ages than in the past. To gain further insight into 
these two factors, we next examine the probability distribution of the age 
at death.

The age pattern of mortality is described by an age- specifi c mortality rate 
�(a), and the probability of living to at least age a is the survivorship l(a). 
The probability that an individual dies at age a is described by the density 
� (a) � �(a)l(a). Figure 6.2 displays this density for Sweden in 1950 and in 
2000. The risk of dying at young ages is concentrated in the fi rst year of life 



 

Fig. 6.1  Gains in period life expectancy between 1950 and 2000 at birth (e0, solid) 
and at age 65 (e65, dashes) for Sweden, both sexes combined

Fig. 6.2  Probability distribution of age at death in 1950 (solid) and 2000 (dashed) 
for Sweden, both sexes combined



 

212    Shripad Tuljapurkar

and has fallen steadily in the past fi fty years. For example, in Sweden in 2000, 
less than 0.4 percent of deaths in the period life table occur at ages under 
ten years. Beyond age ten, death is increasingly likely, with over 85 percent 
of all deaths concentrated in a range of twenty years or so around a sharply 
defi ned modal age that is slightly higher than the life expectancy at birth. It is 
the variation in this age range that describes the bulk of variation in “adult” 
death. An individual who survives his or her fi rst year of life is most likely 
to die as an adult (over age ten), and differences between individual ages at 
death are largely differences in the age of adult death.

Based on these observations, Edwards and Tuljapurkar (2005) defi ne 
adult death as death occurring after age ten. The probability distribution 
of the age of adult death is derived from �(a) in fi gure 6.2 as the conditional 
distribution given that death occurs after age ten. The shape of the condi-
tional distribution is the same as that of �. The variance of this conditional 
distribution is defi ned to be the variance in the age at adult death, denoted 
here by S2

10. The value of S10 measures the dispersion in age at adult death. 
We cannot measure this dispersion by the variance of the full distribution 
� because the size of that variance is always strongly affected by the infant 
mortality peak even when infant mortality is as small as it is in fi gure 6.2. 
Our choice of ten years is somewhat arbitrary, but any age near the minimum 
of the full distribution (see fi gure 6.2) serves equally well. Figure 6.3 shows 
the effect of using different cutoff ages of ten and twenty years on the stan-
dard deviation of the age at adult death, using data for Sweden from 1951 
to 2000. The two curves shown track each other closely, and the values are 
very close over the period.

The measure S10 describes the extent of inequality in the age at death. Why 
do we call this an inequality? There is considerable current interest in the 
role of socioeconomic inequalities as determinants of inequalities in health 
outcomes (e.g., Marmot 2005). Health is not easily defi ned or measured, 
but mortality risk is widely used as an indicator of health, and age at death 
is, of course, a primary health outcome variable. In this context, our S10 is 
an appropriate measure of inequality in health outcomes. We note that a 
different way of describing inequality in adult death is to use percentiles of 
the death distribution, as suggested by Victor Fuchs in his comments on 
this chapter. Such percentiles have previously been used by Wilmoth and 
Horiuchi (1999) in a discussion of the possible compression of age at death. 
We believe that S10 is in many ways a natural measure and is particularly 
useful in thinking about the nature of risk, but percentiles can provide useful 
additional insights.

The distribution of adult deaths is the large concentrated mass of the dis-
tribution in fi gure 6.2. A rough approximation to the distribution is a normal 
centered on the modal age at death with a standard deviation of S10, and we 
use this approximation later in this chapter. It is worth comparing the actual 
distributions in fi gure 6.2, or their normal approximations, to two stylized 
distributions of death that have been used by economists. The fi rst, dating 



 

The Final Inequality: Variance in Age at Death    213

back to early work (Yaari 1965; Blanchard 1985) on overlapping generation 
models, assumes that the probability of death is independent of age (panel 
A of fi gure 6.4) and leads to a most unrealistic exponential distribution of 
the age at death. The second (Futagami and Nakajima 2001) assumes that 
all adults die at the same age (panel B of fi gure 6.4). Our discussion sug-
gests that a more realistic treatment of the age distribution of human deaths 

Fig. 6.3  The effect of defi ning “adult” death as deaths over age 10 or 20. The solid 
line shows S10, and the dashed line shows S20, as defi ned in the text, for Sweden from 
1950 to 2000, both sexes combined

Fig. 6.4  Stylized probability distributions of age at death: A, Age- independent 
probability of death; B, All deaths at one age
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should use e0, which is close to the modal age of adult death, as a measure 
of location and S10 as a measure of dispersion.

6.3   Historical Inequality in Adult Death

Historical changes have increased the average age at death e0 in most 
countries. We now examine the corresponding historical change in the dis-
persion in adult death measured by S10. The nature of change in S10 will tell 
us whether mortality improvement means that both the average and the 
variance in adult age at death change together. In other words, are we com-
pressing inequality in age at adult death while also delaying death?

Figure 6.5 plots S10 versus life expectancy e0 for Sweden from 1900 to 
1950. Time turns out to run from left to right across the plot. There were 
fl uctuations in both e0 and S10, but the overall negative correlation between 
them was very high. In this period, S10 fell to 50 percent of its 1951 value, 
decreasing at 0.22 years per calendar year, whereas e0 grew to nearly 150 
percent of its value in 1951, increasing at 0.4 years per calendar year. In the 
years 1951 to 2000, as shown in fi gure 6.6, the negative correlation between 
S10 and e0 weakened somewhat. Life expectancy continued to increase, albeit 
at a slower pace, at about 0.2 years per calendar year. But S10 decreased 
much more slowly and with signifi cant fl uctuation, at about 0.022 years per 
calendar year.

In the fi rst half  of the twentieth century, mortality declines clearly acted 
as a “rising tide” that reduced inequality in age at adult death across the 

Fig. 6.5  Standard deviation S10 in adult age at death plotted against life expec-
tancy at birth e0 from 1900 to 1950 for Sweden, both sexes combined
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population as a whole. In terms of the distribution of age at death (recall 
fi gure 6.2), the mass of adult deaths moved to later ages while also being 
compressed. In the second half  of the twentieth century, progress against 
mortality continued, so the mass of deaths continued its march to older ages, 
but the compression of inequality slowed considerably. It is important to 
recognize that the compression of mortality inequality contains an impor-
tant message about the extent of variation in mortality between individuals. 
There is great interest in the effect of risk factors as predictors of individual 
mortality risk, and the notion that individual behavior can strongly affect 
age at death is widespread. Indeed, the argument is often made that the dis-
tribution of risk factors shapes the distribution of deaths (e.g., Mokdad et al. 
2004). History tells us, however, that the total variance in adult death, which 
includes the contributions of all risk factors, has declined substantially over 
time and indeed continues to do so. We return to the predictive value of risk 
factors later in this chapter.

6.3.1   International Trends and the Future

How do these historical patterns for Sweden compare with what has hap-
pened in other countries? The slowdown in the decline of  S10 in Sweden 
since about 1960, seen in fi gures 6.5 and 6.6, is partially mirrored across the 
industrialized world. A comprehensive and recent comparison across all 
Organization for Economic Cooperation and Development (OECD) coun-
tries has been published by the OECD (2007). We focus on a subset of the 
OECD countries from 1960 onward as shown in fi gure 6.7, which is redrawn 

Fig. 6.6  Standard deviation S10 in adult age at death plotted against life expec-
tancy at birth e0 from 1951 to 2000 for Sweden, both sexes combined
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from the data used by Edwards and Tuljapurkar (2005). The strikingly high-
est and steadiest curve in the plot is for the United States, which had the 
highest level of mortality inequality among these countries (and, indeed, 
across the industrialized world) over the entire period. Canada displayed 
a level of inequality and a lack of trend similar to the United States from 
1960 to 1980, but after that, S10 in Canada has fallen signifi cantly. The sharp 
contrast between recent trends in S10 in these two countries is plausibly due 
to the widespread availability of national health services in Canada after 
1980. For the entire period shown in fi gure 6.7, there is one country whose 
S10 is just below that for the United States and shows the same absence of 
overall trend. That country is France. Given the widespread public com-
mentary in each country that they are least likely to resemble each other, 
this is quite a surprise.

The United Kingdom, Sweden, and Denmark started out with similar 
levels of inequality in 1960. Sweden and the United Kingdom changed little 
through the 1980s, but Sweden’s S10 then declined, whereas the United King-
dom had a modest increase. Denmark is another surprise, with an increase 

Fig. 6.7  Conditional standard deviations in the age at death, S10, in seven high- 
income countries since 1960
Source: Data for both sexes combined are taken from the Human Mortality Database 
(http:/ / www.mortality.org).
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in S10 through the 1980s and higher inequality at the end of the period than 
it had in 1960. Japan, as is often the case in such comparisons, is strikingly 
distinctive, with a notable decrease in inequality from 1960 (when Japan and 
the United States had similar levels of S10) till 1990 (when Japan and Sweden 
were tied with the lowest inequality). In the most recent decade, Japan’s S10 
has actually increased. Victor Fuchs (in his comments on this chapter) has 
examined this recent trend in Japan using percentiles of  the distribution 
of age at death. To see why percentiles matter, look again at fi gure 6.2. The 
distribution of age at death around the mode has a left skew, as is typical of 
most human history, which means that much of the inequality we discuss 
here is driven by early deaths. But for recent years in Japan, Fuchs fi nds that 
the probability of dying at ages above the mode (use fi gure 6.2 as a guide) has 
increased relative to the past, thus changing the skewness of the distribution. 
As a result the inequality in age at death in Japan may be increasing because 
there is a higher chance of living to old ages past the mode. This explanation 
marches with the known fact that the number of centenarians in Japan is 
increasing very rapidly with time (Robine, Saito, and Jagger 2003).

Bongaarts (2007) recently proposed an interesting model of  mortality 
change to be used in making forecasts. He argues that life expectancy simply 
increases at some steady rate per year and that the shape of the distribution 
of adult deaths, based on �(a), does not change with time for deaths over 
age twenty- fi ve years. In his view, the mass of  adult deaths, as shown in 
our fi gure 6.2, simply translates to later ages at some steady rate, but with 
the dispersion of the mass constant. He arrived at his model using rather 
different arguments about the nature of senescence, and so our historical 
analysis provides a test of his assumptions. It is clear from fi gure 6.7 that 
his approximation is plausible for trends in the United States since 1960; it 
may also be plausible for some other, but not all, countries in recent decades. 
His model would clearly not be correct as a description of historical change 
prior to 1960.

6.4   The Sources of Variance in Adult Death

We turn now to a different question: what causes differences in mortality 
within a country between groups that are distinguished by characteristics 
such as income, education, race, or other factors that we expect to infl uence 
mortality risk? This question has become particularly important in recent 
discussions about the relationships between mortality and socio economic 
inequality measured in various ways (Mokdad et al. 2004; Marmot 2005). 
Typically, analyses of  such relationships have focused on the effect of  a 
particular risk factor on either life expectancy or relative mortality rates. 
Controlling for differences in other likely risk factors, a successful analysis 
detects a difference in the e0 corresponding to differences in the particular 
factor in question. Such studies measure what we call the variance between 
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groups that are distinguished by particular explanatory factors. But we have 
found that such relationships can be studied in a different and more informa-
tive way by asking how socioeconomic factors affect the variance of adult 
age at death both between groups and within groups.

We consider a decomposition of a population into subgroups based on 
differences in socioeconomic variables and use results from Edwards and 
Tuljapurkar (2005). They considered the effects of education and income, 
both factors that are well known to be correlated with mortality rates and 
average age at death, as well as of sex, race, and certain causes of death. We 
focus on the effects of education, which is a much more stable socioeconomic 
measure for adults than is income. Data were taken from the U.S. National 
Longitudinal Mortality Study, a panel study of over half  a million indi-
viduals who were interviewed around 1980 and then tracked for nine years. 
Socioeconomic data were observed only at the beginning of  the period, 
and the analysis used only mortality in the fi rst year of the sample. To keep 
comparisons simple, the analysis considered only two socioeconomic strata, 
with individuals sorted according to whether they are high school graduates, 
roughly two- thirds of the sample. Life tables were constructed for both sexes 
combined in each group, and smoothed distributions of ages at death were 
constructed and used to estimate conditional means and variances.

Figure 6.8 (redrawn using the data from Edwards and Tuljapurkar 2005) 
plots distributions of age at adult death by educational status. The plot lists 
for each group the values of the conditional mean age at death M10 and the 
within- group standard deviation S10. Clearly, adults in the lower stratum 
not only have shorter average life spans, but also are subject to greater vari-
ability. As adults, high school graduates live an average of fi ve years longer 
than their less- educated counterparts, while enjoying a standard deviation 
that is two years lower. But the variance between these groups (approxi-
mately the square of the difference in M10, so ≈ 25) is an order of magni-
tude smaller than the variance within groups (the average of the variances, 
so ≈ 225). This huge difference refl ects the considerable overlap between the 
two distributions in fi gure 6.8. Even if  everyone in the United States had a 
high school diploma, S10 would remain fairly high, at 14.6, which is only a 
year lower than the value for the United States as a whole. Clearly, educa-
tion matters, but it matters more to averages and rather less to inequality, 
and, thus, matters less to the predictive power of education about the age of 
death. A similar result is found when looking at age at death as a function 
of household income (Edwards and Tuljapurkar 2005).

These results lead to broad conclusions about analytical strategies for 
future research and about policy conclusions from existing research. The 
analytical strategy used to study the effects of  socioeconomic inequality 
needs to focus on mortality inequality and not just on average outcomes. 
For example, it would be useful to search for risk factors that best separate 
groups, that is, that maximize the ratio of between- group variance to within-
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 group variance in adult age at death. It would be useful to ask whether 
the roughly constant inequality in age at death in the United States can be 
explained by changes in socioeconomic inequality. In other countries where 
S10 has fallen over time, we should ask whether the effect of mortality decline 
has been to reduce the within- group variances for all groups or just the vari-
ances within particular groups. In terms of policy, the results show clearly 
that reducing some kinds of socioeconomic inequality will have little or no 
effect on inequality in age at death.

6.4.1   Economic Theory and Variance in Adult Death

Our variance S10 is simply the dispersion of the random age at death, call it 
T, across adult individuals in a population. We can approximate the distribu-
tion of adult deaths by a normal distribution around the modal age at death, 
call it �, with a standard deviation � � S10. This approximation undershoots 
the true left- skewed distribution at ages below � and overshoots the true 

Fig. 6.8  Distributions of ages at death by educational group in the United States 
in 1981
Source: Data are constructed from a life table derived from deaths observed in the fi rst year of 
the U.S. National Longitudinal Mortality Study.
Notes: Education was observed at the beginning of the period. M10 is the mean age at death 
above age ten, equal to e10 � 10. Data have been smoothed using a kernel density estimator.
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distribution at ages much over �, but it is reasonable for seeing how variance 
in T affects lifetime income, consumption, and utility.

Suppose that wages are fi xed at some value W and an individual works 
starting at some age as (upon leaving school or college, say) until the earlier 
of death or retirement at age ar. For a given interest rate r, expected lifetime 
earnings are

 I � WE ∫as

(T ^ar)dse�rs � �W
�
r �[e�ras � Ee�r(T ^ar)].

Here E indicates an expectation over the distribution of  age at death T, 
which we take to be a normal distribution as in the preceding. The exact 
expressions here are messy, but they are closely approximated by

 I � �W
�
r �{e�ras � l(ar)e

�rar � [1 � l(ar)]e
�r��(1/ 2)r2�2}.

This is sensible: when retirement occurs at an age well below the modal age 
at death �, uncertainty in death has little effect on lifetime income. As age at 
retirement increases toward �, the dispersion � in T translates into disper-
sion in lifetime income. There is a trade- off between � and �, in that

 
∂I
�
∂�

 � �r�
∂I
�
∂�

.

For an interest rate of  0.03, and �; 14, which is typical of  industrialized 
countries, the multiplier is 0.42; in developing countries with �; 25, the 
multiplier is 1. So the effect of increasing � by a year is about the same as 
decreasing � by half  a year in industrialized countries and by a year in de-
veloping countries.

Lifetime consumption also depends on T. In simple overlapping genera-
tions models (Blanchard 1985) with constant relative risk aversion (CRRA) 
utility, the optimal consumption at age x is a function

 c(x) � c0e
kx, where k � 

(r � 	)
�



,

where r is interest rate, 	 is the discount rate, and 
 is the coefficient of risk 
aversion. Lifetime consumption then depends on ekT, and we have

 EekT � ek��(1/ 2)k2�2.

So inequality in T translates into inequality in lifetime consumption. This 
fact suggests that it would be useful to incorporate uncertainty in T into 
analyses of the benefi ts of increasing lifespan.

Lifetime utility depends on consumption in these settings, and in the 
CRRA model, utility at age x is proportional to c (x)(1– 
)/ (1 –  
). Expected 
lifetime utility averages over the variation in T and, thus, also depends on 
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�. The effect of � on lifetime consumption depends on the factor k, but the 
effect on lifetime utility depends on the product k (1 –  
), being modifi ed by 
the level of risk aversion. Li (2005) has explored these connections in more 
detail by studying the equilibrium of a simple closed economy model with 
adult deaths distributed normally as in the preceding.

6.5   Conclusion

This chapter has shown that the variance in age at adult death is a useful 
and important dimension of mortality change. Trends in this variance are 
informative about the speed and the age pattern of mortality change. The 
decomposition of this variance with respect to risk factors provides useful 
insights into the explanatory power of different factors that are correlated 
with mortality. Historical and economic analyses can benefi t from an exami-
nation of variance in age at death in addition to the traditionally important 
study of life expectancy.
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Comment Victor R. Fuchs

In this chapter, Shripad Tuljapurkar uses mean age of death (derived from 
a period life table) to measure life expectancy (e0) and the standard devia-
tion of the age of death distribution to measure inequality. He focuses on 
“adult” mortality by limiting the standard deviation to the distribution of 
deaths from age ten on (S10). He uses data from the United States, Sweden, 
and a few other high- income countries. His principal empirical fi ndings are 
the following:

•  Life expectancy at birth has increased appreciably since the Industrial 
Revolution, albeit at a slower pace in recent decades.

•  Inequality in mortality, measured by S10, has decreased; the rate of 
decrease has slowed in recent decades.

•  Over time, there is a negative correlation between life expectancy (eo) 
and inequality (S10); the correlation has weakened in recent decades.

•  Inequality in length of life is greater in the United States than in a subset 
of Organization for Economic Cooperation and Development (OECD) 
countries. Furthermore, there has been very little decline in S10 in the 
United States since 1960, unlike several other OECD countries that 
show substantial declines.

•  While there is a correlation between education and age of death in the 
United States, the variation in length of life in the United States is much 
greater than the variation in length of life across education groups. It 
appears that socioeconomic disparities in general can explain only a 
small part of the inequality in length of life.

Comments

The mean and standard deviation are well- established statistics to describe 
a distribution. They are familiar and have desirable mathematical properties. 
But they are not the only statistics that are easily calculated; other measures 
can provide additional insights into questions about inequality in length of 
life. Life expectancy can be represented by the median age of death rather 
than the mean. Inequality can be described by the interquartile range rather 
than the standard deviation. Attention to the median and the interquartile 
range yields results that are at times similar to those of Tuljapurkar, but are 
at times strikingly different.

Victor R. Fuchs is the Henry J. Kaiser Jr. Professor of Economics and of Health Research 
and Policy, emeritus; a senior fellow of the Freeman Spogli Institute for International Stud-
ies; a core faculty member at the Center for Health Policy/ Center for Primary Care and Out-
comes Research (CHP/ PCOR) at Stanford University; and a research associate of the National 
Bureau of Economic Research.
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Because the United States has a large heterogeneous population, inequal-
ity is calculated for whites in each of the fi fty states.1 Each state is treated 
as if  it were a separate demographic entity to make more appropriate com-
parisons between the states and foreign countries, many of which also have 
relatively small populations. The comparison is limited to whites because of 
the large black- white differential in length of life (about fi ve years), the large 
variation across states in the percentage of the population that is black, and 
the fact that the percentage black is much larger in the United States than 
in the other countries.

Within- state inequality of U.S. whites is signifi cantly greater ( p � .001) 
than within- country inequality in twenty- one “Western” countries.2 This 
result adds support to Tuljapurkar’s fi nding that inequality in the United 
States is greater than in other countries. Unlike Tuljapurkar’s results, how-
ever, the mean interquartile range in the states (as well as in the other West-
ern countries) declined from 1970 to 1980 and from 1980 to 1990. Between 
1990 and 2000, the mean interquartile range for the twenty- one countries 
fell by an additional 0.8 years. State data are not available for 2000, but for 
U.S. whites as a whole, the decrease from 1990 to 2000 was 0.9 years. This 
suggests that the gap between the states and other countries was probably 
about the same in 2000 as in 1990.

The greater inequality in the United States is also evident in the ages at 
which 25 percent, 50 percent, and 75 percent of the cohort are dead, accord-
ing to period life tables. By comparing the fi fty states with the twenty- one 
countries at these different levels of survivorship, we fi nd that the greater 
inequality in the United States, is the result of two disparate phenomena. 
The age at which 25 percent of the cohort is dead is substantially lower in 
the states than in the other countries, indicating higher mortality rates in 
the states at younger ages. By contrast, the age at which 75 percent of the 
cohort is dead is higher in the states than in the other countries, indicating 
lower mortality rates in the states at older ages. Both the relatively higher 
U.S. mortality rates at younger ages and the relatively lower rates at older 
ages explain the greater inequality in length of life in the states. It should 
also be noted that the age at which 50 percent of cohort is dead is similar 
in the states as in the countries. That is, white median life expectancy in the 
average state was about the same as median life expectancy in the average 
Western country in 2000.

Tuljapurkar’s fi nding of a negative correlation between inequality and life 

1. National Center for Health Statistics, U.S. Decennial Life Tables for 1969– 71, volume 2, 
State Life Tables (Rockville, MD: National Center for Health Statistics, 1985); U.S. Decennial 
Life Tables for 1979– 91, volume 2, State Life Tables (Hyattsville, MD: National Center for 
Health Statistics, 1985); U.S. Decennial Life Tables for 1989– 91, volume 2, State Life Tables 
(Hyattsville, MD: National Center for Health Statistics 1998).

2. “Western” countries are Australia, Austria, Belgium, Canada, Denmark, England, Fin-
land, France, Germany (West), Iceland, Italy, Japan, Luxembourg, the Netherlands, New Zea-
land (non- Maori), Norway, Portugal, Spain, Sweden, Switzerland, and Taiwan.
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expectancy over time is also evident in cross section using the interquartile 
range for inequality and the median age of death for life expectancy. The 
correlation across the fi fty states is – 0.63, and for the twenty- one countries, 
it is – 0.64. (See fi gure 6C.1). This relationship between inequality and life 
expectancy results from the fact that death rates at younger ages (captured by 
the age at which 25 percent of a cohort is dead) drives both life expectancy 
and inequality. The correlation with median life expectancy is almost per-
fect: r � 0.98 for the states and 0.96 for the countries. Its greater importance 
for inequality than the age at which 75 percent is dead can be seen in fi gure 
6C.2. All these results can be traced to the greater variability of death rates 
at younger ages than at older ages across states and across countries. The 
coefficient of variation (standard deviation divided by the mean) across the 
states for the age at which 25 percent is dead is 1.7 percent; for the age at 
which 75 percent is dead is only 0.8%. Across the countries, the coefficients 
are 2.1 percent and 1.2 percent, respectively.

In calling attention to the large inequality in length of life that still prevails 
in the United States—and other high- income countries—Tuljapurkar is on 
the right track; the matter could be put even more strongly. Consider the fol-
lowing situation in the United States. The mean age of death of white college 
graduates is no more than four or fi ve years greater than that of white high 

Fig. 6C.1  Scatter diagram of inequality and life expectancy, 50 states (whites) and 
21 Western countries, 1990
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school dropouts. By contrast, the mean age of death of the one- fourth of 
white cohort who live the longest is about twenty- fi ve years greater than the 
mean age of death of the one- fourth who have the shortest lives. A major 
challenge for social and medical scientists is to explain this inequality in 
length of life. A good starting point would be to explain differences in the 
age at which 25 percent is dead across states and across countries.

Fig. 6C.2  Scatter diagrams of relationship between interquartile range and age at 
which 25% is dead and 75% is dead, 1990
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7
Demographic Trends, Housing 
Equity, and the Financial Security 
of Future Retirees

James M. Poterba, Steven F. Venti, and David A. Wise

About 80 percent of households with heads at retirement age own a home. 
Aside from Social Security and dedicated retirement saving, home equity is 
the primary asset of a large fraction of these homeowners. Thus, the fi nan-
cial security of many older households depends importantly on the value 
of their homes. Venti and Wise (1990, 2001, 2004); Megbolugbe, Sa- Aadu, 
and Shilling (1997); and Banks et al. (2010) show that housing equity tends 
to be withdrawn when households experience shocks to family status like 
entry to a nursing home or death of a spouse. If, as these analyses suggest, 
housing equity is conserved for a “rainy day,” then the value of housing can 
have important implications for the reserve of wealth in the event of such 
shocks.

In a series of earlier papers—Poterba, Venti, and Wise (2007a, b, 2008, 
2009)—we considered the retirement asset accumulation of future retirees. 
In particular, we considered the implications of the transition from a pen-
sion system dominated by employer- provided defi ned benefi t plans to a 
system dominated by 401(k) plans and personal retirement accounts. We 
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concluded that future retirees in the United States were likely to have sub-
stantially greater retirement assets than current retirees. In this chapter, we 
begin to develop a parallel analysis of home equity, the other key asset of a 
large proportion of households. We consider how trends in housing equity 
could affect the well- being of future elderly.

To structure the analysis, we distinguish two phases of housing equity 
accumulation. The fi rst phase is the home equity that households have on the 
eve of retirement. The second phase is the trend in home equity after retire-
ment. With these two phases in mind, there are two key goals of the analysis. 
The fi rst goal is to understand the extent of uncertainty about home equity 
at older ages, given the home equity that households have at retirement. That 
is, how much home equity will be available to households when the “rainy 
day” arrives? The second goal is to explore how one might project the trend 
in the home equity of younger cohorts as they approach retirement.

The second goal is a difficult issue to address with any degree of certainty, 
as past attempts to project home prices have demonstrated. To understand 
the difficulty of projecting home prices, we begin this chapter by describing 
the change (or persistence) over time in relationships between age and home 
ownership and home values. We illustrate how projections based on past 
empirical regularities can lead to substantial errors in projections. Nonethe-
less, although we recognize that any projections are extremely uncertain, 
we consider whether some “what if” scenarios based on the relationship of 
home equity to household wealth might be used to make informed judg-
ments about the housing equity of future retirees.

While our focus is on the possible effect of housing equity on the fi nancial 
security of future elderly, our discussion of housing equity is necessarily 
related to prior work on demographic trends and housing prices. Substantial 
attention was fi rst drawn to this issue by Mankiw and Weil (1989), and their 
paper elicited responses from many reviewers. McFadden (1994) and Hoynes 
and McFadden (1997) also consider the effect of demographic change on 
future house prices. Demographic change is, of course, not the only explana-
tion for changes in house prices. Poterba (1991) considers the role of con-
struction costs, the after- tax cost of home ownership, as well as demographic 
change. Glaeser, Gyourko, and Saks (2005) investigate the possibility that 
restrictive zoning has resulted in rapid price increases in some cities. More 
recently, Shiller (2008) discusses some of the causes of the recent spike in 
house prices observed in some regions of the United States since 1998.

To put the importance of housing equity in perspective, we begin in this 
introduction with data on home equity relative to other assets of  house-
holds near retirement. The following tabulation shows the dollar values of 
housing equity and other assets, calculated from responses to questions 
in the Health and Retirement Study (HRS), which included households 
with a member aged fi fty- one to sixty- one in 1992. Although housing equity 
represents about 15 percent of total wealth for all households in 2000, it 
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represents about 33 percent of nonretirement assets. For about half  of all 
households, housing equity represents over 50 percent of  nonretirement 
assets. Because of the apparent special nature of home equity—as a reserve 
of last resort for many families—it may have a particularly important effect 
on the resources available to older families in the event of shocks to family 
status, such as entry into a nursing home, other health shocks, or death of 
a spouse (see table 7.1).

In the fi rst four sections of the chapter, we explore the relationships be-
tween age, home ownership, and home values in recent decades. The goal 
is to understand how projections based on the historical stability of these 
relationships can easily go astray. We show both cohort and cross- section 
representations of the data and consider which relationships changed over 
time and which ones have remained relatively unchanged for several decades. 
In section 7.1, we present cohort and cross- section descriptions of trends 
in home ownership by age. We fi nd that the profi les of ownership by age 
changed little between 1984 and 2004—for couples, single men, and single 
women separately. In section 7.2, we combine the profi le of home ownership 
by age with demographic projections to obtain projections of the aggregate 
number of  homes in future years. These projections suggest that the total 
number of homes will continue to grow through 2040, but at a declining 

Table 7.1 Mean assets of Health and Retirement Study households in 2000

Dollar amount Percent of total wealth

Asset category  All households Homeowners  All households Homeowners

Retirement assets 370,748 415,357 53.93 52.34
  Social Security wealth 174,865 188,185 25.44 23.71
  Defi ned contribution 
  pension wealth

94,118 108,038 13.69 13.61

  401(k) assets 31,885 35,876 4.64 4.52
  IRA and Keogh assets 69,879 83,258 10.16 10.49
Other nonretirement- 
  nonhousing assets

212,928 249,420 30.97 31.43

Housing equity 103,820 128,843 15.10 16.23
Total wealth  687,497  793,620     

  All households  Homeowners

Percentage of households with housing equity greater than a specifi ed percentage of total wealth
�25% 22.7 26.7
�50% 5.4 5.4
�75% 2.8 2.1

Percentage of households with housing equity greater than a specifi ed percentage of nonretirement wealth
�25% 70.1 83.0
�50% 50.2 58.5
�75%  30.6  34.4
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rate. In section 7.3, we discuss the value of  housing by age given ownership. 
Unlike the stable pattern for home ownership, we fi nd that the real value of 
housing roughly doubled between 1984 and 2004—for couples, for single 
men, and for single women. In section 7.4, to check our estimates of home 
values, we combine demographic data with ownership rates and home value 
given ownership to develop estimates of  the aggregate value of  housing 
between 1984 and 2004. Over these years, our estimates correspond closely 
to Flow of Funds Accounts (FFA) estimates of aggregate housing value. 
The increase in home values is likely the result of many factors that affect 
housing markets, including demographic trends, changes in fi nancial market 
returns, and changes in consumer preferences for housing relative to all other 
goods. The wide historical variation in house values suggests that it is likely 
to be very difficult to forecast the future value of homes based on the past age 
profi le of home values and projections of future demographic structure.

In the next two sections, we explore the relationship between household 
wealth on the one hand and home values, mortgage debt, and home equity 
on the other hand. In particular, we draw attention to the stability of the em-
pirical correspondence between home equity and household wealth (which 
we return to more formally in section 7.8). In section 7.5, we consider the 
relationship between nonpension wealth and home equity between 1984 and 
2004, based on cross- section comparisons. We fi nd that the ratio of home 
values to wealth increased somewhat between 1984 and 2004, while the ratio 
of mortgage debt to wealth increased substantially. On net, the ratio of home 
equity to wealth was essentially the same in 2004 as in 1984. This ratio did 
vary over the intervening years, largely as a function of stock market values. 
In section 7.6, we consider cohort descriptions of home values, home equity, 
and mortgage debt, as well as the relationship between home equity and 
nonpension wealth. We fi nd that the home values and home equity of suc-
cessively younger cohorts increased very substantially over the 1984 to 2004 
period. But the mortgage debt of younger cohorts also increased. Because 
the percent increase in equity was less than the percent increase in home 
values and the percent increase in mortgage debt was much greater than the 
percent increase in home values, the ratio of equity to home value decreased 
for successively younger cohorts, and the ratio of mortgage debt to home 
value increased. Thus, younger cohorts will approach retirement with more 
home equity than older cohorts, but also with more mortgage debt. In spite 
of the large changes in the ratios of home equity to home value, the cohort 
data also show that the age profi le of the ratio of home equity to nonpension 
wealth remained strikingly stable over the 1984 to 2004 period.

In section 7.7, given home equity at retirement, we use simulation meth-
ods to illustrate the potential effect of changes in home prices on the home 
equity of households as they age. For illustration, we consider two cohorts—
one attaining retirement age in 1990 and the other in 2010—whose mem-
bers entered retirement with very different levels of home equity. For each 
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of these cohorts, we simulate home equity late in retirement by randomly 
drawing future house price changes from the historical distribution of price 
changes. The younger cohort is projected to have substantially more home 
equity late in retirement. However, both cohorts face a moderate risk of a 
decline in real home equity following retirement.

In section 7.8, we explore the relationship between home equity and non-
pension wealth more formally, with the goal of understanding whether pro-
jections of future trajectories for household wealth might be helpful in pro-
jecting the home equity of future retirees. We fi nd that over the 1984 to 2004 
period—during which mortgage rates declined by half, home prices fl uctu-
ated substantially, and household wealth doubled—the ratio of home equity 
to total wealth remained surprisingly stable. The stability in this empirical 
relationship prompts us to raise the possibility that it might be used to judge 
the likely home equity of future cohorts of retirees.

In section 7.9, we summarize our fi ndings and discuss future research 
plans.

7.1   Trends in Home Ownership

We begin with a cohort description of  home ownership. The data are 
from the Survey of Income and Program Participation (SIPP). The SIPP 
asks each household respondent if  the housing unit in which they are liv-
ing is owned or rented. If  the unit is owned, then up to three owners can 
be designated. We use this information to classify each person as an owner, 
a renter, or living in a unit owned by another person. We also distinguish 
“families” within a living unit using the same rules as the tax code. Thus, 
for example, a house owned by a married couple also containing their adult 
son contains two “families” in our analysis: a married couple (owners) and 
a single male (a nonowner living in a unit owned by another person). Our 
analysis focuses on home owners.

The SIPP is a series of short panels that survey respondents for thirty- two 
to forty- eight months. New panels were introduced in most years between 
1984 and 1995 and every four years after 1996. We disregard the short time 
series component of the SIPP and treat survey data in each calendar year 
as independent cross sections. We make use of data on home ownership for 
seventeen years: 1984, 1985, 1987, 1988, 1991 to 1995, and 1997 to 2004. 
From the random samples from each for these years, we create cohort data. 
For example, to trace the average home ownership rate of the cohort that 
attained age forty in 1984, we calculate the ownership rate for persons aged 
forty in the 1984 cross section, aged forty- one in the 1985 cross section, aged 
forty- three in the 1987 cross section, and so forth. The last observation for 
this cohort will be at age sixty in 2004. We follow the same procedure for 
all cohorts that are between the ages of twenty- one and eighty at anytime 
between 1984 and 2004. For most cohorts, this procedure yields seventeen 
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observations. However, fewer observations are available for some older 
cohorts (attaining age eighty before 2004) and for some younger cohorts 
(attaining age twenty- one after 1984).

The home ownership rates of couples from selected cohorts are shown 
in fi gure 7.1. The data show essentially no cohort effects, except at older 
ages. The cohort data suggest that cross- section data for any year would 
look much like the pieced- together cohorts. For example, the 1984 data for 
different ages lie essentially on the age- ownership profi le described by the 
cohort data. So do the data for 2004, the last year for which SIPP data are 
available. (See also fi gures 7.2 and 7.3) The cross- section data for 1984 and 
2004 are shown for couples, single men, and single women in fi gures 7.4, 
7.5, and 7.6, respectively. The ownership rates by age changed very little for 
couples between 1984 and 2004, except perhaps at older ages—eighty and 
above. The ownership rate of single men aged sixty and younger was about 
the same in 2004 as in 1984, but for those over sixty, the ownership rate was 
higher in 2004 than in 1984. The ownership rate of single women changed 
little between 1984 and 2004. Because of the increasing proportion of single 
persons at younger ages, however, the number of all “households” (single 
persons and couples) who owned homes declined at younger ages between 
1984 and 2004, as shown in fi gure 7.7. On balance, ownership rates at older 
ages were somewhat higher in 2004 than in 1984.

Considering both the cohort and the cross- section data, it appears that 
the ownership rate of older households will likely be higher in future years 
than it is today.

Fig. 7.1  Percent owning for two- person households: Eight selected cohorts identi-
fi ed by year members of cohort attain age 65
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7.2   The Aggregate Number of Homes

The previous section showed that the age profi le of homeownership for 
couples, single males, and single females changed little between 1984 and 
2004. We combine these age profi les with demographic data on the number 
of couples and single persons at each age in each year to obtain projections 

Fig. 7.2  Percent owning for single males: Eight selected cohorts identifi ed by year 
members of cohort attain age 65

Fig. 7.3  Percent owning for single females: Eight selected cohorts identifi ed by 
year members of cohort attain age 65
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of the aggregate number of home owners (or the number of owner- occupied 
homes) in each year.

Projections are shown for the years 1982 to 2040 in fi gure 7.8. These pro-
jections use the 2004 age profi les of homeownership shown in fi gures 7.4, 7.5, 
and 7.6. Thus, the projections show what homeownership would be if  the age 
profi le of home ownership was the same as the 2004 profi le over the entire 
period. The projection uses population forecasts by age, year, gender, and 
marital status that were provided by the Office of the Actuary of the Social 

Fig. 7.4  Percent of couples that owned homes, 1984 and 2004, SIPP data

Fig. 7.5  Percent of single men that owned homes, 1984 and 2004, SIPP data
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Security Administration.1 In each year and for each age, the SIPP ownership 
rate for couples is weighted by the number of couples in the population to 

Fig. 7.6  Percent of single women that owned homes in 1984 and 2004, SIPP data

Fig. 7.7  Percent of all households that owned homes in 1984 and 2004, SIPP data

1. Population estimates for 1980 to 1999 are from the U.S. Census. Population projections 
from the Social Security Administration (SSA) are used for the years 2000 through 2040. The 
two sources differ slightly in coverage. The Census data exclude persons in the military and 
persons living abroad. These two groups are included in the SSA data. We have adjusted the 
SSA data by the ratio of Census estimates to SSA projections in the year 2000 for each of the 
gender and marital status groups.
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obtain an estimate of the number of couple homeowners. A similar calcula-
tion is made at each age for each year for single males and for single females. 
The projected aggregate number of homeowners shown in fi gure 7.8 is the 
sum over all ages and over all demographic groups in each year.

The projected number of  homeowners mirrors the pace of  underlying 
demographic change. For the years 1982 to 2006, the fi gure also shows the 
actual number of owner- occupied housing units obtained from the Census 
estimate of  the housing inventory in each year. The two series are quite 
close although there is more fl uctuation in the Census series. The projected 
number of homes increases essentially linearly from about 51 million in 1982 
to about 102 million in 2040.

The projections suggest a substantial slowdown in the rate of increase in 
the number of homeowners. Figure 7.9 shows the implied rate of growth 
which declines from about 2 percent in the early 1980s to about half  a per-
cent by 2040. The fi gure also shows the “actual” growth rates implied by the 
Census estimates of the number of home owners. On average, the decline in 
the growth rate implied by the Census data essentially matches the decline 
implied by the projections. And the decline in the projected growth rates after 
2006 essentially continues the path of decline between 1982 and 2006.

7.3   The Value of Owned Homes and Housing Equity

The preceding data show that the profi les of home ownership by age for 
couples, single men, and single women changed little between 1984 and 2004. 
But the value of homes and home equity increased substantially over this 
time period. Figures 7.10, 7.11, and 7.12 show the age profi les of the value 

Fig. 7.8  Projected and actual number of owner- occupied units
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of homes by age for couples, single men, and single women, respectively. 
For each of the groups, the home values (in 2000 dollars using the gross 
domestic product [GDP] price defl ator) increased approximately twofold 
between 1984 and 2004. For households between ages sixty and seventy, 
real home values of couples increased by 110 percent, home values of single 
men increased 136 percent, and home values of  single women increased 
93 percent.

In addition, home equity increased substantially for each of the groups. 

Fig. 7.9  Projected and actual percent change in the number of owner- occupied units

Fig. 7.10  Home value given ownership, couples, 1984 and 2004 (in year 2000 dollars)



 

238    James M. Poterba, Steven F. Venti, and David A. Wise

The age profi les of home equity for couples, single men, and single women are 
shown in fi gures 7.13, 7.14, and 7.15, respectively. For households between 
sixty and seventy, real home equity increased by 95 percent for couples, 
119 percent for single men, and 77 percent for single women. Figure 7.16 
shows the differences in the profi les of  home values given ownership for 
couples between 1970 and 2000. The differences are even greater than the 
differences between 1984 and 2004.

Fig. 7.11  Home value given ownership, single males, 1984 and 2004 (in year 
2000 dollars)

Fig. 7.12  Home value given ownership, single females, 1984 and 2004 (in year 
2000 dollars)
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There are several possible reasons for the increase in home values and 
home equity between 1984 and 2004. One explanation is that household 
investment patterns changed over this time period and that households 
chose to invest more in housing assets. Another is that home prices increased 
so that both home values and home equity increased while owners remained 
in the same home. In sections 7.5 and 7.7, we fi nd that the increase in housing 
equity and housing values is strongly correlated with the increase in house-
hold wealth over this time period. This is consistent with either the hypoth-

Fig. 7.13  Home equity given ownership, couples, 1984 and 2004 (in year 2000 dollars)

Fig. 7.14  Home equity given ownership, single males, 1984 and 2004 (in year 
2000 dollars)
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esis that (a) a broad- gauge increase in asset values, triggered for example by 
falling risk premiums or required returns, resulted in rising stock, housing, 
and other asset values, or (b) that increases in nonhousing asset values stimu-
lated greater housing demand and thereby increased house values.

These data highlight the difficulty of projecting home prices and home 
values based on past empirical relationships, as many projections have done. 
Projections based on the profi les of home values, or home equity, by age 

Fig. 7.15  Home equity given ownership, single females, 1984 and 2004 (in year 
2000 dollars)

Fig. 7.16  Home value of couples given ownership, 1970 and 2000, Census data 
(in year 2000 dollars)
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in 1984, for example, would be far from the mark in 2004. These results 
also have implications for the oft- made suggestion that personal retirement 
accounts such as 401(k) plans and individual retirement accounts (IRAs) 
were funded in part by increasing home equity loans and reducing home 
equity. In this case, however, these data are not by themselves defi nitive. 
As discussed more fully in the following, as home equity increased, so did 
mortgage debt. In principle, home equity loans could have been used to 
fund 401(k) and other personal accounts. Greenspan and Kennedy (2009), 
however, show that increasing home equity loans and home refi nancing in 
recent years were used largely to pay off short- term debt. Thus, home equity 
loans were apparently not used in large part to fund personal retirement 
accounts.

7.4   The Aggregate Value of Housing and 
Home Equity between 1984 and 2004

To check our results on home ownership and home values, we predict the 
aggregate value of housing based on our data and compare our estimates 
with FFA aggregate data. We fi nd a close correspondence between our esti-
mates and the FFA aggregates. Our calculations for the 1984 to 2004 period 
are based on the observed pattern of home values and home ownership by 
age. We cannot assume, however, that the profi le of home values by age will 
remain stable in the future. Thus, we are not confi dent that the method we 
have used here could be used to make reliable projections for future years.

The preceding data show that the home value of owners increased sub-
stantially between 1984 and 2004 based on SIPP data. The increase between 
1970 and 2000, based on Census data, was even greater. Now we want to 
consider the change in the aggregate value of housing between 1984 and 
2006. To do this, we build upon the estimates produced in section 7.3. There 
we combined SIPP estimates of ownership by age in 2004 with population 
estimates for each year to obtain an estimate of the number of homes (or 
homeowners) for each year 1984 through 2006. Separate calculations were 
made for each gender and marital status group because these groups had 
different ownership profi les and because these groups experienced different 
rates of population growth over the period.

The next step is to assign housing values to the estimated population of 
owners in each year. Because housing values changed so much between 1984 
and 2004, we use separate age- home value profi les for each year that they 
are available in the SIPP. These profi les are shown in fi gure 7.10, fi gure 7.11, 
and fi gure 7.12 for two of the years, 1984 and 2004, but we have estimates 
for fi fteen of the twenty- one years between 1984 and 2004.

The results are displayed as square markers in fi gure 7.17. For compari-
son, we have also graphed the market value of household real estate from the 
FFA. The trends are strikingly similar for the two series although our projec-
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tions lie below the FFA estimates. This is likely the result of differences in 
coverage between the two series. The FFA data include several components 
(farm houses, second homes that are not rented, vacant homes for sale, and 
vacant land) that are not contained in our projections.

7.5   Home Value, Home Equity, and Household Wealth 
between 1984 and 2004

Various commentators have suggested a range of different explanations 
for the nationwide increase in home values between 1984 and 2004. Glaeser, 
Gyourko, and Saks (2004) suggest that land use restrictions constraining the 
supply of housing in key markets has played a role in rising house prices. 
Green and Wachter (2008) point to major changes in the home fi nance sys-
tem and falling mortgage rates that reduced the user cost of housing, which 
stimulated the demand for housing. Real incomes rose over this period as 
well. Himmelberg, Mayer, and Sinai (2005) discuss the role of expectations 
of continued real house price appreciation. These factors, and others, may 
have offset the downward effect of demographic pressures on house prices 
that Mankiw and Weil (1989) identifi ed in their projections.

One potential explanation of  rising house values is that they were the 
result of rising demand for housing assets, driven in turn by rising nonhous-
ing wealth. It is difficult to test this potential explanation for the observed 
pattern because housing values and other asset values are simultaneously 
determined in general equilibrium. As a fi rst step in considering this expla-
nation for rising house values, one must explore the relationship between 
housing wealth and nonhousing wealth. To do that, we begin by comparing 
wealth in 2004 with wealth in 1984 and the ratio of home values to wealth 

Fig. 7.17  Projected and actual aggregate value of owner- occupied homes
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and the ratio of home equity to wealth in these two years. We show that 
wealth in 2004 was much higher than wealth in 1984. In addition, we show 
that both the ratio of housing value to wealth and the ratio of home equity 
to wealth were about the same in 2004 as in 1984. Differences between the 
two years were largely concentrated among young households. The ratio of 
mortgage debt to wealth was greater in 2004 than in 1984, essentially at all 
ages. We then consider the ratio of home value to wealth, the ratio of home 
equity to wealth, and the ratio of mortgage debt to wealth in each of the 
intervening years for which SIPP data are available between 1984 and 2004. 
We fi nd in particular that the ratios vary with the stock market fl uctuations 
over this period although the ratio of home equity to wealth was essentially 
the same in 2004 as in 1984.

Figure 7.18 shows that at each age mean total nonpension wealth, includ-
ing housing equity, increased between 1984 and 2004. Over all ages, mean 
wealth increased 69.1 percent between 1984 and 2004 (in year 2000 dol-
lars). Figure 7.19 shows that at each age, nonpension wealth excluding home 
equity also increased between 1984 and 2004. Over all ages, this measure of 
wealth increased 58.8 percent between 1984 and 2004.

We are particularly interested in the relationship between home values 
and home equity on the one hand and household wealth on the other. Fig-
ure 7.20 shows that the ratio of home value to wealth was somewhat higher 
in 2004 than in 1984 at ages forty and over but was substantially higher in 
2004 than in 1984 for younger ages. Figure 7.21 shows that the ratio of mean 
home mortgage to household wealth increased between 1984 and 2004 for all 
ages. Figure 7.22 shows that, on balance, the ratio of home equity to wealth 
was very similar in 1984 and 2004, except at ages thirty and younger. Thus, 
due to an increase in mortgage levels, the ratio of home equity to wealth 

Fig. 7.18  Mean total nonpension wealth (including housing equity) in 1984 and 
2004 (in year 2000 dollars)
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remained the same when the ratio of home values to wealth increased. This 
is the “home equity extraction” process that was widely cited as a factor 
supporting consumer spending during the decade between 1995 and 2004. 
Sinai and Souleles (2008) focus their analysis of house values and mortgage 
debt among older households on the degree to which households increased 
borrowing in response to rises in house prices.

Although the ratio of home equity to wealth was about the same in 2004 
as in 1984, except at younger ages—which we suspect can be attributed to 
the explosion of subprime mortgages—there were substantial changes in 

Fig. 7.19  Mean total nonpension wealth (excluding housing equity) in 1984 and 
2004 (in 2000 dollars)

Fig. 7.20  Ratio of house value to nonpension wealth (excluding housing equity)
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household wealth over the intervening years, as well as changes in the ratio 
of home equity to household wealth. To understand these changes, we con-
sider household wealth and the ratios of home value, mortgage debt, and 
home equity to wealth for each of the years between 1984 and 2004. We 
consider the changes in each of these ratios for four geographic regions—
midwest, northeast, south, and west. Figure 7.23 shows nominal nonhousing 
wealth in each of the four regions. There was a substantial increase in all 
of the regions, especially beginning in 1995. On average there was about a 

Fig. 7.21  Ratio of mortgage debt to nonpension wealth (excluding housing equity)

Fig. 7.22  Ratio of home equity to nonpension wealth (excluding housing equity)



 

246    James M. Poterba, Steven F. Venti, and David A. Wise

threefold increase in wealth over this period. The pattern of increase was 
essentially the same in each of the regions.

Figure 7.24 shows that the ratio of housing value to wealth varied over 
the period, with a dip about at the peak of the stock market bubble. Home 
values, however, were higher at the end than at the beginning of the period. 
Figure 7.25 shows that the ratio of mortgage debt to wealth increased over 
the period in all geographic regions. Figure 7.26 shows that the net effect 
was a ratio of home equity to wealth that was, on average, about the same 
in 2004 as in 1984. Like the ratio of home value to wealth, home equity also 
changed over intervening years, with a dip at about the peak of the stock 
market bubble. Although the ratio tends be higher in the northeast and the 
west, the basic trend is the same in all four regions. We return to more formal 
analysis of this “regularity” in section 7.8.

Figure 7.27 shows the ratios of home value, mortgage debt, and home 
equity to wealth for all regions combined. The combined data show the ratio 
of home value to wealth followed the wealth profi le over the period, with a 
dip when stock market values reached their peak. The ratio of home value 
to wealth was somewhat higher in 2004 than in 1984. The ratio of mortgage 
debt to wealth, however, also increased substantially over the period, from 
0.182 to 0.246, an increase of 35 percent. On net, the ratio of housing equity 
to wealth followed a pattern similar to the ratio of home value to wealth. 
But the ratio of home equity to wealth was essentially the same in 2004 as 
in 1984—0.462 versus 0.491.

Table 7.2 shows summary data, including these same ratios, for hom-
eowners aged sixty to seventy. Total wealth, home value, and home equity 

Fig. 7.23  Mean nominal nonhousing wealth for owners, by region, 1994 to 2004, 
SIPP data
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all increased substantially between 1984 and 2004 (in 2000 dollars)—72.5 
percent, 107 percent, and 91 percent, respectively. Of the $147,355 increase 
in wealth, $102,222, about 69 percent, was accounted for by the increase 
in home values. Of the increase in home value, $78,137, or 76 percent, was 
refl ected in home equity, and $24,085, or 26 percent, was offset by an increase 
in mortgage debt.

The growth in mortgage debt to home value at ages sixty to seventy likely 

Fig. 7.24  Ratio of home value to nonpension wealth for owners, by region, 1984 to 
2004, SIPP data

Fig. 7.25  Ratio of mortgage debt to nonpension wealth for owners, by region, 1984 
to 2004, SIPP data
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refl ects the run- up in late- age refi nancing and the resulting residual mort-
gage debt on the household balance sheet at older ages. These data bring to 
the fore the question of the balance between housing equity and the mort-
gage debt of future retirees. To explore this question further, we consider in 
the next section cohort data on home values, home equity, and mortgage 
debt.

Fig. 7.26  Ratio of housing equity to nonpension wealth for owners, by region, 1984 
to 2004, SIPP data

Fig. 7.27  Ratio of home value, home equity, and mortgage debt to nonpension 
wealth for owners, all regions, 1984 to 2004, SIPP data
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7.6   Cohort Description of Home Values, Home Equity, 
Mortgage Debt, and Wealth

The data description in the last section is based on changes in the cross-
 section profi les of wealth, home values, mortgage debt, and home equity. 
Here we consider the cohort profi les of these same measures. These descrip-
tions help to inform the possible fi nancial implications of housing equity 
and housing debt for future retiree cohorts.

Figure 7.28 shows the increase in the mean home value of homeowners 
for selected cohorts. As described in section 7.1, each cohort is observed 
in fi fteen of the years between 1984 and 2004. The fi gure presents profi les 
for cohorts attaining age sixty- fi ve in 1970, 1980, 1990, 2000, 2010, 2020, 
2030, and 2040. All values in this fi gure and subsequent fi gures have been 
converted to year 2000 dollars using the GDP implicit price defl ator. The 
sharp acceleration in the rate of growth of real home values over the last 
eight years of data (beginning in about 1995) are common to all but the old-
est cohorts and are largely year (time) effects, rather than cohort effects. The 
vertical differences between the cohort profi les represent “cohort effects.” 
The combination of year effects and cohort effects leads to large differences 
in the home values of different cohorts at the same age. For example, the 
cohort retiring in 2010 had mean home value of $208,766 when observed 
at age fi fty- nine in 2004, and the cohort retiring in 1990 had only $103,416 
when observed at the same age twenty years earlier. The difference—the 
“cohort effect”—is shown in the fi gure. Without exception, more recent 
cohorts (those retiring later) have substantially higher home value at each 
age than earlier cohorts.

Mortgage debt also increased for successively younger cohorts, as shown 
in fi gure 7.29. In this case, there are also substantial cohort effects—each 

Table 7.2 Means and percentage changes for all owners aged 60 to 70, 1984 and 
2004, in year 2000 dollars

Measure  1984  2004  Change

Total wealth ($) 203,343 350,698 147,355
House value ($) 95,661 197,883 102,222
Home equity ($) 86,032 164,169 78,137
Mortgage debt ($) 9,629 33,714 24,085
Ratio to wealth
  House value 0.470 0.564 0.094
  Home equity 0.423 0.468 0.045
  Mortgage debt 0.047 0.096 0.049
Ratio to home value
  Home equity 0.899 0.830 –0.070
  Mortgage debt  0.101  0.170  0.070
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successively younger cohort has more mortgage debt than the cohort ten 
years earlier. For older cohorts, mortgage debt fell as the cohort aged. Figure 
7.30 shows home equity profi les for the same cohorts and refl ects the net 
effect of the increase in home values and the increase in mortgage debt. As 
is the case with home value, younger cohorts have substantially more home 
equity at each age than older cohorts. In each of these fi gures, the vertical 
line at age fi fty- nine is intended to emphasize the large differences between 
home values, mortgage debt, and home equity at age fi fty- nine, depending 
on the year in which the cohort attained age fi fty- nine. The 2010 cohort 

Fig. 7.28  Mean house value for homeowners: Eight selected cohorts identifi ed by 
year cohort attains age 65

Fig. 7.29  Mean mortgage debt for homeowners: Eight selected cohorts identifi ed 
by year cohort attains age 65



 

Trends, Equity, and Financial Security of Future Retirees    251

attained age fi fty- nine in 2004, the 2000 cohort in 1994, and the 1990 cohort 
in 1984.

Over the 1984 to 2004 period, the rate of growth of mortgage debt exceeded 
that of home value. As a consequence, successively younger cohorts have 
lower ratios of home equity to value, but higher ratios of mortgage debt to 
value, as shown in fi gures 7.31 and 7.32, respectively. Within each cohort, 
the ratio of  home equity to value increased with age. But there are also 
cohort effects. On balance, the ratio of home equity to home value is lower 
for each successively younger cohort. For all cohorts, the mortgage debt 

Fig. 7.31  Mortgage debt to house value ratio for homeowners: Eight selected co-
horts identifi ed by year cohort attains age 65

Fig. 7.30  Mean home equity of homeowners: Eight selected cohorts identifi ed by 
year cohort attains age 65
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burden declines steadily with age. Again, though, there are some noticeable 
cohort effects.

In the following, we will consider in more detail the implications of the 
data in fi gures 7.28 to 7.32. But for future reference, we also show here the 
relationship between household wealth and home equity. Figure 7.33 shows 
total wealth (home equity plus nonpension wealth) profi les for the same set 
of cohorts. The increase in wealth corresponding to the stock market run- up 
is evident. For example, households that attained age fi fty- nine in 2004 had 
much more wealth than households who attained age fi fty- nine in 1984 (in 
year 2000 dollars).

Fig. 7.32  Home equity to house value ratio for homeowners: Eight selected cohorts 
identifi ed by year cohort attains age 65

Fig. 7.33  Mean total wealth of homeowners: Eight selected cohorts identifi ed by 
year cohort attains age 65
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Home equity increased over the same period. It is striking that with very 
large increases in wealth, home values, and mortgage debt, the trend of the 
ratio of home equity to wealth was quite stable over the period. Indeed, there 
appear to be no systematic cohort effects in the profi le of home equity to 
wealth, as shown in fi gure 7.34, although there are substantial within- cohort 
fl uctuations. We return to this regularity in the following.

To understand the implications of these trends, we begin by examining 
data for persons who attained age fi fty- nine in different years. Figure 7.35 
shows the average home value, the average equity, and the average mortgage 

Fig. 7.35  Housing value, home equity, and mortgage debt at age 59, by cohort 
(year attains age 65)

Fig. 7.34  Home equity to wealth ratio for homeowners: Eight selected cohorts 
identifi ed by year cohort attains age 65
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debt at age fi fty- nine for the cohorts that attain age fi fty- nine between 1990 
and 2010. Figure 7.36 shows the ratio of equity to home value and the ratio 
of mortgage debt to home value for these same cohorts. Average real home 
value nearly doubled over this period. But real home equity increased by 
only a factor of 1.7. Real mortgage debt increased by a factor of 3.5. Thus, 
as fi gure 7.36 shows, the ratio of home equity to home value declined, and 
the ratio of mortgage debt to value increased.

One of the reasons we have constructed the summary measures presented 
in the preceding is to gain some insight regarding the home equity positions 
of future retirees. It is clear that the answer to this question must depend 
on the unknown future path of house prices and that it also depends on the 
behavior of homeowners before and after retirement. In the next section, we 
use historical house price data—subject to the usual concern that the future 
price paths may not be the same as the past—to project the housing equity 
at older ages for those who are currently near retirement. In the following 
section, we use various statistical tools to examine the relative constancy 
of the ratio of home equity to total wealth in more detail. We consider the 
implications of this relative constancy for our home equity projections.

7.7   Simulation of Home Equity as Cohorts Age

To understand the implications of  fl uctuations in home prices on the 
home equity of  households after retirement, we use for illustration the 
very different home value, home mortgage, and home equity profi les of 
the cohorts that attained age fi fty- nine in 1990 and 2010. To increase the 

Fig. 7.36  Ratio of home equity to value and ratio of mortgage debt to value at age 
59, by cohort (year attains age 65)
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sample sizes, we combine the SIPP data for ages fi fty- seven to sixty- one and 
refer to the result as “age 59.” The top panel of table 7.3 shows the average 
values for all homeowners in each cohort. (The table shows data for the 
R2000 cohort—the cohort that attains age sixty- fi ve in 2000—as well as the 
R1990 and R2010 cohorts. The graphical analysis that follows only shows 
the R1990 and the R2010 cohorts.) The lower panels show data for home-
owners in the bottom quintile of the total wealth distribution, those in the 
3rd quintile and those in the 5th quintile of the wealth distribution. Moving 
from older to younger cohorts (left to right in the table), the decrease in the 
ratio of home equity to home value and the increase in the ratio of mortgage 
debt to home value are much more pronounced for poorer households than 
for the wealthier households.

To understand the implications of these trends, suppose that the home 
equity that households in each cohort have at age fi fty- nine is the home 
equity that the households in these cohorts will have as they enter retirement. 
We would like to consider the expected level of future home equity and, in 

Table 7.3 Home value, home equity, mortgage debt, and ratios of equity and 
mortgage debt to equity, at age 59 for three cohorts, attaining age 65 in 
1990, 2000, and 2010 (year 2000 dollars)

Cohort attaining age 65 in:

Wealth quintile and measure  1990  2000  2010

All
  Home value 105,365 121,968 208,960
  Equity 89,867 92,428 154,074
  Mortgage 15,498 29,540 54,885
  Equity to value 0.853 0.758 0.737
  Mortgage to value 0.147 0.242 0.263
1st wealth quintile
  Home value 28,855 40,949 76,964
  Equity 14,049 12,249 26,289
  Mortgage 14,806 28,700 50,674
  Equity to value 0.487 0.299 0.342
  Mortgage to value 0.513 0.701 0.658
3rd wealth quintile
  Home value 82,801 90,732 147,082
  Equity 69,496 66,555 100,221
  Mortgage 13,305 24,177 46,860
  Equity to value 0.839 0.734 0.681
  Mortgage to value 0.161 0.266 0.319
5th wealth quintile
  Home value 169,928 200,583 349,741
  Equity 150,393 162,958 281,877
  Mortgage 19,535 37,626 67,864
  Equity to value 0.885 0.812 0.806
  Mortgage of value  0.115  0.188  0.194
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particular, the distribution of home equity as these homeowners age and 
house prices change. Previous work, including Venti and Wise (1990, 2001, 
2004); Megbolugbe, Sa- Aadu, and Shilling (1997); and Banks et al. (2010) 
suggests that home equity tends to be saved for a “rainy day” and used when 
there is a shock to family status, such as the death of a spouse, entry into 
a nursing home, or the household faces large medical costs. Because home 
equity is the largest nonpension asset of  a large fraction of  households, 
we are interested in the level of home equity when the “rainy day” arrives. 
What is the risk that changing home prices place on the “rainy day” assets 
of retirees?

We begin with observed home values of households approaching retire-
ment, at age fi fty- nine. We then simulate the distribution of home values 
(and, thus, home equity) over the next twenty years. We compare the home 
equity over this age range for members of the cohort retiring in 1990 (R1990) 
with the home equity of households over the same age range in the cohort 
retiring in 2010 (R2010). Members of the R1990 cohort were aged fi fty- nine 
in 1984, the year of the fi rst SIPP survey. The R2010 cohort was age fi fty-
 nine in 2004, the year of the latest SIPP survey. For each of these cohorts, the 
baseline levels of home value, home equity, and mortgage debt are shown in 
the fi rst and third columns of table 7.3. The fi gures in section 7.6 highlight 
the differences in the home values, home mortgages, and the home equity 
of these two cohorts.

To simulate the home prices that households in each of  these cohorts 
will face in the future, we use the historical distribution of changes in home 
values by state for each year from 1975 to 2006, based on the Office of Fed-
eral Housing Enterprise Oversight (OFHEO) house price index. For each 
cohort, we assume that future changes in house values after age fi fty- nine are 
uncertain. For a household in a given state, possible price changes are deter-
mined by random draws (with replacement) from the historical distribution 
of price changes in that state. Thus, for example, to simulate the distribu-
tion of home prices at age sixty- four, we draw fi ve values at random (with 
replacement) from the historical distribution of changes in home prices for 
that state. From these fi ve changes, we calculate the average home price at 
age sixty- four. We assume that each person in a given state faces the same 
sequence of price changes. We repeat this process 10,000 times to produce a 
distribution of future home prices and report the results for ages sixty- four, 
sixty- nine, seventy- four, and seventy- nine. For each age, we calculate the 
expected home value. Home equity is obtained by subtracting mortgage debt 
from home value at each age. We assume that the mortgage debt observed at 
age fi fty- nine declines by 9.1 percent per year, which is the observed rate of 
mortgage payoff for households aged fi fty- nine to seventy- nine in the SIPP. 
As shown in table 7.3, mortgage debt is only about 26 percent of home value 
at age fi fty- nine in 2004. This declines to about 4 percent by age seventy- nine, 
on average. Because we simulate price changes 10,000 times for each cohort, 
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we are able to obtain rather precise estimates of low levels of home equity 
in the tails of the distributions.

Our analysis is likely to understate the riskiness of home equity for indi-
vidual households because we assume that all houses appreciate or depreci-
ate at the statewide rate. In practice, households own individual houses, and 
their experiences may differ from the state means. A similar point arises with 
regard to fi nancial assets, where individuals hold specifi c and sometimes 
poorly diversifi ed portfolios, but simulations impute marketwide returns.

Our illustrative simulated results begin with the actual distribution of 
the home equity of homeowners at age fi fty- nine in R1990 and the R2010 
cohorts. We choose these cohorts for illustration because, as fi gure 7.28 
shows, the home equity of these two cohorts as they approached retirement 
were very different—$89,867, on average, for the 1990 cohort and $154,074 
for the 2010 cohort, both in year 2000 dollars.

We walk through the simulation procedure we follow with the aid of sev-
eral fi gures. The OFHEO home price index we use is shown in fi gure 7.37 
for the United States as a whole, together with two other indexes. One is the 
National Association of  Realtors (NAR) index, which corresponds very 
closely to the OFHEO index. The other is the Case- Shiller index. The Case-
 Shiller index shows much greater price fl uctuations than the other two. It is 
a dollar- weighted index based on price changes in twenty large metropoli-
tan areas. The OFHEO index is nationally representative, but only includes 
“conforming” mortgages that are purchased by Fannie Mae or Freddie Mac 
(currently less than $417,000). Because we use the OFHEO indexes by state, 
the fl uctuation in the actual values we use is much greater than the national 

Fig. 7.37  Three measures of year- to- year change in house prices
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OFHEO index. The national average year- to- year house price increase was 
5.2 percent between 1980 and 2006. The standard deviation of the national 
price changes is 3.1. However, the standard deviation at the state level is more 
than twice as large, 6.3 percent. Moreover, the change in house prices at the 
national level was positive in every year between 1980 and 2006, but at the 
state level, double- digit house price declines were common in the slumps of 
the early 1980s and the early 1990s.

Because we are interested in this chapter in the risk that price fl uctuations 
pose for the home equity of homeowners, it is of some interest to compare 
home price fl uctuations with the fl uctuation in the returns on fi nancial assets. 
Figure 7.38 shows that since 1976 home prices have fl uctuated less than stock 
and bond returns. With respect to the total assets of retirees, it is also of 
interest that home price fl uctuations are negatively correlated with the re-
turn on stocks and bonds over this period. The correlations are shown in 
table 7.4. The correlations between the OFHEO home price index and the 
returns on stocks and bonds is around – 0.20.

The starting point for our simulations is the actual distribution of the 
home equity of homeowners at age fi fty- nine. Cumulative distributions of 
the home equity at age fi fty- nine for the 1990 and 2010 cohorts are shown in 
fi gure 7.39. It is evident that home equity at age fi fty- nine was much larger 
for the R2010 cohort (households observed at age fi fty- nine in 2004) than 
for the R1990 cohort (households observed at age fi fty- nine in 1984). In 
particular, the upper percentiles of the distribution were much larger for the 
R2010 than for the R1990 cohort. The top panel of table 7.5 shows selected 
percentiles of the distribution of actual home equity at age fi fty- nine. The 

Fig. 7.38  Returns on stocks, bonds, and housing
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90th percentile of the R2010 cohort was almost 98 percent larger than the 
90th percentile of the R1990 cohort. The 10th percentile was only 32 percent 
larger. (Table 7.5 summarizes several additional results that will be referred 
to as we proceed.)

The distribution of  home equity, calculated as the difference between 
home value and mortgage debt, is affected to some extent by the top- coding 
of both home value and mortgage debt. The effect of top- coding is essen-
tially limited to the upper tail of the distribution of home equity and leads 
to some underestimation of the number of households with very high levels 

Table 7.4 Correlation between stock and bond returns and change in home prices for 1976 
through 2006

Series  

Large 
company 

stocks  

Long- term 
corporate 

bonds  

Long- term 
government 

bonds  

NAR 
repeat sale 
% change  

OFHEO 
% change

Large company stocks 1.00
Long- term corporate bonds 0.26 1.00
Long- term government bonds 0.24 0.96∗ 1.00
NAR repeat sale % change house prices –0.24 –0.35∗ –0.32∗ 1.00
OFHEO % change  –0.18  –0.22  –0.18  0.95∗  1.00

Note: NAR � National Association of Realtors index; OFHEO � Office of Federal Housing Enterprise 
Oversight house price index.
∗Signifi cant at the 10 percent level.

Fig. 7.39  Cumulative distribution of actual home equity for households aged 59, 
1990 and 2010 cohorts
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of home equity. The number of home equity values that are affected by the 
top- coding of either home value or mortgage debt is described in fi gures 
7B.1 and 7B.2.

Figure 7.40 shows the simulated cumulative distribution of  projected 
home equity at age seventy- nine, twenty years after actual values of home 
equity were observed at age fi fty- nine. The simulated distributions at age 
seventy- nine together with the actual distributions at age fi fty- nine are 
shown in fi gure 7.41. It is apparent that the average simulated home equity 

Table 7.5 Percentiles of actual home equity at age 59 and projected home equity at 
age 79, all households and households in the 1st and 5th home equity 
quintiles (year 2000 dollars)

Cohort retiring in:

Measure  1990  2010  % change 1990–2010

All households
Actual home equity at age 59
  10th percentile 20,690 27,407 32.5
  50th percentile 75,372 111,454 47.9
  90th percentile 173,085 342,585 97.9
  Mean 89,867 154,074 71.4
Projected home equity at age 79
  10th percentile 36,929 65,456 77.2
  50th percentile 113,646 202,408 78.1
  90th percentile 333,610 805,527 141.5
  Mean 159,538 341,848 114.3

Households in the 1st home equity quintile
Actual home equity at age 59
  10th percentile 0 6,395 NA
  50th percentile 20,690 28,320 36.9
  90th percentile 36,947 45,678 23.6
  Mean 19,361 26,067 34.6
Projected home equity at age 79
  10th percentile 10,639 31,742 198.4
  50th percentile 39,079 85,879 119.8
  90th percentile 105,019 218,587 108.1
  Mean 53,742 112,450 109.2

Households in the 5th home equity quintile
Actual home equity at age 59
  10th percentile 133,010 274,068 106.1
  50th percentile 173,085 338,930 95.8
  90th percentile 295,578 566,407 91.6
  Mean 191,620 372,496 94.4
Projected home equity at age 79
  10th percentile 158,706 351,263 121.3
  50th percentile 292,742 702,397 139.9
  90th percentile 603,983 1,512,243 150.4
  Mean  346,824  840,871  142.4



 

Fig. 7.40  Cumulative distribution of projected home equity for households aged 79, 
based on initial home equity at 59, 1990 and 2010 cohorts

Fig. 7.41  Cumulative distribution of actual home equity at age 59 and projected 
home equity at age 79, 1990 and 2010 cohorts



 

262    James M. Poterba, Steven F. Venti, and David A. Wise

at seventy- nine is much greater than actual home equity at fi fty- nine for both 
the R1990 and the R2010 cohorts. In addition, equity at age seventy- nine is 
much larger for the R2010 cohort than for the R1990 cohort—the mean for 
the 2010 cohort is $341,848 and for the 1990 cohort is $159,538, as shown in 
the second panel of table 7.5. The increase of the simulated average over the 
actual average at age fi fty- nine arises because, on average, prices increased 
in each year over the 1976 to 2006 period, from which the random prices 
were drawn. These fi gures pertain to the distribution of home equity across 
households for the two cohorts. In the following, we consider the distribu-
tion of the gains and losses of  individual homeowners.

Although home equity at age seventy- nine is simulated for the 1990 cohort, 
the actual distribution of home equity at age seventy- nine is also observed 
for the 1990 cohort because members of this cohort were observed at age 
fi fty- nine in 1984 and at age seventy- nine in 2004. The simulated distribu-
tion corresponds quite closely to the actual distribution. The 10th, 50th, and 
90th percentiles are $41,110, $118,763, and $319,746, respectively, for the 
actual distribution and $36,929, $113,646, and $333,610 for the simulated 
distribution. The mean of the actual distribution is $153,659 and for the 
simulated distribution is $159,538. Recall that the “historical” price changes 
were drawn from the period 1975 through 2006 and, thus, include most of 
the years over which the 1990 cohort aged from fi fty- nine to seventy- nine 
(the years 1984 to 2004).

The distributions of actual and simulated equity shown in the preceding 
pertain to all homeowners. The difference between the actual distribution 
at age fi fty- nine and the simulated distribution at age seventy- nine, however, 
differs greatly by equity level. This is most easily seen by considering the 
pdf of simulated equity at age seventy- nine. The pdf for all homeowners 
is shown in fi gure 7.42, for both the 1990 and the 2010 cohorts. While it is 
clear that the average equity at age seventy- nine is greater for the 2010 than 
for the 1990 cohort, both distributions are concentrated around the mean 
for each cohort. The same is true for the pdf of equity values for homeown-
ers in the 1st quintile of home equity values, as shown in fi gure 7.43. The 
distributions for the 5th quintile of home values are very different (see fi g-
ure 7.44). In particular, the proportion of high- equity values is much more 
pronounced for homeowners in the 2010 cohort than for those in the 1990 
cohort. Thus, the simulations suggest that when the 2010 cohort attains age 
seventy- nine, a much larger fraction of homeowners will have very substan-
tial home equity than was the case for seventy- nine- year- old homeowners 
in the 1990 cohort.

Given home equity at ages near retirement, we are interested in the extent 
of uncertainty about home equity at older ages when many homeowners will 
choose to use home equity to meet “rainy day” expenses. The uncertainty 
about future home values will increase with age. To illustrate the extent of 



 

Fig. 7.42  Frequency distribution of projected home equity for households aged 79, 
based on initial home equity at 59 for the 1990 and 2010 cohorts

Fig. 7.43  Frequency distribution of projected home equity for households aged 
79, based on actual home equity at age 59, 1990 and 2010 cohorts (1st quintile 
at age 59)
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the increase, we have simulated the distribution of home equity at fi ve- year 
intervals, following actual observed home equity at age fi fty- nine. The 10th, 
50th, and 90th percentiles of these simulated distributions are shown for 
all homeowners in fi gure 7.45. Two features of the distributions stand out. 
The fi rst is the large increase in the 90th percentile for the 2010 cohort over 
the 90th percentile for the 1990 cohort as the cohort ages. The second is the 
substantial overlap in the distributions for the two cohorts. For example, at 
all ages, including the distribution of actual values at age fi fty- nine, the 10th 
percentile for the 2010 cohort is well below the 50th percentile of the 1990 
cohort. And the 90th percentile of the 1990 cohort is well above the 50th 
percentile for the 2010 cohort.

Analogous data for the 1st and the 5th quintiles are shown in fi gures 7.46 
and 7.47, respectively. The features of these fi gures are like the fi gure for 
all homeowners, except that the overlap between the distributions for the 
1990 and the 2010 cohorts is much less for the 5th quintile than for the 1st 
quintile.

The illustrations discussed in this section suggest that, on average, house-
holds in both the R1990 and the R2010 cohorts will have more home equity 
at age seventy- nine than they had when they approached retirement, at age 
fi fty- nine. Nonetheless, although most households will have more equity at 

Fig. 7.44  Frequency distribution of projected home equity for households aged 
79, based on actual home equity at age 59, 1990 and 2010 cohorts (5th quintile 
at age 59)
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seventy- nine than at fi fty- nine, some households will have less. Recall that 
for our simulations, future home price changes are drawn from the historical 
distribution of price changes in that household’s state. The state distribu-
tions include price decreases as well as price increases. Figure 7.48 shows 
the cumulative distribution of the percent changes in home equity over the 
twenty- year projection period over all households in our sample. The fi gure 
illustrates that there is a noticeable probability that some households will 
experience a fall in home equity, even though home equity will increase 

Fig. 7.45  Projected 10th, 50th, and 90th percentiles of home equity based on 
actual equity at age 59, cohorts retiring in 1990 and 2010, all homeowners

Fig. 7.46  Projected 10th, 50th, and 90th percentiles of home equity based on ac-
tual equity at age 59, cohorts retiring in 1990 and 2010, 1st quintile
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substantially for most households, even under the assumptions underlying 
these simulations. For the 1990 cohort, home equity will decline between 
ages fi fty- nine and seventy- nine for almost 14 percent of households. For the 
2010 cohort, equity will decline for about 10 percent of households.

Of course, as recent turmoil in the housing market has made clear, there 
can be substantial changes in average home values even in the short run. To 
address the potential implications of this “macro risk,” we have obtained 
simulations for the R2010 cohort trying to incorporate recent changes in 

Fig. 7.47  Projected 10th, 50th, and 90th percentiles of home equity based on 
actual equity at age 59, cohorts retiring in 1990 and 2010, 5th quintile

Fig. 7.48  Cumulative distribution of projected percent change in home equity 
between ages 59 and 79, cohorts attaining age 65 in 1990 and 2010
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house values. To do this, we make two changes in the procedure described 
in the preceding. First, we take house prices in 2008, when the R2010 cohort 
was aged sixty- three, as a base for simulation (instead of age fi fty- nine). To 
establish the distribution of prices in 2008, we assume that between 2004 and 
2006 home prices increased in each state according to the OFHEO index—
an average increase of 12.96 percent in 2005 and 6.10 percent in 2006, at 
the national level. We further assume that home prices were fl at in 2007 and 
fell 10 percent in 2008. (The outstanding mortgage balance is assumed to 
decline at the same rate described in the preceding.) Second, we add three 
home price changes to the sample of prices from which price changes were 
drawn for the simulations above—zero percent for 2007, minus 10 percent 
for 2008, and minus 5 percent for 2009.

Figure 7.49 shows the percentiles of home prices at ages fi fty- nine, sixty-
 four, sixty- nine, seventy- four, and seventy- nine under these assumptions. 
The increase in median home prices between age fi fty- nine and seventy- nine 
is about $66,000, compared to an increase of almost $91,000 based on the 
assumptions underlining fi gure 7.45. At the 10th percentile, the increase is 
about $30,000, compared to about $38,000 in fi gure 7.45; at the 90th percen-
tile, the increase is about $330,000, compared to $463,000 in fi gure 7.45.

Figure 7.50 shows that under these assumptions, almost 19 percent of 
households experience a decline in home equity between ages fi fty- nine and 
seventy- nine, compared to about 10 percent under the prior assumptions, 
underlying the cumulative distributions for both cohorts in fi gure 7.48. For 
comparison, fi gure 7.50 also shows the distribution for the R1990 cohort, 
which is the same as the distribution shown in fi gure 7.48.

Fig. 7.49  Projected 10th, 50th, and 90th percentiles of projected home equity for 
the R2010 cohort, based on actual equity at age 59 adjusted for changes in home 
prices between ages 59 and 63 (2004 and 2008), all households
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7.8   Further Evidence on the Consistency of the 
Ratio of Home Equity to Wealth

The simulations in section 7.7 illustrate how housing equity at older ages 
can fl uctuate, given the home equity held by households approaching retire-
ment. These simulations compare the distribution of home equity for two 
cohorts—attaining age fi fty- nine in 1984 and 2004—a period over which 
home prices and home equity increased substantially. But what might the 
level of home equity at retirement be for cohorts that will retire ten or twenty 
or thirty years from now? Are there any “what if” assumptions that could 
be used to speculate about future levels of home equity at retirement? The 
cross- section data in section 7.5 suggest that nonhousing wealth and home 
equity are strongly related. The cohort data in fi gure 7.34 suggests relatively 
small cohort effects in the ratio of home equity to total (nonpension) wealth 
over a broad span of cohorts, attaining age sixty- fi ve between 1970 and 2040. 
In this section, we consider additional data on the relationship between 
housing equity and wealth. We then present regression analyses to help to 
understand this regularity more fully.

Figure 7.51 shows the ratio of home equity to (nonpension) wealth by 
wealth quintile for owners for the years 1984 through 2004. The fi gure also 
shows the average of the ratio over all quintiles. Two features of the fi gure 
stand out. One is that the fl uctuation over time in the average is determined 
almost entirely by the fl uctuation in the ratio for the 5th quintile. The house-
holds in the 5th wealth quintile hold the bulk of fi nancial wealth. As stock 
wealth peaked in the late 1990s, the ratio of home equity to wealth declined. 
The second feature of the data is the quite modest fl uctuation over time for 
households in the 2nd through 4th quintiles. The ratios for the 1st quintile 

Fig. 7.50  Cumulative distribution of percent change in home equity between 59 and 
79 for the R1990 and R2010 cohorts, adjusted for changes in home prices between 
ages 59 and 63 (2004 and 2008) for the R2010 cohort, all households
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show a large increase, with substantial fl uctuation, beginning in the mid 
1990s. The increase may be the result of the subprime mortgage explosion. 
The ratio is sensitive to nonpension wealth in the denominator, and many 
households in this quintile have little or no wealth other than housing equity, 
which may explain the substantial fl uctuation.

Figure 7.52 shows several percentiles of  the distribution of  real home 
equity. The 5th percentile was close to zero for all years between 1984 and 
2004. The 50th percentile and the mean increased substantially over the 
period. The increase at the 95th percentile was especially large, over three-
fold. The increase in home equity kept pace with the increase in wealth so 
that the ratio of equity to wealth showed little variation over the 1984 to 2004 
period. This is true for the 5th, the 50th, and the 95th percentiles, as well as 
the mean, as shown in fi gure 7.53. The percentiles in this fi gure, as well as the 
mean, are based on the average of ratios and are, thus, not dollar- weighted. 
The average in fi gure 7.51, on the other hand, is based on the ratio of means 
and, thus, the trend is affected by aggregate dollar values.

Finally, fi gure 7.54 shows the age profi le of the ratio of home equity to 
wealth for selected years for which the SIPP data are available. The average 
over all years for which SIPP data are available is also shown. The key fea-
ture of the data is that, although there is random variation across ages in a 
given year, the age profi les of the ratio of equity to wealth are very similar 
across the years between 1984 and 2004. Overall, the ratio is high at young 
ages, bottoms in the fi fties, and then increases at older ages. The age profi le 

Fig. 7.51  Ratio of home equity to wealth, by wealth quintile (ratio of means)
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of equity to wealth in fi gure 7.54 is very similar to the cohort- based profi le 
shown in fi gure 7.34. The similarity of  the two fi gures is consistent with 
limited cohort effects in the cohort data.

To explore further whether forecasts of future nonhousing wealth might 
be used to speculate about future trends in home equity, we present some 
simple regression summaries of the relationship. In large part, the regres-
sion analysis is used to formalize the relationships shown in the preceding 
fi gures. Suppose that there is, on average, some “desired” proportion of 

Fig. 7.52  Percentiles of home equity by year (in 2000 dollars)

Fig. 7.53  Percentiles of the ratio of home equity to wealth, by year (ratio of means)
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wealth in housing equity. At the household level, this desired proportion 
may vary by age, wealth, income, or family status. We consider the propor-
tion of wealth in home equity at a point in time. We recognize that the costs 
of changing houses and adjusting leverage after purchasing a home may 
create differences for some households between their observed home equity 
position and their desired position. The net difference, averaged over all 
households, could be positive or negative. The disequilibrium may be espe-
cially large when there are abrupt changes in nonhousing wealth or when 
there are house price shocks affecting a particular household. Households 
are likely to be more able to adjust housing equity than their housing stock 
because they can refi nance the mortgage on the existing home or take out a 
home equity loan on the existing house.

More formally, we analyze variation across households in the propor-
tion of wealth that is in housing. We describe this relationship as having 
the form

 Ei � [ f (Xi)] · Wi � εi,

where E is the housing equity of personi in year, Wi is total wealth of per-
soni—housing equity plus other nonpension wealth—and Xi is a vector 
of personal attributes of personi. We begin with a simple ANOVA specifi -
cation:

 Ei � (c � ageai � wealthwi � incomeyi � familytypefi  � �children) 
 · Wi � εi,

where c is a constant term. There are age effects for each age from twenty-
 four to eighty- four, wealth effects (indicated by wealth quintiles), income 
effects (indicated by income quintiles), family type effects (couple, single 

Fig. 7.54  Ratio of home equity to wealth by age and by year (ratios of means)
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male, single female), and the number of children. The age, wealth, income, 
and family type effects are all normalized by setting the sum of each of 
the effects equal to zero. Thus, the estimated effects should be interpreted 
as deviations from the estimated value of c, the mean of the proportion of 
wealth in home equity, over the whole sample.

We estimate this specifi cation for each of  the years between 1984 and 
2004 for which the SIPP collected housing data. One might think that the 
mortgage rate (by state) should be included as a covariate in the regressions. 
Figure 7.55 shows the decline in mortgage rates between 1984 and 2004. The 
decline likely contributed substantially to the increase in home prices over 
this time period. We are interested, however, in the extent to which the equity 
proportion of wealth adjusted to the increase in home values, whether due 
to the decline in mortgage rates or to other factors.

For each year, seventy- two parameters are estimates. The estimated results 
for 1984, 1995, and 2004 are shown in tables 7A.1 to 7A.3. The comparative 
results for all years are shown in several fi gures.

The key result is in fi gure 7.56, which shows the estimated overall average 
equity to wealth ratio in each year, as well as the 95 percent confi dence 
interval for the estimate. The average is close to 0.60 in each year, which cor-
responds closely to the mean and 50th percentile shown in fi gure 7.53. (The 
values in fi gure 7.53 are ratios of means, however, whereas the estimates in 
fi gure 7.55 refl ect means of proportions, controlling for covariates.) Recall 
that over this period, mortgage rates declined by almost 70 percent, and real 
household nonhousing- nonpension wealth increased by almost 75 percent. 
Both trends would suggest an increase in the demand for housing and pre-

Fig. 7.55  30- year fi xed mortgage rate, 1984 to 2004



 

Trends, Equity, and Financial Security of Future Retirees    273

sumably an increase in home values. Indeed, average real home values almost 
doubled between 1984 and 2004. Yet, judging by the confi dence intervals, 
the proportions of wealth in equity over the 1984 to 2001 period were typi-
cally not signifi cantly different one from the other. The estimates show an 
increase in the equity proportion of wealth after 2001, but the estimates for 
2002 to 2004 are often not statistically different from the estimates for many 
of the preceding years. Thus, it would seem that substantial active behavioral 
adjustments in home equity—through refi nancing, home equity loans, and 
new purchases—were necessary to maintain a relatively constant proportion 
of wealth in home equity.

Although the overall average ratio of equity to wealth is rather consistent 
over the entire period, there is some variation over time for households 
in some wealth and income categories, especially high- wealth households. 
For example, fi gure 7.57 shows the estimated ratios of equity to wealth for 
households in the 5th wealth and 5th income quintiles and for households 
in the 3rd wealth and the 3rd income quintiles. Perhaps most noticeable is 
the pattern of equity to wealth ratios for households in the 5th quintiles. The 
bulk of stock market equity is held by households in these quintiles. With 
the run- up in the stock market in the late 1990s, the ratio of equity to wealth 
declined in this quintile and then increased as the stock market slumped. 
There is some variation over time for households in the 3rd quintiles as well, 
but the relative fl uctuations from year to year are much less than for the 
wealthiest households. In addition, there seems to be little correspondence 
between the ratio of home equity to wealth for these households and trends 
in the stock market.

Fig. 7.56  Estimated overall average equity proportion of wealth and 95% confi -
dence interval, by year
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The estimated household type effects are shown in fi gure 7.58. These 
effects vary somewhat from year to year but typically show that the pro-
portion of wealth in home equity is highest for single women, presumably 
refl ecting in part the home equity of widows. The proportion is lowest for 
single men.

There is considerable fl uctuation in the estimated age effects—across ages 
in a given year and across years for a given age. But there is no systematic 
variation across years. The average of the estimated age effects (one for each 
age) is shown in fi gure 7.59, together with the estimated effects for a few 
illustrative years. Except for the very young ages, the average profi le is fl at. 
This is in contrast to the U- shaped profi les shown in fi gures 7.34 and 7.54. 
The estimated profi le in fi gure 7.59 controls for wealth and income quintile 
as well as for marital status and the number of children, whereas the values 
in fi gure 7.54 are not adjusted for covariates. These estimates suggest that 
given the covariates, the ratio of home equity to nonpension wealth varies 
little with age.

Finally, the estimated age effects by year can be used to consider whether 
there are cohort effects in the age profi le of the ratio of wealth to home equity. 
We have estimated age effects for each of the years. Age effects by cohort 
can be determined by following (diagonally) through the effects by year. 
For example, suppose we start with the age effect of persons aged twenty-
 fi ve in 1984. The cohort that is twenty- fi ve in 1984 is twenty- six in 1985, 
twenty- eight in 1987, and so forth. This cohort can be followed through age 
forty- fi ve in 2004. The cohort effect for a year can be added to the average 
proportion for that year to obtain the equity proportion of wealth for each 
age for each cohort. The age profi les of these equity proportions for selected 

Fig. 7.57  Estimated equity to wealth ratio for households in the 3rd wealth and in-
come quintiles and in the 5th income and wealth quintiles, by year
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cohorts are shown in fi gure 7.60. Cohort effects are not evident. These are the 
same cohorts shown in fi gure 7.34. There are two differences, however. The 
values in fi gure 7.34 are the ratio of mean of equity to the mean of wealth, 
whereas the estimates in fi gure 7.60 refl ect average proportions. And the 
proportions in fi gure 7.60 are controlling for covariates—wealth quintile, 
income quintile, and family type. The proportions for each age, for each 
of the cohorts in fi gure 7.60, cluster around 0.60, although because some 
of the age effects are based on a small number of data points, some of the 

Fig. 7.58 Estimated household type effects, by year

Fig. 7.59 Estimated age effects for selected years and the average effect over all years
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estimates fl uctuate rather broadly, especially for the youngest cohorts. These 
proportions, when compared to the proportions in fi gure 7.34, suggest that 
the profi le of proportions by age in fi gure 7.34 are explained by the variation 
in wealth and income by age.

The regression estimates show that the proportion of wealth accounted 
for by home equity did not vary much over the 1984 to 2004 period, even 
though home values and household wealth varied enormously over this 
period. Perhaps more important, after controlling for household wealth 
and household income, there are essentially no important cohort effects 
in the proportion of wealth allocated to home equity. Again, this is true 
even though home values and household wealth varied enormously over 
this period. Our results are in many ways complementary to the fi ndings 
of Sinai and Souleles (2008), who emphasize the growth in household net 
worth over the 1983 to 2004 period, using data from the Survey of Consumer 
Finances (SCF). They fi nd that younger elderly increased their housing debt 
to offset some of the rise in house values and invested some of the proceeds 
from the debt in other assets. This fi nding is consistent with our fi nding of a 
rather constant ratio of  home equity to nonpension assets—after control-
ling for covariates—over this period. Sinai and Souleles also emphasize that 
net worth increased more than home equity, which is not inconsistent with 
a constant ratio of home equity to nonpension assets that we emphasize. 
And while we emphasize the uncertain home equity that will be available to 
retirees as they age, Sinai and Souleles emphasize the proportion of housing 
equity that older households can actually tap through reverse mortgages and 
is thus available to fi nance consumption at older ages.

A key question, then, is whether projections about household wealth in 
the future might be used to make informed judgments about future values of 

Fig. 7.60  Ratio of home equity to wealth for eight selected cohorts (identifi ed by 
year cohort attains age 65), controlling for covariates
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home equity. In several other papers, we have made projections of pension 
wealth though 2040. These projections show very large increases in 401(k) 
assets at retirement. But for a large fraction of households, home equity 
comprises a large proportion of nonpension wealth. And this wealth seems 
in large part preserved for use in the event of shocks to family status such 
as the death of a spouse or entry into a nursing home. Thus, to present a 
more complete picture of the assets of future retirees, it is necessary to make 
informed judgments about future home equity. Perhaps the consistency of 
the ratio of equity to wealth may help. The current turmoil in the housing 
market and the potential for further declines in home values, however, raises 
the question: will the ratio of equity to wealth continue to persist over the 
next fi ve of six years. If  so, this would give further support for projections 
based on assumptions about household wealth.

7.9   Summary and Future Work

Housing equity accounts for a large share of the nonpension assets for a 
large fraction of retirees. We considered fi rst how home ownership, housing 
equity, and housing value have changed in recent decades and, in particular, 
how home equity of households approaching retirement age has changed. 
We fi nd that the age profi le of home ownership rates has been stable over 
the past two decades. This suggests that the prediction of the effect of demo-
graphic trends on the number of  owned homes can be made with some 
confi dence. On the other hand, there have been very large increases in the 
value of  owned homes and home equity over the past two or three decades. 
Thus, attempts to forecast the future value of homes based on the past age 
profi le of home values can easily miss the mark.

We examined cohort data on home value, mortgage debt, and home equity 
for cohorts attaining age sixty- fi ve between the late 1970s and 2040. We used 
simulation methods to illustrate the potential effect of  changes in home 
prices on the home equity of households as they age. We compare the dis-
tributions of home equity of two cohorts—one attaining retirement age in 
1990 and the other in 2010—whose members entered retirement with very 
different levels of home equity. Our interest is in the home equity available 
to households when they experience a health or other shock to family status 
and would like to tap into their home equity. Even though recent retirees 
have more mortgage debt than past retirees, they are also likely to have 
more home equity at older ages than past retirees had. We emphasize that 
although, on average, the home equity of households is likely to increase 
as they age, for the cohorts reaching retirement age in 1990 and 2010, a 
noticeable proportion of  households will have less home equity at older 
ages than they did when they retired (in real terms). Our results are based 
on a simulation methodology that uses the historical distribution of state-
 level house price changes to project changes in house prices in the future. 
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There is, of  course, the possibility that the United States will experience 
future price changes outside of the historical range. Bordo (2005) shows 
that the past record of house prices in the United States is unusually stable 
when compared to other major developed countries and that a future price 
change outside of  the recent historical range has occurred frequently in 
other countries.

Finally, we considered the correlation between home equity and total 
non- nonpension wealth in both cross- sectional and cohort data. We fi nd 
that the ratio of home equity to nonpension wealth has been remarkably 
stable over time. We pursued analysis of this relationship using more formal 
regression analysis to control for other household attributes. Over the years 
between 1984 and 2004, we fi nd very little change in the average proportion 
of household wealth allocated to home equity. There was, however, some 
variation in this ratio across household wealth and income categories, espe-
cially the wealthiest households. This was also a period during which the 
number of homeowners was increasing but at a declining rate. In addition, 
we fi nd very small differences in the ratio of equity to wealth among cohorts 
attaining retirement age as early as the late 1960s and as late as 2040. One 
interpretation of these two facts is that the increase in household wealth over 
the period led to an increase in the dollar value of resources allocated to 
housing and this wealth- induced demand offset the declining rate of increase 
of the demand for new homes that was associated with demographic change 
and that might otherwise have led to a decline in home values and, thus, in 
housing equity. This empirical regularity leads us to consider whether pro-
jections of the home equity of future retirees might be based on forecasts of 
the wealth of future households.

The analysis in this chapter raises several questions for future work. In 
related work, we dealt with the accumulation of 401(k)- like assets through 
2040. We concluded that the accumulated pension wealth of persons aged 
sixty- fi ve in 2040 would likely be much larger than the pension wealth of 
persons retiring now. We also concluded that that aggregate pension assets 
in the economy would increase severalfold between now and 2040. Given the 
accumulation of these retirement assets, how might the build- up of home 
equity and mortgage debt affect overall fi nancial well- being of future retir-
ees? We will want also to address this question, recognizing the negative 
correlation between price movement in housing on the one hand and stock 
and bond returns on the other hand.
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Appendix A

Table 7A.1 Home equity regression for 1984

Variable total wealth Coefficient  Standard error  t- statistic

0.605 0.009 66.1
a25 0.013 0.069 0.2
a26 0.009 0.043 0.2
a27 –0.138 0.031 –4.4
a28 –0.060 0.033 –1.8
a29 0.012 0.032 0.4
a30 0.043 0.030 1.5
a31 0.023 0.024 1.0
a32 0.072 0.029 2.5
a33 –0.144 0.014 –10.1
a34 0.022 0.022 1.0
a35 –0.059 0.013 –4.5
a36 0.003 0.016 0.2
a37 0.021 0.015 1.5
a38 –0.015 0.012 –1.2
a39 0.075 0.022 3.4
a40 0.008 0.015 0.5
a41 0.012 0.013 0.9
a42 0.017 0.014 1.2
a43 0.001 0.014 0.1
a44 0.111 0.016 6.8
a45 0.020 0.014 1.4
a46 0.004 0.012 0.3
a47 0.006 0.013 0.5
a48 0.061 0.017 3.6
a49 0.000 0.014 0.0
a50 –0.158 0.006 –26.1
a51 0.032 0.013 2.5
a52 –0.162 0.005 –34.8
a53 –0.122 0.006 –21.1
a54 0.009 0.012 0.8
a55 0.040 0.011 3.7
a56 0.031 0.011 2.7
a57 –0.037 0.008 –4.8
a58 0.036 0.011 3.4
a59 0.083 0.012 6.9
a60 0.023 0.012 2.0
a61 –0.001 0.009 –0.2
a62 0.006 0.011 0.5
a63 –0.037 0.007 –5.2
a64 –0.061 0.007 –8.2
a65 –0.014 0.010 –1.4
a66 0.059 0.014 4.1
a67 –0.021 0.014 –1.5
a68 –0.131 0.005 –24.3

(continued )



 

a69 –0.015 0.013 –1.1
a70 –0.002 0.012 –0.2
a71 –0.108 0.008 –13.0
a72 0.146 0.019 7.8
a73 –0.034 0.018 –1.8
a74 –0.038 0.012 –3.1
a75 0.017 0.020 0.8
a76 0.072 0.021 3.4
a77 0.053 0.017 3.0
a78 –0.026 0.015 –1.8
a79 0.055 0.024 2.3
a80 –0.006 0.023 –0.3
a81 0.020 0.029 0.7
a82 0.055 0.031 1.7
a83 0.143 0.042 3.4
a84 0.004 0.016 0.2
q2 0.119 0.016 7.7
q3 0.085 0.012 7.3
q4 0.002 0.010 0.2
q5 –0.279 0.009 –30.0
i2 0.048 0.006 8.8
i3 0.020 0.005 4.1
i4 0.002 0.004 0.4
i5 –0.100 0.003 –30.0
No. of children 0.025 0.002 15.8
Single male –0.020 0.005 –4.2
Single female 0.050 0.005 10.7

No. of observations 12,148
F(72, 12,076) 479.18
Prob � F 0
R2 0.7407
Adjusted R2 0.7392
Root MSE  47,080     

Note: MSE � mean squared error.

Table 7A.1 (continued)

Variable total wealth Coefficient  Standard error  t- statistic



 

Table 7A.2 Home equity regression for 1995

Variable total wealth Coefficient Standard error t- statistic

0.568 0.012 48.9
a25 –0.115 0.112 –1.0
a26 0.057 0.065 0.9
a27 –0.017 0.064 –0.3
a28 0.107 0.069 1.6
a29 –0.073 0.044 –1.6
a30 –0.151 0.044 –3.4
a31 –0.066 0.027 –2.4
a32 –0.068 0.031 –2.2
a33 0.028 0.030 0.9
a34 –0.084 0.022 –3.8
a35 –0.010 0.023 –0.5
a36 –0.024 0.023 –1.0
a37 –0.006 0.022 –0.3
a38 –0.035 0.020 –1.8
a39 0.085 0.019 4.5
a40 0.002 0.015 0.1
a41 –0.051 0.016 –3.3
a42 –0.015 0.016 –1.0
a43 –0.056 0.014 –4.0
a44 –0.004 0.016 –0.3
a45 –0.025 0.015 –1.7
a46 0.027 0.015 1.8
a47 –0.026 0.013 –2.0
a48 –0.085 0.010 –8.8
a49 0.029 0.016 1.8
a50 –0.030 0.013 –2.4
a51 0.023 0.014 1.6
a52 –0.038 0.013 –3.0
a53 0.013 0.015 0.9
a54 0.037 0.015 2.5
a55 0.028 0.012 2.2
a56 0.017 0.014 1.2
a57 –0.032 0.014 –2.3
a58 0.001 0.014 0.1
a59 –0.039 0.012 –3.3
a60 –0.072 0.010 –7.2
a61 –0.058 0.012 –4.9
a62 0.022 0.014 1.6
a63 0.029 0.013 2.2
a64 –0.077 0.010 –7.6
a65 0.038 0.014 2.6
a66 –0.009 0.010 –0.9
a67 –0.034 0.012 –2.9
a68 0.035 0.014 2.6
a69 –0.041 0.013 –3.2
a70 0.050 0.014 3.5
a71 –0.013 0.015 –0.8

(continued )



 

a72 –0.011 0.015 –0.7
a73 0.050 0.018 2.8
a74 0.037 0.013 2.8
a75 0.101 0.016 6.3
a76 0.027 0.018 1.5
a77 0.024 0.014 1.7
a78 0.084 0.017 4.9
a79 –0.033 0.018 –1.9
a80 0.053 0.023 2.3
a81 0.161 0.027 6.0
a82 0.014 0.026 0.5
a83 –0.006 0.014 –0.5
a84 –0.033 0.021 –1.6
q2 0.110 0.019 5.7
q3 0.089 0.014 6.2
q4 0.026 0.012 2.1
q5 –0.233 0.012 –19.9
i2 0.020 0.005 3.8
i3 0.019 0.005 4.1
i4 –0.040 0.004 –9.2
i5 –0.060 0.004 –17.2
No. of children 0.022 0.002 11.4
Single male –0.020 0.005 –4.3
Single female 0.032 0.005 6.8

No. of observations 11,585
F(72, 11,513) 452.28
Prob � F 0
R2 0.7388
Adjusted R2 0.7372
Root MSE  53,321     

Note: MSE � mean squared error.

Table 7A.2 (continued)

Variable total wealth Coefficient Standard error t- statistic



 

Table 7A.3 Home equity regression for 2004

Variable total wealth Coefficient Standard error t- statistic

0.621 0.009 68.0
a25 0.125 0.057 2.2
a26 0.096 0.078 1.2
a27 0.163 0.059 2.8
a28 –0.239 0.028 –8.5
a29 0.016 0.045 0.4
a30 0.095 0.031 3.0
a31 0.052 0.036 1.5
a32 0.011 0.023 0.5
a33 –0.042 0.023 –1.9
a34 –0.024 0.019 –1.3
a35 0.014 0.018 0.8
a36 0.058 0.019 3.0
a37 0.016 0.017 0.9
a38 0.028 0.017 1.7
a39 –0.018 0.014 –1.3
a40 0.020 0.016 1.3
a41 –0.104 0.012 –8.3
a42 0.034 0.013 2.6
a43 –0.088 0.011 –8.2
a44 –0.048 0.010 –4.8
a45 –0.005 0.011 –0.5
a46 –0.026 0.011 –2.5
a47 0.051 0.013 4.0
a48 –0.003 0.010 –0.3
a49 –0.033 0.010 –3.4
a50 –0.071 0.009 –7.8
a51 –0.025 0.010 –2.5
a52 –0.161 0.007 –22.9
a53 0.002 0.009 0.2
a54 0.014 0.010 1.4
a55 –0.018 0.009 –2.1
a56 –0.074 0.008 –8.9
a57 0.007 0.009 0.8
a58 –0.008 0.010 –0.8
a59 0.024 0.012 2.0
a60 –0.104 0.008 –13.7
a61 –0.010 0.010 –0.9
a62 0.033 0.010 3.2
a63 –0.019 0.009 –2.1
a64 –0.027 0.011 –2.5
a65 0.021 0.012 1.7
a66 0.045 0.011 4.1
a67 –0.043 0.011 –4.1
a68 0.031 0.010 3.0
a69 0.013 0.012 1.1
a70 0.009 0.012 0.8
a71 –0.112 0.010 –11.6

(continued )



 

a72 –0.020 0.012 –1.7
a73 0.016 0.013 1.2
a74 0.049 0.015 3.3
a75 –0.217 0.005 –41.4
a76 0.051 0.012 4.1
a77 –0.018 0.011 –1.6
a78 0.039 0.014 2.8
a79 0.000 0.015 0.0
a80 0.080 0.020 3.9
a81 0.063 0.018 3.6
a82 0.077 0.020 3.9
a83 0.068 0.015 4.4
a84 0.068 0.010 6.5
q2 0.094 0.015 6.2
q3 0.044 0.011 3.9
q4 –0.004 0.010 –0.4
q5 –0.256 0.009 –28.0
i2 0.044 0.004 10.5
i3 –0.015 0.004 –4.0
i4 –0.024 0.003 –7.2
i5 –0.054 0.003 –19.2
No. of children 0.011 0.002 7.0
Single male 0.002 0.004 0.6
Single female 0.030 0.004 8.6

No. of observations 21,663
F(72, 21,591) 795.77
Prob � F 0
R2 0.7263
Adjusted R2 0.7254
Root MSE  95,170     

Note: MSE � mean squared error.

Table 7A.3 (continued)

Variable total wealth Coefficient Standard error t- statistic
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Appendix B

Figure 7B.1  Top- coding, cumulative distribution of equity for R1990

Figure 7B.2  Top- coding, cumulative distribution of equity for R2010
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Comment Thomas Davidoff

This chapter forecasts the distribution of future home equity among retir-
ees. This involves projecting the joint distribution of future homeownership 
rates, home prices, and equity to value ratios. The most noteworthy fi ndings 
are that households face a wide range of plausible home equity changes, 
with an interquartile range of  approximately zero to almost 200 percent 
for twenty- year changes in real value. The authors also fi nd that the ratio 
of average home equity to average total nonpension wealth by age and by 
wealth quintile has been almost constant over the last two decades, despite 
large changes in leverage and asset values.

I have three sets of  comments. The fi rst considers the forecasts in the 
context of an equilibrium model. Second, the forecasting methodology has 
important, albeit offsetting, biases. Third, it is not clear what we learn about 
sufficiency of  retirement savings from the distribution of  feasible home 
equity levels.

What, If Anything, Would a Model Tell Us?

The forecasts of future home equity center around current debt- to- equity 
ratios and home values and home price appreciation over the last three 
decades. Simulations based on relatively recent history may not refl ect the 
true distribution of future home purchases, leverage, or prices. Investors 
in real estate and mortgage backed securities have learned that the hard 
way over the last two years. For that reason, it would be nice to appeal to a 
dynamic stochastic general equilibrium model of home prices and mortgage 
demand into which different paths for some underlying fundamental, such as 
productivity, could be planted. Unfortunately, such a model would be either 
intractable or incapable of matching many empirically relevant moments.

Forecasting home prices based on an economic model based on some 
kind of  rational expectations would involve forecasting future discounted 

Thomas Davidoff is an assistant professor in the Sauder School of Business at the University 
of British Columbia.
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“dividends” from homes. Two major problems with this approach are that 
the dividends that homes offer their owners are not observable and that 
the appropriate discount rate for housing dividends is difficult to charac-
terize.

The dividends to owner housing are not observable because homeowners 
do not pay themselves rent. The market rent for units comparable to owner 
homes may not refl ect a dividend in any meaningful way. Rental units are 
typically different from owner units, and changes in rent will partly refl ect 
demand for rental, as opposed to owner, units. Also, the utility fl ow to an 
owner may not change when market rents change. For these reasons, we do 
not know the time series relationship between, say, gross domestic product 
(GDP) and dividends to homeowners.

The appropriate discount rate for housing is difficult to evaluate for a 
variety of reasons. The discount rate might be decomposed into a riskless 
rate, a risk premium, and expected growth. The risk premium is problematic 
in part because home equity is commonly, but not always, held until death. 
The option structure induced by the availability of remaining in the home 
implies that older owners may not be risk averse toward home price vari-
ability. Sinai and Souleles (2005) show that for younger owners, variability 
in housing prices may make a home more valuable for hedging purposes. 
Given that economists do not have the tools to assess what the right price 
level is for housing, it is unrealistic to expect a model to deliver an accurate 
expectation of growth even in a single housing market. Calibrating a dis-
tribution for price growth by location is far beyond the current state of 
economic science. Van Nieuwerburgh and Weill (2006) calibrate differences 
in housing costs in a much simplifi ed model.

With these caveats in mind, it is reasonable to think that home values 
should be highly correlated in a long time series with something like dis-
counted GDP. Indeed, I fi nd that over the last three decades, at a fi ve- year 
horizon, changes in the national Office of Federal Housing Enterprise Over-
sight (OFHEO) repeated sale home price index have had a correlation of 
.3 with changes in GDP divided by the ten- year treasury rate minus lagged 
Consumer Price Index (CPI) growth, when both series are defl ated by the 
nonhousing CPI.

Particularly given the results on the constancy of the ratio of home equity 
to total nonpension wealth, it would be interesting to compare plausible 
distributions of home equity under the authors’ methodology to forecast 
distributions based on a constant ratio of home equity to wealth and esti-
mated values of wealth based on simply discounted GDP. One might then 
recognize that there are a range of multipliers of this value that housing 
markets would apply, depending on the heat of the market, and depend-
ing on how elastic supply is in a given market. An approach along these 
lines would have the benefi t of time series for GDP, interest rates, and infl a-
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tion that are more than twice as long as the OFHEO series and include the 
Depression years.

Interestingly, changes to the Standard & Poor’s (S&P) 500 index have 
also been highly correlated with discounted GDP over long horizons, but 
negatively correlated with changes in home values (as the authors observe). 
It bears mention that the recent extreme event of rapidly decreasing home 
prices has been matched by a large drop in stock market values. Any future 
work that tries to estimate a joint distribution of housing and total wealth 
must decide whether to trust intuition, which says that there should be a 
positive correlation between stocks and housing, or our own eyes, which 
have seen a negative correlation for as long as we have data. Coastal housing 
prices have drifted away from home prices in the rest of the country over the 
last two decades. Presumably, this has to do with changes in the wage pre-
mium to education driving up demand for locations blessed with amenities 
and agglomeration opportunities. Whether this trend continues or reverses 
will have important effects on the distribution of both wealth and home 
equity. Assuming that the next T years will look like the past three decades, 
as the authors do, assumes that growth in home prices across regions will 
continue to diverge.

A problem in applying standard models to equilibrium in housing markets 
is the empirical retention of home equity late into life among the elderly. 
One would expect to see transitions into rental status, smaller homes, or at 
least home equity borrowing among older households with high levels or 
changes to the ratio of home equity to wealth. As the authors have shown 
in previous work, such transitions have been the exception rather than the 
rule in recent decades. The fact that older homeowners have retained home 
equity is presumably part of the reason the demographics- based prediction 
of Mankiw and Weil (1989) went awry.

A question in forecasting future home equity is, thus, whether households 
will become more like life- cycle consumers facing complete markets. If  so, 
we would expect to see much reduced equity to debt ratios in the future. The 
reverse mortgage market has grown rapidly in percentage terms recently, 
but on a small base. All the results in the paper rely on an assumption that 
there will not be major growth in that market, or that if  there is, it will be 
accompanied by considerable price appreciation. In particular, the authors 
assume that homeowners will reduce mortgage debt at a rate matching his-
torical average amortization. Historical data do not include jumps in home 
equity borrowing among the elderly, but it does not seem right to assign such 
a jump zero probability.

The constancy of the ratio of home equity to wealth over time, shown 
visually in fi gures 7.51 through 7.54 is intriguing. Part of what makes the 
result interesting is the fact that there is considerable cross- sectional hetero-
geneity in the ratio. Home value is nonhomothetic in wealth, and the ratio of 
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home equity to total wealth is, too. The equity to wealth ratio is decreasing in 
wealth, but constant within wealth deciles over time, despite growing wealth 
by quantile. A natural justifi cation for these results is that home values were 
rising relative to overall wealth. This is true for the majority of households 
with limited stock market wealth.

The absence of large cohort effects in the ratio of home equity to wealth 
is noteworthy. This nonrelationship appears to mask numerous offsetting 
effects: cohorts are becoming wealthier, nonhousing assets are growing in 
value, older households have lower housing value to other asset ratios, older 
households are less leveraged than other households, and later cohorts are 
becoming more leveraged. That these and other effects have offset histori-
cally does not mean that they will in the future.

A mechanism that also seems to be at work is that leverage has increased 
with time as the lending market became (until the last few months) looser 
and looser. This looseness doubtless had signifi cant effects on housing values 
(see, e.g., Ortalo- Magné and Rady 2006). Following the logic of Artle and 
Varaiya (1978), we would expect homes to be more valuable to buyers antici-
pating the ability to cash out capital gains through reverse mortgages. The 
elasticity of price with respect to elder borrowing capacity would have to be 
large for current ratios of equity to wealth to withstand a large increase in 
borrowing after retirement.

Calibrating a Future Home Price Distribution

The authors use historical changes in OFHEO home prices by state to 
calibrate a distribution of future home price changes. In particular, the dis-
tribution of T year changes in log home prices for households in a given 
state is obtained by drawing a sum (with replacement) of historical one- year 
OFHEO price changes in that state. Even assuming that the three decades 
of data available to the authors have refl ected the true distribution of price 
changes going forward, there are signifi cant biases to the volatility and, 
possibly, mean of the distribution based on the OFHEO data and sampling 
approach.

There is downward bias in the volatility of forecast home values because 
state average price changes are less volatile than metropolitan home prices, 
which are, in turn, less volatile than changes in value in neighborhoods and 
individual homes. The move from metropolitan means to individual results 
is particularly problematic, given the large magnitude of home improvement 
expenditures (thousands of dollars per year, on average, with wide variance) 
and stochastic depreciation. Possibly operating in the opposite direction 
is the fact that home price changes are serially correlated. National home 
prices, and particularly prices in large coastal cities, have followed two up- 
and- down cycles over the life of the OFHEO data. If  we believe that home 
prices cannot deviate too far from fundamental values before correcting, 
large price swings may show up in simulations that would be unlikely to 
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occur if  longer horizon draws were taken. In the authors’ defense, there 
are only two long cycles to draw from over the last thirty years, and we just 
witnessed an almost uninterrupted decade- long run- up in prices.

As the authors recognize, the OFHEO data, which is confi ned to repeated 
sales of new homes, exhibits less volatility than the Case- Shiller data. The 
latter data is less geographically representative but includes homes of very 
high and low value that may have more price volatility than homes that 
are subject to conventional mortgages. While the repeated sale methodol-
ogy deals better with problems of composition than a median home index, 
if  home builders sell disproportionately in down markets (as they cannot 
wait for higher prices as well as homeowners who receive a dividend), then 
excess depreciation of  new homes will bias volatility of  a repeated sales 
index downward.

What Does Home Equity Tell Us about Retirement Readiness?

The authors observe that home equity is rarely spent absent death of a 
spouse or entry of a household member into long- term care. In the case of 
bequests, it is not clear that more home equity is better than less. Heirs may 
be worse off, not better off, if  home prices rise. In the case of long- term care, 
prices are correlated cross sectionally with housing prices. If  the elasticity 
of care costs with respect to housing prices is large (incorporating effect of 
labor costs on both), then again utility may be lower in high price states than 
low. One way to think about this is that rather than the national CPI for all 
goods, housing should be defl ated by by regional CPI (where available), for 
all nonhousing goods. Oddly, the two sets of series are sufficiently highly 
correlated that this likely induces little bias.

Another consideration is that older homeowners have some ability to 
time the sale of  their homes. Given serial correlation in prices, it is not 
impossible to believe that older owners could avoid selling during market 
troughs. In that case, the distribution of future home equity may be down-
ward biased.

In summary, the authors have presented a strikingly wide range of plau-
sible home equity wealth values for future retirees. They have also docu-
mented the intriguing fact that home equity to wealth ratios are quite stable 
across time and cohorts. The difficulty of modeling equilibrium in housing 
markets leaves us with little choice but to assume that the future will look like 
the past, but there are good reasons to think that it may not. Chief among 
these reasons are growth in the home equity lending market both before and 
after retirement; the recent volatility of housing prices, unmatched in the 
last three decades; and the divergence of coastal from noncoastal housing 
prices. The authors have identifi ed an important task for future researchers: 
providing a justifi cation for the near constant equity to wealth ratio in the 
face of  major and imperfectly correlated changes to nonhousing wealth, 
home prices, and leverage.
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8
Aging Populations, Pension 
Operations, Potential Economic 
Disappointment, and Its Allocation

Sylvester J. Schieber

8.1   Introduction

Much has been written about population aging and its economic implica-
tions. A great deal of this discussion has focused on the retirement systems 
that exist in various parts of  the world and how they will fare under the 
aging phenomenon. Some analysts conclude that we must radically modify 
many of the retirement systems now in operation in order to deal with new 
economic realities that are unfolding before us.

There are many instances where the adjustment of  pension policy to 
address the population aging issue has been to move systems that have been 
traditionally fi nanced on a pay- as- you- go basis more toward being funded. 
A case can be made that the United States did this in the early 1980s when 
policymakers adopted legislation that resulted in the build- up of the Social 
Security trust funds from nearly nothing in 1983 to more than $2 trillion 
today. Chile did this when it abandoned its traditional pay- as- you- go defi ned 
benefi t pension for an individual account program in the early 1980s. Austra-
lia followed suit in the 1990s. Sweden did not go as far as Australia or Chile 
but implemented a pension reform that included a 2.5 percent of covered 
payroll mandatory defi ned contribution account for all workers. Canada 
followed the U.S. lead in the 1990s, to an extent, by increasing the funding 
of its national pension during its post- World War II baby boom generation’s 
working career but took a very different path on how the accumulating assets 
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would be invested. Germany also moved toward greater pension funding, 
but more passively, by limiting the cost of their pay- as- you- go national pen-
sion with the implication that reduced future benefi ts under the new cost 
constraint would result in workers saving more to meet their own retirement 
needs in the future.

While many countries have changed their course on funding their retire-
ment systems, it is not always clear that the economic results are as straight-
forward as they might seem on the surface. In the next section of the chapter, 
we explore the alternative economic perspectives of pension funding. From 
a microeconomic perspective, many workers may not discern any practical 
effect from the restructuring of the approach to fi nancing their pensions. 
Even from a macroeconomic perspective, there are questions over whether 
some of the move toward pension funding that has arisen in recent years is 
more cosmetic than real.

In virtually every case in which a country has adopted policies in recent 
years to increase the funding of  their future retirement claims, a major 
motivation has been to ameliorate the economic implications of popula-
tion aging. Axel Börsch- Supan (this volume) shows that moving to a savings 
based retirement system improves the economic outlook that even rapidly 
aging countries face. To date, however, there has been relatively little analysis 
of whether pension funding has the potential to provide the sort of eco-
nomic growth that citizens in many of the developed countries of the world 
have come to expect. In the third section of this chapter, we explore some 
of the implications of diverse demographic scenarios under pay- as- you- go 
versus funded pension systems.

A fundamental economic issue that population aging may pose in many 
societies is that their labor forces will grow more slowly in the future than 
in the past. This slower labor force growth has two important implications. 
First, labor force growth rates are one of the primary drivers that underlie 
economic growth. Slower labor force growth will mean slower economic 
growth and diminished contributions to improving living standards that 
have been realized in virtually all developed economies of the world since 
the end of World War II. Second, a growing aged population in the face of 
a stable or diminished workforce implies signifi cant increases in aged depen-
dency. The combination of these forces will limit future growth in living 
standards in the developed economies of the world. In the fourth section of 
the chapter, we explore how the pension systems may be used to allocate the 
economic disappointment that aging societies will face unless they can fi nd 
policies that will grow the economic resources available to them.

If our economies cannot meet public expectations about economic perfor-
mance, the method for allocating the disappointment is an important policy 
issue. In that regard, pension policy may play a signifi cant role although 
other means of  partially addressing the matter may be available to poli-
cymakers. Many retirement systems have been structured traditionally to 
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provide retirees with increasing levels of benefi ts linked to growing wages or 
workers’ productivity levels. If  total output in an economy is unsatisfactory 
but retirees are allocated benefi ts directly correlated to rising worker produc-
tivity, then workers and their dependents will be disappointed. Our ability 
to encourage workers to achieve even higher levels of productivity may be 
signifi cantly limited if  we cannot reward them for the added contribution. 
On the other hand, if  we let workers enjoy the fruits of their rising productiv-
ity rates, we run the risk that retirees’ standards of living might actually fall 
from one generation to the next. If  neither outcome is viewed as satisfactory, 
one alternative is to encourage higher levels of labor force participation from 
all segments of the population beyond normal school ages.

Some societies may attempt to address the aging issue by shifting from 
pay- as- you- go fi nancing of  their pension systems to prefunded arrange-
ments. Our analysis suggests that some countries face such signifi cant demo-
graphic shifts toward older populations that this will offer little practical 
relief. In these cases, the whole concept of retirement that has persisted over 
much of the past century may need to be revisited.

8.2   Retirement Plans as a Consumption Allocation Mechanism

Retirement systems are income transfer mechanisms that facilitate the 
distribution of goods and services produced by workers to the elderly, non-
working members of a society. At a given point in time, the utilization and 
productivity of labor and capital limit the total output in an economy. Work-
ers receive their share of output in the form of wages. Owners of capital 
receive their share of output in the form of returns on their investments. 
Retirees can receive a share of output either through their ownership rights 
of capital or from transfers from the wages paid to workers.

In the fi rst type, the capital- based retirement system, workers accumulate 
their ownership of capital during their working career. They do so by saving 
a portion of their earnings along with employer contributions and letting 
the total savings accumulate with interest until they retire. During retire-
ment, retirees liquidate their assets to fi nance their consumption needs. In 
this regard, the retirement plan is a mechanism to transfer consumption 
rights across time periods. This intertemporal transfer of consumption is 
accomplished by the buying and selling of assets. Accruing pension liabilities 
are “funded” as the rights to future pension benefi ts are earned in defi ned 
contribution plans. In funded defi ned benefi t plans, they are approximately 
funded on the basis of actuarial estimates of what is required to meet future 
obligations as they are earned.

Financing retirees’ consumption through intergenerational transfers can 
take place either on an informal basis or through more formal arrangements. 
The informal arrangements are typically worked out within families, where 
a younger generation commits to support its elders when they are no lon-
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ger able to work. Governments generally sponsor formal arrangements al-
though some employers sponsor retirement plans that are intergenerational 
rather than intertemporal transfer mechanisms. These plans are known as 
pay- as- you- go plans because they take money from current workers’ produc-
tion and transfer it to current retirees.

In both capital- based and pay- as- you- go plans, workers forego some cur-
rent earnings and, thus, some portion of consumption during the earning 
period to fi nance retirement consumption. In funded retirement vehicles, 
workers do this by purchasing assets that earn returns while held and that are 
sold in retirement. In pay- go retirement systems, workers do it by surrender-
ing a share of their earnings, which are then transferred to retirees.

8.2.1   Retirement Savings and Personal Wealth Accumulation

To show how alternative pension fi nancing structures operate from a 
worker’s perspective, consider an example of a worker who begins a career 
at age twenty- fi ve earning $35,000 per year. Assume this individual has per-
fect foresight and knows that his pay will increase 4 percent per year until 
he reaches age sixty- fi ve, when he will retire and receive a pension that is 70 
percent of his disposable income. His disposable income is his total wage 
minus what he has to contribute to a pension in order to fi nance his retire-
ment income. To simplify the process of determining how much the worker 
should save, we assume he knows that he will live to be 81.5 years of age. We 
also assume the worker anticipates receiving an annual rate of return on his 
assets of 5 percent per year.

If  everything goes according to plan, this worker will earn roughly 
$161,600 in his last year of employment. After his retirement savings are 
put aside, his disposable income will be approximately $135,700 that year. As 
it turns out, this worker will need to save 16 percent of his annual earnings 
each year in order to fulfi ll his work and retirement plans. If  he does that, 
he should be able to receive an annuity of $113,100 per year for each year 
of retirement, 70 percent of his fi nal year’s earnings, or about 83 percent of 
disposable income in his fi nal year of work. This pattern of asset accumula-
tion and net balances are refl ected in fi gure 8.1.

Over the working period, the worker’s steady saving plus interest accru-
ing on accumulated assets gradually accelerates the growth in assets. From 
a macroeconomic perspective, contributions to the plan are refl ected as 
savings accruing in the economy. After retirement, the assets are steadily 
depleted over the worker’s remaining lifetime and run out when he dies. Net 
savings over the worker’s lifetime, in this example, are zero. Had he wished 
to leave a bequest to heirs, the worker would have had to save more during 
his working life or spend less during retirement.

If the same worker described in the preceding is covered by a pay- go retire-
ment plan, the dynamics of his accumulating retirement wealth are consider-
ably different than in a funded pension plan. First, his annual contributions 
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to the retirement system are paid out to current retirees. Second, rather than 
becoming part of  an accumulation of capital that can be invested in the 
economy, in most cases his contributions merely purchase an entitlement 
to a benefi t at retirement age. The pattern of this transaction is refl ected in 
fi gure 8.2, which turns out to be a mirror image of fi gure 8.1. In this case, 
the “accumulated savings” from the worker’s perspective is the sum of the 
obligations owed to the worker. It grows on a gradually accelerating basis 
until the worker reaches age sixty- fi ve and then is paid off over the remainder 
of his lifetime as annual retirement benefi ts.

Fig. 8.1  Accumulated savings of a hypothetical worker participating in a funded 
pension plan
Source: Calculated by the author.

Fig. 8.2  Accumulated savings of a hypothetical worker participating in a pay- as- 
you- go pension plan
Source: Calculated by the author.
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Pay- as- you- go retirement plans are intergenerational transfer mecha-
nisms. In this case, workers contribute to the plan while working to support 
contemporary retirees. By contributing to the system during the working 
career, workers earn “rights” when they retire to have the next genera-
tion support their consumption needs. Paul Samuelson, the Nobel laureate 
economist, characterized these latter plans as “consumption loan” devices 
(Samuelson 1958). The theory is that when workers pay the payroll tax to 
support such systems, they forego consumption at the time with the implied 
understanding that they will be repaid when they reach retirement age.

From the perspective of the worker, the accumulation of pension rights 
through a pay- go social security system is no different than accumulating 
wealth through personal savings or a funded pension. The operations of the 
two types of plans are summarized from a worker’s perspective in table 8.1. 
In both cases, the worker gives up consumption during the working career 
and stores the value of that foregone consumption in a personal retirement 
portfolio that is cashed in to support consumption during the retirement 
period.

The suggestion that these two types of plans are essentially the same in 
terms of  their consumption effects from a worker’s perspective is not to 
suggest that they may have very different real and perceived legal and po-
litical risks associated with them. In terms of the dynamics of an individual 
accruing benefi t rights during a working career and receiving benefi ts during 
retirement, there is little practical difference. Indeed, there have been many 
economic analyses of the economic status of individuals approaching retire-
ment that have treated social security wealth, pension, and retirement plan 
savings and other personal wealth as equivalent (Moore and Mitchell 2000; 
Poterba, Venti, and Wise 2007).

8.2.2   Retirement Wealth Accumulation and National Savings

Over the years, there has been a considerable body of economic research 
developed regarding the implications of pay- go pensions for national sav-

Table 8.1 Pension operations from a worker’s perspective under alternative 
fi nancing mechanisms

  Pay- as- you- go plans  Funded plans

Workers Contribute taxes from wages Save from wages to buy assets
Net effect while working Reduces consumption during 

 work life
Reduces consumption during 
 work life

Retirees Receive benefi ts from workers’ 
 current taxes

Receive interest and sell assets 
 to workers

Net effect while retired
 

Use benefi t income to fi nance 
 consumption  

Use asset income to fi nance 
 consumption

Source: Developed by the author.
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ings rates, most of it developed by U.S. economists in the context of the U.S. 
Social Security program. For example, in 1974, Martin Feldstein estimated 
that for each $100 increase in social security wealth in the United States, 
private saving was reduced by $2.10 (Feldstein 1974). Shortly after his study 
was released, Dean Leimer and Selig Lesnoy, two analysts working for the 
U.S. Social Security Administration, discovered a computation mistake in 
Feldstein’s analysis, which they corrected, and extended the computation 
period. Their estimate was half  of Feldstein’s and was statistically equiva-
lent to zero (Leimer and Lesnoy 1982). In other words, Leimer and Lesnoy 
concluded that Social Security had no effect on U.S. savings rates. Feldstein 
subsequently argued that the difference in results of the two analyses was 
because Leimer and Lesnoy extended the data series to 1974, without taking 
into consideration the program changes adopted in 1972 (Feldstein 1982). 
In 1996, Feldstein updated the model and estimated that a $1 increase in 
Social Security wealth reduced savings by two to three cents. While two or 
three cents may seem trivial, Feltstein estimated that the U.S. Social Security 
system reduced personal saving by $416 billion in 1992, compared to $248 
billion of actual savings—a reduction of 63 percent of potential personal 
saving (Feldstein 1996).

The matter of whether our Social Security program contributes to na-
tional savings was somewhat muddied when Congress adopted the provi-
sions in 1983 that have led to a substantial buildup in the trust funds. Table 
8.2 shows that since the passage of the 1983 funding requirements, tax rev-
enues fl owing into the Social Security trust funds has consistently exceeded 
expenditures under the program. How this asset buildup is interpreted also 
is important for thinking about the implications of alternative ways to deal 
with the program’s projected fi nancing shortfalls.

In some circles, the 1983 amendments to the Social Security Act have been 
regarded as “funding” a portion of the baby boomers’ retirement benefi ts. 
Since that time, the Social Security trust fund assets have grown from $31 
billion in 1984 to $2,048 billion at the end of 2006, although 47 percent 
of that growth has been government- credited interest on the accumulating 
assets, which are held in long- term Federal Government bonds. Despite the 
substantial growth in the Social Security trust funds over the last twenty 
years, there has been a considerable debate over whether the accumulating 
trust fund assets have added to the level of national savings. This debate 
centers on how holding the accumulating trust fund entirely in government 
bonds affects the government’s other fi scal operations.

The analysts who argue that the U.S. accumulating trust fund has not 
added to national savings contend that the U.S. government has run larger 
defi cits in its other fi scal operations due to the accumulating trust fund. That 
is, having the surplus annual revenue available to Social Security relieves 
policymakers from having to raise funds elsewhere to fi nance other govern-
ment operations. A special commission established by President George W. 
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Bush to make recommendations on Social Security reform fell into this 
camp. They acknowledged the theoretical possibility that the trust fund ac-
cumulation could add to national savings but concluded that the reality 
since the passage of  the 1983 funding legislation had taught the “nation 
a clear lesson about how unlikely this is as a practice. The availability of 
Social Security surpluses provided the government with an opportunity to 
use these surpluses to fi nance other government spending, rather than saving 
and investing for the future” (President’s Commission to Strengthen Social 
Security 2001, 38).

Diamond and Orszag (2004), two economists and noted participants in 
the debate over U.S. Social Security reform, reach the opposite conclusion. 
They looked at congressional attempts to reduce federal budget defi cits 

Table 8.2 U.S. Social Security cash fl ows and Federal Government unifi ed budget 
operations for selected years (in billions of U.S. $)

U.S. Social Security trust 
fund operations

U.S. Government unifi ed 
budget operations

Year  
Tax 

revenues  
Current 

expenditures  
Net 

surplus  
Current 
receipts  

Current 
expenditures  

Surplus or 
(–) defi cit

1984 183.1 180.4  2.7 1,112.5 1,256.6 –144.1
1985 197.5 190.6  6.9 1,213.5 1,366.1 –152.6
1986 212.8 201.5 11.3 1,289.3 1,459.1 –169.8
1987 225.6 209.1 16.5 1,403.2 1,535.8 –132.6
1988 255.2 222.5 32.7 1,502.2 1,618.7 –116.5
1989 276.7 236.2 40.5 1,626.3 1,735.6 –109.3
1990 301.1 253.1 48.0 1,707.8 1,872.6 –164.8
1991 307.8 274.2 33.6 1,758.8 1,976.7 –217.9
1992 317.2 291.9 25.3 1,843.7 2,140.4 –296.7
1993 327.7 308.8 18.9 1,945.8 2,218.4 –272.6
1994 350.0 323.0 27.0 2,089.0 2,290.8 –201.8
1995 364.8 339.8 25.0 2,212.6 2,397.6 –185.0
1996 385.7 353.6 32.1 2,376.1 2,492.1 –116.0
1997 413.9 369.1 44.8 2,551.9 2,568.6 –16.7
1998 439.9 382.3 57.6 2,724.2 2,633.4 90.8
1999 471.2 392.9 78.3 2,895.0 2,741.0 154.0
2000 504.8 415.1 89.7 3,125.9 2,886.5 239.4
2001 529.1 438.9 90.2 3,124.2 3,056.4 67.8
2002 546.3 461.7 84.6 2,980.7 3,224.0 –243.3
2003 546.9 479.1 67.8 3,012.8 3,426.4 –413.6
2004 568.7 501.6 67.1 1,880.3 2,293.0 –412.7
2005 607.8 529.9 77.9 2,153.9 2,472.2 –318.3
2006 642.5 555.4 87.1 2,407.3 2,655.4 –248.2
2007        2,568.2  2,730.2  –162.0

Sources: U.S. Social Security Administration, 2008 Annual Report of the Board of Trustees of 
the Federal Old- Age and Survivors Insurance and Federal Disability Insurance Trust Funds, and 
U.S. Office of Management and Budget, Fiscal Year 2009 Budget of the U.S. Government, 
Historical Tables.
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throughout the 1980s and early 1990s that ultimately resulted in surpluses 
toward the end of the century. On the basis of the efforts to reduce the uni-
fi ed budget defi cits, Diamond and Orszag conclude that it is plausible that 
U.S. policymakers were not raiding the Social Security surpluses to fi nance 
other government operations. In addition, they note that if  policymakers 
were pursuing such a policy, fi nancing general government operations with 
payroll taxes would have imposed a greater burden on lower- wage workers 
than fi nancing such operations out of  the more progressive U.S. federal 
income tax. Given that people with lower incomes generally have higher 
marginal propensities to consume, such a policy would have reduced dis-
posable income for people with high marginal propensities to consume and 
raised it for people with high marginal propensities to save. The net result 
would have been to increase the national saving level and reduce consump-
tion levels accordingly.

To some extent, it is impossible to know whether the U.S. Social Secu-
rity trust fund balance represents wealth that will benefi t future genera-
tions because the answer partly depends on unobservable or counterfactual 
behavior. Smetters (2003) argues, however, that by comparing variations 
in the fi nancing of other government functions to the accumulation in the 
retirement system over time, we can tell whether the systematic growth in the 
pension trust funds has been paralleled by changes to the other balances. He 
devised an empirical test to see what happened in the United States. The logic 
of his model is that if  the accumulating trust fund has not added to national 
savings, each dollar of growth in the trust fund should be offset by a dollar 
increase in the defi cit. If  the growing pension balances are being saved, then 
there should be no change in other government net defi cits as the pension 
surplus grows. In his favored specifi cation of the model utilizing data from 
1949 through 2002, Smetters found that for every dollar added to the trust 
funds, the other government net defi cits increased by $2.76. He concludes 
that not only are the accumulating Social Security surpluses spent elsewhere 
in government, but that they act as some sort of accelerator to defi cit fi nanc-
ing of other government operations.

Nataraj and Shoven (2004) expanded and updated Smetters’s analysis. 
They note that Smetters only looked at the implications of  U.S. Social 
Security trust fund accumulations on other federal fi scal operations. They 
widened the analysis to include all U.S. government trust funds because 
the Social Security trusts represent only about half  of all government trust 
funds, and there was considerable correlation between their accumulations 
over time. In their preferred estimate, Nataraj and Shoven found that a dol-
lar increase in the total federal trust funds increased federal defi cits in other 
operations by $1.73, a result that was not statistically different from one. 
Carrying the analysis further, they broke their analytical period into two 
periods, 1949 to 1969 and 1970 to 2003. This split was important because in 
1970, the U.S. government modifi ed its budgeting procedures to explicitly 
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combine the trust fund and other government operations into budget con-
siderations on a unifi ed basis. Before then, each had been considered sepa-
rately. For the period before the budgets were unifi ed, Nataraj and Shoven 
found that the accumulating trust funds were not statistically associated with 
the defi cits run in other government operations. After 1970, the accumulat-
ing trust funds did lead to added defi cits in other government operations, 
once again statistically on a dollar- for- dollar basis.

Bosworth and Burtless (2004) extended this sort of analysis in another 
way with two different groups of  government entities. First they consid-
ered the pension systems sponsored by state governments in the United 
States for their own employees. At the end of 2000, these state pensions held 
approximately $2.3 trillion in assets, about half  the amount held by private 
employer plans at that time. In this case, they found that as the pension 
funds increased their holdings by $100, the defi cits in the states’ nonpen-
sion accounts increased by about $8, an amount statistically equivalent to 
zero. These state systems are signifi cantly different from the federal Social 
Security system in that they are not considered in the unifi ed budget con-
text of the federal program. In addition, many of these systems have fund-
ing requirements, with contributions held in strictly segregated, trusteed 
accounts and invested in broadly diversifi ed real assets. Finally, many U.S. 
state governments have strict balanced budgeting provisions embedded in 
their constitutions. State- level pension systems in the United States operate 
much like ordinary funded pensions offered by private- sector employers 
operating their plans under U.S. legal funding requirements.

In the second part of their analysis, Bosworth and Burtless studied the 
pension funding in national pension systems and the government defi cits 
associated with other government operations. They had data on thirteen 
Organization for Economic Cooperation and Development (OECD) coun-
tries from the period 1970 through 2000. They found that a 1 billion cur-
rency unit increase in social insurance trust funds increased the government 
defi cit in other operations by 1.26 billion currency units. After adjustments 
for autocorrelation in their data series, this dropped to 0.57 billion currency 
units. When they limited the analysis to fi ve countries whose policies require 
them to fund a portion of their national pensions—Canada, Denmark, Fin-
land, Japan, and Sweden—they estimated the offset at 0.64 billion currency 
units after adjusting for autocorrelation. In any event, the authors concluded 
that a unit increase in national pension funding signifi cantly increased net 
defi cits in other government operations.

In the case of  employer- sponsored funded retirement plans, there has 
been an economic debate over whether the tax- preferences accorded retire-
ment savings results in added savings in the economy. For example, Engen, 
Gale, and Scholz (1996) conclude that tax incentives favoring retirement sav-
ings have profound effects on whether savings are in tax- preferred accounts 
or traditional savings forms but have little or no effect on the level of sav-
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ing. Subsequently, Gale (2005) conceded that tax incentives for retirement 
savings did have some marginal effect on savings levels but were largely 
concentrated on higher earners who did not need them and were largely tax 
shelters rather than saving stimulants. On the other side of this debate, Pot-
erba, Venti, and Wise (1993, 1995, 1996) evaluate contributions to individual 
retirement accounts (IRAs) and 401(k) plans from a variety of perspectives 
and consistently conclude that most of the savings in these plans represent 
net additions to personal savings.

To date, the statistical studies of the effects of pension saving in funded 
pensions on personal savings rates are no more conclusive than those ex-
amining the savings effects of  the pay- as- you- go Social Security pension 
system. In both cases, there is a general consensus among economists that 
these plans do reduce other personal savings but probably not dollar for 
dollar. Because the pay- go systems do not compensate for the reductions 
in personal savings with the accumulation of real assets, these plans lead to 
an absolute reduction of savings within the total economy. In the case of 
funded plans, plan participation should raise savings rates because a unit 
of pension accrual is matched by a unit of actual savings, and there is only 
a partial reduction in personal savings.

What would the U.S. government have spent, and, for that matter, what 
would tax collections have been, without access to Social Security’s cash-
 fl ow surpluses over the last twenty- fi ve years or so? No one knows with abso-
lute certainty, but, that debate notwithstanding, the debate over whether 
Social Security has affected national savings has been focused too narrowly. 
In a broader context, the implications of operating a funded versus pay- go 
pension system are relatively clear. Once again, the U.S. example is a good 
one because the United States has a relatively large funded pension system 
that runs parallel to its Social Security system, and there is reasonably good 
data on both systems that can be compared over time.

A pension system’s aggregate contribution to national savings is the extent 
to which its assets cover its net obligations. It is not the net of the annual 
contributions into a trust fund minus the payout of current benefi ts and 
administrative expenses. It is the extent to which accruing obligations in the 
plan are covered by the assets in the plan. In the case of private pensions, 
actuaries are required to estimate the accrued benefi t obligations in private 
plans at each valuation, and plan sponsors are required to report the results 
to the Federal Government. These periodic tallies of assets and obligations 
in plans can be used to track the contributions of the system to national 
savings. Along similar lines, the Social Security actuaries have calculated 
something they have labeled the “maximum transition cost” for that system 
in recent years. The actuaries report that this measure “represents the transi-
tion cost for continuing the Social Security program in a different form, with 
all payroll taxes for work after the valuation date credited to the new benefi t 
form. The maximum transition cost is equivalent to the unfunded accrued 
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obligation of plan designed to be fully advance funded at the time of plan 
termination” (Goss, Wade, and Schultz 2008, 3). The tally of assets in the 
system and the accruing obligations allows us to assess the net effect Social 
Security is having on national saving.

The results of the Social Security liability calculations and funding levels 
are presented in the left- hand set of columns in table 8.3. The table shows 
that while trust fund assets in the Social Security system grew by nearly 
$1.5 trillion between 1996 and 2006, while total obligations increased by 
$8.3 trillion over that same period, with unfunded obligations climbing by 
$6.9 trillion. Some people look at the trust fund growth and conclude that 
between 1996 and 2006, Social Security contributed $1.5 trillion to U.S. 
saving but completely ignore the added $6.9 trillion of obligations created 
for future generations of workers to bear.

To put the results in table 8.3 in perspective, consider a household that 
begins a year with a bank account balance of zero, runs up a $20,000 debt 
over the year and, at year- end, has $5,000 in its bank account and a note for 
the $20,000 loan. No one would say that this household has saved $5,000. 
Yet that is exactly the logic behind the claim that the U.S. Social Security pro-
gram’s trust fund accumulation is adding to national savings. In the house-

Table 8.3 Social Security and private pension obligations, trust fund assets, and over (under) 
funding (in billions of U.S. $)

Social Security Private pensions

Year  
Plan 

obligations  
Trust fund 

assets  
System 

overfunding  
Plan 

obligations  
Trust fund 

assets  
System 

overfunding

1996 9,492.5 567.0 –8,925.5 4,508.4 4,540.5 32.0
1997 9,381.8 655.5 –8,726.6 5,150.3 5,307.2 156.9
1998 10,274.8 762.5 –9,512.3 5,985.1 6,165.0 179.9
1999 11,066.8 896.1 –10,170.7 6,957.1 7,164.1 207.0
2000 11,879.3 1,049.4 –10,829.9 6,704.9 7,286.6 581.8
2001 12,919.5 1,212.5 –11,707.0 6,634.4 6,954.3 319.8
2002 13,539.8 1,378.0 –12,161.8 7,658.0 5,958.3 –1,699.7
2003 14,160.1 1,530.8 –12,629.3 7,454.1 7,154.8 –299.3
2004 15,183.0 1,686.8 –13,496.2 8,488.9 8,007.5 –481.4
2005 16,397.5 1,858.7 –14,538.8
2006  17,803.7  2,048.1  –15,755.6       

Sources: Social Security trust fund balances are drawn from The 2007 Annual Report of the Board of 
Trustees of the Federal Old- Age and Survivors Insurance and Federal Disability Insurance Trust Funds; the 
estimated underfunding is unpublished data from the Office of the Actuary, U.S. Social Security Admin-
istration; private pension plan assets are derived U.S. Pension Benefi t Guaranty Board’s Pension Insur-
ance Data Book for various years for private defi ned benefi t plans and from the Federal Reserve Bank’s 
Flow of Funds data for various years for defi ned contribution assets and individual retirement account 
balances; private pension plan obligations for defi ned benefi t plans also are taken from the Pension Insur-
ance Data Book, and defi ned contribution plan and individual retirement account obligations were cal-
culated as the equivalent of  assets.
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hold described in the preceding, it is clear that their net fi nancial position has 
deteriorated by $15,000 over the year—that is, the growth in total liabilities 
minus the net increase in cash in hand. One could claim that the household 
would have been $5,000 deeper in debt if  it had spent the money rather than 
putting it in the bank, but it makes no sense to consider the $5,000 as savings 
in the face of the much larger debt it has accrued.

The U.S. Social Security system has had a steadily growing balance in 
its trust fund accounts over the past two decades, but its underfunding has 
grown steadily as well. The accumulated funding can be considered sav-
ing only to the extent that had the assets not grown, the level of dissaving 
would have been even higher. The contention by some that accruing Social 
Security benefi ts have not reduced workers’ other savings would still leave 
Social Security having a net negative effect on national savings if  unfunded 
obligations are taken into account.

In contrast to Social Security, the private pension system in the United 
States is largely funded. The private system comprises three elements: 
employer- sponsored defi ned benefi t plans, employer- sponsored defi ned con-
tribution plans, and individual retirement accounts. In 1974, the U.S. Con-
gress adopted legislation meant to secure private pensions for workers. For 
defi ned benefi t plans, these requirements mean that benefi ts must be funded 
at roughly the same rate that benefi ts are earned by participants and that 
unfunded liabilities must be amortized over a specifi ed schedule. Defi ned 
contribution plans and individual retirement accounts are fully funded by 
the nature of the plans—that is, the obligation of the plan equals its value.

The three right- hand columns of table 8.3 refl ect the growing obligations 
and assets in the U.S. private pension system and correspond with the three 
columns to their left for Social Security. In this case, private pension obli-
gations in the United States were fully funded on an aggregate basis over 
most of the period. This does not mean that all defi ned benefi t plans were 
fully funded; indeed, some were underfunded, but the overfunding in some 
plans more than offset the underfunding in others. In a national savings 
context, it is the aggregate balances that are important. In 2002, the system 
slipped into an underfunded status generally due to declining asset values 
in the fi nancial markets. In addition, the value of liabilities also increased in 
defi ned benefi t plans because the interest rates used to calculate full funding 
requirements fell to historic lows. Some of that underfunding was corrected 
by a rebound in the fi nancial markets and higher contributions from plan 
sponsors after 2002.

There has been some chronic underfunding of  private defi ned benefi t 
plans even after the passage of the Employee Retirement Income Security 
Act (ERISA) in 1974. The Pension Protection Act (PPA) of 2006 has estab-
lished new funding and disclosure rules for both single- employer and mul-
tiemployer pension plans. It increased the funding requirements for single-
 employer defi ned benefi t plans generally requiring that sponsors fund 100 
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percent of the present value of all benefi ts accrued as of the beginning of a 
plan year. Funding shortfalls can be amortized over seven years. In the case 
of  multiemployer plans, the legislation shortens the amortization period 
for unfunded liabilities to fi fteen years and created a condition labeled as 
“endangered status” where a plan is less than 80 percent funded. Plans in 
this status are required to fi le a ten- year funding improvement plan during 
which they are required to improve their funding status by one- third and to 
avoid an accumulated funding defi ciency.

The funding requirements for private employer pensions are meant to 
ensure that the plans will generally hold assets at least equal to liabilities. If  
that goal is not achieved because of fl uctuations in either asset or liability 
values, the system is intended to encourage accelerated saving for assets 
to catch up to the level of liabilities. Even though unfunded liabilities did 
increase in the private system toward the end of the period shown in table 
8.3, between 1996 and 2004, private pension assets grew by $3.5 trillion, from 
$4.5 trillion to $8.0 trillion, while excess funding dropped by $500 billion. In 
other words, from 1996 to 2004, private pensions made net contribution to 
national wealth of $3.0 trillion. At this writing, the Pension Benefi t Guar-
anty Corporation (PBGC) has not yet published the accumulated obliga-
tions or funding levels among their insured plans for 2005 and 2006, but 
the Federal Reserves’ Flow of Funds reports suggest that private retirement 
assets increased another $1.5 trillion between 2004 and 2006.

The preceding discussion suggests that from 1996 to 2004, aggregate 
pension saving in Social Security fell $4.6 trillion because obligations out-
stripped asset accumulations signifi cantly, while net private pension savings 
rose by roughly $3.0 trillion because asset growth largely kept up with accru-
ing obligations. Although all economists may not agree on the rate at which 
pension saving is offset by personal saving, most of them agree there is some 
offset and some believe it is so substantial that the marginal positive effects 
on saving are not worth the tax preferences accorded such savings. Still, at 
the end of the day, no one denies that the accumulated wealth in these plans 
is savings, whereas most of what is accruing in Social Security is consumer 
loan obligations.

8.3   Pension Finance and Savings under 
Alternative Demographic Scenarios

We noted earlier that, from the perspective of the worker, the accumula-
tion of pension rights through a pay- go social security system is little dif-
ferent than accumulating wealth through personal savings or a funded pen-
sion. The previous section of this discussion suggested that many countries 
are facing the prospect that their economic performance in coming years will 
be disappointing to the resident populations and that the pension systems 
will be used to allocate that disappointment. In that discussion, there was 
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no distinction made between countries that have been almost solely reliant 
on pay- as- you- go retirement systems, such as Germany, Italy, and Sweden, 
versus those with considerable funding in their retirement systems, such as 
Canada, the United Kingdom, and the United States, or countries that are 
attempting to move toward almost full funding of their national retirement 
systems, such as Australia and Chile.

The demographic composition of  a nation’s population can affect the 
potential provision of income for the retiree population under both types 
of plans. In the case of plans fi nanced on a pay- go basis, the cost of benefi t 
provision is driven directly by the ratio of retirees to workers who fi nance 
benefi ts. As populations age, this “dependency ratio” is expected to rise 
signifi cantly. In the case of pay- as- you- go retirement systems, if  lawmakers 
determine that the cost of fi nancing the benefi ts defi ned in current law is 
more than workers can bear, they will likely reduce benefi ts in some fash-
ion, which may put strains on the economic security of people depending 
on the benefi ts. In the case of funded plans, the demographic composition 
of society may also be important. When the baby boomers retire, they will 
begin to sell off their private retirement assets. The dependency ratio that 
is important in determining how much pay- go retirement plans cost also 
defi nes the relative number of sellers and buyers of assets. We face a future 
where we will have relatively more domestic sellers of assets compared to 
buyers than at any time in modern history.

Schieber and Shoven (1997) painted a scenario where the sell- off of  baby 
boomers’ defi ned benefi t pension assets has the potential to depress fi nancial 
market prices, which could put strains on the economic security of people 
depending on the benefi ts of  pension savings. Specifi cally, Schieber and 
Shoven projected private employer contributions to defi ned benefi t plans 
based on actual contribution rates during the early 1990s and assumed that 
workers would claim benefi ts in accordance with benefi t formulas then in 
place when they reached retirement eligibility. Their results suggested that 
savings in these plans would gradually decline as the baby boomers retired 
under their base assumptions and turn negative in the mid- 2020s. They 
acknowledged that this scenario was untenable as the trust funds would 
ultimately run out of assets given the contribution and accrual rates that 
persisted in private plans in the late 1980s and early 1990s. Still, their results 
raised the specter that the retirement of the baby boom generation could 
lead to negative savings.

More recently, James Poterba (2004) has concluded that, aside from the 
automatic decline in the value of defi ned benefi t pension assets as workers 
age, other fi nancial assets decline only gradually during retirement. He sug-
gests that when the pattern of asset accumulation and selling by age is used 
to project asset demands in light of the future age structure of the U.S. popu-
lation, the results do not suggest a sharp decline in asset demand between 
2020 and 2050. Looking at the U.S. situation, however, may be misleading 
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because of the relatively favorable demographics that it faces. It might also 
be misleading because the signifi cant reliance on pay- as- you- go retirement 
plans signifi cantly reduces the need to cash out assets for many retirees. Full 
dependence on funded retirement systems would likely change the dynam-
ics of asset decumulation during retirement for many people covered under 
existing social security pension systems.

In the following discussion, we simulate how pay- as- you- go pensions 
versus funded pensions would operate under the evolving demographics 
in three countries with very different population profi les—India, Italy, and 
the United States. These three countries were chosen because their popu-
lation profi les are expected to evolve in signifi cantly varied fashions. The 
simulations help to clarify the importance of demographics on the issues 
being analyzed.

The model used in this analysis is not a general equilibrium model with 
built- in feedback and behavioral responses to the evolving economic out-
comes under the alternative demographic scenarios. Still, the estimates of 
economic dependency due to population aging that we model in the various 
cases link closely with those of other assessments of  pay- as- you- go pen-
sions. We are simply applying our estimates of evolving aging dependency 
to both pay- as- you- go and funded pensions for comparisons in order to 
show the orders of magnitude of potential swings in important economic 
variables given a set of demographic scenarios that are tied to population 
projections associated with actual countries under alternative formulations 
of retirement systems.

In our modeling of the retirement systems, everyone starts working at 
age twenty- fi ve and earns $35,000 in their fi rst year of employment. There 
is no infl ation. As workers age, they receive a 2 percent pay raise each year 
until they retire at age sixty- fi ve, 1 percent related to general productivity 
improvement rates across the economy and 1 percent related to the indi-
vidual’s own productivity associated with experience. Under this set of 
assumptions, average wages in the economy grow by 1 percent per year. 
That is, a twenty- fi ve- year- old worker would earn 1 percent more in 2006 
than a similarly situated worker earned in 2005 and so on. We assumed that 
workers would earn average wages for their cohort and that all working- age 
citizens would work full time until death or retirement at age sixty- fi ve. This 
latter assumption, while not very realistic, will not bias the analytical results 
as long as a relatively constant proportion of each working- age group is 
actually employed over time. We assumed that life expectancy was equivalent 
to rates that persisted in the United States in 2000 as estimated by the U.S. 
Social Security actuaries.

The example assumes that workers’ annual contributions to their pen-
sion are 13.9 percent of  pay over their forty- year careers and that those 
assets accrue annual returns of 4 percent. Retirees receive benefi ts worth 
70 percent of their fi nal earnings. Some analysts contend that this level of 
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retirement income exceeds the level needed for many individuals to maintain 
their preretirement standard of  living, but it is not inconsistent with the 
level of income realized by retirement- age populations across many of the 
developed economies of the world as shown in table 8.4. The table shows 
mean disposable income of people ages sixty- fi ve to seventy- four, people 
who would be largely retired in most developed countries, relative to mean 
disposable income of people at younger, working ages.

India, Italy, and the United States had highly varied demographic pro-
fi les over the past half  century. The total fertility rate in India in 1950 was 
around 6.0 but has declined steadily to around 2.5 in 2000. The United 
States was in the early part of its postwar baby boom in 1950, but by the 
late 1960s, the total fertility rate had dropped to under 2.0, where it hov-
ered for several years before rebounding to around the 2.1 replacement rate 
toward the end of the century. Italy did not have a signifi cant postwar baby 
boom, and its total fertility rate dropped from around 2.5 in the mid 1960s 
to about half  that by 2000. In the simulations we are doing here, workers 
begin their careers at age twenty- fi ve and work steadily until retiring at age 
sixty- fi ve. These variations in past fertility rates will play a signifi cant role 
in determining the relative size of the working and retiree populations for 
decades to come.

The cost of a pay- as- you- go pension is simply the product of the retiree 
dependency ratio—the ratio of retirees to workers—and the ratio of average 
pension benefi ts to average wages of workers. For the three countries under 
study, dependency ratios are projected to increase signifi cantly (fi gure 8.3). 
Despite the fact that we used a U.S. 2003 period life table in developing 
these simulations, the dependency ratios we project here are in relatively 

Table 8.4 Quasi- retirement income replacement rates for selected countries (%)

Percentage of mean disposable income of 
people ages 65–74 compared to:

People aged 51–64 People aged 41–50

Country  Mid- 1980s  Mid- 1990s  Mid- 1980s  Mid- 1990s

Canada 82.4 86.9 78.2 86.6
Finland 77.6 75.5 69.2 71.6
Germany 78.1 84.4 75.5 78.2
Italy 76.4 78.7 77.8 78.1
Japan 82.3 79.6 84.8 81.8
The Netherlands 83.1 80.7 85.2 78.9
Sweden 76.1 76.1 73.6 80.3
United Kingdom 70.4 74.1 59.9 65.0
United States  82.2  79.9  84.3  83.6

Source: OECD (2001, 22).
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close alignment with the United Nations (UN) population projection of 
the relative size of the working- age population, ages twenty to sixty- four, 
to the retirement- age populations in the three countries for 2030. Using 
the UN World Population Prospects 2000 revision for our baseline popula-
tion estimates, we estimated an aged dependency ratio for Italy of 0.506 in 
2030, of 0.157 for India, and 0.365 for the United States (Nyce and Schieber 
2005, 70).

In our simulated model, retirees’ benefi ts will always be 70 percent of 
workers’ average wages in the year before they retire. People start working 
at age twenty- fi ve and retire at age sixty- fi ve. In a pay- as- you- go system, 
variations in the cost of total benefi ts over time will be driven purely by the 
dependency ratio. This is a reasonable characterization of a typical national 
retirement pay- as- you- go retirement system. The cost of a pay- as- you- go 
retirement system fi nanced by taxing workers’ earnings can be refl ected as 
the ratio of total benefi ts paid to retirees relative to workers’ total wages. 
That ratio approximates the payroll tax required to support system.

In developing any set of projections of population composition, certain 
assumptions are required. We used fertility and immigration assumptions 
from the UN World Population Prospects 2000 revision in developing our 
projections. In subsequent revisions, both fertility and immigration assump-
tions have been increased under the UN’s projections. Between 2005 and 
2050, the 2006 UN estimated total fertility rate in Italy is ranges between 7 
and 15 percent higher than estimated in 2000. Immigration rates for Italy in 

Fig. 8.3  Simulated retiree dependency ratios for India, Italy, and the United States
Source: Derived by the author.
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the UN’s 2006 estimates are generally more than double the rates estimated 
in 2000. For the purposes of this exercise, the immigration assumptions are 
more important over much of the period than fertility rates in projecting 
aged dependency. By defi nition, aged dependency is the number of retirees 
divided by the working population. Increases in fertility today will not affect 
the number of workers for another twenty years or so. Higher immigration, 
which tends to be concentrated among younger working- age individuals, 
on the other hand, can have an immediate effect on aged dependency rates. 
Using the 2006 UN demographic projections, the number of people in Italy 
over the age of sixty- fi ve divided by the number ages twenty to fi fty- nine 
results in a ratio of 0.73 in 2030. By comparison, the 2000 projections yield 
a ratio of 0.78. This difference may be signifi cant in a statistical context but 
would only raise the Italian pay- as- you- go pension cost projections by 3 to 
4 percentage points in 2030. For other reasons, discussed in the following, 
we have reason to believe our projections of aged dependency and pension 
costs may already be low compared to other estimates, so we do not believe 
changing the assumptions would signifi cantly alter the conclusions derived 
here. For the longer term, fertility assumptions become very important, and 
we believe the assumption that assumptions that Italy’s fertility rate will 
increase markedly relative to recent history without a rationale for it doing 
so is questionable in making projections of this sort.

Figure 8.4 shows the estimated payroll tax rates that would be required to 
support future benefi t payouts from our hypothetical pay- as- you- go systems 
in India, Italy, and the United States under our assumptions and demo-
graphic projections. The direct linkage between the dependency ratios and 
the cost of  benefi ts in these systems is clear. There is a highly correlated 

Fig. 8.4  Simulated pension payroll tax rates for India, Italy, and the United States
Source: Developed by the author.
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correspondence between the dependency distributions in fi gure 8.4 and the 
cost distributions in fi gure 8.4. The Indian and, potentially, the U.S. sce-
narios could conceivably be supportable in many developed countries. Yet 
in the U.S. case, the rapid run- up in tax rates between 2010 and 2030 to sup-
port a pay- go fi nanced program could create signifi cant burdens on workers 
as the full benefi t of their improving productivity is siphoned off to sup-
port the growing retiree population due to rising pension and health costs 
(Schieber 2008). The Italian scenario, however, would appear to be unsup-
portable in any event, which is why a number of countries, including Italy, 
have embarked on pension reforms. In many cases, an element of the pension 
reform has been a shift in the direction of funding pension obligations.

Given Italy’s demographics, the problem with its pay- as- you- go pension 
system is that workers likely would be neither able nor willing to support it. 
In most developed countries, older people vote at much higher rates than 
younger ones, which could inspire policymakers to protect their interests. 
However, in Italy and some other countries, the costs of these systems would 
become so burdensome that workers likely would not pay them. Workers 
could choose to work outside the formal economy, scale back their work 
efforts, or immigrate to an economy with more tolerable tax burdens.

The simplifying assumptions used in developing these projections give rise 
to the question of whether the cost projections presented in fi gure 8.4 are 
reasonable. Börsch- Supan, Köke, and Winter (2005) have simulated the cost 
of pay- as- you- go pension systems in France, Germany, and Italy through 
2030 and estimate that the cost of the Italian system would be 62 percent 
of the national wage bill that year compared to the estimate of 44 percent 
presented in fi gure 8.4. This suggests our results are conservative compared 
to projections that others are presenting.

The Italian system would be more expensive than estimated here under a 
projection of its recent historical operations because labor force participa-
tion rates among the adult population are signifi cantly lower than in our 
simulations and because most workers in Italy retire much earlier than we 
have simulated. Given recent age- gender labor force participation rates, 
Nyce and Schieber (2005, 63) estimate that the Italian dependency ratio 
of retirees to active workers in 2030 will be about twice the level estimated 
in the simulations presented in fi gure 8.3. The cost of the actual pension 
system in Italy would be ameliorated somewhat relative to the simulation re-
sult presented in fi gure 8.4 because our simulations are based on a benefi t 
that is larger relative to preretirement earnings than the Italian system pro-
vides.

A funded pension may not fully ameliorate the adverse economic effects 
of demographics like those in Italy. As noted earlier, pensions are simply 
devices retirees use to make a claim on the goods and services available in the 
economy. In a funded pension, retirees claim their share of these goods and 
services by selling off assets they accumulated during their careers to work-
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ers. In simulating the funded version of the pension systems in this analysis, 
we assumed that workers had been covered by a funded pension over their 
entire careers. In this scenario, if  too many assets were sold too quickly, it 
would portend the collapse of asset values.

Figure 8.5 illustrates the implications of  alternative demographic out-
looks by showing the contributions that funded pensions would make to 
national savings. The national savings rate in the simulation results presented 
here is the amount of  workers’ pension contributions—which would be 
13.9 percent of their pay—plus the interest income on assets, minus benefi t 
payouts. National income is the sum of all wages paid to workers plus the 
sum of all interest paid on savings. The national savings rate is the aggregate 
of savings divided by total income.

In the United States, the contribution to national savings from a funded 
pension system under the simulations would peak at about 18 percent 
around 2010 and then gradually decline thereafter. This corresponds with 
the anticipated retirement of the baby boom generation in the United States. 
The deterioration of savings rates from the simulation would settle out by 
roughly 2035 at just over 10 percent. However, savings rates continue to 
decline at a more gradual pace refl ecting the persistently low rates of fertility 
anticipated over the coming decades. All in all, even under a funded pen-
sion system, the United States could see its national savings rate associated 
with a fully funded pension system cut in roughly half  from their peak by 
the mid- 2030s.

As signifi cant as the shift in potential savings rates might appear in the 
United States, the shift would be far more pronounced in Italy, which is 

Fig. 8.5  Simulated savings rates through a funded pension system for India, Italy, 
and the United States assuming work begins at age 25 and retirement at age 65
Source: Developed by the author.
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already approaching the demographic conditions that the United States will 
face a quarter century from now. Over the next fi fteen years or so, the last 
large cohorts of working- age people will pass over the retirement age used in 
these simulations. At that juncture, the long- term implications of extremely 
low fertility rates would take their toll even on a funded pension system. 
By roughly 2035, a fully funded pension system in Italy would no longer 
be adding to national savings. And by 2050, the sell- off of  assets would be 
equivalent to 15 percent of national income.

Figure 8.6 shows the estimated pattern of savings in France, Germany, 
Italy, and the Netherlands, where savings at each age are stated as a per-
centage of the savings held by forty- year- olds. In explaining the differences 
across the various countries, Börsch- Supan, Köke, and Winter (2005) focus 
on the differences in the pension plans that operated in the various countries. 
In the Netherlands, the declining levels of savings at higher ages refl ects the 
draw- down of their funded pensions. If  reliance on funded pensions at the 
individual level results in savings rates declining and even turning negative 
at advanced ages, then it would seem extremely high aged dependency could 
lead to negative savings rates in the aggregate at some point.

In terms of  aggregate savings rates, the pattern of  saving in Germany 
that Börsch- Supan (2004) projected under their pre- 2002 pension reforms 
is shown in fi gure 8.7. These results were for a closed economy projection, 
which corresponds with the nature of the projection in fi gure 8.5, although 
his open- economy projections are not all that different. While Borsch- Supan 
projects a signifi cant decline in the German national savings rate related to 
their population aging, it is not nearly the magnitude that we are projecting 
here. The relative structure of the retirement systems may be an important 

Fig. 8.6  Cohort- corrected savings rates by age for various countries
Source: Börsch- Supan, Köke, and Winter (2005, 95).
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consideration here. Börsch- Supan, Köke, and Winter (2005, 93) estimate 
that funded pensions systems in France, Germany, and Italy comprised 
5 percent or less of household wealth in 2000 compared to 38 percent in 
the Netherlands, 22 percent in the United Kingdom, and 24 percent in the 
United States.

Yet in Germany and other countries with large public pension systems, 
there was considerable private saving going on in recent decades. If  their 
pension systems had been funded, added savings outside the pension sys-
tems would likely have also been the norm. Would the Germans have saved 
outside a funded pension system at comparable levels they saved outside 
their pay- as- you- go system? Even if  they did, the net swing in the German 
savings rate would be much larger than that shown in fi gure 8.7 because the 
direct saving and dissaving related to the retirement system would overlay 
other saving, positively affecting the rate during the positive demographic 
period and negatively affecting it during the period of  high aged depen-
dency.

The point here is that demographic conditions in some nations could 
result in economic chaos unless retirement patterns change radically, regard-
less of how retirement systems are organized and fi nanced. It is unlikely that 
payroll tax rates of over 60 percent, or even 50 percent, are sustainable—yet 
current projections suggest some countries would have to increase taxes to 
these levels to support their pay- as- you- go retirement systems. The alter-
native—trying to weather the demographic storm with a funded pension 
system—may not be much better. But the funded pension plan offers one 
safety valve that the pay- as- you- go plan does not from a macroeconomic 
perspective. The assets accumulated in a funded pension can be invested in 
other economies around the world and can allow a nation to diversify its 

Fig. 8.7  Projections of the German aggregate savings rate under their pre- 2002 
pension system
Source: Börsch- Supan (2004, 33).
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demographic risks accordingly. Indeed, the prospect of increased savings 
related to the move toward funded pensions in a number of aging countries 
will face declining demand for capital where workforces are not only aging 
but shrinking.

Countries like Canada, Germany, and Sweden have adopted new pension 
policies in recent years with the intention of increasing the funding of accru-
ing pension obligations with an eye toward increased investing of pension 
assets in foreign markets. But in many countries, there are still biases toward 
investing close to home and political resistance to use foreign capital markets 
to help ameliorate the longer- term implications of population aging. An 
editorial in the Washington Post (Myerson 2004, A19) a while back made 
the case that the burden of proof was on policymakers “to demonstrate how 
private investment in a global economy creates jobs here at home. And why 
the hell our tax policy should boost income in Bangalore, not Baltimore.”

Shifting to a funded retirement system without also adopting incentives 
to boost workforce participation could ultimately lead to large declines in 
national savings rates or even to negative savings rates in some developed 
economies. Even if  these economies do not collapse under the crushing pres-
sure of aged dependency, the resources needed to support publicly fi nanced 
pensions will put tremendous strain on all other facets of government expen-
ditures.

8.4   Economic Operations and Limitations in Aging Societies

Under assumptions that the economies discussed in the preceding section 
were closed to foreign trade and exchange, the operations of pay- as- you- go 
versus funded pensions for individual workers, as summarized in table 8.1, 
would aggregate up for the total economy. Focusing on the Italian case, the 
high rates of payroll taxes under the pay- as- you- go pension scenario almost 
certainly would lead to reduced standards of living for those working and 
their dependents. But the rates of asset sales implied in the funded pension 
scenario would require workers to save outside of their retirement saving at 
such high rates that their consumption rates would almost certainly have to 
fall relative to levels achieved by earlier cohorts of workers. Any alternative 
that would allow working- age people to save less and to increase their stan-
dards of living would suggest signifi cant reductions in living standards for 
retirees because the value of their savings would be reduced. The pension sys-
tem, then, will be the fulcrum for allocating the economic disappointment.

The rate of growth of gross domestic product (GDP) in an economy is the 
sum of labor force growth and the growth in worker productivity. For the 
United States, the decade- by- decade levels of real output (GDP), total labor 
supply (billions of hours), and productivity (GDP per hour) measures are 
shown in table 8.5 from 1950 through 2006. The growth rates in the table are 
the decade- by- decade compound annual growth rates, except for the 2000s, 
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where they refl ect the fi rst six years of the decade and were derived from the 
base data. The GDP growth rates shown in the table vary slightly from the 
sum of the growth rates in the labor supply and productivity measures due to 
rounding of the various base measures. While it is not shown in the table, the 
combination of a growing labor force and improving worker productivity 
has resulted in a steady increase in standards of living in the United States 
as measured by per capita GDP.

The labor force growth rates shown in table 8.6 and those in any economy 
depend on the demographics of the society and the labor force behavior of 
the working- age individuals in it. There are a variety of factors that con-
tribute to worker productivity improvement rates. To a considerable extent, 

Table 8.5 Levels and growth rates in U.S. gross domestic product (GDP), total 
labor supply, and output per hour

GDP Labor supply 

Compound annual growth rate from 
prior to current year in:

Year  
(in billions 
of 2000$)  

(billions of 
hours worked)  

GDP per 
hour ($)  

GDP 
(%)  

Labor 
supply (%)  

GDP per 
hour (%)

1950 1,777.3 122.4 14.5
1960 2,501.8 134.6 18.6 3.48 0.95 2.50
1970 3,771.9 157.3 24.0 4.19 1.57 2.58
1980 5,161.7 185.0 27.9 3.19 1.63 1.53
1990 7,112.5 219.9 32.3 3.26 1.75 1.48
2000 9,817.0 257.9 38.1 3.28 1.60 1.64
2006  11,319.5  261.7  43.3  1.43  0.15  1.29

Source: Office of the Chief  Actuary, U.S. Social Security Administration.

Table 8.6 Compound annual growth in gross domestic product per capita for 
various Organization for Economic Co- operation and Development 
countries over selected decades

Country  1960s  1970s  1980s  1990s

Austria 4.05 3.54 2.07 1.74
Canada 3.07 3.04 1.56 1.64
France 4.47 2.66 1.84 1.34
Germany 3.71 2.70 2.10 2.33
Italy 4.97 3.10 2.16 1.44
Japan 9.01 3.25 3.51 1.07
The Netherlands 3.74 2.08 1.62 2.31
Sweden 3.91 1.60 1.87 1.39
Switzerland 3.23 1.19 1.54 0.18
United Kingdom 2.29 1.81 2.47 1.88
United States  2.92  2.25  2.16  2.25

Source: Nyce and Schieber (2005, 165).
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they are dependent on the other factors of production—the level of capital 
stock that workers utilize in their jobs and the level of technology imbed-
ded in it. In addition, they are also dependent on the innate abilities of the 
workers themselves—their health status, education levels, and possibly their 
age. The latter may be more important in some types of work than others. 
Rates of productivity improvement also depend on labor practices. Finally, 
managerial practices, how work is structured, workers compensated, and 
the like are important.

In an historical context, the combination of labor productivity improve-
ments and labor force growth have resulted in steady decade- to- decade eco-
nomic growth and rising standards of  living in all the economies of  the 
developed world. The rates vary somewhat from decade to decade and from 
country to country, but GDP per capita consistently increased across the last 
four decades in all developed nations, as refl ected in table 8.6.

Long- term patterns of the sort refl ected in table 8.6 tend to create expec-
tations of  further improvements in living standards. Most people hope 
for increasing prosperity, if  not for themselves, then for their children and 
grandchildren. And certainly most young adults aspire to improve their lot. 
Improving the status of generations across time typically implies economic 
expansion. So while most people may aspire to increasing output per capita, 
that may become increasingly difficult to achieve given the demographic 
developments ahead.

The history of  labor force growth that has persisted over virtually the 
whole period since the beginning of the industrial revolution in what we 
consider today to be the highly developed economies of the world is likely 
to be reversed in the relatively near future. Assuming that people continue 
to conform to the working patterns of recent years, the aging populations 
may create workforce contractions in several countries during this decade 
or next. Börsch- Supan (2004) has estimated that the German labor force 
will contract from 36 million workers in 2010 to around 32 million by 2025. 
Clark, Ogawa, and Matsukura (2008, 3) estimate that the Japanese labor 
force peaked at 67.9 million workers in 1998 and dropped to 66.4 million 
workers in 2004. They conclude that “if  age specifi c labor force participation 
rates remain constant, the labor force will refl ect the smaller, older popula-
tion and the rate of decline in the labor force will tend to exceed the rate of 
decline of the population.” They estimate that the labor force could decline 
by 2.2 percent between 2005 and 2010 and another 7.1 percent between 
2010 and 2020 (Clark, Ogawa, and Matsukura 2008, table 5). Given the age 
structures and normal life expectancies in the developed countries, where 
labor forces are expected to contract, they are likely to do so prior to the 
contraction of national populations. This may be occurring in Italy, Japan, 
Sweden, and Switzerland this decade and accelerate in the next, while also 
spreading across a number of other countries as well.

Assuming that recent age- gender employment levels would persist into the 
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future, Nyce and Schieber (2005) estimated that in the 2010s, roughly two 
out of every three developed countries will experience a reduction in labor 
supply under projections using recent demographics and labor force partici-
pation patterns. Even in Australia, Ireland, and the United States, which are 
expected to have relatively persistent labor force growth in the coming years, 
labor supply growth rates during the 2010s will be half  to one- quarter those 
of the 1990s (Nyce and Schieber 2005, 183). Employers in the developed 
countries may face considerable challenges in fi nding sufficient numbers 
of talented employees to run their operations. If  labor force growth rates 
slow to the levels anticipated in some of these countries, the result could be 
economic stagnation or even economic decline, depending on the severity 
of the workforce contraction.

If  population aging leads to slower or negative growth of labor supplies in 
the developed economies and that slows economic growth, declines in rates 
of improvement in living standards will follow. This would not necessarily 
occur if  total population growth were slowing to the same rate as labor 
force growth or contracting in the cases where the labor force will be getting 
smaller. But the populations in virtually all of these countries will not begin 
to contract for some time due to their evolving demographic structures. 
The problem is that labor force contraction due to increasing numbers of 
retirees associated with aging populations precedes population decline. The 
standard of living is determined by the distribution of output across the 
whole population. If  the rate of improvement in living standards is slowed 
due to the demographic transition underway, then the loaded question many 
societies will have to answer is who will bear the brunt of the slowdown. The 
character of the retirement systems in many countries will likely have a lot 
to do with how they answer that question.

In order to demonstrate the implications of the changing demographics in 
developed countries, Nyce and Schieber (2005) projected the levels of output 
in the developed economies of the world on the basis of assumptions that 
labor productivity improvement rates achieved in recent years would persist 
in the future and that labor force participation patterns by age and gender 
of the working age population at the beginning of the century would persist 
over the next couple of decades. In this manner, it is possible to estimate 
how changing demographics would alter economic performance for coun-
tries dependent upon their own domestic capacity. The results suggest that 
population aging would lead to a slowdown in the historical growth rates 
in standards of living. This was especially the case in the 2010s projection 
series. If  this outcome is ultimately realized, then the question the developed 
societies face is who bears the brunt of the slowdown in improving living 
standards. The answer to this question: it depends on pension policy.

In many countries, retirement benefi t levels are tied to workers’ productiv-
ity levels through some form of wage indexing. Even where pension benefi ts 
are tied to general growth in income levels or to price indexing, the dispro-
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portionate growth in the cost of health benefi ts consumed by retirees tends 
to increase the cost of total retiree benefi ts at rates approaching those of 
wages. If  retirees largely depend on pensions that grow with worker pro-
ductivity or wages, pension systems will insulate retirees from the slowing 
economic growth resulting from population aging and slower labor force 
growth. As retirees become a larger share of the population, they potentially 
could divert more of the benefi ts of productivity growth—meaning higher 
standards of living—from the active workforce. This would place a growing 
real burden on workers and their dependents.

In order to show the implications of slower economic growth resulting 
from population aging and to show the potential from alternative policies 
for dealing with it, Nyce and Schieber (2005) considered two scenarios for 
how policymakers might allocate the economic disappointment of slowing 
improvement in standards of living. In the fi rst scenario, they assumed that 
retirees would receive pensions that grow at the rate of  growth in wages. 
After retirees received their share of the national output on this basis, the 
residual improvement in workers’ living standards were estimated from dis-
tributing what would be left in national output. In the second scenario, the 
allocation process was reversed: workers were assumed to benefi t fully from 
their improving productivity, and the residual was then divided among the 
retiree population.

The results of the simulations for the 2010s from the fi rst scenario simu-
lation are presented in table 8.7 for a selected set of countries. The results 
suggest that workers could end up seeing their incomes grow signifi cantly 
slower than their productivity improvement rates if  existing pension policies 

Table 8.7 Annual growth in workers’ per capita income levels assuming the elderly 
population’s income grows at the rate of growth in worker productivity

2010–2020

 Country  
Worker productivity 

improvement rate  
Growth rate in workers’ 

per capita income  

Australia 2.05 1.61
Canada 1.50 0.87
Denmark 2.07 1.70
France 1.23 0.63
Germany 1.49 0.95
Italy 1.54 1.00
Japan 1.12 0.76
Spain 1.31 0.88
Sweden 2.49 2.24
Switzerland 0.65 0.12
United Kingdom 1.93 1.48

 United States  1.48  1.10  

Source: Nyce and Schieber (2005, 189).
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in many countries are carried forward despite population aging. In interpret-
ing the results of the table, it is important to keep in mind that the results 
show a marginal loss of income relative to productivity improvement over 
and above whatever level of taxes workers are already bearing.

In the abstract, the allocation of output along the lines suggested in table 
8.7 is no better or worse than any other suggested distribution of output. The 
potential issue likely to arise, however, is that with the slowdown in growth 
or even shrinkage of the labor supply, the primary factor driving economic 
growth will be improving worker productivity. Workers may be less than 
enthusiastic about increasing their levels of  output when they are losing 
ground in their own living standards relative to those who have withdrawn 
from the workforce.

The eventual situation in many countries may be much worse than the 
scenario depicted in table 8.7 suggests because the results of the analysis pre-
sented here focus only on added pension claims related to population aging 
and extra health claims may add as much or more cost related to population 
aging than pension costs (Costello and Bains 2001; Nyce and Schieber 2005). 
The disincentives that high taxes on labor create are a concern—workers 
simply are not willing to work harder indefi nitely if  they are not rewarded 
for their efforts. If  we lose the benefi ts of continued improvement in worker 
productivity levels, the implications of population aging could become even 
direr than suggested here.

Several countries have already taken actions or proposed ways to limit the 
liabilities that pension systems will place on workers. In the United States, 
President George W. Bush suggested that the indexing of initial Social Secu-
rity pensions might not be directly linked to average wage growth in the 
future for all workers. Several other countries, including Germany, Italy, 
Japan, and Sweden have already adopted a range of measures to restrict the 
growth of their retirement systems.

To the extent that policymakers limit the implications of  population 
aging on pension costs, it will protect workers, at least partially, from the 
demographic transition that is underway. Insulating workers from the eco-
nomic implications of changing demographics, however, has the potential 
to adversely affect standards of living for the elderly, probably through ero-
sion in their benefi ts. To see the implications of this scenario, consider the 
results presented in table 8. Here, workers and their dependents are assumed 
to realize improvements in their consumption rates consistent with improv-
ing productivity, and that the residual of total output would be allocated to 
retirees. In this case, the news is contained in the right- hand column of table 
8.8. Where the entry has a negative sign, it suggests that standards of living 
among the elderly will be falling.

The results suggest that if  policymakers respond to population aging by 
simply driving down the income levels of  the elderly, there could be sig-
nifi cant declines in standards of living among the elderly across much of 
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the developed world over the next decade. The phenomenon could become 
widespread. The prospect of solving the aging challenge by pushing more 
and more elderly into substandard income levels is likely to be regarded as 
unacceptable by many policymakers. The signifi cant benefi t adjustments to 
pension systems that have already been adopted in a number of countries 
suggest that this scenario may actually be embedded in current policy in a 
number of cases.

8.5   Can Pension Funding Trump Population Aging?

Earlier we raised the question of whether it made much difference whether 
a country facing a demographic situation similar to Italy’s had a pay- as- you-
 go or funded retirement system. Ultimately, it may not, but it is likely that 
a funded pension system would offer countries facing dramatic increases in 
their aged dependency levels more options for dealing with its demographic 
outlook than a pay- as- you- go system. A funded pension system might relieve 
some of the pressures associated with population aging due to the fact that 
such systems have to adjust to market conditions more rapidly than politi-
cally directed pay- as- you- go systems. To the extent that aging would lead to 
signifi cant sales of assets under a funded pension system, asset prices could 
decline and diminish the proceeds being paid to the owners, prompting them 
to work longer to make up for the loss in retirement savings value.

In this regard, it is possible that the organization of funded pension sys-

Table 8.8 Annual growth in per capita income levels for the elderly population 
assuming workers’ income increases at the rate of increase in productivity 
with the residual

2010–2020

 Country  
Worker productivity 

improvement rate  
Growth rate in retirees’ 

per capita income  

Australia 2.05 –0.12
Canada 1.50 –1.28
France 1.23 –0.82
Germany 1.49 –0.38
Italy 1.54 –0.05
Japan 1.12 –0.30
Spain 1.31 –0.50
Sweden 2.49 1.11
Switzerland 0.65 –1.65
United Kingdom 1.93 0.31

 United States  1.48  –1.05  

Source: Nyce and Scheiber (2005, 191).



 

Populations, Pensions, Economic Disappointment, and Its Allocation    323

tems will play a signifi cant role in how quickly they respond to demographic 
pressures. A system organized like the Canadian national defi ned benefi t 
plan, where a portion of the benefi t obligation is being funded but the benefi t 
structure is still defi ned by legislative fi at, may not be as responsive to excess 
benefi t claims as the Australian system that is essentially organized as a 
capital accumulation device with actual benefi t payout being determined at 
the point an individual worker retires. In the former case, it is possible that 
political pressure will allow funding ratios to be depleted while corrective 
legislation is considered. In the latter case, the ruthless arithmetic of  life 
expectancy and available resources to support it will dictate benefi t adjust-
ments in real time.

Potentially, the greatest advantage that funded pensions offer is to give 
countries an option to tap outside productivity by investing in global fi nan-
cial markets that a pay- as- you- go system cannot. While capital fl ows have 
increased in recent years, there is still reason to be concerned about home 
bias in investing patterns including the investment of pension assets that will 
reduce the effectiveness of pension funding as a mechanism for dealing with 
population aging. If  Italy and other developed countries had funded their 
national pensions as they were maturing and invested in other economies 
around the world with an eye toward future labor availability, the sell- off 
of  signifi cant pension assets due to population aging would be relatively 
inconsequential for the home economy.

If a country needs to augment the productivity of its workforce to gen-
erate sufficient output for its society, the ability to do so with a traditional 
pay- as- you- go fi nancing scheme is extremely limited. Funded pensions, on 
the other hand, have signifi cant potential in allowing countries to diversify 
their demographic risks because capital can move across borders relatively 
freely. The returns on capital invested outside of the owner’s home country 
create the prospect of tapping the productivity of foreign labor that is oth-
erwise hard to achieve.

In the fi nal analysis, however, countries do not face an instantaneous 
choice between funded or pay- as- you- go retirement systems. Those that are 
largely dependent on pay- as- you- go fi nancing face the prospect of higher 
taxes or lower benefi ts as they work out the allocation of the economic disap-
pointment they are facing. They may buffer the longer- term ramifi cations of 
prior policies by moving toward greater funding of future pension promises, 
but someone has to bear the burden of the outstanding consumer loans. If  
the workers are given the burden, they pay twice—once to cover the old pay-
 as- you- go obligations at the same time they bear the cost of prefunding their 
own retirement income claims. If  the retirees are given the burden, they end 
up with less income in retirement than they expected when they paid their 
part of the consumer loan bargain. Any transition from a pay- as- you- go 
pension system to a funded one is necessarily a long- term undertaking that 
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involves substantial cash- fl ow support while it is underway. Accomplishing 
such a transition at the point that aged dependency is already challenging 
general economic prosperity is likely to be doubly daunting.

In the German case, policymakers tried to split the hair. They put a limit 
on the payroll tax claim they would allow the national retirement plan to 
make, which meant some reduction in pension benefi ts for current retirees 
that will increase over time and gave workers tax incentives to save to make 
up for the implicit reductions in benefi ts that follow. From the perspective of 
making claims on foreign workers, it is going to be a long time before there 
are sufficient assets in Germany’s added pension funding to provide any sig-
nifi cant buffer for the excessive levels of aged dependency that they face now 
and over the next couple of decades. It is likely that a key component of the 
answer to the aging challenge that Germany and most developed countries 
face today is to increase the numbers of workers in their domestic economies. 
That almost certainly means that workers will have to remain employed later 
in life than was generally the case at the end of the twentieth century.
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Comment Steven F. Venti

The demographic transition to an older population has enormous implica-
tions for the well- being of future workers and retirees. In this chapter, Syl-
vester Schieber shows how this transition will affect economic growth, how 
it will stress pension systems, and how countries with different pension sys-
tems will be able to cope with the consequences. He fi nds that aging econo-
mies will be hard pressed to maintain past levels of economic performance, 
and living standards will likely fall for some segments of  the population 
in some economies, regardless of  how the pension system is fi nanced. A 
move to a funded system can possibly provide limited relief  from the harm-
ful effects of population aging. He also shows that if  current levels of living 
standards are unsustainable, then the organization of the pension system 
will be an important determinant of how “economic disappointment” will 
be shared by future generations. I broadly agree with Syl Schieber’s assess-
ment of the effect of the demographic transition on economies and pension 
systems. In the following, I will comment briefl y on the key issues raised in 
the chapter. My focus is on how little we know about behavioral and political 
responses to the kinds of demographically induced stresses that Schieber 
identifi es. I will also consider, in more detail, the likelihood of one particular 
consequence of population aging—an “asset meltdown”—that may occur 
when older households sell assets to fi nance retirement consumption.

Schieber begins with a review of the conventional literature on the effect 
of pension systems employing a variety of fi nancing mechanisms—from 
complete pay- as- you- go to fully funded—on national saving. He argues that 
the focus on national saving is incomplete and advocates a broader approach 
that tracks the change over time of the difference between the accruing obli-
gations of a pension system and its assets. Such an approach is currently used 
in the United States to assess the funding status of defi ned benefi t pension 
plans. When applied to the entire U.S. pension system (public and private), 
Schieber shows that the U.S. retirement system is going progressively deeper 
into debt—increases in Social Security trust fund assets and private- sector 
pension saving are more than offset by skyrocketing Social Security system 
liabilities. Thus, the positive spin typically placed on the excess of Social 
Security tax revenue collected over benefi ts paid out misdirects attention 
from the fact that the health of our pension system is rapidly deteriorating. 
Schieber is correct to try to get analysts, legislators, and the general public 
to focus more on the increase in unfunded promises in the system.

Schieber next shows that aging stresses economies regardless of how pen-

Steven F. Venti is the DeWalt Ankeny Professor of Economic Policy and a professor of eco-
nomics at Dartmouth College, and a research associate of the National Bureau of Economic 
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sions are fi nanced. He presents results based on a simple but powerful model 
that uses the population structure of three countries at very different stages 
of the demographic transition (Italy, the United States, and India) to show 
how each country will fare in the future if  each had either a benchmark 
pay- as- you- go system or a funded system. The results strikingly show how 
aging places a heavy burden on future workers and retirees that is inde-
pendent of the funding mechanism. As the population ages, taxes must in-
crease or benefi ts fall in pay- as- you- go systems or savings rates must fall in 
funded systems. (These are just two of many outcomes affected by aging.) As 
 Schieber notes, the burdens he projects are so great that they will never occur. 
Behavioral and political responses will prevent the worst from happening. 
The likelihood that these responses will be large highlights for the need for 
models that can account for these responses. Such models, though in the 
early stages of development, (see, for example, Börsch- Supan and Ludwig 
in this volume) simulate the effects of aging in an overlapping generations 
framework, allowing for more than one country, a realistic pension sector, 
and explicit demographics. Such models are, for example, capable of assess-
ing whether international capital fl ows can blunt the negative effect of aging 
on saving in funded systems. The models can also incorporate labor supply 
and productivity responses to higher taxes in a pay- as- you- go system—
behavioral responses that may exacerbate future burdens. These models 
can also evaluate different political reform scenarios designed to lessen the 
effects of aging. In sum, Schieber’s projections of where we are headed—
given current pension systems and current demographic trends—implicitly 
makes a very strong case for further development of models that incorporate 
political and behavioral feedback.

The other key points Schieber makes are well supported by the evidence 
he presents. He makes the case that population aging will inevitably result in 
slower growth of living standards. There is really no way out of this without 
massive increases in labor force participation or productivity increases. It is 
clear that future retirees will be working longer than current retirees. Even 
so, future generations will likely face “economic disappointment.” Although 
how a pension system is fi nanced may have little effect on the level of disap-
pointment we may face, Schieber shows us how the pension system is likely 
to play a very important role in determining how this disappointment is 
allocated between the generations.

As noted in the preceding, many of the worst projections will not occur 
because of  political and behavioral responses that are not incorporated 
into simple models of the effect of demographic change on an economy. 
One endogenous response—cross- border capital fl ows—may give funded 
systems an important advantage over unfunded systems. If  assets accumu-
lated in funded plans are invested in other economies at different stages of 
the demographic transition, then an aging country may be able to diversify 
away demographic risk. These international capital fl ows may help a country 
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with an aging population avoid an “asset meltdown.” A meltdown—which 
has received much attention in the popular press—will occur if  the older 
generation sells assets faster than the (smaller) younger generation can buy 
them, thus depressing asset prices. Support for this effect has been provided 
by some theoretical models, notably those that consider how the U.S. baby 
boom affected asset prices (Brooks 2002; Abel 2003; Geanakoplos, Magill, 
and Quinzii 2004). These models show that in a closed economy, high rates 
of saving by boomers contributed to rising asset prices in the 1990s. Presum-
ably, the forthcoming baby bust will have the opposite effect on prices. The 
key feature of these models is the closed economy assumption that may be 
justifi ed by the well- documented home bias observed in U.S. portfolios. In 
a closed economy, of  course, older retirees have only the younger work-
ers to buy their assets. Several recent models have attempted to relax the 
closed- economy assumption. Ludwig, Krueger, and Börsch- Supan (2007), 
for example, allow cross- border capital fl ows and fi nd only modest effects 
(less than 100 basis points) of population aging on the return to capital in an 
open economy. Attanasio, Kitao, and Violante (2006) also fi nd small effects. 
Clearly, more work needs to be done on the international diversifi cation 
of demographic risk. Nonetheless, the theoretical models do suggest that 
“openness” may relieve some of downward pressure on asset prices expected 
to occur in aging societies.

One way of empirically measuring “openness” is to look at simple mea-
sures of “home bias” displayed in portfolios. Figures 8C.1 and 8C.2 pres-
ent time series evidence on foreign assets held by U.S. investors and on 
U.S. assets held by foreign investors. The data are from the Federal Reserve 
Board’s Flow of Funds Accounts. Figure 8C.1 shows U.S. holdings of foreign 
equities as a percent of the market value of all U.S. equities. The results show 
enormous growth in the “openness” of U.S. portfolios. Holdings of foreign 
equities increased from a little over 5 percent in 1990, to 10 percent in 2000, 
to 22 percent by 2007. Presumably, foreign holdings, particularly holdings 
in “younger” countries, will shield U.S. investors from bearing the full brunt 
of declines in domestic equity prices. The severity of downward pressure on 
asset prices will also depend on whether foreigners will buy assets sold off 
by older households in the United States. Figure 8C.2 shows the percentage 
of  the market value of  U.S. equities held by foreigners. Although not as 
striking as the result in fi gure 8C.1, the data indicate a steady rise in foreign 
holdings since the late 1990s. There is no way of knowing how large cross-
 border holdings have to be to relieve aging- induced downward pressure on 
prices, but these data do suggest that a meltdown may be less likely than it 
was a decade ago.

Other research fi ndings also suggest there is little cause for concern that 
population aging will depress asset prices. Recall that a relatively large older 
population puts downward pressure on asset prices because older house-
holds sell their assets to fi nance retirement consumption. However, the latter 
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part of this statement—that the old want to sell assets—doesn’t square too 
well with the empirical evidence on age- wealth profi les. In most European 
and Asian countries, and to a lesser extent the United States, household 
wealth is not observed to decrease at older ages, thus suggesting that older 
persons in aging populations may not sell- off assets to the extent predicted 
by the life- cycle model (see Börsch- Supan 2003). Other empirical work 
more directly examining the link between population aging and the return 
to capital has delivered mixed results (Poterba [2004] surveys the literature). 
Perhaps the most comprehensive analysis in Poterba (2004) looks at the 
relationship between a variety of demographic indicators and asset returns 
using U.S. data for the period 1926 to 2003. He concludes that there is little 
evidence that past changes in the demographic composition of  the U.S. 

Fig. 8C.1  U.S. holdings of foreign equities as percentage of U.S. equities

Fig. 8C.2  Foreign holdings of U.S. equities as percentage of U.S. equities
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population has had any effect on asset returns, thus casting doubt on the 
hypothesis that future changes in demographics will impact future returns.

Finally, Schieber and Shoven (1997) and Poterba, Venti, and Wise (2008) 
construct simulation models of the pension sector in the United States. The 
models, which are based on Social Security Administration (SSA) demo-
graphic forecasts, project balances held in pension plans in future years. 
The results suggest that the rate of growth and perhaps even the levels of 
assets will decline in the future as the population ages but that the declines 
are not projected to be large enough to trigger a meltdown. Thus, overall, 
the existing theoretical and empirical evidence suggests, at most, only mod-
est effects of population aging on asset prices. The possibility of an “asset 
meltdown” appears unlikely.

In summary, Schieber concludes that unless drastic changes are made, 
“economic chaos” will result. Moreover, he cautions that changes will have 
to be made not only to pension systems, but that “the whole concept of 
retirement that has persisted over the past century will have to be revisited.” 
This is pretty strong stuff, yet the case he has made for the consequences of 
inaction is so convincing that behavioral and political responses are inevi-
table. Indeed, many of these changes are already underway. Labor force par-
ticipation among older workers has increased in many of the older European 
countries. In several countries, participation among persons aged fi fty- fi ve 
to sixty- four is up over 20 percent in the last decade. This trend is, in part, 
driven by increases in the pension normal retirement age in many countries. 
Another development is the dramatic growth in projected private- sector sav-
ing in some countries. In the United States, Poterba, Venti, and Wise (2008) 
show that balances in 401(k) plans is expected be four to fi ve times larger, in 
real dollars, in 2040 than in 2010. This additional saving is driven by three 
factors: modest growth in participation, the transition from a funded defi ned 
benefi t system to a defi ned contribution system (contributions are much 
higher in the latter), and by an ongoing rise in the percentage of their career 
for which retirement- age workers have been eligible for a 401(k) retirement 
plan. There are many other changes underway in various countries that may 
also blunt demographic effects: policies to encourage the internationaliza-
tion of portfolios, immigration reform, increased funding of public plans, 
lowering the indexation of benefi ts, labor market reforms, and many others. 
All of these are developments that should help to lessen the stress that aging 
societies will face in the future. However, there is still much uncertainty about 
how much “economic disappointment” will remain to be shared.
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9
Financing Medicare
A General Equilibrium Analysis

Orazio Attanasio, Sagiri Kitao, and 
Giovanni L. Violante

9.1   Introduction

The fi scal position of the United States, given the current Social Security 
and health care legislation and the predicted demographic trends, is pro-
jected to worsen considerably over the next fi fteen to thirty years. The main 
reason behind the large projected defi cits of the system is the aging of the 
U.S. population, as the generation of the baby boomers approaches retire-
ment. This generation, which is considerably larger than preceding ones, will 
enjoy longer and possibly healthier retirement, partly as a consequence of 
medical progress. Under current legislation, they are entitled to receive pen-
sions, as Social Security payments, as well as health care, through Medicare, 
the universal health care program for the elderly. These gains, however, come 
at a cost that will have to be fi nanced.

It is now clear that, under the current legislation, the fi scal problems cre-
ated by Medicare are substantially larger in magnitude relative to those 
associated to Social Security. They are, however, much less studied in the 
literature. The main focus of this chapter will be on the fi scal pressure created 
by Medicare. Our main aim is to look at this issue within a general equilib-
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rium, overlapping- generations model calibrated to mimic the behavior of 
the aggregate U.S. economy.

The advantage of looking at the problem within a fully specifi ed, struc-
tural, equilibrium model is that one can quantify the effects of rising aggre-
gate Medicare expenditures on macroeconomic quantities (e.g., output, 
labor supply, and saving rates), on equilibrium prices (e.g., wages and inter-
est rates), on the tax rate necessary to balance the government budget, and, 
ultimately, on household welfare.

Our model builds on the class of environments fi rst studied by Auerbach 
and Kotlikoff (1987). Individuals are born as adults and are endowed with 
ability of generating income that depends on their skills and that evolves 
with age. Over the life cycle, they decide how much to work and how much to 
consume (and save). They are subject to medical expenditure shocks. During 
working ages, an exogenously given fraction of the population has employer-
 based health insurance, which is charged on the wage bill at an equilibrium 
premium. After the fi xed retirement age, only some agents continue to re-
ceive supplemental coverage from employer- sponsored plans, but all are en-
titled to Medicare coverage and to Social Security benefi ts. All individuals 
are also covered by a safety net government program (representing Medicaid 
and other welfare programs), which effectively guarantees a minimal con-
sumption, even in the face of extremely large medical expenditures.

The agents in our economy are heterogeneous in several dimensions: 
besides age and wealth, they differ because of their skill level (which is exog-
enously fi xed), and their health status. The latter can take two values (good 
and bad health) and evolves stochastically over time according to a Markov 
process. Health status has an effect on individual productivity, on medical 
expenditures, and on mortality. Healthier individuals are more productive, 
have lower medical expenditures, and are less likely to die. We calibrate all 
these effects combining two databases, the Medical Expenditure Panel Sur-
vey (MEPS) and the Health and Retirement Study (HRS).

Armed with this framework, whose details we describe in the following, 
we focus on studying the effects of the two forces that will determine the 
evolution of the Medicare bill: changes in the demographic structure and 
changes in the cost of health care. As the evolution of these two factors, and 
especially the second, are far from certain, we simulate different scenarios 
and different policy responses to these scenarios. Our model provides a fi rst 
step in assessing quantitative implications of these alternative policies.

In our baseline experiment, we search for the adjustment in the labor 
income tax needed to fi nance the additional Social Security and Medicare 
outlays. We fi nd that the taxation of labor must increase from 23 percent 
to 36 percent to balance the budget in the long run. Over two- thirds of the 
higher taxation in 2080 is associated to Medicare.

In our baseline experiment, we assume health care infl ation, in excess of 
productivity growth and general infl ation, of 0.63 percent per year. We con-
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sider an alternative scenario where excess health care infl ation is 0.86 percent 
per year between 2005 and 2080, close to the long- run projection of a 1 
percent annual growth by the Social Security Administration (SSA). Under 
this scenario, the wage tax rises to 39 percent. To appreciate the macroeco-
nomic effects of the predicted rise in medical costs, note that in the model, 
consumption of nonmedical services drops by 21 percent as medical expen-
ditures (and labor taxation) eat up a larger fraction of household earnings. 
Moreover, the percentage of families who are recipients of social assistance 
doubles relative to the fi nal steady state in the baseline simulation.

In order to let the government alleviate the fi scal pressure from Medicare, 
we consider three alternative reforms: (a) a rise in the Medicare premium, 
(b) a reduction in the Medicare coverage rate, and (c) a rise in the retirement 
age. Interestingly, all three experiments reduce the equilibrium wage tax in 
2080 by a similar magnitude (2 percent to 3 percent relative to the base-
line), and they are all welfare improving. Raising retirement age increases 
the aggregate labor supply and output and is shown to be the best option 
from the welfare perspective. Raising the Medicare premium dominates the 
alternative of reducing the coverage rate because it shifts the costs of the 
program toward the benefi ciaries without increasing the expenditure uncer-
tainty they face.

In previous work (Attanasio, Kitao, and Violante 2006, 2007), we have 
argued that the extent to which capital will fl ow in and out of the United 
States, in the next seventy- fi ve years is key in determining the budgetary, 
macroeconomic, and welfare implications of demographic trends. Here, we 
confi rm that our quantitative conclusions depend on the path of  factor 
prices associated with the openness of the economy. When the United States 
is seen as “small” relative to the world economy, the equilibrium wage tax 
rate increases only to 31 percent in 2080. As households increase their sav-
ings because of life- cycle and precautionary motives, their wealth grows, 
but the world interest rate remains fi xed. As a result, the tax- base for capital 
income taxation increases signifi cantly. This, in turn, allows the government 
to limit the rise in labor taxation.

Several studies sharing our same approach investigate the Social Secur-
ity system and its reforms (see, for instance, Huang, I·mrohoroğlu, and Sar-
gent 1997; De Nardi, I·mrohoroğlu, and Sargent 1999; Kotlikoff, Smetters, 
and Walliser 1999, 2007; Huggett and Ventura, 1999; Fehr, Jokisch, and 
Kotlikoff 2008; Attanasio, Kitao, and Violante 2006, 2007; Domeij and 
Floden 2006; Fuster, I·mrohoroğlu, and I·mrohoroğlu 2007; among  others).

Some recent papers have tried to estimate the overall effect of the intro-
duction of Medicare in 1965, taking into account the general equilibrium 
reaction of the supply of health services (see Finkelstein 2007). Other papers 
have looked at life- cycle models where health shocks and medical costs play 
an important role (see Palumbo 1999; French and Jones 2007; De Nardi, 
French, and Jones 2009). Yet another set of studies looks at specifi c infor-
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mation imperfections in the market for health insurance (see, for instance, 
Finkelstein 2004; Brown and Finkelstein 2007, 2008; Brown, Coe, and Fin-
kelstein 2007). However, to the best of  our knowledge, the fi nancing of 
Medicare and its implications have not been studied within a general equi-
librium model.

The closest paper to ours is Borger, Rutherford, and Won (2008). They 
calibrate a model of the U.S. economy where a representative household 
derives utility from consumption and health status, and health depends on 
the purchase of medical services. Medical services, in turn, are produced by 
a medical sector whose productivity growth determines “health care infl a-
tion.” The authors use the model to explain why the demand for medical ser-
vices is expanding even though its relative price is rising. Relative to Borger, 
Rutherford, and Won, our model has less detail in modeling production of 
medical services and has no link from consumption of medical services to 
health status (albeit it has a link from health to medical expenditures and 
from health to preferences through survival rates). However, we put more 
structure on the household side by modeling heterogeneity in demographics, 
health status, and medical expenditures. Finally, the focus of our chapter is 
on the fi scal consequences of Medicare, a question that Borger, Rutherford, 
and Won do not address explicitly.

The rest of the chapter is organized as follows. Section 9.2 presents the 
model. Section 9.3 outlines the calibration. The results of our simulations 
are reported in section 9.4. Section 9.5 concludes.

9.2   The Model

9.2.1   Economic Environment

In this section, we describe the model in a stationary economic environ-
ment.

Demographics and health status: The economy is populated by J overlap-
ping generations of households. The size of a new cohort grows at rate g. 
Households enter the labor market at age j � 1 and retire at j � jR. Within 
a cohort, households differ by their educational attainment, indexed by e. 
Let �e be the fraction of type e in each cohort.

Households face exogenous uncertainty about their health status h. 
Conformably with the data, we let the stochastic evolution of health status 
depend on education. More precisely, the health status of a household of 
type e and age j evolves over the life cycle according to the Markov chain 
Λh

e, j (h�, h) for j � 1, with the implied distribution Λ�h
e, j (h) at age j.

Agents of  age j and education e with health status h survive into next 
period with probability �e, j (h). Let Πe, j(h) denote the probability of surviv-
ing until age j for a newborn of type e, conditional on experiencing health 
history h � {h1, . . . , hj– 1}. Households die with certainty at the end of period 
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J, that is, �e,J (h) � 0 for all h and e. Unintended bequests of the deceased 
are seized by the government.

A household’s labor productivity is determined by the product of  two 
type- specifi c, orthogonal components, εe, j and �e(h). The fi rst is a determin-
istic age- dependent component whose level and shape depend on type e. To 
model retirement, we impose εe, j � 0 for j � jR. The second is a stochastic 
component that depends on health status h and captures the fact that a 
deterioration of health status may reduce labor productivity by different 
amounts, depending on educational level.

Preferences: Households’ preferences are separable over time and state, 
that is,

 U � �0 ∑
J

j�1

Πj
e(h)	 j– 1u(cj, 1 –  nj),

where 	 denotes the discount factor, c consumption, and n hours worked. 
The expectation operator is taken over all the possible idiosyncratic histories 
of health status h.

Health expenditures and insurance: Households are subject to medical 
expenditure shocks. Gross (i.e., before insurance coverage) medical expendi-
tures m are random draws from a distribution Λm

j,h (m), with density function 

m

j,h, that depends on age j and health status h. The dollar value of expendi-
tures incurred by the household is expressed as qm, where q is the relative 
price of medical services to consumption. The variable q allows us to model 
the feature that cost infl ation for medical services is projected to be higher 
than general infl ation and productivity growth. The persistence over the life 
cycle in medical expenses, an important feature of the data, follows from the 
persistence in health status.1

There are three types of  medical insurance coverage in the economy: 
 employer- based insurance, Medicare, and social assistance. During the 
working age, some households are offered employer- sponsored health insur-
ance that covers a fraction κw of  gross expenditures. In addition, some of 
the workers are offered insurance from their previous employers throughout 
retirement, at coverage rate κret. Access to employer- based health insurance 
is determined by a random draw at the beginning of life. Let i ∈ {0, 1, 2} 
denote the insurance status with i � 0 indicating no coverage, i � 1 indicat-
ing employer- sponsored coverage only during the working stage, and i � 2 
indicating employer- sponsored coverage throughout life. A draw at age j � 
1 from the distribution Λi

e (i ) determines the individual state i.2

Employer- sponsored health insurance is administered by competitive 

1. We implicitly take the view that the amount of health expenditures drawn m is unavoid-
able to have any chance of survival into next period. As a result, households always optimally 
choose to incur such expenditures.

2. In practice, the worker decides whether to purchase the employer- based insurance when 
it is offered. The majority of workers, however, take up the offer due to the subsidy provided 
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insurance companies that pool, separately, workers and retirees covered by 
employer- sponsored insurance. An agent of type i � 1 pays a premium pw 
during work. An agent of type i � 2 pays the larger premium pw � ξwpret dur-
ing work and the premium (1 –  ξ�ret)pret during retirement. The parameter ξ�ret 
represents the fraction of the retirees’ health insurance premium pret covered 
by the fi rm. The fi rm, in turn, shifts this cost to its current workers of type 2. 
In this sense, the system operates with a pay- as- you- go scheme: each current 
worker who will receive employer- sponsored insurance as a retiree (type 2) 
pays the extra premium ξwpret necessary to fi nance the amount ξ�retpret to each 
current covered retiree.3 Insurance companies incur administrative fees � 
per unit of medical expenditure covered and, in equilibrium, they charge 
premiums ( pw, pret) in order to break even. As in the U.S. economy, insurance 
premiums are tax deductable for workers with labor income.4

The second form of  health insurance is provided by the government 
through Medicare: during retirement, all households are covered by Medi-
care with coverage rate κ med and premium p med. There are administrative 
costs �med per unit of medical expenditures covered by Medicare.

Finally, the government also acts as a last- resort insurer. It runs a social 
assistance program that guarantees a minimum level of consumption c� to 
every household by supplementing income with a transfer tr in the event 
households’ disposable assets fall below c�. This policy provides insurance 
against health expenditure and survival risk—the two sources of  indivi-
dual uncertainty in the economy. As such, it summarizes succinctly vari-
ous U.S. transfer programs such as food stamps, Temporary Assistance for 
Needy Families (TANF), Supplemental Security Income, and, especially, 
Medicaid.

Commodities, goods, and input markets: There are three commodities: 
(a) fi nal goods that can be used for private consumption, public consump-
tion and addition to the existing capital stock (investment), (b) medical 
services, and (c) labor services supplied by households. All markets are com-
petitive.

Technology: There are two sectors in the economy. One sector produces 
the fi nal good that can be used for private and public consumption and for 
investment. The other sector produces medical services. We assume that the 
production function in the two sectors is the same, except for the dynamics 

by the employers and the tax benefi t. See Jeske and Kitao (2009) for a model that endogenizes 
the health insurance decision.

3. Note that ξ�ret need not be equal to ξw because the number of retirees that the fi rm subsidizes 
is not identical to the number of workers who share the cost because of the age- dependent 
survival rates.

4. More precisely, employer contributions are treated as a business expense and excluded 
from income and payroll tax bases. Employees’ share of the premium can also be tax exempt 
if  it is offered through fl exible spending plans. See Lyke (2003) for more details on the current 
legislation on the tax treatment.
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of sector- specifi c Total Factor Productivity (TFP). Given competitive mar-
kets and free movement of factors across sectors, it is easy to show that the 
model admits aggregation into a one- sector economy. Thus, we postulate 
an aggregate production function

Y � ZF (K, N ),

where K is aggregate capital, N aggregate labor input in efficiency units, and 
Z total factor productivity. The economywide resource constraint reads as

Y � C � K� –  (1 –  ) K � qM � G,

where  is the geometric depreciation rate of the capital stock. C denotes 
aggregate private consumption, M aggregate expenditures on medical ser-
vices (including administrative costs associated with employer- based health 
insurance and Medicare), and G aggregate public consumption expendi-
tures.

Fiscal policy: The government has fi ve different types of outlays: general 
public consumption G, Medicare expenses, social assistance payments, So-
cial Security benefi ts, and services to public debt. We have already described 
the fi rst three expenditure items.

The Social Security program is pay- as- you- go as it is in the U.S. economy. 
Retired households of age j � jR and type e receive a pension benefi t be through 
the Social Security system. Benefi ts replace a fraction �e of  the average earn-
ings across all household of type e in the cohort; that is, we have

(1) be = �e

1
jR −1

ye ( j ),
j=1

jR −1

∑
where y�e( j ) are average earnings of households of type e and age j, that is 
the product of four components: average hours worked by education type, 
n�e, the wage rate per efficiency units w, and the number of efficiency units 
jointly determined by the age- efficiency profi le εe, j, and the impact of health 
status on productivity �e(h).5

The government supplies an amount of  one- period, risk- free debt D 
which, by no arbitrage, must carry the same return r in equilibrium as claims 
to physical capital.

Finally, the government collects revenues from various sources: labor 
income taxation at rate �w, consumption taxation at rate �c, capital income 
taxation at rate � r, Medicare premium pmed, and accidental bequests. In the 

5. Modeling benefi ts this way strikes a compromise between realism and computational 
efficiency. We capture that household benefi ts depend on their past earnings, as in the actual 
system. But we posit they depend on average earnings of group e, that households take as given, 
instead of past individual earnings, which would require an additional continuous state variable 
as well as an additional effect on the labor supply decision. The dependence on economywide 
average earnings does not require any additional state because households in the model must 
forecast prices anyway to compute their decisions.
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baseline economy, we treat (� c, � r, pmed, �e, D, G ) as parameters, and we let 
�w be determined in equilibrium to balance the government budget.

Assets and fi nancial markets: As in I·mrohoroğlu (1989), Huggett (1993), 
Aiyagari (1994), and Ríos- Rull (1996), fi nancial markets are incomplete 
in the sense that agents trade risk- free bonds, subject to a borrowing con-
straint, but do not have access to state- contingent insurance against indi-
vidual risk.

9.2.2   Household Problem

Work stage: The timing of  events is as follows. At the beginning of 
each period, households observe their health status h and their disposable 
resources (“cash in hand”) x. When household resources x are not large 
enough to fi nance the minimum consumption c�, the government intervenes 
through its social assistance program with a transfer tr. Next, households 
make consumption and labor supply decisions. Note that these decisions 
are made under uncertainty about medical expenditure shocks hitting the 
individual later in the period. Then, labor income and capital income are 
earned, and the insurance premium is paid if  the household is covered by 
health insurance (i � 1, 2). Then, the medical expenditure shock m is real-
ized, a fraction κw of  which is covered in case of  coverage. The residual 
(1 –  κw)qm represents out- of- pocket expenses. Finally, the mortality shock 
is realized and, conditional on surviving, households enter next period with 
a new health status h�. We can describe the problem of working households 
recursively as

(2) V (e,i, j,h,x) = max
{c,n}

{u(c,1− n) +	�e, j (h)�V (e,i, j +1, ′h , ′x )}WHP

 subject to

 ′x = [1+ (1− �r )r][x − (1− �c )c + tr]+ (1− �w )[wεe, j�e (h)n − d (i)]

 − (1−�w ⋅I{i>0})qm

 d =
0

pw

pw + �w pret

if i = 0

if i = 1

if i = 2

⎧

⎨
⎪

⎩
⎪

 tr � max{0, (1 � �c)c� –  x}

 c � 
x � tr
�
1 � �c

 h� ~ Λh
e,j(h�, h) and m ~ Λm

j,h(m)

The fi rst constraint is the budget constraint of  the household, and I{·} is 
the indicator function. The second line describes the deduction d(i) on the 
health insurance premium. The third equation models the social assistance 
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policy. The fourth line is the no- borrowing constraint. The laws of motion 
for medical expenditure shocks and health status appear in the last line. For 
future reference, it is also useful to defi ne households’ asset holdings as a � 
x –  (1 � �c)c � tr.

Retirement stage: At the beginning of each period, households observe 
health status h and their disposable resources x. If  disposable assets fall 
below c�, the government transfers the residual amount tr. Next, the house-
hold makes its consumption decision under uncertainty about medical ex-
penditure shocks. Then, Social Security benefi ts are earned, the Medicare 
premium is paid, and the additional insurance premium is paid in case of 
employer- sponsored coverage (i � 2). Next, medical expenditure shocks m 
are realized, a fraction κmed of which are covered by Medicare for everyone. 
An additional fraction κ ret is covered if  the household is insured through its 
past employer (i � 2). The residual represents out- of- pocket expenditures 
for the household. Finally, the mortality shock is realized and, conditional 
on surviving, households enter the next period. We can write the problem 
of a retired household recursively as

(3) Vr (e,i, j, h,x) = max
c

{u(c,1) +	�e, j (h)�Vr (e,i, j +1, ′h , ′x )} RHP

 subject to

 x� � [1 � (1 –  �r)r][x –  (1 � �c)c � tr] � be –  [1 –  κmed –  κret · I{i�2}] qm 

 –  pmed –  (1 –  ξ�ret)pret · I{i�2}

 tr � max {0, (1 � �c) c� –  x}

 c � 
x � tr
�
1 � �c

 h� ~ Λh
e, j (h�, h) and m ~ Λm

j,h (m)

9.2.3   Stationary Equilibrium

Let s � {e, i, j, h, x} be the individual state vector, with e ∈ �, i ∈ � � 
{0, 1, 2}, j ∈ � � {1, 2, . . . , J}, h ∈ �, and x ∈ � � [x

�
, x�]. Let �� and �� 

be the Borel sigma algebras of � and �, and P (�), P (�) and P (�) be the 
power sets of �, �, and �. The state space is denoted by � � � � � � � � 
� � �. Let Σ� be the sigma algebra on � defi ned as Σ� � P (�) ⊗ P (�) ⊗ 
P (�) ⊗ �� ⊗ �� and (�, Σ�) be the corresponding measurable space. Denote 
the stationary measure of households on (�, Σ�) as �.

Given survival rates {�e,j (h)}, fi scal variables {G, D, �e, �
c, � r, tr(s)}, and 

relative price of medical services q, a stationary recursive competitive equi-
librium is a set of (a) value functions V (s), (b) decision rules for the house-
holds {c(s), n(s)}, (c) fi rm choices {K, N}, (d) insurance premiums {pw, pret}, 
(e) labor income tax rate �w, and (f) a measure of households � such that:
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1. Working households choose optimally consumption and labor supply 
by solving problem (WHP), and retired households choose optimally con-
sumption by solving problem (RHP).

2. Firms maximize profi ts by setting their marginal productivity equal 
to factor prices

 w � ZFN(K, N )

 r �  � ZFK(K, N ).

3. The labor market clears

N � ∫�| j�jR
εe, j�e(h)n(s)d�.

4. The asset market clears

K � D � ∫� a(s)d�.

5. The private insurance market for working households, and retired 
households clears

 pw ∫�| j�jR,i∈{1,2} d� � (1 � �) κwq ∫�| j�jR,i∈{1,2} m
m
j,h(m)d�

pret ∫�| j�jR,i�2 d� � (1 � �) κretq ∫�| j�jR,i�2 m
m
j,h(m)d�,

with all insurance companies making zero profi ts for the two separate pools.6

6. The fi nal good market clears

ZF (K, N ) � C � K � qM � G,

where

C � ∫�c(s)d� and M � ∫� m (s) d� � �,

and � represents the total administrative costs associated with the employer-
 based insurance and Medicare.7

7. The government budget constraint satisfi es

 �cC � �wwN � �rr ∫� a(s)d� � pmed ∫�| j�jR
d� � ∫� [1 � �e, j(h)]xd�

 � G � rD � ∫� tr(x)d� � (1 � �med)κmedq ∫�| j�jR
m
m

j,h(m)d� 

 � ∫�| j�jR
bed�,

6. As discussed in the preceding, each retiree pays a fraction (1 –  ξ�ret) of the premium pret, and 
each worker with a lifetime coverage pays a fraction ξw of  pret, where

 ξw � ξ�ret 
∫�| j�jR,i�2d�
��
∫�| j�jR,i�2d�

.

7. More precisely,

� � �[κw ∫�| j�jR,i∈{1,2}m
m
j,h(m)d� � κret ∫�| j�jR,i�2m
m

j,h(m)d�] � �medκmed ∫�| j�jR
m
m

j,h(m)d�.
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where a � x –  (1 � �c)c � tr(x), the social assistance rule tr (x) is described 
in [WHP] and [RHP], and Social Security benefi ts be are determined as in 
equation (1).

8. For all sets S � (E � I � J � H � X) ∈ Σ�, the measure � satisfi es

� (S) � ∫� Q(s, S)d�,

where, for j � 1, the transition function Q is defi ned as

Q(s, S) � I{e ∈ E, i ∈ I, j � 1 ∈ J}Λh
e, j(h� ∈ H, h)Pr{x� ∈ X|s}�e, j(h),

with Pr{x� ∈ X⎪s} jointly determined by the constraint sets of  problems 
(WHP) and (RHP), the household decision rules, and the distribution func-
tion of medical expenditures Λm

e, j(m).

9.3   Calibration

We calibrate our model to the U.S. economy and demographics in 2005. 
Then we compare the stationary equilibrium of this economy to another 
economy that has the same set of parameter values, except for (a) the demo-
graphic structure (population growth and survival rates), and (b) the price 
level q of  medical expenditures. This second economy is meant to represent 
the United States in 2080.

Demographics: Households enter the economy at the age of twenty ( j � 
1) and survive up to the maximum age of 100 (J � 81). They can be of either 
type e � 1 (high education) or e � 0 (low education). We fi x the proportion 
of high- educated newborn �e at 0.30. Households retire from work at the 
mandatory retirement age of sixty- fi ve ( jR � 46). A high- education house-
hold in the data corresponds to single households where the adult holds a 
college degree and to married households where at least one of the spouses 
has attained a college degree.

In our model, survival rates �e, j(h) depend on education level e, age j, and 
health status h. Let ��e, j be the average (across health status) survival rate at 
age j for education type e. Bhattacharya and Lakdawalla (2006) have com-
puted these survival curves by age/ education demographic groups, which 
we use for the values of  ��e, j. We then combine the differentials in lon-
gevity by group with the long- run projections of  the aggregate surviving 
rates (i.e., those averages across the entire population) formulated by the 
SSA (Bell and Miller 2002) in order to construct the age-  and education-
 specifi c surviving rates in 2080. The key assumption we make is that the 
ratio between the mortality rate of  the college- educated type and that of 
the low- education type at each age, remains constant. The left panel of 
fi gure 9.1 plots, for the high- education groups, the average survival rates 
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��1, j as a function age in 2005 and 2080. The right panel plots the survival 
differential between the two education groups, by age.8

In the initial steady state, we set the growth rate of the size of newborn 
cohorts to 1.35 percent per year in order to match an old- age dependency 
ratio (the ratio of the population aged sixty- fi ve and over to that between 
twenty and sixty- four) of 20 percent, the observed values for the U.S. econ-
omy. According to the U.S. Census Bureau’s projection, the population 
growth will settle at 0.69 to 0.71 percent in 2050 to 2100. We set the growth 
rate at 0.70 percent in the fi nal steady state, which together with the survival 
probabilities in 2080 projected by the SSA implies the dependency ratio of 
32.2 percent.

Preferences: Households have period utility over consumption and lei-
sure:

(4) u(c, 1 � n) � 
c1��

�
1 � �

 � �
(1 � n)1��

��
1 � �

.

Fig. 9.1  Left panel: Survival rates by age for the college graduates in 2005 (data) 
and 2080 (projected). Right panel: Ratio of survival rates of college graduates to 
noncollege graduates by age in 2005 and 2080

8. Because it is the ratio of mortality rates of high-  to low- educated that we assume to be 
constant, the ratio of survival rates changes from 2005 to 2080.
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We choose �  � 2, which implies the intertemporal elasticity of substitution 
of 0.5, in the middle of the range of micro estimates in the literature (see 
Attanasio [1999] for a survey). We set the parameter � so that the average 
fraction of the time endowment allocated to market work is 0.33, which 
implies � � 2.028. Under this preference specifi cation, the intertemporal 
labor supply elasticity is ([1 –  n]/ n)/ �. We set the average labor supply elas-
ticity in the population to 0.50, which is a compromise between the small 
estimates for males and estimates for females that are above one (Browning, 
Hansen, and Heckman 1999). Given our target for the market work hours, 
this requires setting � � 4. We set the subjective discount factor 	 to 0.9955 
so that the economy in 2005 has wealth (claims to physical capital and to 
public debt) to gross domestic product (GDP) ratio equal to 3.4, similar to 
the U.S. economy.

Technology: The aggregate production function is Cobb- Douglas in capi-
tal and effective labor:

Yt � ZKt
�Lt

1– �.

We set � at 0.33 to match the capital share of output and the physical depre-
ciation rate at 0.06. Total factor productivity Z is chosen so that income per 
capita ($42,000 in 2005) is normalized to 1.0 in the fi rst steady state.

Health status and survival rates: Our main source of micro data on U.S. 
households is the Medical Expenditure Panel Survey (MEPS). The MEPS 
is an ongoing annual survey of a representative sample of the civilian popu-
lation with detailed information on demographics, income, labor supply, 
health status, health expenditures, and health insurance.

The measure of health status in MEPS is self- reported.9 Every annual 
MEPS survey has three waves, and this measure is present in each one. 
Because health status is reported at the individual level, we face the issue 
of aggregating this information into the health status of a household (often 
composed of more than one adult) on an annual basis, while at the same time 
maintaining computational feasibility. We choose to defi ne two levels of a 
household health status: good (hg) and bad (hb). First, for each spouse in the 
household, we compute the numerical average of the answer to the subjective 
health question across the three waves. We then defi ne an individual to be in 
bad health that year if  its average was strictly above 3. Finally, for married 
households, we defi ne the household to be in bad health if  at least one of 
the spouses was in bad health.

Table 9.1 (upper panel) reports the estimated transition function Λh
e,j for 

the two education groups for ten- year age classes twenty to twenty- nine, 
thirty to thirty- nine, and so on. We group ages sixty- fi ve and higher in order 

9. The exact wording of the survey question on health status is: “In general, compared to 
other people of (PERSON)’s age, would you say that (PERSON)’s health is excellent (1), very 
good (2), good (3), fair (4), or poor (5)?”
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to maintain a sufficiently large sample size. This transition matrix shows that 
the good health status is very persistent, more so for the college- educated. 
The probability of a switch from good to bad health increases monotoni-
cally with age, from roughly 4.5 percent (1.4 percent) at age twenty- fi ve to 
13.7 percent (10.4 percent) beyond age sixty- fi ve for the low- educated (for 
the high- educated). Also the persistence of the bad health status increases 
sharply with age.10

Figure 9.2 reports the implied fraction of households in bad health by 
age class and education group (solid lines) implied by the transition matrix 
against the empirical fractions measured directly from MEPS in each wave 
(stars). The fraction of households reporting to be in bad health increases 
sharply over the life cycle. For example, for low- educated households, it 

Table 9.1 Transition probabilities between good health and bad health from MEPS 
and HRS, by age group and education level

Low education 
(no college)

High education 
(college)

 Age  Good  Bad  Good  Bad  

Medical Expenditure Panel Survey (MEPS)
20–29
  Good 0.9546 0.0454 0.9856 0.0144
  Bad 0.4103 0.5897 0.5833 0.4167
30–39
  Good 0.9412 0.0588 0.9757 0.0243
  Bad 0.3281 0.6719 0.3143 0.6857
40–49
  Good 0.9212 0.0788 0.9583 0.0417
  Bad 0.2085 0.7915 0.2955 0.7045
50–64
  Good 0.8734 0.1266 0.9461 0.0539
  Bad 0.1614 0.8386 0.2250 0.7750
65�

  Good 0.8630 0.1370 0.8962 0.1038
  Bad 0.1386 0.8614 0.2083 0.7917

Health and Retirement Survey (HRS)
50–64
  Good 0.8942 0.1058 0.9327 0.0673
  Bad 0.2455 0.7545 0.1764 0.8236
65�

  Good 0.8925 0.1075 0.9243 0.0757
   Bad  0.2113 0.7887 0.1587 0.8413 

10. The initial draw of health status for households in the model is calibrated from the MEPS 
data on the health status at age twenty. At this age, 98 percent of college graduates and 90 
percent of high school graduates are in good health.
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starts at around 10 percent at age twenty- fi ve and reaches 45 percent beyond 
age sixty- fi ve. Note that due to the small sample size, the estimates become 
extremely noisy after age sixty- fi ve. The decline after age sixty- fi ve is a 
natural consequence of selection: survivors are more likely to be in good 
health.

By design, the MEPS data do not allow to quantify the effect of health 
status on mortality rates. First, their panel dimension is very short. Second, 
individuals drop out of the MEPS sample when they become institutional-
ized (e.g., enter a nursing home) and are not followed thereafter. As a result, 
the number of individuals who are recorded as deceased in the survey is 
extremely small, and the sample is heavily selected. Therefore, to measure 
the marginal effect of bad health on mortality rates, we turn to the Health 
and Retirement Survey (HRS).

The main advantage of the HRS is that it focuses on a sample of older 
individuals (and their spouses) and follows them over a long period of time 
(seven waves are currently available, each contact being two years apart from 
the previous one). The HRS, therefore, provides the ideal sample to estimate 
mortality rates and how they relate to other variables. The HRS also con-
tains a question on health status that is similar to the question asked in 

Fig. 9.2  Fraction of individuals in bad health
Notes: Stars and squares represent estimates from various waves, solid lines are model- implied 
fractions from the estimated transition probabilities of  table 9.1.
Source: MEPS.
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MEPS.11 We note a word of caution that the HRS asks subjective health 
status, while the question in the MEPS is concerned about the health status 
relative to others in the same age group. Therefore, in order to check their 
comparability, we compare the transition matrices by age in both data sets.

Before describing how we estimate the relationship between health status 
and mortality, we compare the distribution of health status and their persis-
tence in the two data sets. In particular, both in the MEPS and in the HRS 
(between fi fth and sixth waves) we use the same defi nition of household’s 
“good health” and “bad health”. The results from the HRS are reported in 
table 9.1 (lower panel). The key difference is that these are biannual transi-
tion rates, so the comparison is not immediate. From the MEPS, we can 
construct biannual rates and compare them to the HRS. For example,

Λh
e, j(h

b, hb)2 � Λh
e, j(h

b, hb) Λh
e, j(h

b, hb) � Λh
e, j(h

b, hg) Λh
e, j (h

g, hb).

Focusing on the oldest group among the low- educated, we obtain that Λh
l,65� 

(hb, hb)2 � 0.76 in the MEPS and 0.79 in the HRS. Overall, the similarity 
across the two samples is considerable, which gives us confi dence in combin-
ing the two data sets.

To calibrate the effect of health status on survival probabilities, we exploit 
the longitudinal dimension of the HRS and model the probability of dying 
as a function of age, gender, and health status through a probit model.12 
As expected, the probability of  dying increases with age, and it is lower 
for women. Being in good health decreases considerably the probability of 
dying. Figure 9.3 shows that this good health premium is less than 1 percent 
at age twenty- fi ve, but it increases quickly up to 3.5 percent at age sixty- fi ve. 
After age sixty- fi ve, we have extrapolated the premium based on a quadratic 
function.

In light of these fi ndings, we adjust our conditional survival rates as fol-
lows. Let the good health premium on survival rates at age j be denoted by 
survpremj. Let ��e, j be the average survival rate, and Λ�h

e, j be the distribution 
of health status for group e at age j. Then, given values for survpremj, ��e, j, 
Λ�h

e, j(h
b), and Λ�h

e, j(h
g), the two equations

 ��e, j � Λ�h
e, j(h

b)�e, j(h
b) � Λ�h

e, j(h
g)�e, j(h

g)

 survpremj � �e, j(h
g) –  �e, j(h

b)

allow us to determine the two unknowns {�e, j(h
g), �e, j(h

b)} for each educa-
tion and age (e, j) pair. When we project survival rates in the fi nal steady-

11. The HRS asks each respondent the following question “Would you say your health is 
excellent, very good, good, fair, or poor?” with an answer from “(1) excellent, (2) very good, 
(3) good, (4) fair, (5) poor.”

12. We also experimented with richer specifi cations, which entered nonlinear terms in age 
and interactions between age and health status. Possibly because of the limited amount of data 
we have, these interactions did not turn out to be signifi cant.
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 state, consistently with the strategy outlined in the preceding, we keep con-
stant the estimated good health premium.

Medical expenditures and insurance: Table 9.2 reports the distribution 
of  adult- equivalent household medical expenditures computed from the 
MEPS by age class and health status. In order to keep the sample size large 
enough, we have grouped ages into ten- year intervals twenty to twenty-
 nine, thirty to thirty- nine, and so on until sixty- fi ve and above. We have 
also chosen to approximate the distribution by a histogram with bins cor-
responding to the 1st to 60th percentile, 61th to 95th percentile, and 96th to 
100th percentile. Within each interval, we compute the average value and 
use it for our three- point grid. This approximation is guided by the fi ndings 
in French and Jones (2004), who show that the vast majority of households 
do not spend much, but the distribution has a thin and very long tail that is 
generated by a small number of catastrophic events.

The table shows that, on average, old spend more than young. For ex-
ample, at age sixty- fi ve and above, households spend about four times more 
than at age twenty- fi ve. A household in good health faces $1,260 of annual 
medical expenses at age twenty- fi ve, but around $6,000 at age sixty- fi ve and 

Fig. 9.3  Percentage decrease in mortality rates for an individual in good health rel-
ative to an individual in bad health, by age
Notes: Dots are data; solid line is a polynomial fi t.
Source: HRS.
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above. Moreover, households in bad health spend more than twice as much 
as those in good health. A household of age fi fty in bad health has expendi-
tures around $3,500 when in good health, but if  health deteriorates, medical 
expenses jump to $8,700 per year. The table also shows a great skewness in 
the distribution: with a small probability, households face extremely large 
medical expenditure shocks.

It is well known that the MEPS signifi cantly underestimates medical 
expenditures at the aggregate level compared to those reported in the Na-
tional Health Accounts (NHA). Selden et al. (2001) report that the MEPS 
estimate of  total expenditures in 1996 was $550 billion, while the NHA 
estimate exceeded $900 billion in the same year. The NHA rely on the pro-
viders’ surveys while the MEPS statistics are based on households’ surveys, 
which tend to underreport the spending and utilization of medical services. 
The two sources also differ in covered population and services. For example, 
the NHA include expenditures by individuals in institutions (e.g., nursing 
homes), foreign visitors, and military personnel, all of  which are out of 
scope in the MEPS. The MEPS also excludes some sizeable service categories 
such as certain types of long- term mental hospital cares and skilled nursing 
facilities.13

It is important that we adjust the expenditure data from the MEPS to 
be consistent with the data at the national level so that we can correctly 

Table 9.2 Gross medical expenditures in 2004 $ by age and health status: means of 
the 1st–60th percentiles, 61st–95th percentiles, 96th–100th percentiles, 
and distribution average

Percentiles

 Age  1–60  61–95  96–100 Average  

Good health
20–29 153 1,876 10,192 1,258
30–39 321 2,762 13,482 1,833
40–49 453 2,928 19,606 2,277
50–65 1,002 5,124 22,609 3,525
65� 2,074 8,990 33,190 6,034

Bad health
20–29 484 4,453 23,484 3,023
30–39 758 6,027 40,605 4,595
40–49 1,262 8,243 42,861 5,785
50–65 2,363 12,399 59,730 8,744

 65�  3,946 16,194 60,556  11,063  

Source: MEPS.

13. For more details on the discrepancy between the two sources, see Selden et al. (2001) and 
Keehan et al. (2004).
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assess the effect of the increase in medical expenditures on macroeconomic 
and fi scal variables. Therefore, we choose to proportionally adjust the indi-
vidual expenditures of the MEPS by a factor of 1.48 to achieve aggregate 
medical expenditures equal to 13 percent of GDP in the initial steady- state 
economy, based on the National Health Expenditure Accounts (NHEA) 
data in 2004.

From the MEPS data, we are able to compute the coverage rates κw, κ ret, 
and κ med representing, respectively, the fraction of  medical expenditures 
covered by private insurance for workers and retirees and by Medicare for 
retirees. We estimate κw � 0.70, κ ret � 0.30 and κmed � 0.50. We also verify 
that, in equilibrium, under our estimated Medicare coverage, Medicare costs 
are 2.4 percent of GDP, close to the U.S. data for 2004.

The annual Medicare premium for Part B was $938 in 2005, or about 
2.24 percent of income per capita, which puts pmed � 0.0224 according to 
our normalization. Because, by law, the premium is scheduled to increase 
enough to cover a constant fraction of Medicare Part B expenditures, we 
choose to adjust pmed in the new steady- state proportionally to the average 
medical expenditures of Medicare benefi ciaries.14 Finally, we set the fraction 
of the retiree’s insurance premium paid by the employer ξ�ret to 0.6, based on 
Buchmueller, Johnson, and Sasso (2006).

We normalize q � 1 in the fi rst steady state, and we set q � 1.6 in the fi nal 
steady state, which implies a medical cost infl ation rate of 0.63 percent per 
year over the next seventy- fi ve years above general infl ation and productivity 
growth, both normalized to zero in our economy. We will verify the sensitiv-
ity of our fi ndings to the value chosen for this key parameter.

The estimates of  the administrative costs associated with the private 
health insurance vary in the literature, and we set the parameter � to 0.1 
based on Kahn et al. (2005). Medicare administrative expenses account for 
1.4 percent of total expenditures according to the SSA, and we set �med to 
this value.

Individual productive efficiency: The deterministic age/ education- specifi c 
component εe, j and the health- dependent component �e(h) can be all esti-
mated from the MEPS. We fi rst split the sample into two groups based on 
educational attainment. Then we run a cross- sectional regression of individ-
ual hourly wages on a constant, a cubic function of age, and the individual 
health status indicator.

The results are reported in fi gure 9.4. College education has a wage pre-
mium of 45 percent, and bad health signifi cantly reduces individual pro-
ductivity. A year of bad health reduces hourly wages by 10.6 percent for the 

14. The implicit assumption we are making is that the fraction of total Medicare expenditures 
associated to Part B remains constant over time. In 2005, revenues from the premiums covered 
8 percent of average medical expenditures of retirees.
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college graduates and by 19.8 percent for the noncollege graduates, relative 
to the earnings of workers in good health in the same education class.15

Government taxes, debt, and Social Security Government expenditures G 
are set to 20 percent of GDP; that is the share of government consumption 
and gross investment excluding transfers at the federal, state and local levels 
(The Economic Report of the President 2004). The ratio of federal debt held 
by the public D to GDP is set at 40 percent, which is the value at the end of 
2006. We fi x the consumption tax � c at 5.7 percent, and the capital income 
tax � r at 40 percent based on Mendoza, Razin, and Tesar (1994).

The minimum consumption fl oor c� is set to 10 percent of  income per 
capita. This implies c� � 0.10 because income per capita is normalized to 
one in the fi rst steady state. The Social Security replacement rate �e is set 
to 0.40 for the low- educated and 0.30 for the high- educated, refl ecting the 

Fig. 9.4  Hourly wage- age profi les for high-  and low- educated individuals in good 
and bad health status
Source: MEPS.

15. This education gap in the marginal effect of bad health on wages may be attributable to 
the different type of diseases experienced by the two groups: the low- skilled may experience 
illnesses that are more detrimental for work. Moreover, productivity in manual occupations, 
which are more common among low- educated workers, tends to be more sensitive to health 
deterioration.
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progressivity of the system. The implied total social security outlays as a 
fraction of GDP are 4.5 percent in 2005.

9.4   Results

We start by contrasting the “initial steady state” calibrated to the current 
U.S. economy to a “fi nal steady state,” representing the U.S. economy in 
2080. The fi nal steady state differs in two important aspects: (a) the demo-
graphic structure (which in our model is summarized by the rate of growth 
of the population and the survival rates), and (b) the cost of health care. We 
will focus on changes in the labor income tax �w that balances the govern-
ment budget, in equilibrium prices (wages and interest rates), in the saving 
rate, and in output. Because demographic trends worsen the budgetary posi-
tion of the government with respect to both Social Security and Medicare, 
in one experiment we keep the Social Security outlays constant (as a fraction 
of GDP) to disentangle the two sources of expenditures and assess their 
relative importance.

We report the sensitivity of our baseline results to the key parameters. 
Given the uncertainty surrounding the evolution of health care costs, we 
consider alternative scenarios for q, and we simulate the fi nal steady state 
under different assumptions for population growth in 2080.

We also run a set of simulations where the interest rate (and, therefore, 
the wage) is exogenously fi xed, implicitly determined in the world fi nancial 
markets. Given the high degree of fi nancial integration across countries and 
the fast emergence of large open economies (like Russia, China, and India), 
which reduce the weight of the United States in the world economy, we view 
this set of experiments as a relevant alternative benchmark.

We then consider a set of policy experiments where the government tries 
to alleviate the fi scal pressure created by Medicare. In particular, we consider 
(a) an increase in the Medicare premium pmed (above what is already sched-
uled to happen), (b) a reduction in coverage rate κmed, and (c) an increase in 
retirement age. We report the welfare gains of these policy reforms relative 
to the benchmark where only the labor income tax �w adjusts to balance the 
government budget constraint.

Last, we report two sets of robustness analysis with respect to the labor 
supply elasticity and generosity of the social assistance provided by the gov-
ernment.

9.4.1   Baseline Simulation

The second column of table 9.3 reports the results of the baseline simula-
tion of the fi nal steady state (the values for the initial steady state are in the 
fi rst column). Besides the different demographics that raise the dependency 
ratio from 20 percent in 2005 to 32.3 percent, in the fi nal steady state it is 
assumed that the cost of health care will be 60 percent higher (q � 1.6) than 
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in the initial steady state. There are no policy changes, either in the provision 
of health insurance or in the provision of public pensions.16 The government 
adjusts the taxation of labor income to satisfy the budget constraint.

As a consequence of the changes in these “fundamentals” between the 
two steady states, households accumulate more capital. The capital- output 
ratio jumps from 3.0 to 3.15. This change occurs for two reasons. First, 
households live longer and must save more for retirement. Second, because 
of their increased longevity and the rise in health care costs, they plan to 
spend more for their medical bills, especially after retirement. And, thus, 
savings increase both to cover these additional costs and to build a larger 
precautionary buffer stock of  wealth to confront uncertainty in medical 
expenditures over the longer retirement period. Prices adjust accordingly: 
the interest rate falls by half  a percentage point, and the wage rises.

From the point of view of government outlays, Social Security benefi ts 
grow from 4.5 percent of  output to 7.0 percent, and Medicare costs rise 
from 2.4 percent to 5.3 percent.17 Also, social assistance costs rise, especially 
because of the larger fraction of poor retirees who, when hit by large medical 
expenditure shocks, have not enough resources to pay their bills and resort 
to Medicaid. The social assistance recipients among retirees increase from 
1 percent in 2005 to 5 percent in 2080. Turning to government revenues, 
the rise in capital stock and the fall in the rate of return offset each other in 
terms of revenues from capital income taxation. The taxation of labor must, 
therefore, increase from 23 percent to 36 percent to balance the budget.

It is interesting to note that average hours worked are 12 percent higher in 
the new steady state, in spite of the substantial rise in the labor income tax. 
The increase in labor supply occurs for two reasons. First of all, the wage 
rises, too, in equilibrium, which mitigates the adverse effect of the rising tax 
on labor supply. Second, under our preference specifi cation, income effects 
slightly dominate substitution effects and, as a result of a smaller after- tax 
wages, hours worked rise. Compared to the large increase in average hours 
worked, the change in aggregate (or per capita) efficiency units of labor is 
moderate. The shift in the age distribution of the working age population 
toward older age classes induces a fall in average labor efficiency.

Social Security versus Medicare: An interesting question to ask is the 
extent to which our results are driven by the fi scal pressure imposed by Social 
Security versus Medicare. Both programs create a burden for the govern-
ment budget, given the projected demographic trends. To isolate the effect 

16. However, recall that the Medicare premium adjusts mechanically so that the fraction of 
Medicare expenditures collected as a premium is constant.

17. The SSA projects Medicare costs to rise up to 12 percent as a fraction of GDP for 2080. 
Our number is smaller for three reasons. First, we did not include Part D in our calculation due 
to lack of data in the MEPS. Second, our cost- infl ation assumption in the baseline (q � 1.6) 
is more conservative than the SSA assumption. Third, as discussed, the MEPS underestimate 
long- term care costs, which are projected to rise very sharply.
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of Medicare, we run a simulation where replacement rates �e adjust so that 
the amount spent on Social Security payments to the elderly is kept fi xed at 
4.5 percent of GDP in 2080. The results of this simulation are reported in 
the last column of table 9.3. The answer is quite clear: most of the burden 
is created by Medicare. Freezing expenses on Social Security reduces the 
equilibrium labor income tax rate in 2080 from 36 percent to 32 percent. In 
other words, over two- thirds of the higher taxation in 2080 is associated to 
Medicare.

Sensitivity Analysis

There is considerable uncertainty over the future evolution of health care 
infl ation and population growth. Here, we analyze how sensitive our fi ndings 
are with respect to these two key inputs of our experiment.

Health care cost: Recall that in the baseline, we have assumed health care 
infl ation, in excess of productivity growth and general infl ation, of 0.63 per-
cent per year over the next seventy- fi ve years. We consider three alternative 
scenarios. One in which in 2080 q increases to 1.3 (or, 0.35 percent per year), 
one in which it increases to 1.9 (or 0.86 percent per year), and one where it 
grows at the same rate as nominal output (q � 1). As expected, larger health 
care infl ation raises the labor income tax. Overall, we fi nd that every 0.1 
percent of excess health care annual infl ation leads to a rise of 1 percent in 
the equilibrium labor income tax rate necessary to balance the budget.

Note that the economy with q � 1.9 is the closer to the SSA projection. 
Under this scenario, �w rises to 39 percent. To appreciate the macroeconomic 
effects of such a huge rise in medical costs, note that as q rises from 1 up to 
1.6, savings go up monotonically for the reasons explained in the preced-
ing. However, from q � 1.6 to q � 1.9 savings fall. The reason is that medi-
cal expenditures (and labor taxation) eat up a larger and larger fraction of 
household earnings who, in turn, are forced to reduce savings. Households 
are less self- insured and exposed to larger medical expenditure risks. Indeed, 
the percentage of  families who are recipients of  social assistance nearly 
doubles relative to the baseline economy.

Population growth: We solve the model for two scenarios where, in 2080, 
population does not grow at all and where population grows very fast 
(1.4 percent per year). Fast population growth reduces the dependency ra-
tio and alleviates the fi scal burden of Social Security and Medicare. Under 
this scenario, the labor income tax needs to increase only to 32 percent. 
Under the no population growth scenario, the dependency ratio jumps to 
41 percent, and the equilibrium wage tax must rise to 41 percent.

9.4.2   Alternative Policy Experiments

Changes to the Medicare premium: In the baseline economy, the Medicare 
premium paid by each retired household is 8.0 percent of the average medi-
cal expenditures of the retirees. These revenues fi nance 16 percent of the 
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expenditures on the program, given that Medicare covers 50 percent of the 
expenditures. The remaining is fi nanced through the general government 
budget. In order to alleviate the fi scal pressure, we consider a reform that 
raises the Medicare premium by factors of 2 and 3 and transfers costs from 
the working population to the retirees.

As shown in two columns “high med premium (�2)” and “high med pre-
mium (�3)” in table 9.4, the government will be able to reduce the labor tax 
rate by 1.3 percent and 2.5 percent, respectively, relative to the baseline fi nal 
steady state, when we double and triple the premium. Because households 
anticipate larger spending for the premium after retirement, they accumu-
late more wealth while at work, which in turn raises the aggregate output 
and consumption. The labor supply and average hours of work is virtually 
unaffected because the substitution effect due to the lower labor tax and the 
income effect due to the increased wealth offset each other. As a result of 
these reforms, households will be better off than in the baseline scenario. 
The last rows of the table show sizeable welfare gains, in terms of lifetime 
consumption, for every education type.

Changes to Medicare coverage rate: Reducing the generosity of the Medi-
care program through the reduction of the coverage rate will directly lower 
the cost of the program. We consider policies that reduce the coverage rate 
from 50 percent to 40 percent and to 30 percent in the fi nal steady state. The 
results are shown in two columns “lower coverage rate (40%)” and “lower 
coverage rate (30%)” in table 9.4.

The effects of the policy are remarkably similar to those of raising the 
Medicare premium discussed in the preceding. Both policies will reduce 
the fi scal cost of  the program and lower the labor tax rate by a similar 
magnitude. With a lower coverage rate, households will increase the saving 
to better self- insure themselves against the higher out- of- pocket expenses 
after retirement, which also reduces the interest rate in a similar magnitude 
to the previous experiments.

We have, however, a very different picture in the breakdown of the fi scal 
outlays. On one hand, reducing the coverage rate to 40 percent (30 per-
cent) lowers the expenditures on the Medicare from 5.3 percent of GDP to 
4.2 percent (3.1 percent). On the other hand, households are exposed to a 
higher risk of depleting wealth because of “catastrophic” medical expendi-
tures. Accordingly, the fraction of retirees covered by the social assistance 
increases from 4.8 percent to 6.5 percent (8.7 percent) in the two experiments. 
The spending for the social assistance program will rise from 0.67 percent 
of GDP to 0.79 percent (0.99 percent).

Compare the policy where the premium is tripled to the one where the 
coverage rate is reduced to 30 percent. They both induce virtually the same 
magnitude of a rise in �w. However, the welfare effects are very different. 
While increasing the premium will bring about a welfare gain of 2.11 per-
cent of lifetime consumption, the welfare gain is only 1.48 percent if  the 
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coverage rate declines to 30 percent. Although both policy reforms raise the 
saving and aggregate output and enhance welfare, households are exposed 
to more uncertainty under the second policy, which makes a difference in 
the magnitude of the welfare gain.

Changes to retirement age: The last column of table 9.4 shows the effect 
of postponing retirement by two years, from sixty- fi ve to sixty- seven. We 
assume that households are not eligible for either Medicare or social security 
until sixty- seven and continue to work until this new retirement age.18 As 
a result, the dependency ratio falls from 32.2 percent to 28.0 percent. The 
policy will lower the fi scal outlays of both Medicare and Social Security, 
which reduces the labor income tax by 2.5 percent compared to the baseline 
fi nal steady state.

The aggregate labor supply will increase by about 2 percent relative to the 
benchmark fi nal steady state, and the aggregate output will rise by about 
the same magnitude. Because the saving does not change much from the 
benchmark fi nal steady state, the reform results in a large increase in the 
amount of (nonmedical) goods and services consumed. Households will be 
signifi cantly better off, as shown by the welfare gain of 3.1 percent in terms 
of consumption equivalence.

9.4.3   Open Economy

In previous work (Attanasio, Kitao and Violante, 2006; 2007), we have 
argued that the extent to which capital will fl ow in and out of the United 
States in the next eighty years is crucial in understanding the budgetary, 
macroeconomic, and welfare implications of demographic trends. In a fi nan-
cially integrated economy, where the world fi nancial markets set the interest 
rate, prices do not adjust (or adjust very little) to demographic changes in 
the U.S. economy alone because the world demographic trends are unsyn-
chronized. For example, large economies like China and India are at a much 
earlier stage of the demographic transition.

Table 9.5 reports the results of our simulations done under the assumption 
that the interest rate is fi xed at 5 percent, a value that implies that foreign-
 owned net assets in the United States are roughly 20 percent of GDP, based 
on U.S. data for 2005. The main differences with the closed- economy model 
are two. First, the equilibrium wage tax rate increases only to 31 percent, 
relative to 36 percent in the closed economy. As households increase their 
savings, their wealth grows as demonstrated by the huge change in the for-
eign asset position of the economy. However, the interest rate is fi xed. As 
a result, the tax base for capital income taxation increases signifi cantly. In 
turn, this allows the government to limit the rise in the labor income tax �w. 

18. We assume the age- dependent labor productivity is constant from age sixty- four to age 
sixty- six.
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The key assumption behind this result is that U.S. wealth invested in foreign 
assets is taxed domestically.

Second, the results of the counterfactual experiment where we hold the 
Social Security outlays at 4.5 percent of GDP are strikingly different from 
the closed- economy model. Households raise their savings to fi nance their 
retirement. The fact that r does not react to the larger supply of  savings 
pushes capital accumulation even further up so that the wealth- income ratio 
reaches 5.4. This is very good news for the government, as revenues from 
capital income taxation surge, and the equilibrium labor income tax needed 
to pay for the additional Medicare costs is just 17 percent, that is, a substan-
tial drop from the 24 percent of the initial steady state.

9.4.4   Robustness Analysis

To conclude this section, we report some robustness analysis with respect 
to (a) the elasticity of labor supply, and (b) the level of the minimum con-
sumption c� guaranteed by the social assistance program.

Table 9.6 summarizes the effect of alternative values � in equation (4). 
Given our preferences specifi cation and the calibration target for average 
hours worked, values of � equal 2, 4, and 8 imply average intertemporal labor 
supply elasticities of 1.0, 0.5, and 0.25, respectively. Recall that � � 4 is the 
benchmark. The numbers in the table represent the percentage changes in 
aggregate variables in the fi nal steady state relative to the initial steady state. 
For each model, we recalibrate the parameters so that we match the same 
calibration targets discussed in section 9.3.

With a higher labor supply elasticity, hours worked increase even more, 
and aggregate labor supply will rise by 5.5 percent, more than twice as in 
the benchmark. As discussed in the preceding, under our parameterization, 
the income effect dominates the substitution effect and agents respond to the 
lower after- tax wage by working longer hours. This response is stronger 
under the higher elasticity of labor supply. Although there is a large dif-
ference in the labor supply response, the effect on the labor income tax base 
is mitigated by the fact that increase on the equilibrium wage rate is lower 
with a higher elasticity. Overall, the increase in the labor tax in the fi nal 
steady state is surprisingly similar across parameterizations, ranging from 
12 percent to 13.5 percent as we change the elasticity from 1.0 to 0.25.

Table 9.7 explores the role of the generosity of social assistance. Recall 
that in the baseline, calibration c� is set to 10 percent of income per capita. 
When the consumption fl oor is cut to 5 percent, the precautionary saving 
motive is much stronger in the fi nal steady state, and aggregate capital rises 
by 18.2 percent, relative to a rise of 10.3 percent in the benchmark. When 
social assistance is more generous and guarantees a minimum consumption 
of 15 percent of average income, the fi scal cost of the transition becomes 
more severe. As a result of the more generous benefi ts paid by the govern-
ment, together with the lower precautionary savings that contract the fi scal 
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base for capital taxation, the equilibrium labor income tax �w rises from 23 
percent to 40.4 percent.

9.5   Conclusions

The model we proposed has important elements of realism, such as the 
way in which we model Medicare and Medicaid, the uncertain evolution 
of health status and its effect on productivity, medical costs, and mortality. 
However, our exercise is not without limitations. We should mention here 
the most important ones: (a) we do not model the choice of private health 
insurance, either before or after retirement. In particular, before retire-
ment, we ignore the possibility that individuals that do not have access to 

Table 9.6 Robustness analysis on the preferences parameter � and on labor supply 
elasticity: each column reports percentage changes in the aggregate 
variables in the fi nal steady state with respect to baseline economy

Sensitivity analysis with respect to �

Value of preferences parameter �  2  4  8

Frisch elasticity of labor supply 1.00 0.50 0.25
Labor tax rate (% points) 0.120 0.127 0.135
Wage rate 0.020 0.024 0.026
Average hours worked 0.149 0.118 0.084
Aggregate capital 0.121 0.100 0.074
Aggregate labor input 0.055 0.026 –0.006
Aggregate output 0.076 0.049 0.020
Aggregate nonmedical consumption –0.114 –0.152 –0.195

Table 9.7 Robustness analysis on the consumption fl oor parameter c�: each column 
reports percentage changes in the aggregate variables in the fi nal steady 
state with respect to baseline economy

Sensitivity analysis with respect to c�

Value of c� (% of GDP per capita)  5  10  15

Labor tax rate (% points) 0.118 0.127 0.174
Wage rate 0.046 0.024 –0.028
Average hours worked 0.126 0.118 0.077
Aggregate capital 0.182 0.100 –0.080
Aggregate � labor input 0.030 0.026 0.002
Aggregate output 0.078 0.049 –0.026
Aggregate nonmedical consumption –0.139 –0.152 –0.207
Social assistance recipients
  % workers 0.004 0.013 0.069
  % retirees  0.008  0.039  0.171
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an employer- provided insurance could buy private insurance in the market. 
After retirement, we are ignoring Medigap and other forms of supplemental 
private insurance not provided by a former employer; (b) we consider house-
holds as a monistic unit and do not deal separately with husband and wife, 
neither in terms of labor supply behavior nor health status; (c) we only com-
pare steady states, rather than computing the transition dynamics toward 
the fi nal steady state; (d) we treat medical expenditures as exogenously given, 
while presumably at least some, if  not most, of them may be determined 
endogenously as an optimal choice.

Some of these limitations, and in particular points (a) and (c) could be 
avoided in more sophisticated versions of our model. Others, such as those 
in point (b) and (d), would involve a considerable increase in numerical 
complexity, and the implementation would pose more challenges. In any 
case, we see the exercise presented in this chapter as a fi rst step in a more 
ambitious research agenda.
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Comment Moshe Buchinsky

In this chapter, the authors examine one of the most pressing issues in the 
United States, namely the growing medical expenditure. It has been long 
documented in the literature that the Social Security Administration (SSA) 
spending on Medicaid and Medicare has been increasing over the past two 
decades at an unsustainable rate. If  we also consider the huge increase in 
related spending on the two disability programs that the SSA offers (the 
Social Security Disability Insurance [SSDI] and the Supplemental Social 
Security Income [SSI]), as well as the old- age program, the SSA is reaching 
a catastrophic situation in which it will be unable to sustain itself. While 
this is a problem that has been previously recognized in the literature, it has 
been studied in a very limited way. In fact, almost all studies resort to partial 
equilibrium models that capture very few of a long list of elements that are 
interconnected. Examination of a multitude of problems within a unifi ed 
general equilibrium model is the main contribution of this chapter. Indeed, 
the empirical results suggest that some major policy measures have to be 
taken to preserve the Social Security system.

The main features that are modeled are (a) labor supply; (b) health (and, 
consequently, mortality); (c) medical expenditures (by institution as well as 
out- of- pocket expenses); (d) taxation on income and capital; and (e) bud-
getary consideration by the government. This is certainly a very compre-
hensive model that addresses some of  the most crucial problems in the 
American society and elsewhere. I would even argue that it is the most real-
istic way of investigating such issues. Furthermore, the current model, in 
principle, allows one to carefully study crucial fi scal issues that are endog-
enously determined.

There are reasons to believe that, if  anything, the authors provide a lower 
bound for the potential problems to be seen in the near future, maybe even 
prior to the year 2080—the end period in the current analysis. This claim is 
supported by recent actions taken by the SSA. The SSA has made sincere 
efforts to alleviate the situation and created study groups for potential so-
lutions.

There are several alarming results that come out of this study. Obviously, 
the results clearly indicate that there needs to be an enormous increase in 
taxes to support the increased costs of the SSA due to larger than anticipated 

Moshe Buchinsky is a professor of economics at the University of California, Los Angeles, 
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increase in medical expenditure. Moreover, individuals, in general, will be 
exposed to more idiosyncratic risks that stem from medical disasters. The 
authors consider two main alternative policy measures that could reduce 
the required increase in the tax rate, namely (a) a considerable increase in 
Medicare premiums; and (b) relatively large decrease in Medicare coverage. 
Neither “solution” is very appealing. Most of  the effects that stem from 
these types of policies amount to some changes in the national account-
ing but provide no difference from the individuals’ point of view. Quite the 
contrary, these changes simply shift the burden to the subpopulation that 
is relatively lower- educated, is more likely to be in worse health conditions, 
and is struggling to make ends meet as it is. The sensitivity analysis provided 
indicates some changes in the results, particularly in the required tax rate. 
Nevertheless, the general gleam picture does not change much. However, as 
I discuss in the following, this is to be expected given that some of the key 
behavioral variables are assumed to be exogenous, thus not allowing for the 
possibility of some endogenous behavioral changes.

It is clear that the chapter does a very good job at bringing to the fore-
front the issues that the United States will undoubtedly be struggling with. 
Nevertheless, there are some key assumptions that make one a bit nervous 
taking the quantitative results on their face value. It would be fair admitting 
that writing a comment on such a chapter is a lot easier than carrying out the 
analysis incorporating the suggestions and addressing the concerns raised 
in this comment. As we all know, certain things are simply “easier said than 
done.” The main advantage of the model, namely the imposition of general 
equilibrium, is, in a way, also what exposes it to some criticism.

With these implied apologies in mind, there are some issues that we should 
be concerned about:

1. Are the assumptions made realistic enough to substantiate the re-
sults?

2. Are there features that should have been endogenously modeled? If  so, 
what effects might these have on the results?

3. Are there “easier” policy measures that can be considered?
4. Are there modeling issues that can be strengthened?

One major drawback of the model, as I see it, is that it relies quite heavily 
on results obtained in the literature that are based on partial equilibrium 
models, or sometimes even models that can be categorized as reduced- form 
models. Generally, it is difficult, if  not impossible, to extract the behavioral 
parameters, such as the ones used here in calibrating the model, from regres-
sions that are not directly suited for estimation of behavioral parameters. 
While the theoretical model is a general equilibrium overlapping generations 
model, incorporating parameters in such a fashion, at the very least, raises 
some questions regarding the validity of the empirical results and their inter-
pretations. An additional fundamental problem that makes it hard to justify 
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the use of parameters from previous studies is the fact that they mostly come 
from data collected from a nonstationary environment, while the calibrated 
model is assumed to be in a stationary environment.

This is not to say that a calibration model is not fi t to analyze the question 
at hand, but putting too much emphasis on the quantitative aspect rather 
than the qualitative results is somewhat misplaced.

Many of the relevant variables are assume to be exogenous. This is the 
case for the individual types, which are completely characterized by the ex-
ogenously drawn education level e ∈ {0, 1}. This is also the case with the 
health transition probabilities. More crucially, the model does not permit 
endogenous decisions regarding family formation and investment in human 
capital. Consequently, the demographic structure is, essentially, assumed 
rather than being the results of sequence of endogenous decisions that are 
so widely studied in the literature.

I think it is not hard to see that selection can also play a major role in 
the composition of households in society because of differential decision-
 making across individuals with varying observed and unobserved character-
istics. Changing the household composition may alter the results in ways that 
we cannot clearly anticipate. Even more important is the fact that the unit of 
observation in this study is the household rather than the individual. Con-
sequently, there is no room for differential changes and responses between 
females and males.

Another point for concern is the fact that the demand for health service is 
formed in a somewhat ad hoc fashion because behavioral responses, such as 
the ones mentioned in the preceding, can easily lower the demand for health 
services and may consequently have a large impact on its price level (i.e., q 
in the authors’ formulation may very well be at times lower than 1). This, in 
turn, can have quite sizable effects on the empirical results. A rough calcula-
tion that I performed indicates that the tax increase necessary to keep a bal-
anced budget could be less than half  the estimate provided in this chapter.

While it is more than fair to only consider differences between two steady 
states, there are a number of  questions that come to mind regarding the 
transition period from one steady state to another. One particularly alarm-
ing question is whether the system will survive the transition period. What 
obstacles can we expect to face? Obviously, this question cannot be answered 
unless individuals’ expectations are incorporated. Understanding the forma-
tion of individuals’ expectations is obviously important but belong more in 
a micro- type study than the one pursued here. Nevertheless, incorporating 
these features, that are integral part of human behavior, may shed light on 
possible reform of the SSA system, providing individuals with incentives to 
avoid unnecessary use of Medicare, the SSDI, SSI, and so on. For example, 
the Clinton administration considered a proposal to change the rules that 
govern the SSDI and SSI programs. This proposal, termed one- for- two 
benefi t offset, essentially reduced the implied marginal tax for individuals 
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who leave the disability role from 100 percent to only 50 percent, giving them 
more incentive to return to the active labor market.

The health literature show a very clear link between education and invest-
ment in health: more highly educated individuals tend to invest more in 
maintaining and improving their health. In turn, they are generally in bet-
ter health and are less likely to use medical services of any kind. It would 
not be difficult to conclude that public investment in education, in general, 
and health education, in particular, may very well alter people’s behavior. 
It seems that our tendency as economists is often to fi nd the easy way out, 
that is, to deal with what amounts to an accounting exercise (on the na-
tional level), rather than examining more basic questions as to how one 
might change the fundamentals that govern individuals’ behavior, which, 
in turn, lead to the increasing costs of Medicare (and, for this matter, any 
other social program).

Finally, I think that it would be wise to reexamine some of the assump-
tions that are made in this study and, in my mind, could have a signifi cant 
effect on the results obtained:

1. One must admit that this chapter concentrates on the macro aspects of 
increased medical use and expenditures. Nevertheless, as is generally found 
in empirical micro studies, unobserved heterogeneity always plays a major 
role in explaining human behavior. This element is totally ignored in the 
current study.

2. The same general idea applies to other aspects of the model. For ex-
ample, the employer- based health insurance that is exogenously assigned to 
the individuals is not random. Moreover, decisions about job mobility are 
tied very closely to employer provided fringe benefi ts. Some studies fi nd that 
the choice of health coverage is the single most important aspect of fringe 
benefi ts that employees are concerned with.

3. The assumptions that allow one to restrict attention to one- sector 
economy might be of some concern. In particular, there is strong evidence 
in the literature of differential adaptation of skilled versus unskilled workers 
to new environment.

4. In the implementation of the government policies, there is an implicit 
assumption that all relevant state variables are observed by all parties. This 
is somewhat questionable. For example, are people that declare themselves to 
be disabled really disabled? There is substantial evidence that this is not the 
case. In fact, much of the resources of the SSA operating budget are spent 
on actions that are aimed at revealing the true status of individuals.

5. Productivity is assumed to be exogenously given and largely constant 
(up to some very small variation on the assumed parameter). A better ap-
proach might be to use regression- based specifi cation of the productivity, 
whereby productivity is linked directly to observed exogenous and endog-
enous variables from the model.
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6. Throughout the chapter, it is assumed that the government expenditure 
is fi xed at 20 percent of gross domestic product (GDP), while public debt 
held is fi xed at 40 percent of GDP. I think there is room for asking how much 
government spending should be cut to avoid any cuts in Medicare, social 
welfare programs, and so on.

7. Measuring welfare improvement: It is important to address issues 
about welfare gains or losses across different segments of the population. 
The poor, who are most likely to use social welfare in one way or another, 
are those who are most likely to lose from any program that will limit their 
use of Medicare, SSA- old age, SSDI, and SSI.
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10
Italians Are Late
Does It Matter?

Francesco C. Billari and Guido Tabellini

10.1   Introduction

In the discussion of the link between demography and the economy, the 
main focus of existing research is on population aging and its consequences. 
The determinants of population aging—below- replacement fertility above 
all others—are investigated as areas of potential policy concern. For these 
reasons, societies that age faster, that is, those that experienced particularly 
low levels of  fertility for some decades, are ideal laboratories for study-
ing the demography- economy link. Italy (together with Spain) has been 
the fi rst country in which fertility reached levels that had not been reached 
earlier, that is, total fertility rates below 1.3 children per woman. This level, 
which has been termed “lowest- low fertility” (Kohler, Billari, and Ortega 
2002), has appeared during the 1990s and has spread thereafter toward 
Central and Eastern Europe as well as toward rich countries in East Asia. 
Italy has become the most aged country in the Organization for Economic 
Cooperation and Development (OECD), even if  the rapid rise in immigra-
tion, together with a small increase in fertility, have prevented the total and 
working- age population from falling during the early 2000s (Billari 2008).

One of the key features of Italy’s low fertility is its connection with a late 
transition to adulthood. In order to get a comparable tertiary degree, young 
Italians tend to study longer than their counterparts in other nations. They 
enter the labor market later. They live with their parents longer than their 

Francesco C. Billari is professor of demography and vice rector for development at Bocconi 
University. Guido Tabellini is professor of economics and rector at Bocconi University.
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peers elsewhere. They form a partnership via marriage or cohabitation later, 
and now they also tend to have their fi rst child later. For instance, for Ital-
ians born between 1966 and 1970, the median ages at various events were as 
follows, for men and women, respectively: for completing education: 19.2 
and 19.3; for fi rst job: 21.4 and 24.0; for leaving home: 27.2 and 25.1; for 
fi rst birth: 33.4 and 29.3 (Mazzuco, Mencarini, and Rettaroli 2006). This 
pattern has been defi ned as the “latest- late transition to adulthood.” In the 
following, we discuss more in detail how Italy compares to other countries 
in Europe.

Such late transition to adulthood of Italian youth did not go unnoticed. 
In October 2007, the Italian Minister of the Economy Tommaso Padoa-
 Schioppa defi ned youths who continue to reside in the parental home as 
bamboccioni (big babies); according to the International Herald Tribune this 
is “an Italian word that evokes images of clumsy, overgrown male babies.” 
The Minister also advocated fi nancial incentives to induce youths still living 
with their parents to abandon their nest.1

What are the economic consequences of  such late transition to adult-
hood, besides the immediate implications for fertility? In particular, could 
this late transition contribute to explain the disappointing performance of 
the Italian economy over the last decade? These are the general questions 
motivating this chapter.

Our main contribution is to study how the timing of specifi c events, such 
as leaving the parental home, is associated with individual income later in 
life. Our evidence comes from a survey of Italian men in their 30s, on which 
we have detailed retrospective information on the (earlier) timing of specifi c 
events as well as economic outcomes at the time of the survey. The main 
fi nding is that a late transition to adulthood, measured by the date of leaving 
the parental home, is associated with lower income later in life. Of course, 
both income and transition to adulthood are jointly determined, and our 
estimation strategy attempts to infer causality by relying on instrumental 
variables.

Other recent papers have studied the consequences of  the prolonged 
coresidence between parents and their children. Alessie, Brugiavini, and 
Weber (2005) focus on the link between coresidence and savings, comparing 
Italy and the Netherlands. Aassve et al. (2007) study the effect of leaving 
home on poverty without, however, fi nding explicit links with coresidence 
rates (they fi nd that departure from the parental home has a signifi cant 
short- term impact on poverty in thirteen European countries, with the high-
est impact in Scandinavia). Finally, Alesina and Giuliano (2007) argue that 
the strength of family ties (including those between parents and children) 

1. See, for instance, “Italian Economics Minister Causes Uproar with ‘Big Babies’ Tax Pro-
posal,” International Herald Tribune, 5 October 2007, or “Observer: Flowers and Taxes,” Finan-
cial Times, 10 October 2007.
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has important consequences for the economy and that the family is a more 
important economic unit in societies in which family ties are stronger, as in 
Italy.

The remainder of this chapter is organized as follows. Section 10.2 de-
scribes the peculiarity of  the Italian case, showing stylized evidence and 
reviewing studies that have tried to explain this peculiarity mostly with ref-
erence to culture or institutional factors. Section 10.3 addresses the link 
between the delay in the transition to adulthood and the economy through 
a review of the literature on the demography- economy nexus and cross-
 country analyses. Section 10.4 is the main contribution of  this chapter: 
it presents a microeconometric evaluation of the effect of delayed home-
 leaving on individual income in a sample of Italian youths. Conclusions and 
policy implications are drawn in section 10.5.

10.2   The Italian “Latest- Late” Pattern of Transition to Adulthood

What makes a person an adult? There is no straightforward answer to 
this question, which has long been studied, especially by historians and so-
ciologists. Certainly, age plays a role: in every society, there are specifi c ages 
at which individuals are given specifi c rights or responsibilities, or under 
which it is not legal to perform certain behaviors. Examples include lower 
age limits for working, for drinking, for marrying, and age threshold that 
entitle individuals to vote or to carry a driving license. During the 1970s, a 
series of authors in the fi elds of sociology and social history pointed out 
explicitly that becoming an adult is a process characterized by a series of 
events that mark passages from roles that are typical of youth to other roles. 
In contemporary societies, these events include completing education, enter-
ing the labor market, leaving the parental home, marrying (or, having recent 
trends in mind, cohabiting), or becoming a parent (Elder 1975; Modell, 
Furstenberg, and Hershberg 1976; Neugarten and Datan 1973). A whole 
literature on the “transition to adulthood” has fl ourished since then, explor-
ing the factors that shape the timing of these events and the order in which 
they appear in life (Hogan and Astone 1986; Settersten, Furstenberg, and 
Rumbaut 2005; Shanahan 2000). The relevance of these events for the per-
ception of adulthood in the 2000s has also been investigated for the United 
States, through the General Social Survey (Furstenberg et al. 2004). As we 
have already noticed in the introduction, research on the consequences of 
the transition to adulthood has been much more limited.

A general feature of  transitions to adulthood in contemporary devel-
oped societies is that, overall, its timing has become later (Liefbroer 2005; 
Settersten, Furstenberg, and Rumbaut 2005). Young adults tend to study 
longer; enter the labor market later; leave the parental home, cohabit or 
marry, and become a parent later. Italy, followed closely by Spain, ranks 
fi rst as far as a late transition to adulthood is concerned. Indeed, Italy and 
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Spain have been labeled as following a “latest- late” pattern of transition 
to adulthood (Billari et al. 2002; Billari, Philipov, and Baizán 2001). This 
pattern is linked to an increasing age at leaving education and entering the 
labor market, with levels, however, comparable to those of other countries. 
What is peculiar is the particularly high age at leaving home, union forma-
tion, and fi rst birth. Moreover, leaving home is more frequently associated 
with marriage (and union formation in general) compared to other societies. 
Table 10.1 documents the latest- late pattern of transition to adulthood using 
data from standard demographic surveys: Italy has the highest median age 
at leaving home. It is not a surprise that also the median age at parenthood 
is the highest for men and the second highest for women; indeed, Italy tops 
the rankings of late fertility (Billari et al. 2007). Moreover, there is a clear 
trend toward further postponement, which is confi rmed by the most recent 
research results (Mazzuco, Mencarini, and Rettaroli 2006).

Consistent with the picture on the timing of events, there is clear evidence 
that young Italians tend to fi nancially depend more on their parents, with 
respect to their counterparts in other developed countries. Table 10.2 shows 
comparative data on Europe: in 2001, 74 percent of  young Italians aged 
fi fteen to twenty- four declared to be fi nancially dependent on their parents, 
while this was true for only 19 percent for young Danes and 21 percent of 
U.K. youth. This trend continues when more recent data are taken into 
account.

How has this peculiarity of the Italian pattern of transition to adulthood 
come about? We briefl y survey some of the research results concerning the 
attempt to explain this peculiarity. We roughly distinguish between two lines 
of explanation: one emphasizes culture or cultural change, the other focuses 
on economic and, especially, institutional factors that are peculiar to Italy. 
We mainly consider the age of home leaving, given its key role as a marker of 
the age at which youth reach a sufficient degree of individual autonomy and 
responsibility in the transition to adulthood and given that the peculiarity of 
the latest- late pattern identifi ed in the literature lies on the delayed departure 
from the parental home.

10.2.1   The Role of Culture

A series of contributions by scholars from different disciplines focus on 
the role of  culture as the key explanation to the peculiarity of  the Ital-
ian pattern. The late transition to adulthood of young Italians is explained 
essentially by their preference to coreside with parents, or by their parents’ 
to coreside with children, or both.

In the demographic literature, several authors have emphasized that the 
Italian (and Southern European) pattern is historically rooted. Coresiden-
tial links between parents and children have been strong also in the past, 
and they pervade all ages. Reher (1998), for instance, distinguishes two basic 
patterns of family ties and transition to adulthood. The Northern European 
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pattern of weak family ties and early transition to adulthood is linked to the 
medieval habit of leaving the parental home early for agricultural work or 
to become a servant. On the contrary, in Southern Europe, the strong family 
ties pattern was characterized by extensive periods of coresidence between 
parents and adult children, in some areas extending to the whole life for 
at least some of the children; the roots of this Southern European pattern 
could be found in the meeting between the Roman and the Arab traditions of 
kinship. Families (and not communities) have historically taken care of vul-
nerable individuals in the south. Starting from the point of view of histori-
cal continuity, nothing is new under the sun concerning the strength of ties 
between parents and children; nevertheless, increasing economic well- being 
is allowing to relax constraints, and the delayed transition to adulthood is 
seen as a results of free choice. Parents from strong family ties societies do 
not encourage their adult children to leave home. This delay can become 
a problem from a demographic point of view as the low levels of fertility 
that arise as a consequence can undermine the survival of the pattern itself  
(Dalla Zuanna 2001).

Still linked to the specifi city of  the Italian pattern are the fi ndings of 
Manacorda and Moretti (2006), who put a key emphasis on the preferences 
of  parents. They see living arrangements as the outcome of  a noncoop-
erative game between parents and children. If  coresidence is a “good” for 

Table 10.2 Share of young adults who declare to be fi nancially dependent on their 
parents or who get most of their money from relatives/partner (%)

Youth aged 15–24 Youth aged 15–30

Country  1997 (parents)  2001 (parents)  2007 (relatives and partner)

Austria 41 43 24
Belgium 48 58 32
Denmark 19 19 5
Finland 41 40 17
France 48 61 30
Germany 38 46 26
Greece 51 71 49
Ireland 38 32 19
Italy 68 74 50
Luxembourg 58 66 40
Portugal 51 54 44
Spain 62 67 34
Sweden 34 39 6
The Netherlands 33 43 17
United Kingdom 17 21 14

EU- 15 (average)  45  54  29

Sources: Billari (2004) on Eurobarometer data for 1997 and 2001; The Gallup Organization 
(2007) for 2007.
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parents and a “bad” for children, parents will be willing to trade off some 
of  their consumption in order to “bribe” their children. In other words, 
children who remain at home are compensated with higher consumption. 
Therefore, when parents have a preference for coresidence, parental income 
has a positive effect on coresidence (of course, if  children have the same 
type of preference, there is no need to bargain). They then test this predic-
tion exploiting exogenous changes in parental income induced by a reform 
in the Italian pension system. As expected, an exogenous rise in parental 
income increases the likelihood of their children coresiding and reduces the 
childrens’ labor supply.

Manacorda and Moretti (2006) explain the Italian peculiarity of a late 
departure from the parental home to the extent that Italian parents differ in 
preferences from other parents. Indeed, U.S. evidence suggests that parents 
have opposite preferences for coresidence with children, suggesting that for 
U.S. fathers, privacy is a normal good (Rosenzweig and Wolpin 1993). Man-
acorda and Moretti also provide descriptive evidence on the positive associa-
tion between parental happiness and coresidence in Italy. Using data from 
the World Value Survey (WVS), coresidence with children has a high and 
positive effect on parental happiness in Italy (with the highest coefficient), 
followed by Spain and Portugal; in other countries, coresidence with chil-
dren is negatively associated with parental happiness (the highest negative 
coefficient being that of the United States, followed by France, Great Brit-
ain, and West Germany). Consistent with this, Mazzuco (2006) compares 
the causal impact of children leaving home on the well- being of parents in 
France and Italy using data from the European Community Household 
Panel, where well- being is measured through subjective life satisfaction and 
health status. He fi nds that when Italian children leave the parental home, the 
well- being of parents (their mothers in particular) worsens, while the oppo-
site is true when French children leave the parental home. Finally, according 
to Manacorda and Moretti, results for the happiness of children go in the 
opposite direction: they fi nd a positive association between youth happi-
ness and leaving in the parental home in France and the United States, and 
a negative association in Italy (with the largest coefficient), West Germany, 
Portugal, the United Kingdom, and Spain.

In table 10.3, we show some results from our own elaboration on the WVS 
on parents and their relationship with children. Column (1) replicates the 
fi ndings by Manacorda and Moretti (2006) on earlier waves (although the 
magnitude of  the estimates is different). The association between coresi-
dence with children and parental happiness is higher in Italy than in any 
other country considered. In column (2) Italy ranks high on values con-
cerning the responsibilities of parents toward children although differences 
between countries on this item do not seem very relevant.

Table 10.4 documents that, unlike in Manacorda and Moretti (2006), 
Italian children also score the highest on the association between coresi-
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dence (with parents) and happiness (column [1]) although here the estimated 
coefficients are generally not statistically signifi cant.2 Moreover (column 
[2]), Italians score the highest on values related to respect toward parents. 
These data are, therefore, in accordance with a cultural peculiarity of the 
Italian setting.

Starting from Reher’s historical account, Giuliano (2007) explains late 
home leaving in Italy by focusing on cultural change rather than continu-
ity. She points out that in the early 1970s, the date of  home leaving was 
fairly early in all advanced countries, except that the cultural norm for 

Table 10.3 Happiness of parents and coresidence with children and values concerning 
the attitudes of parents toward children

Country  
Parents’ happiness 
and co- residence  

Parents’ responsibilities are to 
do the best for their children

Denmark 3.017 0.408
(1.719) (0.038)

France 0.446 0.681
(1.706) (0.037)

Germany (West) 1.728 0.418
(1.056) (0.037)

Italy 5.964 0.645
(1.714) (0.037)

Portugal –3.285 0.763
(2.940) (0.037)

Spain 0.159 0.674
(0.888) (0.036)

The Netherlands –1.298 0.563
(1.949) (0.038)

UK (Great Britain) –0.509 0.662
(1.872) (0.038)

United States –0.181 0.644
  (1.628)  (0.036)

Notes: Standard errors in parentheses. Own elaborations on data from the World Value Sur-
vey (WVS). First column refers to the 1989 to 1993 wave of the WVS and contains, in a regres-
sion on a variable of happiness on a 0 to 1 scale (from not at all happy to very happy), the 
coefficients (per 100) of a dummy variable that is equal to 1 when parents coreside with chil-
dren. Regressions are performed separately for each country; controls include gender, age, age 
squared, health status, marital status (fi ve statuses), employment status (fi ve statuses), family 
income for men aged forty to seventy- four and women aged thirty- seven to seventy- one who 
are parents (a similar analysis is in Manacorda and Moretti 2006). Second column refers to all 
available waves and contains, in a pooled cross- country regression of a dummy variable that 
is equal to 1 when respondents answer that “Parents’ responsibilities are to do the best for their 
children,” the country coefficients. Controls include gender, age, age squared, health status, 
marital status (fi ve statuses), employment status (fi ve statuses), family income.

2. We are not sure why our results differ from those reported by Manacorda and Moretti 
(2006). One reason could be that we focus only on youth aged eighteen to thirty- four, which we 
believe is the relevant focus when studying children.
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Southern Europeans was to leave parental home at the time of marriage, 
whereas Northern Europeans had weaker family ties and were not bound 
by such norm. She then argues that the sexual revolution of the 1960s had 
a differential impact on Southern versus Northern Europe. Although the 
sexual revolution occurred in all countries, in Southern Europe, it implied 
that parents allowed far more freedom within the parental home. As a result, 
Southern Europeans nowadays stay in the parental home for longer and 
postpone marriage. In Northern Europe, there was no link between the date 
of marriage and the date of home leaving, and the sexual revolution did not 
infl uence coresidence with parents. This idea is documented using a survey 
on Italian young adults who coreside with their parents. More specifi cally, 
youth living with parents who allow more sexual freedom are more likely 
to be willing to continue coresiding; this idea is consistent with our chil-
dren’s happiness report in table 10.4. Giuliano also documents the role of 

Table 10.4 Happiness of children and coresidence with parents and values concerning 
the attitude of children toward parents

Country  
Children’s happiness 

and coresidence  
Children should 

always respect parents

Denmark 2.454 0.357
(3.242) (0.039)

France 2.074 0.717
(2.515) (0.039)

Germany (West) 1.275 0.472
(1.618) (0.039)

Italy 3.926 0.767
(3.155) (0.038)

Portugal –1.352 0.688
(3.262) (0.040)

Spain 0.820 0.713
(1.670) (0.037)

The Netherlands 1.504 0.387
(2.732) (0.039)

UK (Great Britain) –2.353) 0.600
(3.048) (0.039)

United States 0.025 0.688
  (2.231)  (0.038)

Notes: Standard errors in parentheses. Own elaborations on data from the World Value Sur-
vey (WVS). First column refers to the 1989 to 1993 wave of the WVS and contains, in a regres-
sion on a variable of happiness on a 0 to 1 scale (from not at all happy to very happy), the 
coefficients (per 100) of  a dummy variable that is equal to 1 when children coreside with par-
ents. Regressions are performed separately for each country; controls include gender, age, age 
squared, health status, marital status (fi ve statuses), employment status (fi ve statuses), family 
income for individuals aged eighteen to thirty- four. Second column refers to all available 
waves and contains, in a pooled cross- country regression of a dummy variable that is equal 
to 1 when respondents answer that “Children should always respect parents,” the country 
coefficients. Controls include gender, age, age squared, health status, marital status (fi ve 
 statuses), employment status (fi ve statuses), family income.
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culture by looking at second- generation immigrants in the United States, 
who display similar trends and differences as their peers in the countries of 
their parents; the postponement of home leaving of young Europeans is 
correlated with the postponement of home leaving of second- generation 
individuals of European origins in the United States.

Alesina and Giuliano (2007) further develop the “weak” versus “strong” 
family ties link with the economy and show that, in societies with strong 
family ties, the family is a more important economic unit. In these societ-
ies, home production is higher, but the labor force participation of young 
adults and geographical mobility are lower compared to societies with weak 
family ties.

10.2.2   The Role of Economic and Institutional Factors

Other explanations of the peculiarity of the Italian pattern focus on eco-
nomic factors. Here the emphasis is on the interaction of economic circum-
stances with the institutional setting and, especially, welfare.

Becker et al. (2004) point to the peculiarity of the labor market. They 
explain the late home leaving pattern of Southern Europeans through the 
central role of job insecurity. In their model, children continue coresiding 
with parents even when working if  they see their future income as insecure. 
The reason is that moving out of the parental home is considered an irre-
versible choice. Cross- country relationships on coresidence and measures of 
job insecurity are consistent with their hypothesis. Their microeconomet-
ric evidence is on parents: focusing on a pension reform that exogenously 
affects the income of parents, they show that a higher job insecurity of par-
ents causes a delay in the housing emancipation of young adults. Provincial 
unemployment rates, on the other hand, do not have an effect on young 
adult’s home leaving rates—according to Becker et al. (2004), this is related 
to the fact that unemployment rates do not adequately refl ect youth’s job 
insecurity.

In an analysis of  the European Community Household Panel, Aassve 
and colleagues (Aassve et al. 2002) show that own income and employment 
are more linked to the decision to leave the parental home in Italy and other 
Southern European countries than elsewhere. According to Blossfeld and 
colleagues (Blossfeld et al. 2005; Blossfeld, Mills, and Bernardi 2006), the 
increasing job insecurity for young people that is implied by the globaliza-
tion process is not adequately buffered by familistic welfare regimes like the 
one prevailing in Italy. For this reason, delayed home leaving is seen as a 
rational response to job insecurity, especially in societies without adequate 
welfare for young people.

Giannelli and Monfardini (2003) model the transition to adulthood by 
considering household membership, human capital accumulation, and work 
as joint decisions. They focus on Italy. Coresidence with parents is suppose 
to increase the reservation wage of young adults, They show that, in the pres-
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ence of poor labor market opportunities (measured via the unemployment 
rate), youths may opt for investing in the improvement of human capital. 
Moreover, they emphasize the importance of housing and show that house 
prices are positively related to the propensity to reside with parents.

Alessie, Brugiavini, and Weber (2005) present a theoretical and empiri-
cal model of joint living arrangements and savings decisions in which they 
argue that coresidence with parents is a rational response of Italian youth 
to particularly high transaction costs on the housing market. Continuing 
to coreside with young parents allows young people to save more than they 
could do otherwise and to be more ready to successfully carry on subsequent 
housing choices.

10.3   Transition to Adulthood and the Economy: Does Late Matter?

What are the economic consequences of a delayed transition to adult-
hood? This section addresses this question. We look at three possible chan-
nels of infl uence: on fertility and population aging, on ability, and on labor 
market outcomes.

10.3.1   Fertility and Population Aging

Individuals typically plan their lives, and especially the transition to adult-
hood, according to a specifi c sequence of events, where there is a common 
“normative” pattern. First, they complete education. Then they become 
fi nancially independent. Then they enter into a stable cohabiting partner-
ship. Then they have children. This sequencing implies that a delay in achiev-
ing any one of these steps also postpones the subsequent ones. In particular, 
because childbearing comes at the very end, a delay in any of the preceding 
events entails a likely increase in the age of parenthood. Skirbekk, Kohler, 
and Prskawetz (2004) have documented this pattern with reference to Swed-
ish women. They exploit the fact that in Sweden, age at entry into school is 
restricted: children must enter school in the year in which they turn seven. 
This implies that children born in January tend to complete schooling when 
they are eleven months older than children born in December. This exog-
enous variation in the age when completing education can be exploited to 
study the effect of age on the timing of marriage and fertility. Skirbekk and 
colleagues estimate that the delay in completing education is transmitted 
into a delay of  marriage and fertility, although not one for one. In par-
ticular, the age at fi rst birth for women born in January is higher by almost 
fi ve months compared to women born in December. This effect of delayed 
education also persists for the timing of second births, although it becomes 
smaller. In this Swedish sample, however, completed fertility (i.e., the over-
all number of children) is not affected by the delay in the age of completed 
education.

In the case of Italy, an important question is whether the late transition 
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into adulthood can contribute to explain the low fertility rate, which in turn 
infl uences the speed of population aging. As discussed in the previous sec-
tion, Italians now have one of the highest median ages of fi rst birth, relative 
to other countries or time periods. We suspect that this is an important 
reason for the low Italian fertility rate. Once age at fi rst birth reaches the 
mid- 30s for men and the late 20s for women, as is the case for Italy, there is 
not much time left to have a large family.

By using propensity score matching in order to the get causal effects of 
age at home leaving on fertility and by comparing individuals who leave 
the parental home before versus after the median age, Billari, Mazzuco, 
and Ongaro (2006) estimate that by the thirty- third birthday, Italian “early” 
home leavers have .522 more children (for men) and .700 more children (for 
women) compared to “late” home leavers. The effect is higher for those who 
leave home when starting a partnership (�.795 for men, �.817 for women) 
as compared to those who leave home prior to the start of a union (�.353 
for men, �.374 for women).

Through its effect on fertility, the delayed transition to adulthood has 
key implications on the age structure of the population and of the labor 
force; on the dependency ratio; and through these channels on aggregate 
productivity, the government budget, and a host of other variables—see, 
for instance, Lindh and Malmberg (2007) on how the age structure of the 
population impacts on macroeconomic variables and can be used in fore-
casting economic growth.

10.3.2   Productivity

As shown in fi gure 10.1, the age profi le of Italian workers is very different 
from that observed in other OECD countries. Italian male employment is 
quite low until about thirty years of age and keeps rising until about forty 
years of  age. In most other OECD countries, instead, the peak employ-
ment rate is reached at a much younger age. A similar but less pronounced 
difference between Italy and other countries can be observed with regard 
to female employment, except that here the most striking difference is the 
overall low employment rate at all age groups and, particularly, among older 
women. This delay in employment is bound to have large effects on labor 
productivity. Here we discuss why.

Ability and Learning

Fertility is not the only human trait to have a pronounced age profi le. 
A large body of  evidence documents that cognitive abilities also decline 
signifi cantly past a certain age. For instance, Avolio and Waldman (1994) 
have studied age differences in abilities in the General Aptitude Test Battery, 
exploiting data collected by the U.S. Department of Labor from 1970 to 
1984. Although the pattern varies somewhat depending on the specifi c abil-
ity, all abilities decline rapidly once age has reached the mid thirties. By about 
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fi fty years of age, average abilities are about one- half  standard deviation 
below the level reached by the twenty- fi ve to thirty- four- year- old group.

This age- related pattern of ability implies a corresponding pattern in labor 
productivity. But productivity is also infl uenced by experience, which rises 
with age and years spent working. As a result, although the relationship 
between age and labor productivity is typically hump- shaped, the peak in 
productivity is reached at a later age than the peak in ability. Skirbekk (2004) 
surveys the relevant and very large literature. Individual productivity is very 
difficult to measure because often it is the result of team work. Thus, the 
specifi c age where productivity peaks differs across studies, depending on 
how individual productivity is measured and what the worker’s occupation 
is. Most studies fi nd that productivity is highest for individuals in their thir-
ties and forties, however. Earnings continue to rise even after productivity 
has peaked, so the peak in earnings is typically reached around fi fty years 
of age.

Although experience rises with age, the ability to learn also declines rap-
idly as individuals become older. It is well documented that the elderly learn 
at a slower pace, particularly if  what they learn is very different from what 
they are already familiar with (Rybash, Hoyer, and Roodin 1986) or if  learn-
ing takes place in complex and rapidly changing environments (Myerson 
et al. 1990). This is particularly well known for languages: if  a language is 
not learned by a young age, it will never by spoken perfectly.

Exploiting the same method discussed in the previously mentioned study 
of fertility of Swedish women, Billari and Pellizzari (2008) show that age has 
a signifi cant negative effect on university performance in subjects requiring 
mathematical or analytical abilities. In Italy, children must enter school in 
the year in which they turn six. Like in Sweden, therefore, fi rst- year univer-
sity students born in January are eleven months older than those born in 
December, and this age difference is exogenous. Billari and Pellizzari com-
pare the performance of students in economics and management at Boc-
coni University born in different months. They have a very rich sample, 
where they can control for a variety of individual features, such as grades 
in high school, the score in a standardized test at the entrance of university, 
and family background. University performance is measured by average 
graduation marks, the probability of ending with full marks, and the average 
grades in the fi rst and second year of  study. Students born in December 
display signifi cantly better performance than those born in January, that is, 
they get 0.9 percent higher graduation marks. When focusing on grades in 
specifi c courses, they fi nd that older age deteriorates grade performance in 
analytical and mathematical subjects (December versus January imply 2.1 
percent higher marks in quantitative subjects and 1.8 percent higher marks 
in economic subject) but not in those requiring verbal skills or that are less 
demanding from a quantitative point of view (such as history, languages, 
or law).
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These fi ndings are remarkable because earlier studies focusing on high 
school performance, sport performance, or even the probability of complet-
ing tertiary education, had found the opposite: younger individuals (i.e., 
those born in the second half  of the year) tend to do worse (e.g. Skirbekk, 
Kohler, and Prskawetz [2004] and the references cited there). A common 
interpretation of these earlier results is that they refl ect the effect of relative 
(as opposed to absolute) age: individuals born in the second half  of the year 
have less self- confi dence, and this hurts their performance. A unique feature 
of the Bocconi data set is that it contains information on high school perfor-
mance and of a general entry test performed by the university. By controlling 
for the fi nal grade in high school and the performance in the test, differences 
in self- confi dence induced by relative age effects are controlled for. This al-
lows the impact of absolute age to be more correctly estimated.3

What does all of this imply for the effect of delayed employment on labor 
productivity? Figure 10.1 shows that, below the age of fi fty, the age profi le 
of  Italian workers is delayed by fi ve or even ten years relative to that of 
other OECD countries. This means that Italian workers are employed for 
a smaller fraction of their most productive years. Perhaps more important, 
particularly for male workers, it also implies that they have less time to ben-
efi t from experience and that their on- the- job learning is concentrated later 
in life when their learning ability is impaired. This is bound to have a negative 
effect on individual productivity although it is hard to quantify.

Matching in the Labor Market

Shimer (2001) points to yet another reason why a delayed fi rst entry into 
the labor market might have adverse economic effects. Exploiting U.S. states 
data, he notes that an increase in the share of youth in the working popu-
lation brings about a sharp reduction in the state unemployment rate as 
well as an increase in the participation rate. He also shows that turnover 
in manufacturing also increases sharply when the youth share goes up. A 
plausible interpretation of this fi nding is that young workers are more willing 
to accept job offers and that this creates a positive trading externality (Dia-
mond 1982). As a result, a labor market with a higher youth share attracts 
more vacancies, boosting job creation and reducing unemployment. Because 
young workers are more mobile, over time, the matching of workers to jobs 
also improves, leading to a delayed rise in aggregate productivity.

Of course, delayed entry of young workers into the labor market works 
in the opposite direction. Entering the labor market at a higher age entails a 
likely loss of mobility and fl exibility. In the presence of trading externalities, 
the whole economy suffers as a result.

3. An alternative explanation is that individuals born in the fi rst quarter have less social skills 
and, therefore, spend more time studying compared to other more social peers. If  this was the 
primary explanation, however, it would be difficult to explain why younger age is associated 
with better performance only in more mathematical exams.
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Effort

Productivity also depends on effort, besides individual ability. A delayed 
transition into adulthood is also likely to be associated with dampened effort 
to improve one’s economic situation and overall smaller effort on the job. 
For many individuals, the age between the early twenties and the early thir-
ties is the period in life for investing in one’s future. Postponing this phase 
to older ages is difficult, not just because learning becomes harder, but also 
because other goals beside work become prominent. It is not just a matter of 
age, but also of individual attitudes. Being fi nancially dependent, living with 
one’s parents, and staying out of the labor market for long periods of time, 
are likely to impact on the goals and ambitions of young men and women. 
Although hard to quantify and assess precisely, these sociological and psy-
chological effects of a late transition into adulthood can be very relevant.

Table 10.5 illustrates how the attitudes toward work vary with age, exploit-

Table 10.5 Values and age

Spend time 
with colleagues

Child quality: 
hard work

Work will be less 
important in life

  (1)  (2)  (3)

Age below 30 years –0.23 0.08 0.09
(0.03)∗∗∗ (0.04)∗∗ (0.03)∗∗∗

Age above 50 years 0.12 0.06 0.14
(0.03)∗∗∗ (0.04) (0.03)∗∗∗

Male –0.12 0.27 0.02
(0.02)∗∗∗ (0.03)∗∗∗ (0.02)

Part- time worker 0.11 0.06 –0.08
(0.03)∗∗∗ (0.04) (0.03)∗∗

Married 0.11 0.00 –0.01
(0.03)∗∗∗ (0.03) (0.03)

Has no children –0.09 0.06 –0.10
(0.03)∗∗∗ (0.04)∗ (0.03)∗∗∗

Education –0.04 –0.05
(0.01)∗∗∗ (0.01)∗∗∗

Estimation Ordered probit Probit Ordered probit
No. of observations 8,364 10,652 9,999
Pseudo R2  0.03  0.18  0.04

Notes: Standard errors in parentheses. Sample: employed individuals, from seventeen to fi fty-
 nine years of  age, in Austria, Belgium, Canada, Denmark, France, Italy, The Netherlands, 
Spain, Sweden, United Kingdom, United States, West Germany. Country and wave fi xed 
effects included in all columns. Column (1): Ordered from 1 to 4, higher values mean less time 
with colleagues. Column (3): Ordered from 1 to 3, higher values mean it is a bad thing.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
∗Signifi cant at the 10 percent level.
Source: World Value Surveys, all waves for which data are available.
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ing data from the WVS. The sample consists of employed individuals from 
twelve OECD countries between seventeen and fi fty- nine years of age. We 
control for country and wave fi xed effects and other observable features, 
such as gender, marital and parental status, whether working part time, and 
(where statistically signifi cant) education level attained. This means that we 
only exploit within- country variations. The default age group is middle- aged 
individuals (between thirty and fi fty years of age). The table illustrates that 
individuals below thirty years of age spend more time with their colleagues 
(column [1]), are more likely to think that hard work is an important quality 
in children (column [2]), and are more likely to dislike future changes that 
would place less importance to work in their lives (column [3]).

These attitude differences are bound to have an impact on individual 
productivity and on career or advancement opportunities. Individuals who 
enter the labor market when relatively old might end up achieving less com-
pared to others who start their adult and professional life at a younger age.

10.3.3   Aggregate Evidence

The age composition of the workforce varies considerably across coun-
tries and time. If  the effects of age discussed in the preceding are relevant, 
they ought to show up in aggregate data as well. The extensive literature 
on economic growth has not paid much attention to these issues, perhaps 
because it is difficult to draw inferences from aggregate data.

A recent exception is Feyrer (2007), who studies a panel of OECD coun-
tries. Exploiting within- country variations (i.e., always including country 
fi xed effects), he shows that changes in demographic structures are strongly 
correlated with changes in aggregate total factor productivity. In particu-
lar, individuals in their forties appear to be more productive than other 
age groups. His estimates imply that a 5 percent increase in the size of the 
cohort in their forties over a ten- year period is associated with faster pro-
ductivity growth by 1 to 2 percent for each year in the decade. These results 
are consistent with those mentioned in the preceding and based on analysis 
of individual data, where the most productive age groups appear to be the 
thirties and forties.

In a related paper, Lindh and Malmberg (1999) extend the framework 
of Mankiw, Romer, and Weil (1992) to study the effect of the demographic 
structure of the population on per capita gross domestic product (GDP) 
growth in the OECD countries. Contrary to Feyrer, they fi nd that the fi fty 
to sixty- four age group has a positive infl uence on growth, while the younger 
groups have ambiguous effects and the older (post- sixty- fi ve) group has a 
negative effect. This is further developed in a paper in which they use the 
age structure of population to derive long- term economic forecasts (Lindh 
and Malmberg 2007).

This type of aggregate analysis provides little information about the ef-
fects of a delayed transition into adulthood, however. For this purpose, we 



 

388    Francesco C. Billari and Guido Tabellini

would need information on dates of home leaving or similar events. Unfor-
tunately such data are not readily available for a large number of countries 
or years. Nevertheless, we collected data on the percentage of  men aged 
eighteen to thirty- four who lived with their parents in 2001 for twenty- seven 
European Union (EU) countries. Figure 10.2 illustrates a residual regres-
sion plot between this variable and average GDP growth over 2001 to 2005, 
after controlling for initial GDP per capita and a dummy variable for the 
more advanced EU- 15 countries. As shown in the fi gure, the countries with 
a smaller fraction of young men living with their parents grow faster, and the 
relationship is signifi cant at the 5 percent level. Of course, this association 
cannot be interpreted as causal evidence because of possible reverse causa-
tion or omitted variables. But it suggests that the hypothesis that a delayed 
transition into adulthood might hurt a country’s economic performance 
deserves to be taken seriously.4

10.4   Analysis of Individual Data

This section studies empirically the effect of  the timing of  transition 
into adulthood on individual income levels. Our general hypothesis is that 
individuals who have a later transition into adulthood earn less income in 
their adult life, that is, that it matters indeed if  Italians are late. Although 
difficult to estimate, we are interested in a causal effect: we would like to 
know whether a later transition has a negative impact on lifetime economic 
opportunities. As discussed in the previous section, this might happen in 
more than one way: because a late transition reduces previous work dura-
tion and previous job experience; because past a certain age, learning on the 
job becomes more difficult or effort is reduced; or because a late transition 
changes individual goals and ambitions. Our data do not allow us to inves-
tigate the precise mechanism through which this might happen, but they will 
allow us to assess whether and to what extent this impact is present.

10.4.1   The Data

The Sample

We exploit a longitudinal survey on Italian youth, where we select a rep-
resentative subsample of about 600 Italian men, on which we have detailed 
information on key dates marking the transition to adulthood as well as 
income, education, family background, and so on. Data come from the sur-
vey I.D.E.A. (Inizio Dell’Età Adulta—Beginning of Adulthood), which was 
carried out on a nationally representative sample about 3,000 young people 

4. Data on initial per capita income for Malta and Cyprus were not available, and we thus 
imputed to these two countries the average initial GDP per capita of the EU countries different 
from the EU- 15.
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born between 1966 and 1970 (aged about thirty- three to thirty- eight) and 
1976 to 1980 (aged about twenty- three to twenty- seven). Interviews were 
conducted via telephone between December 2003 and March 2004. The 
sample was stratifi ed by sex, marital status, and residential macro- areas 
(North, Centre and South of  Italy) (Mazzuco, Mencarini, and Rettaroli 
2006).

In our analysis, we focus only on men of  the second age group (born 
between 1966 and 1970, therefore aged thirty- three to thirty- eight at the 
time of the interview), with a sample size of about 600. At that age, most 
men (even in Italy) have left home and, therefore, the timing of home leaving 
is known for the vast majority of individuals. In this sample correspond-
ing to the second age group, individuals have left the parental home, on 
average, eight years before the date of the interview. About 12 percent of 
the sample has never left the parental home at the time of the interview. We 
do not focus on women, given the complexity of their labor force attach-
ment in childbearing ages in a place like Italy. Indeed, in Italy, female labor 
force participation is among the lowest in Europe (13 percent below the EU 
average) and has not increased during the last decades, especially because of 
rationing in the child care market (Del Boca and Vuri 2007).

Fig. 10.2  GDP growth (2001– 2005) and percentage of men aged 18– 34 living in 
parental home in 2001 in the European Union
Note: Residual regression plots after controlling for real GDP per capita in 2000 and a dummy 
variable for EU- 15 countries.



 

390    Francesco C. Billari and Guido Tabellini

The Main Variables of Interest

As a dependent variable, we focus on income at the time of the interview. This 
variable is reported by the respondent, and in the survey it is measured by fi ve 
intervals. For respondents who have any type of employment (91.5 percent 
of our sample, 92 percent of those who have ever left the parental home), 
a question on monthly income (wage or income from self- employment) is 
included, with fi ve answer categories: none (could be answered by people 
who work in a family fi rm without earning direct income), up to 500 euros; 
from 500 up to 1,000 euros; from 1,000 up to 1,500 euros; 1,500 euros and 
more. A frequency distribution of the income variable is reported in table 
10.6. The 8.5 percent nonemployed individuals are treated as randomly miss-
ing (analyses considering them as zero- income individuals not shown here 
give similar results).

As we are mostly interested in the direction of effects on income (as the 
dependent variable), and in the comparison of the effect of late transition to 
adulthood with other effects, we only show analyses that based on a simple 
type of coding for income, which we call income interval from now onward. 
We recode the answer obtained by respondents in fi ve categories (“0 euros” 
� 0; “up to 500 euros” � 1; “from 500 up to 1,000 euros” � 2; “from 1,000 
up to 1,500 euros” � 3; “1,500 euros and more” � 4). This variable becomes 
the dependent one in a series of least squares models (with or without instru-
mental variables). We also estimated the same series of models using ordered 
probit, or on log- income intervals (with 0 euro incomes recoded as 1) using 
interval regression. Results are similar to the ones we show here.

The main indicator of the timing of transition into adulthood is the age 
at which the respondent left the parental home for the fi rst time for a period 
longer than six months, for reasons other than the military service (see also 
appendix A). This variable is called age of home leaving, and it is measured 
in years (it varies almost continuously as the month of home leaving is also 
known). In our sample, age of home leaving has small but positive correla-

Table 10.6 Monthly income of Italian young adults in the I.D.E.A. survey (ages 33–
38, 2003–2004)

   %  N  

None 0.3 2
Up to 500 euros 1.6 11
From 500 up to 1,000 euros 15.4 107
From 1,000 up to 1,500 euros 51.2 355
1,500 euros and more 31.6 219

 Total  100  694 

Note: I.D.E.A. � Inizio Dell’Età Adulta (Beginning of Adulthood).
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tion with years of education (� � .12, p � 0.002 for the hypothesis � � 0) 
and with other markers of the transition to adulthood, such as age at fi rst job 
(� � .11, p � 0.0054) and age at fi rst sexual intercourse (� � .18, p � 0.0000). 
Table 10.7 contains the descriptive statistics for this variable, together with 
those of other regressors defi ned in the next subsection. The main focus of 
our analysis is whether age of home leaving has a causal effect on income later 
in life. As already mentioned, our analysis cannot shed light on the specifi c 
mechanism through which this may happen although we discuss this issue 
in the following.

We also consider another variable related to the age of transition into 
adulthood: the quarter of birth. As discussed in the previous section, Ital-
ians have to attend compulsory school in the year in which they turn six. This 
means that when school ends in a “standard” fashion, on average, individu-
als born in the fi rst quarter are at least six months older than those born 
in the last quarter of  the year and, thus, have had a later transition into 

Table 10.7 Descriptive statistics of regressors and instruments in the I.D.E.A. survey 
(ages 33–38, 2003–2004)

  Mean  
Standard 
deviation  Valid N

Age of home leaving 25.94 4.55 644
Age of mother at own birth 28.12 6.05 732
Education (respondent, no. of years) 12.68 3.35 767
“Too long” education (dummy) .22 705
Father’s education (no. of years) 7.82 4.47 767
Mother’s education (no. of years) 7.20 3.80 767
Mother housewife (dummy) .65 746
Father employed (dummy) .92 740
Parents divorced or separated (dummy) .04 767
Number of siblings (excl. respondent) 1.60 1.38 767
Religiosity score (1–5) at age 16 2.43 1.49 759
Lack of self- confi dence score (1–4) 2.40 .83 862
Married (dummy) .69 767
No. of children .90 .93 767
Age of fi rst job 22.42 6.17 721
Age of fi rst sex 18.20 3.05 693
Northwest (dummy) .28 767
Northeast (dummy) .20 767
Center (dummy) .19 767
South (dummy) .32 767
Living in main city of the province (dummy) .56 767
Provincial average income (aggregate, euros in 2005) 24,109.58 6,285.33 753
Youth unemployment rate (aggregate %) 27.52 19.61 733
Empty dwellings (aggregate %)  19.64  8.77  753

Note: I.D.E.A. 5 Inizio Dell’Età Adulta (Beginning of Adulthood).
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adulthood.5 We thus defi ne two dummy variables, called fi rst quarter and 
fourth quarter, respectively, that equal one if  the individual is born in that 
quarter (we also experimented with using the month of birth, rather than the 
quarter, and obtained consistent results). To verify that indeed the quarter 
of birth infl uences the timing of signifi cant events, we ran an ordinary least 
squares (OLS) regression of the age when education was completed against 
the dummy variables for the fi rst and fourth quarter of birth and the level 
of education attained, with and without the other regressors defi ned in the 
following (the variables for family background and residential location, the 
variable measuring church attendance, and the dummy variables for the cur-
rent age group). The results are not shown but are available upon request. 
Irrespective of the specifi cation, when education is completed, individuals 
born in the fi rst quarter are younger by about eight months than those born 
in the fourth quarter, in line with expectations, and the difference is statisti-
cally signifi cant. The quarter of birth, on the other hand, has no effect on the 
level of education attained. This confi rms that the quarter of birth infl uences 
the timing of transition into adulthood, with individuals born in the fi rst 
quarter more likely to transition at an older age.

Other Regressors

Throughout our analyses, we control for several observed individual char-
acteristics. For simplicity, we defi ne the name of each variable in italics when 
the variable is actually reported in the tables. Table 10.7 provides descriptive 
statistics also on other regressors, while appendix A provides full details on 
all variables.

Individual Characteristics  Age of  the individuals is controlled by a set of 
dummy variables, one for each year of age between thirty- three and thirty-
 eight. The variable education measures educational attainment (defi ned in 
years corresponding to the attained school degree). Unfortunately, we do 
not have information on school or university grades (nor on the subject). We 
know how many years each respondent actually spent in school or university, 
however. Thus, to measure differences in school performance, we include a 
dummy variable that equals one if  the time spent to attain the school or uni-
versity degree exceeded the normally required time by more than two years 
(alternative defi nitions such as a more continuously time varying indicator 
gave similar results). To capture differences in religious upbringing, we also 
include a variable that measures the reported frequency of church atten-
dance at the age of sixteen (the variable varies from one to fi ve).

5. This legal requirement could be sidestepped by going to private schools as they accept also 
children who will turn six in the following calendar year (only in the last four years has more fl ex-
ibility been accepted for public schools). Only 3.6 percent of the students in grade one in private 
elementary schools were early starters in 2001 to 2002; moreover, in Italy, private schools offer, 
on average, lower quality with respect to public schools—see Brunello and Checchi (2004).
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Family Characteristics.  We use several variables related to the family back-
ground of the respondent: education attained by the mother and father; the 
age of the mother at birth; dummy variables for whether, when the individual 
was sixteen years of age, the father was working and the mother was a house-
wife; the number of siblings; and a dummy variable for whether parents ever 
divorced or split.

Contextual Characteristics  We also include several variables related to the 
location where the individual lived at the age of sixteen, namely, whether he 
lived in a city that was also a provincial capital (at the time of the surveys 
there were 103 provinces in Italy); the rate of youth unemployment in the 
province in 2001 (i.e., four years earlier than the date in which income is 
observed, and at about the time when individuals are likely to have consid-
ered the decision to leave the parental home); per capita income in the prov-
ince in 2005 (i.e., the date in which the survey was conducted and income is 
observed); and three dummy variables, corresponding to the macro regions 
of residence (north, center, and south).

Finally, in some specifi cation, we also control for some variables that 
refl ect individual attitudes or lifetime choices. Although these variables 
might be endogenous, like education, their inclusion may help to clarify the 
mechanism through which the variables of interest infl uence income. Specifi -
cally, the dummy variable married equals one if  the individual has ever been 
married; the variable number of children is self- explanatory; we measure the 
age when the individual fi rst worked for pay by the variable age of fi rst job. 
And the variable lack of self- confi dence is a measure of individual attitudes 
toward one’s self  and the future, taken from a question that asks whether 
the respondent agrees with the following statement: “When I think about my 
future, I see it full of risks and uncertainties.” Possible answers range from 
one to four, with higher values denoting stronger agreement (i.e., more lack 
of self- confi dence).

Variables that are used as instruments are introduced in the following.

10.4.2   Estimation Issues

There are two relevant estimation problems. The fi rst and main issue is 
unobserved heterogeneity or, more generally, correlation between the vari-
ables of interest and the unobserved error term. This problem is most obvi-
ous with regard to the variable age of home leaving. Relevant unobserved 
individual features could determine both individual income and the date at 
which the individual leaves the parental home. The bias in OLS estimates 
could go either way: on the one hand, more talented and determined individ-
uals could have both higher income and more opportunities to leave home 
early, which would lead to a downward bias between age of home leaving 
and income interval. On the other hand, young men living in disadvantaged 
areas may be forced to leave home earlier to fi nd a job, or to go to university, 
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which could lead to the opposite bias. We deal with this problem by relying 
on instrumental variables, described in the following.

The problem of unobserved heterogeneity might also be relevant with 
regard to education. Here, too, the bias in OLS estimates could be positive 
(if  unobserved talent infl uences both educational attainment and income) or 
negative (for instance, due to measurement error). As discussed, for instance, 
by Card (2001), instrumental variable (IV) estimates of the effect of educa-
tion on earnings are typically above the OLS estimates, which might refl ect 
systematic pitfalls in the IV identifi cation strategies (e.g., heterogeneous 
effects of education correlated with the instrument) or a negative bias in the 
OLS estimates. In this chapter, we generally do not attempt to cope with this 
problem because we lack separate reliable instruments for education (see, 
however, table 10.10 in the following), and because we are not interested in 
the effect of education per se.

The inclusion of a possibly endogenous variable like education or being 
married might bias the coefficient of interest on the variable age of home leav-
ing. Appendix B shows that this bias might be positive or negative depending 
on the assumptions about the relevant unobserved correlations. We discuss 
this issue in context in the following, and we show that the results are robust 
to alternative specifi cations that include or omit these possibly endogenous 
variables.

The second problem is that the variable age of home leaving is only ob-
served if  it is lower than current age. About 12 percent of the individuals 
in our sample have never left the parental home for more than six months, 
despite their having been at least thirty- three years of age: for them, age of 
home leaving is missing. Thus, we have censoring of an endogenous regres-
sor. We cope with this problem in two ways. First, we ignore it and assume 
that these observations are randomly missing or, alternatively, we just draw 
inferences about the sample of individuals who have already left the paren-
tal home (rather than all those of thirty- three to thirty- eight years of age). 
Second, we redefi ne the variable of interest and measure the timing of the 
transition to adulthood in alternative ways so as to exploit all observations 
in the sample, including the individuals that are still living with their parents. 
Details are discussed in the following.

10.4.3   Results

OLS Estimates

The dependent variable is income interval (with the simple coding described 
in the preceding). We start by assuming that all regressors are exogenous to 
illustrate the main correlations in the data. Table 10.8 reports the estimated 
coefficients of the variables of main interest. Standard errors are clustered by 
province of residence. Column (1) reports the most parsimonious specifi ca-
tion; besides the variables reported in the column, we control for all the other 
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regressors mentioned in the preceding, namely a set of dummy variables for 
each age group, the variable for church attendance when sixteen years of 
age, the dummy variable for taking at least two extra years to complete the 
attained level of education, the full set of variables measuring family back-
ground, and the full set of variables relating to residential location.

As can be seen, a later age of home leaving has a negative and signifi cant 
estimated coefficient, while the coefficient of education is positive and statis-
tically signifi cant. Both variables are measured in years, so their estimated 
coefficients are comparable. If  these were causal effects, according to the 
OLS estimates, leaving home one year earlier would increase income by 
about as much as fi ve additional months of education.

As discussed in the appendix, the inclusion of a possibly endogenous vari-
able like education might introduce a negative bias in the estimated coeffi-
cient of  age of home leaving. This would happen if  the two variables are 
positively correlated (as would be the case if  for instance the individual does 

Table 10.8 Ordinary least squares (OLS) estimates—income interval and age 
of home leaving

  (1)  (2)  (3)

Age of home leaving –0.028 –0.026 –0.025
(0.007)∗∗∗ (0.007)∗∗∗ (0.007)∗∗∗

First quarter –0.185 –0.189 –0.182
(0.059)∗∗∗ (0.062)∗∗∗ (0.061)∗∗∗

Fourth quarter 0.024 0.013 –0.011
(0.064) (0.064) (0.067)

Education 0.065 0.061 0.068
(0.010)∗∗∗ (0.010)∗∗∗ (0.010)∗∗∗

Lack of self- confi dence –0.097 –0.100
(0.037)∗∗ (0.037)∗∗∗

Married 0.037 0.032
(0.083) (0.084)

No. of children 0.055 0.053
(0.038) (0.037)

Age of fi rst job –0.009
(0.006)

Estimation OLS OLS OLS
No. of observations 497 496 496
Adjusted R2  0.20  0.21  0.21

Notes: Robust standard errors in parentheses, clustered by province. Other included regres-
sors (all columns): dummy variables for years of  age and for macro region of residence; 
dummy variable for extra time to complete education; frequency of church attendance; num-
ber of siblings; mother and father education; dummy variables for mother housewife, working 
father, divorced parents, living in provincial capital; youth unemployment in 2001 in the prov-
ince of residence when sixteen years old; average current income in the province of residence. 
See the appendix for detailed defi nitions.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
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not leave home to move to a university), and if  education is also positively 
correlated with the unobserved error term of the income regression. On the 
other hand, in this case, omitting the variable education would introduce an 
upward bias if  education has a positive effect on income. To assess the rele-
vance of this problem, we have also reestimated the same equation without 
controlling for education. The results are very similar to those reported in 
table 10.1: the coefficient of age of home leaving estimated by OLS with the 
specifi cation corresponding to column (1) rises to – 0.025 (as opposed to 
– 0.028) and remains signifi cant at the 1 percent level.

Being born in the fi rst quarter of the year also has a negative and highly 
signifi cant estimated coefficient. This is consistent with the hypothesis that a 
later age of transition into adulthood reduces income in our sample because 
as discussed in the preceding, on average, individuals born in the fi rst quarter 
complete their education when they are eight months older than those born 
in the fourth quarter. The estimated coefficient is implausibly high, however, 
both in relation to that of education and in absolute value. There is no strong 
a priori reason why the quarterly pattern of births should be systematically 
correlated with relevant omitted variables; on the contrary, the variables 
fi rst and fourth quarter can plausibly be expected to be exogenous. Thus, 
this strong negative correlation between income and the fi rst quarter of 
birth is puzzling.

Of the other regressors, not shown in table 10.8, some of the family back-
ground variables are signifi cantly different from zero (income is higher if  the 
mother is more educated and if  she is a housewife), older individuals tend to 
have higher income, and some of the residential location variables are also 
statistically signifi cant. Overall, the pattern of estimated coefficients is very 
plausible although there remains much unexplained variation in the data 
(the adjusted R2 is 0.20).

To assess the robustness of these results and to gain a better understand-
ing, the remaining columns in the table add other variables that capture 
individual attitudes or other signifi cant lifetime choices possibly correlated 
both with income interval and with age of home leaving. Thus, in column 
(2), we control for whether the individual is married, how many children 
he has, and his attitudes toward the future as measured by the variable lack 
of self- confi dence. These variables might be correlated with the error term 
of the income equation; thus, their inclusion might introduce a bias in the 
estimated coefficient of age of home leaving. As discussed in the appendix, 
the sign of this bias is likely to be positive for all of these additional vari-
ables. The estimated coefficients of interest (on age of home leaving and fi rst 
quarter) remain stable and highly signifi cant. Of these new variables, only 
lack of self- confi dence has a signifi cant (and, as expected, negative) effect 
on income. We infer from these results that the correlation between our mea-
sure of the timing of transition toward adulthood and income is not due to 
the events captured by marriage or becoming a parent, and it is robust to 
controlling for attitudes toward the future.
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Finally, in column (3), we also control for the age of fi rst job. This is im-
portant for two reasons. First, it may provide information on the channels 
through which a late transition to adulthood impacts on income later in life 
(a shorter experience on the job versus effects on personality or individual 
motivation). Second, it is a robustness check for how to date transition into 
adulthood. Again, this variable might be endogenous, but once more, the 
results in the appendix suggest that any additional bias on the estimated 
coefficient of the variable age of home leaving is likely to be upward. The 
results of interest are robust to this inclusion, and the new variable is not 
correlated with income. This confi rms that the timing of transition to adult-
hood is well captured by the variable age of home leaving. It also suggests the 
estimated coefficient of age of home leaving is not just capturing experience 
on the job. On the other hand, the fi nding that age of fi rst job is not signifi -
cantly correlated with income (� � 0.01, p � 0.71) might also be interpreted 
as evidence that this variable refers to menial or temporary jobs that do not 
correspond to a milestone event in the transition to adulthood.

Instrumental Variables Estimates

In this subsection, we try to go beyond simple correlations, and we try 
to estimate a causal effect of  the timing of transition into adulthood, as 
measured by the variable age of home leaving. This requires having a theory 
about why individuals leave the parental home, of the type we reviewed in 
section 10.2. Our (implicit) theory is that this decision is infl uenced by two 
kinds of considerations (besides those having to do with fi nancial indepen-
dence). One factor is the cost of living alone. If  housing is easily available, 
this cost is lower, and individuals are more likely to leave early. The second 
factor is the desire to be independent from parental supervision. Our instru-
ments seek to capture these two determinants of the decision to abandon 
the parental home.

Specifi cally, we rely on two instruments. The fi rst instrument is an indica-
tor of the excess supply of housing in the area where the individual lived 
when he was making the decision to leave the parental home (Giannelli and 
Monfardini 2003). This is measured by the fraction of empty residential 
dwellings in the province of  residence at the age of  sixteen, measured in 
the year 2001. This variable, called empty dwellings, captures the fi rst set of 
determinants described in the preceding. As an alternative variable measur-
ing similar housing market features, we also collected data on the fraction 
of residential dwellings rented (as opposed to owned) in 2001, also in the 
province of residence at sixteen years of age. This variable was more weakly 
correlated with age of home leaving compared to empty dwellings, however, 
and for this reason, we did not use it as an instrument.

Note that throughout in the second stage regression we control for the 
rate of youth unemployment in 2001 and current (i.e., 2005) average income 
in this same province, as well as for whether the individual currently lives in 
the provincial capital. Thus, the identifying assumption is that, after taking 
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into account economic conditions as measured by youth unemployment 
and current income in the province, the supply of  housing only matters 
for the decision to leave the parental home and has no direct effect on cur-
rent individual income except through the variable age of fi rst leaving. This 
assumption may fail if, for instance, housing conditions infl uence the kind 
of jobs that are accepted and this, in turn, impacts on income later in life. In 
particular, a cheaper housing market might induce young men to accept jobs 
paying a lower wage, and due to persistence in wages, this induces a positive 
correlation between housing prices and income later in life (or a negative cor-
relation between empty dwellings and the residual of the second stage income 
interval equation). The fact that we control for economic conditions in the 
province may remove some but perhaps not all of  this correlation. Note, 
however, that we expect empty dwellings to be positively correlated with the 
decision to leave home early (and this is what we fi nd in the following), that 
is, negatively correlated with age of home leaving. Therefore, a negative cor-
relation between this instrument and the unobserved second stage residual 
would bias the IV estimated coefficient of age of home leaving downward in 
absolute value against our main hypothesis that an early age of transition 
into adulthood increases income later in life.

The second instrument seeks to capture the individual demand for inde-
pendence from his parents. We assume that the main reason to seek early 
independence is early sexual emancipation (see also the central role of sexual 
emancipation in Giuliano’s [2007] arguments). Thus, as a second instru-
ment, we use the reported age in which the individual had his fi rst sexual 
intercourse (age of fi rst sex, measured in years). Recall that here we control 
for an indicator of school performance (such as the extra time required to 
complete the attained level of education), for family background, and for 
religious habits. Thus, the identifying assumption is that, after controlling 
for these observed individual features, the propensity to early sexual eman-
cipation is uncorrelated with unobserved determinants of individual income 
at thirty- three to thirty- eight years of age. This assumption may fail if, say, 
more good looking teenagers are sexually more emancipated and if  good 
looks also help in the labor market. This failure would introduce a nega-
tive correlation between the instrument and the error term of the income 
regression, which would bias the IV estimate upward in absolute value. A 
downward bias in the absolute value of the IV estimate might also occur, 
however, if  early sexual emancipation is correlated with individual features 
that are negatively correlated with adult productivity, such as engaging in 
risky behaviour and reduced interest in academic performance. Some evi-
dence that this might be the case is suggested in the related literature (e.g., 
Schvaneveldt et al. 2001).

None of our identifying assumptions is foolproof. Nevertheless, the two 
instruments are uncorrelated, and they capture very different determinants 
of  the individual decision to abandon the parental home (� � .03, p � 
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0.1717). This allows us to test the exclusion restrictions (under the null 
hypothesis that at least one of them is valid). Moreover, assessing the robust-
ness of the results to the inclusion of the additional regressors mentioned in 
the preceding (such as being married and the number of children) is a further 
check on the validity of the exclusion restriction concerning the instrument 
age of fi rst sex.

Finally, we also experimented with a third instrument, namely proximity 
to a big university. Specifi cally, we constructed an ordinal variable university, 
defi ned as follows: the variable equals 0 if  no university exists in the province 
of residence at the age of sixteen; it equals 1 if  in that province there is a 
university with up to 20,000 students; and it equals 2 if  there is a university 
with more than 20,000 students. This variable is quite negatively correlated 
with empty dwellings (� � – .36, p � 0.0000), however, so relying on all three 
instruments deteriorates the fi t of the fi rst stage regressions (with no material 
effect on the IV estimates). The variable empty dwellings is also more strongly 
correlated with age of home leaving in the fi rst stage. For this reason, in the 
end, we rely on the two instruments empty dwellings and age of fi rst sex.

We now turn to the IV estimates, reported in table 10.9. The three columns 
report two- stage least squares (2SLS) estimates with robust standard errors 
clustered by province. The estimated coefficients of age of home leaving are 
always negative and highly signifi cant and very stable across specifi cations 
and estimation methods. The remaining pattern of estimated coefficients is 
otherwise similar to that of the OLS regressions in table 10.8, except that 
here the variable married has a positive and signifi cant estimated coefficient 
in some regressions. Relative to the OLS estimates, the estimated effect of 
age of home leaving on income rises signifi cantly in absolute value, and now 
it even exceeds the effect of education.

One interpretation of this large change is that the OLS estimates were 
biased downward. As discussed in the preceding, a priori, the bias in the OLS 
estimates could go either way. In particular, individuals in underdeveloped 
areas with poor job opportunities may be forced to leave home early and 
accept jobs that pay lower wages, which would introduce a downward bias 
in the absolute value of the OLS estimate of interest. Moreover, measure-
ment error in age of home leaving is also likely, both because individuals 
could misreport the true date, but more important, because this variable is 
really a proxy to a much more difficult to measure transition into adulthood, 
and it is possible that the projection on the instruments purges some of this 
measurement error.

An alternative interpretation is that the identifying assumptions are vio-
lated. Nevertheless, as shown toward the bottom of the table, the Hansen 
J test for the validity of the overidentifying restrictions can never reject the 
null hypothesis at very comfortable p- values (Baum, Schaffer, and Stillman 
2003). Appendix C (table 10C.1) also shows the estimation of two just iden-
tifi ed models, corresponding to the specifi cations in columns (1) and (3) 
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of table 10.9. Thus, in one case, we assume that only age of fi rst sex can be 
validly excluded from the second stage, and, in the opposite case, we only 
exclude the variable empty dwellings. As can be seen in table 10C.1 in appen-
dix C, the included instrument is never statistically signifi cant in the second 
stage. The estimated coefficient on age of home leaving differs somewhat in 
the two cases, although it generally remains statistically signifi cant, but it 
turns out to be smaller in absolute value when the excluded instrument is the 
arguably more suspicious age of fi rst sex. Overall, this suggests that the data 
do not point to obvious violations of our identifying assumptions.

Alternative Measures of Transition to Adulthood

As discussed in the preceding, about 12 percent of the individuals in our 
sample had not yet left the parental home. As a result, the variable age of 
home leaving is missing for these individuals. To include these observations 
in our sample, here we redefi ne the measure of the timing of transition into 
adulthood in a more coarse way.

Our fi rst indicator, age group of home leaving, is a discrete variable that 

Table 10.9 Two- stage least squares (2SLS) estimates—income interval and age of 
home leaving

  (1)  (2)  (3)

Age of home leaving –0.106 –0.105 –0.106
(0.039)∗∗∗ (0.039)∗∗∗ (0.039)∗∗∗

First quarter –0.222 –0.225 –0.224
(0.086)∗∗∗ (0.091)∗∗ (0.091)∗∗

Fourth quarter 0.039 0.046 0.044
(0.074) (0.075) (0.083)

Education 0.070 0.064 0.065
(0.011)∗∗∗ (0.011)∗∗∗ (0.010)∗∗∗

Lack of self- confi dence –0.105 –0.105
(0.044)∗∗ (0.044)∗∗

Married 0.076 0.076
(0.109) (0.110)

No. of children –0.045 –0.046
(0.062) (0.062)

Age of fi rst job –0.001
(0.008)

Hansen J 0.523 0.631 0.631
Estimation 2SLS 2SLS 2SLS
No. of observations  457  456  456

Notes: Robust standard errors in parentheses, clustered by province. Hansen J refers to the 
p- value of the test of  the overidentifying restrictions. Other regressors included in all columns: 
same as in table 10.8.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
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varies from one to fi ve, depending on the age group when the parental home 
was fi rst abandoned. The fi rst group is less than twenty years of age; the 
last group is past the age of thirty- two; the three intermediate groups cor-
respond to the intervening four- year periods. The distribution of individuals 
is quite uniform across this partition; in the last age group, about 60 percent 
of individuals had not yet left the parental home, while the remaining 40 
percent did.

The second indicator, years since home leaving, is just the number of years 
since leaving the parental home for the fi rst time (with 0 denoting those that 
had not yet done so). This variable varies almost continuously, but it does 
not take into account the interaction between age and number of years out 
of the parental home.

Tables 10.10 and 10.11 report the estimates using these variables to mea-
sure the timing of transition into adulthood, fi rst estimating by OLS under 
the assumption that they are exogenous (table 10.10) and then estimating 

Table 10.10 Ordinary least squares (OLS) estimates—income interval and other measures of the 
timing of transition into adulthood

Income

  (1)  (2)  (3)  (4)  (5)  (6)

Age group of home –0.145 –0.114 –0.110
 leaving (0.024)∗∗∗ (0.024)∗∗∗ (0.025)∗∗∗
Years since home 0.036 0.028 0.027
 leaving (0.006)∗∗∗ (0.006)∗∗∗ (0.006)∗∗∗
First quarter –0.157 –0.157 –0.152 –0.160 –0.159 –0.155

(0.060)∗∗ (0.062)∗∗ (0.062)∗∗ (0.061)∗∗ (0.063)∗∗ (0.062)∗∗
Fourth quarter 0.026 0.015 –0.006 0.038 0.025 0.004

(0.062) (0.061) (0.064) (0.061) (0.060) (0.064)
Education 0.061 0.056 0.063 0.061 0.056 0.062

(0.009)∗∗∗ (0.009)∗∗∗ (0.010)∗∗∗ (0.009)∗∗∗ (0.009)∗∗∗ (0.010)∗∗∗
Lack of self- –0.113 –0.114 –0.112 –0.113
 confi dence (0.037)∗∗∗ (0.037)∗∗∗ (0.036)∗∗∗ (0.036)∗∗∗
Married 0.114 0.112 0.110 0.108

(0.069) (0.070) (0.068) (0.069)
No. of children 0.061 0.061 0.059 0.058

(0.038) (0.038) (0.038) (0.038)
Age of fi rst job –0.008 –0.008

(0.006) (0.006)

Estimation OLS OLS OLS OLS OLS OLS
No. of observations 565 564 564 565 564 564
Adjusted R2  0.20  0.23  0.23  0.20  0.23  0.23

Notes: Robust standard errors in parentheses. Other regressors included in all columns: same as in table 
10.8.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.



 

Table 10.11 First- stage and two- stage least squares estimates, alternative measures of transition 
to adulthood

First stage

Age group of fi rst home leaving Years since home leaving

  (1)  (2)  (3)  (4)  (5)  (6)

Age of fi rst sex 0.052 0.044 0.041 –0.225 –0.189 –0.173
(0.019)∗∗∗ (0.017)∗∗ (0.017)∗∗ (0.075)∗∗∗ (0.066)∗∗∗ (0.065)∗∗∗

Empty dwellings –0.014 –0.017 –0.017 0.044 0.056 0.059
(0.006)∗∗ (0.006)∗∗∗ (0.006)∗∗∗ (0.027) (0.026)∗∗ (0.027)∗∗

F test 6.82 7.13 5.82 6.28 6.63 5.97
Adjusted R2  0.08  0.18  0.20  0.15  0.26  0.27

Second stage

Income interval

  (1)  (2)  (3)  (4)  (5)  (6)

Age group of home –0.490 –0.480 –0.486
 leaving (0.147)∗∗∗ (0.150)∗∗∗ (0.156)∗∗∗
Years since home 0.120 0.122 0.125
 leaving (0.036)∗∗∗ (0.039)∗∗∗ (0.041)∗∗∗
First quarter –0.196 –0.209 –0.212 –0.209 –0.225 –0.230

(0.090)∗∗ (0.093)∗∗ (0.094)∗∗ (0.091)∗∗ (0.095)∗∗ (0.097)∗∗
Fourth quarter 0.039 0.045 0.054 0.082 0.092 0.108

(0.077) (0.076) (0.087) (0.075) (0.077) (0.090)
Education 0.063 0.057 0.054 0.062 0.057 0.052

(0.010)∗∗∗ (0.010)∗∗∗ (0.011)∗∗∗ (0.011)∗∗∗ (0.011)∗∗∗ (0.010)∗∗∗
Lack of self- –0.091 –0.091 –0.087 –0.085
 confi dence (0.043)∗∗ (0.044)∗∗ (0.044)∗∗ (0.044)∗
Married –0.072 –0.072 –0.094 –0.097

(0.101) (0.101) (0.106) (0.106)
No. of children –0.059 –0.059 –0.076 –0.078

(0.067) (0.068) (0.070) (0.072)
Age of fi rst job 0.003 0.006

(0.008) (0.009)

Hansen J 0.758 0.724 0.517 0.55 0.503 0.31
No. of observations  517  516  516  517  516  516

Notes: Robust standard errors in parentheses. F test refers to the joint signifi cance of the two instruments. 
Hansen J refers to the p- value of the test of  the overidentifying restrictions. Other regressors included in 
all columns: same as in table 10.8.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
∗Signifi cant at the 10 percent level.
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by instrumental variables (table 10.11). The specifi cation is as before, and 
table 10.11 reports both fi rst and second stage estimates. The results are very 
similar to those reported in the previous subsections. Irrespective of how it is 
measured, a later transition into adulthood is associated with lower income 
in the midthirties. Generally, both instruments are strongly signifi cant in 
the fi rst stage regressions. The second stage coefficients estimated by IV are 
much larger in absolute value than the corresponding OLS estimates. And 
the overidentifi cation test fails to reject the exclusion restrictions. Finally, 
a dummy variable for whether the individual is still living in the parental 
home (to discriminate more fi nely between individuals in the last age group) 
turns out to have a statistically insignifi cant estimated coefficient (results 
not shown).

All together, these estimates suggest that the previous results are robust 
to the issue of censoring for the individuals for which the age of home leav-
ing is missing.

10.5   Concluding Remarks

Italians are late. Not just a little, but a lot. They start all adult activities at 
a much later age than is common in other countries at comparable levels of 
development, from working, to living alone, to marrying, to having children. 
The existing literature has sought to explain this pattern and has pointed 
out that this has relevant implications for fertility and the demographic 
structure of society.

In this chapter, we have explored a different question. Does a late transi-
tion into adulthood reduce the lifetime economic opportunities of individu-
als? A priori, there are several reasons why this might be the case. On the 
one hand, a late transition into the activities that are typical of adult age 
may be associated with more maturity and more clarity in the pursuit of 
one’s goals. Prolonged coresidence with parents might also relax liquidity 
constraints and encourage the accumulation of more human capital. On the 
other hand, if  the transition is delayed for too long, learning abilities and 
motivation may be impaired, and the individual may get used to depend on 
others for his economic well- being and security. More specifi cally, prolonged 
coresidence with parents might raise the reservation wage and delay entry 
into stable jobs. If  the earnings profi le rises with experience on the job, this, 
in turn, reduces income later in life, and the effect may be very long lasting if  
it interacts with learning and motivation. Disparate evidence in the literature 
on the age profi le of abilities and learning capacity and direct evidence on 
individual motivations suggest that this second hypothesis is not implausible 
in the case of Italy, given the extent of the delay.

We have studied a survey of Italian men in their midthirties that includes 
the retrospective reconstruction of the timing of life- course events. We mea-
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sure the transition into adulthood by the event of leaving the parental home 
for the fi rst time. The end of coresidence with parents is associated with 
changes in individual perspectives and in attitudes toward the labor mar-
ket and lifetime choices in general. This turning point is likely to coincide 
with greater determination in the pursuit of  fi nancial independence and 
other economic goals. Our main fi nding is that the age at home leaving mat-
ters for subsequent economic outcomes. Individuals who leave the parental 
home earlier in life earn a higher income when they are in their midthirties. 
Estimation by instrumental variables suggests that this captures a causal 
effect, from the age when leaving the parental home to subsequent economic 
events. Moreover, the age when coresidence is terminated is much more 
important than the age corresponding to other signifi cant events, such as 
that of undertaking a fi rst job. Of course, the identifi cation assumptions can 
be challenged. But the correlations are very robust, and the identifi cation 
assumptions needed to interpret these correlations as corresponding to a 
causal effect are not inconsistent with the data.

It is important to stress that in our sample, individual income is measured 
several years after the fi rst termination of coresidence, on average, more than 
eight years after the event. Thus, the timing of transition into adulthood 
appears to have very long- lasting effects. What are the mechanisms through 
which these effects operate, if  indeed there is a causal effect? Unfortunately, 
the data we study can only shed partial light on this question, and prob-
ably several forces are at work. One plausible channel is the date of entry 
into a career path. We know that earnings keep rising with experience for 
several decades. Thus, anything that delays the beginning of a career path 
would have long- lasting effects on individual income. We fi nd that the age 
when leaving the parental home is much more important than the age of 
the fi rst job, however. This might be due to the fi rst job being unimportant 
and uncorrelated with the subsequent main career. But is also suggests that 
other channels may be relevant, besides the duration of work experience. 
In particular, prolonged coresidence may impact negatively on individual 
motivations and ambitions. But in the absence of specifi c data, this remains 
a conjecture.

In principle, several policy instruments might be used to affect the tim-
ing of the transition into adulthood. An obvious place to start is education 
policy. The duration of secondary education and even of university educa-
tion varies across countries. If  the returns to education refl ect an important 
signaling component, a shortening of the duration of education might be 
welfare improving. This recommendation is not as outrageous as it may at 
fi rst sound. For instance, systematic comparisons of Swiss cantons where 
secondary education differs in duration have found that students in the can-
tons with a shorter curricula do not perform worse in standardized tests 
compared to the cantons with one extra year of schooling (Skirbekk 2005). 
Even without shortening the school or university curricula, policies may be 
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designed to discourage students from taking too long to complete a univer-
sity degree (a common problem in Italy).

Housing is a second potentially relevant policy tool. Our data suggest 
that housing supply is an important determinant of the decision to leave the 
parental home. Anything that reduces the cost of housing for young men 
and women might have positive side effects on the economy if  our inferences 
are correct.

The labor market is also an area of key concern. If, indeed, the mecha-
nism behind our results refl ects the age at which a stable career is initiated, 
then a low youth employment rate is very costly for society. This points to 
the relevance of policies that would facilitate labor market entry for young 
individuals.

It is far too early to draw specifi c policy conclusions from these fi ndings, 
however. It is not just a matter of  assessing the robustness of  our infer-
ences. Individual well- being depends on more than economic opportunities. 
It could very well be that Italian young men postpone leaving the parental 
home while being fully aware that this might reduce their permanent income 
(for instance, due to a shorter working experience) because they or their 
parents enjoy coresidence for its own sake. From a social point of  view, 
this behavior would not be suboptimal and would not require any policy 
intervention, despite the wasted economic opportunities. If, instead, families 
systematically underestimate the opportunity cost of a late transition into 
adulthood, or if  individual preferences and beliefs change upon leaving the 
parental home, then a late transition might be suboptimal even if  it results 
from individual choices. Unfortunately, the data at hand cannot discrimi-
nate between these alternative hypotheses. Hence, we cannot draw clear- cut 
policy implications from these fi ndings, even if  we could be sure that a late 
transition into adulthood causes a loss of income later in life.

Appendix A

Variable Defi nitions in the Individual Analysis

Here we provide the defi nition of the variables used in the individual anal-
ysis. Descriptive statistics are shown in tables 10.6 and 10.7.

Age: This variable is derived by using the date of the questionnaire (day, 
month, year) and the date of birth of the respondent (day, month, year).

Age of home leaving: This variable is derived by retrospectively asking the 
year and month of when the respondent fi rst left the parental home for more 
than six months, excluding military or civil service (which was compulsory 
for respondents), and subtracting from it the date of birth. This question is 
also asked to individuals who are currently living with parents and who have 
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left home in the past. In case the month is missing, the middle of the year is 
imputed. In case respondents do not recall the year, age is asked directly.

Age of fi rst job: This variable is derived using the year and month of begin-
ning the current job (if  it is the fi rst one) or by retrospectively asking the year 
and month of beginning the fi rst job (excluding small jobs during education 
or jobs that are directed to earn pocket money) and then subtracting from 
it the date of birth. In case the respondent does not recall the month, this 
is imputed in the middle of the year. In case the respondent does not recall 
the year, age at fi rst job is asked directly to the respondent.

Age of fi rst sexual intercourse: For respondents who declare they have 
already had sexual relationships, age at fi rst sexual intercourse is asked 
directly. Note that the question is the last one of the questionnaire because 
it has been considered a sensitive question.

Birth quarter: This variable is derived by using the month of birth.
Education (respondent, father, mother): This variable is derived by recod-

ing the answer on the highest educational level obtained by the respondent 
(the father, the mother) to obtain the “standard” number of years that are 
necessary to earn that educational level. If  father’s or mother’s education is 
missing, 0 is imputed. Levels are coded as follows: elementary school � 5, 
middle school � 8, lower secondary school � 10, upper secondary school � 
13, lower higher education title � 15, upper higher education title � 18, 
master or higher � 20.

Empty dwellings: This is a variable indicating the share of dwelling that are 
not occupied by resident persons (%) in the province in which the respondent 
was grown up (up to age sixteen). Data refer to the 2001 Census. The source 
is the Italian National Statistical Institute (ISTAT).

Father employed: This is a dummy variable indicating whether, when the 
respondent was aged sixteen, his or her father was employed.

Income interval: This variable is the answer to the question “How much 
do you earn with your work, on average, monthly (net income—take into 
account the average earnings during the last six months)?” This question 
is posed only to employed respondents. The answer is coded by using fi ve 
answer categories: none (could be answered by people who work in a fam-
ily fi rm without earning direct income) � 0; up to 500 euros � 1; from 500 
up to 1,000 euros � 2; from 1,000 up to 1,500 euros � 3; 1,500 euros and 
more � 4.

Lack of self- confi dence score: This variable indicates the agreement of 
the respondent with the statement “When I think of my future, I see it full 
of risks and unknowns”: completely disagree � 1, disagree � 2, agree � 3, 
completely agree � 4.

Living in the main city of province: This is a dummy variable indicating 
whether the municipality of birth of the respondents is the province’s main 
city.
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Married: This is a dummy variable indicating whether the respondent has 
ever been married.

Mother housewife: This is a dummy variable indicating whether, when the 
respondent was aged sixteen, his or her mother was a housewife.

Northwest, northeast, center, south: These are four dummy variables indi-
cating the geographical area of current residence (northwest is excluded in 
regressions).

Number of children: This variable indicates the number of children ever 
had by the respondent.

Number of siblings: This variable indicates the number of sibling of the 
respondent (excluding him-  or herself).

Religiosity score at age sixteen: This score indicate the frequency of going 
to mass (in Italy, Catholicism is the vastly dominant religion) during the 
week when the respondent was sixteen. It is coded as follows: at least once 
a week � 1, at least once a month � 2, sometimes during the year � 3, only 
on particular occasions � 4, never � 5.

Parents divorced or separated: This is a dummy variable indicating whether 
the respondent’s parents have divorced or separated.

Provincial average income: This is a variable indicating the average income 
in 2005 in the province in which the respondent grew up (up to age sixteen). 
The source is the Istituto Guglielmo Tagliacarne.

“Too long” education: This is a dummy variable indicating whether the 
reported age at the end of education exceeds by more than the sum of the 
standard age at entry into the school system of the respondent (in months) 
and education.

Youth unemployment rate: This is a variable indicating the unemployment 
rate (%) for people aged fi fteen to twenty- four in the province in which the 
respondent grew up (up to age sixteen) in 2001. The source is  ISTAT.

Appendix B

Sign of bias from including other endogenous regressors

Here we discuss the possible bias in the coefficient of  interest (that of 
the variable age of home leaving) as a result of  having other endogenous 
variables in the regression.

Consider the following equation:

Y � a � bAgehl � cW � u,

where Y is income; Agehl is the variable of interest (age of home leaving); 
and W is another possibly endogenous regressor, like education or mar-
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ried. Implicitly we have ignored the other regressors assuming that they are 
uncorrelated with the error term (i.e., all variables in this equation can be 
interpreted as the residual component after removing the effect of the other 
included regressors).

Suppose that Agehl is uncorrelated with the unobserved error term u. 
Estimating the coefficient b by OLS and denoting by B the resulting estimate, 
we have (see, for instance, the appendix to Acemoglu et al. 2001)

plim B � b � ϕ cov (Agehl, W ) cov (W, u),

where ϕ � 0. Suppose the W denotes education. It is possible that cov (Agehl, 
W ) � 0 (higher educational attainment implies a delay in getting a job and, 
hence, might entail a later age of home leaving). In this case, if  education is 
also positively correlated with the error term of the income regression, both 
covariances are positive and the coefficient of interest entails a downward 
bias.

Conversely, suppose that W corresponds to being married. Then it is likely 
that cov (Agehl, W ) � 0—to get married, most individuals would leave the 
parental home. If  as plausible married is also positively correlated with the 
unobserved determinants of income, u, then the product of the two cova-
riances is negative, and the inclusion of the endogenous variable married 
introduces an upward bias in the coefficient of age of home leaving.

Finally, it is straightforward to see that omitting the variable W from the 
regression introduces a bias that has the same sign as c cov(Agehl, W ). That 
is an upward bias in the case of W � education (because presumably c � 0 
and cov (Agehl, W ) � 0) and a downward bias in the case of W � married 
because presumably c � 0 and cov (Agehl, W ) � 0.
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Appendix C

Just Identifi ed Models

Table 10C.1 Just- identifi ed models—income interval and age of home leaving

Income

  (1)  (2)  (3)  (4)

Age of home leaving –0.082 –0.138 –0.083 –0.125
(0.045)∗ (0.078)∗ (0.051) (0.065)∗

First quarter –0.224 –0.223 –0.224 –0.226
(0.078)∗∗∗ (0.098)∗∗ (0.083)∗∗∗ (0.098)∗∗

Fourth quarter 0.032 0.049 0.027 0.059
(0.070) (0.085) (0.087) (0.093)

Education 0.068 0.070 0.065 0.063
(0.011)∗∗∗ (0.012)∗∗∗ (0.010)∗∗∗ (0.011)∗∗∗

Empty dwellings 0.004 0.003
(0.005) (0.006)

Age of fi rst sex 0.011 0.007
(0.019) (0.015)

Lack of self- confi dence –0.103 –0.106
(0.042)∗∗ (0.046)∗∗

Married 0.054 0.093
(0.097) (0.134)

No. of children –0.018 –0.067
(0.064) (0.093)

Age of fi rst job –0.003 0.001
(0.010) (0.009)

Estimation 2SLS 2SLS 2SLS 2SLS
No. of observations  457  457  456  456

Notes: Robust standard errors in parentheses. Columns (1) and (3): excluded instrument is age 
of fi rst sex. Columns (2) and (4): excluded instrument is empty dwellings. Other regressors 
included in all columns: same as in table 10.8. 2SLS � two- stage least squares.
∗∗∗Signifi cant at the 1 percent level.
∗∗Signifi cant at the 5 percent level.
∗Signifi cant at the 10 percent level.

References

Aassve, A., F. C. Billari, S. Mazzuco, and F. Ongaro. 2002. Leaving home: A com-
parative analysis of ECHP data. Journal of European Social Policy 12 (4): 259–
 75.

Aassve, A., M. A. Davia, M. Iacovou, and S. Mazzuco. 2007. Does leaving home 
make you poor? Evidence from 13 European countries. European Journal of Popu-
lation 23 (3– 4): 315– 38.

Acemoglu, D., J. Simon, and J. A. Robinson. 2001. The colonial origins of com-



 

410    Francesco C. Billari and Guido Tabellini

parative development: An empirical investigation. The American Economic Review 
91 (5): 1369– 1401.

Alesina, A., and P. Giuliano. 2007. The power of the family. NBER Working Paper 
no. 13051. Cambridge, MA: National Bureau of Economic Research.

Alessie, R., A. Brugiavini, and G. Weber. 2005. Saving and cohabitation: The eco-
nomic consequences of  living with one’s parents in Italy and the Netherlands. 
NBER Working Paper no. 11079. Cambridge, MA: National Bureau of Economic 
Research.

Avolio, B. J., and D. A. Waldman. 1994. Variations in cognitive, perceptual, and 
psychomotor abilities across the working life span: Examining the effects of race, 
sex, experience, education, and occupational type. Psychology and Aging 9 (3): 
430– 42.

Baum, C., M. E. Schaffer, and S. Stillman. 2003. Instrumental variables and GMM: 
Estimation and testing. Stata Journal 3 (1): 1– 31.

Becker, S. O., S. Bentolila, A. Fernandes, and A. Ichino. 2004. Job insecurity and 
children’s emancipation. IZA Discussion Paper no. 1046. Bonn, Germany: Insti-
tute for the Study of Labor.

Billari, F. C. 2004. Becoming an adult in Europe: A macro(/ micro)- demographic 
perspective. Demographic Research SC3 (SC3): 15– 44.

———. 2008. Lowest- low fertility in Europe: Exploring the causes and fi nding some 
surprises. Japanese Journal of Population 6 (1): 2– 18.

Billari, F. C., M. Castiglioni, T. Castro Martin, F. Michielin, and F. Ongaro. 2002. 
Household and union formation in a Mediterranean fashion: Italy and Spain. In 
Fertility and partnership in Europe: Findings and lessons from comparative research, 
ed. E. Klijzing and M. Corijn, 17– 41. New York: United Nations.

Billari, F. C., H.- P. Kohler, G. Andersson, and H. Lundström. 2007. Approaching 
the limit: Long- term trends in late and very late fertility. Population and Develop-
ment Review 33 (1): 149– 70.

Billari, F. C., S. Mazzuco, and F. Ongaro. 2006. Percorsi e tempi di autonomia resi-
denziale: Una valutazione dell’impatto sulla fecondità in Italia [Pathways and 
timing of residential autonomy: An evaluation on the impact on fertility in Italy]. 
In Convegno Famiglie, Nascite e Politiche Sociali [Conference on families, births, 
and social policies], ed. Accademia Nazionale dei Lincei, 55–76. Rome: Bardi Edi-
tore.

Billari, F. C., and M. Pellizzari. 2008. Age effects and academic performance: Does 
month of birth matter? Milan: Università Bocconi.

Billari, F. C., D. Philipov, and P. Baizán. 2001. Leaving home in Europe: The experi-
ence of cohorts born around 1960. International Journal of Population Geography 
7:339– 56.

Blossfeld, H.- P., E. Klijzing, M. Mills, and K. Kurz. 2005. Globalisation, uncertainty, 
and youth in society. London: Routledge.

Blossfeld, H.- P., M. Mills, and F. Bernardi. 2006. Globalization, uncertainty and 
men’s careers. An international comparison. Cheltenam, UK: Edward Elgar.

Brunello, G., and D. Checchi. 2004. School vouchers Italian style. Giornale degli 
Economisti e Annali di Economia 63 (3/ 4): 357– 99.

Card, D. 2001. Estimating the return to schooling: Progress on some persistent 
econometric problems. Econometrica 69 (5): 1127– 60.

Corijn, M., and E. Klijzing. 2001. Transitions to adulthood in Europe. Dordrecht, the 
Netherlands: Kluwer.

Dalla Zuanna, G. 2001. The banquet of Aeolus: A familistic interpretation of Italy’s 
lowest low fertility. Demographic Research 4 (5): 133– 62.

Del Boca, D., and D. Vuri. 2007. The mismatch between employment and child 



 

Italians Are Late: Does It Matter?    411

care in Italy: The impact of rationing. Journal of Population Economics 20 (4): 
805– 32.

Diamond, P. 1982. Aggregate demand management in search equilibrium. Journal 
of Political Economy 90 (5): 881– 94.

Elder, G. H. J. 1975. Age differentiation and the life course. Annual Review of Sociol-
ogy 1:165– 90.

Feyrer, J. 2007. Demographics and productivity. Review of Economics and Statistics 
89 (1): 100– 109.

Flatau, P., I. James, R. Watson, G. Wood, and P. H. Hendershott. 2007. Leaving the 
parental home in Australia over the generations: Evidence from the Household, 
Income and Labour Dynamics in Australia (HILDA) Survey. Journal of Popula-
tion Research 24 (1): 51– 71.

Furstenberg, F. F., Jr., S. Kennedy, V. C. McLoyd, R. G. Rumbaut, and R. A. Set-
tersten Jr. 2004. Growing up is harder to do. Contexts 3 (3): 33– 41.

The Gallup Organization. 2007. Young Europeans. A survey among young people aged 
between 15– 30 in the European Union. Flash Eurobarometer Series. Brussels, Bel-
gium: European Commission.

Giannelli, G. C., and C. Monfardini. 2003. Joint decisions on household member-
ship and human capital accumulation of youths. The role of expected earnings 
and local markets. Journal of Population Economics 16 (2): 265– 85.

Hogan, D. P., and N. M. Astone. 1986. The transition to adulthood. Annual Review 
of Sociology 12:109– 30.

Kohler, H.- P., F. C. Billari, and J. A. Ortega. 2002. The emergence of lowest- low 
fertility in Europe during the 1990s. Population and Development Review 28 (4): 
641– 80.

Liefbroer, A. C. 2005. Changes in the transition to adulthood in Europe: An empirical 
analysis of changes among cohorts born between the 1950’s and 1960’s in Europe 
and among Dutch cohorts born between 1900 and 1982. Report for the Robert Bosch 
Foundation. The Hague, the Netherlands: Netherland Interdisciplinary Demo-
graphic Institute.

Lindh, T., and B. Malmberg. 1999. Age structure effects and growth in the OECD, 
1950– 1990. Journal of Population Economics 12 (3): 431– 49.

———. 2007. Demographically based global income forecasts up to the year 2050. 
International Journal of Forecasting 23 (4): 553– 67.

Manacorda, M., and E. Moretti. 2006. Why do most Italian youths live with their 
parents? Intergenerational transfers and household structure. Journal of the Euro-
pean Economic Association 4 (4): 800– 829.

Mankiw, N. G., D. Romer, and D. N. Weil. 1992. A contribution to the empirics of 
economic growth. Quarterly Journal of Economics 107 (2): 407– 37.

Mazzuco, S. 2006. The impact of children leaving home on parents’ well- being: A 
comparative analysis of France and Italy. Genus 62 (3– 4): 35– 52.

Mazzuco, S., L. Mencarini, and R. Rettaroli. 2006. Similarities and differences 
between two cohorts of young adults in Italy: Results of a CATI survey on transi-
tion to adulthood. Demographic Research 15 (5): 105– 46.

Modell, J., F. F. Furstenberg Jr., and T. Hershberg. 1976. Social change and transi-
tion to adulthood in historical perspective. Journal of Family History 1 (1): 7– 32.

Myerson, J., S. Hale, D. Wagstaff, L. Poon, and G. Smith. 1990. The information-loss 
model: A mathematical theory of  age-related cognitive slowing. Psychological 
Review 97 (4): 475–87.

Neugarten, B. L., and N. Datan. 1973. Sociological perspectives on the life cycle. In 
Life- span developmental psychology: Personality and socialization, ed. P. B. Baltes 
and K. B. Schaie, 53– 69. New York: Academic.



 

412    Francesco C. Billari and Guido Tabellini

Ravanera, Z. R., F. Rajulton, and T. K. Burch. 1998. Early life transitions of Cana-
dian women: A cohort analysis of timing, sequences, and variations. European 
Journal of Population 14 (2): 179– 204.

Reher, D. S. 1998. Family ties in Western Europe: Persistent contrasts. Population 
and Development Review 24 (2): 203– 34.

Rosenzweig, M., and K. I. Wolpin. 1993. Intergenerational support and the life-
 cycle incomes of young men and their parents: Human capital investments, cores-
idence, and intergenerational fi nancial transfers. Journal of Labor Economics 
11:84– 112.

Rybash, J. M., W. J. Hoyer, and P. A. Roodin. 1986. Adult cognition and aging: Devel-
opmental changes in processing, knowing and thinking. New York: Pergamon.

Schvaneveldt, P. L., B. C. Miller, E. H. Berry, and T. R. Lee. 2001. Academic goals, 
achievement, and age at fi rst sexual intercourse: Longitudinal, bidirectional infl u-
ences. Adolescence 36 (144): 767– 87.

Settersten, R. A., Jr, F. F. Furstenberg Jr., and R. G. Rumbaut. 2005. On the frontier 
of adulthood: Theory, research, and public policy. Chicago: University of Chicago 
Press.

Shanahan, M. J. 2000. Pathways to adulthood in changing societies: Variability and 
mechanisms in life course perspective. Annual Review of Sociology 26:667– 92.

Shimer, R. 2001. The impact of young workers on the aggregate labor market. Quar-
terly Journal of Economics 116 (3): 969– 1007.

Skirbekk, V. 2004. Age and individual productivity: A literature survey. Vienna Year-
book of Population Research 2:133– 53.

Skirbekk, V., H.- P. Kohler, and A. Prskawetz. 2004. Birth month, school graduation, 
and the timing of births and marriages. Demography 41 (3): 547– 68.

Comment Luigi Pistaferri

Introduction

I enjoyed reading this chapter, if  for no other reason than because it seems 
to talk about me and so many of my friends back in Italy! Leaving aside 
jokes, the topic is actually quite a serious one. Billari and Tabellini show 
that “lateness” may have important effects on people’s economic success (as 
measured by earnings, for instance) and even on more macro variables (such 
as growth). The evidence in the latter case is circumstantial, and so I won’t 
spend time discussing it.

The paper is part of a vast research agenda looking at the impact of demo-
graphic features on economic outcomes. For various examples, see Alesina 
and Giuliano (2007). The starting point of  the paper is the observation 
that Italians exhibit “unusual” demographic features: they complete their 
education later than their counterparts in other industrialized countries, 
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they enter the job market later, they leave the parental home later, and they 
marry and have children later (if  at all). Interestingly, they even die later! 
Life expectancy at birth for males is seventy- eight in Italy, seventy- seven in 
the United Kingdom and France, seventy- six in Germany, and seventy- fi ve 
in the United States.1 In human capital models, a longer life horizon may 
change the incentives to invest in education, and this may have important 
consequences for growth, and so on.

In a nutshell, the paper considers the impact of “late transition into adult-
hood” on income. It focuses on a sample of  Italian males born in 1966 
to 1970 surveyed in 2003 to 2004. I should note that the sample is rather 
small, only about 500 observations. This is partially compensated by the 
richness of the data set, which includes a fi ve- interval measure of earnings, 
age of home leaving, age of fi rst sex, exact date of birth, education, parents’ 
education/ occupation/ marital status, and so on. Billari and Tabellini regress 
the measure of earnings they have on “age of home leaving” and a number of 
other covariates and interpret the effect of “age of home leaving” causally—
using an instrumental variables (IV) interpretation.

Before commenting on the chapter, it may be of some interest to quantify 
the extent and dynamics of the phenomenon. I used the 1986 and 2006 Sur-
vey of Household Income and Wealth (a representative survey of the Italian 
population conducted every other year by the Bank of Italy) to compute 
the proportion of males in various age groups who live with their parents 
(in the survey, they are classifi ed as “sons” of the head of the household). 
Figure 10C.1 shows that between 1986 and 2006, the proportion of indi-
viduals living with their parents has increased for all ages. For example, in 
1986 only 33 percent of thirty- year- olds lived with their parents; in 2006, 
61 percent did.

The Story and the Findings

The chapter’s main claim is that individuals who become “adult” later 
suffer a number of disadvantages relative to those who do not. In particular, 
they have less incentive to work, less motivation, they are less independent-
 minded, and less able to learn. According to Billari and Tabellini, the eco-
nomic consequences of such late transition into adulthood could be sub-
stantial. The ordinary least squares (OLS) estimates say that leaving home 
one year earlier would increase income by about as much as fi ve additional 
months of education. The IV estimate is much larger, suggesting that leav-
ing home one year earlier would increase income by about as much as 1.5 
additional years of education. This is quite a large effect. Public policies to 
push people out of the parental home would be more effective than keep-

1. The country with the longest life expectancy (eighty years) is San Marino, admittedly a de 
facto Italian colony. More seriously, this refl ects some heterogeneity in life expectancy between 
Northern and Southern Italy.
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ing the same people in school, as far as measures of economic success are 
concerned.

As an aside, the chapter fi nds that people born in the fi rst quarter of 
the year earn way less than people born in other quarters. To put things in 
perspective, a three- year university degree has the same return of not being 
born in the fi rst quarter. One possible explanation is that people born in the 
fi rst quarter are those most likely to be drafted for compulsory military ser-
vice.2 Military service involves the loss of one (or more) year of civilian labor 
market experience, not to mention psychic costs, and so the fi rst quarter of 
birth variable may be possibly picking up some of these adverse effects.

Validity of Instruments

Billari and Tabellini use two instruments (age of  fi rst sex and housing 
availability at age sixteen) to correct for the endogeneity of the age of home 
leaving variable. In this section, I play the role of the devil’s advocate and 
discuss reasons why one should doubt the validity of  their instruments. 
Because an exclusion restriction is untestable, a reader will have to weight 
appropriately defense and criticism of instruments.

The authors correctly argue that age of fi rst sex is a suspicious instrument. 

Fig. 10C.1  Proportions of males living with parents

2. Military service in Italy is no longer compulsory, but it was for people born in 1966 to 
1970, the cohort used in the chapter.
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As suggested (and showed) by Hamermesh and Biddle (1994), beauty can 
enter the earnings equation; at the same time, beauty may be correlated 
with age of fi rst sex—beautiful people do it earlier. I can add two further 
arguments. First, smarter individuals may leave home earlier and may also 
sexually emancipate earlier (or vice versa, i.e., in the case of “nerds”). Sec-
ond, there is the possibility of correlated measurement error—especially if  
leaving home is a “milestone” event.

Speaking of  measurement error, I should note at this point that mea-
surement error in age of home leaving seems to be rather large. Take the 
simple model in which age of home leaving, measured with error, is the only 
covariate:

yi � 	0 � 	1xi
∗ � (ai � 	1ei � vi)

Here y is earnings, x is “true” age of home leaving, x∗ is its measured 
counterpart, e the measurement error (so that x∗ � x � e), a is unobserved 
ability, and v a random disturbance. It’s easy to prove that the OLS bias is 
partly measurement error bias and partly ability bias, that is,

 p lim 	̂1 � 	1 � 

x∗a
�

2
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Using the OLS and IV estimates, it’s easy to show that (after some manipu-
lation) that


2
x

�

2

x∗
 � 0.27

and, hence, the noise- to- signal ratio must be quite high (73 percent or more) 
to be consistent with the estimates reported in the chapter. This casts some 
doubts on the extent of accuracy of the data (which are primarily of the 
“recall” type).

Billari and Tabellini seem to put more faith in their second instrument 
(housing supply). But could this also be an invalid instrument? A possible 
argument is as follows. Assume that people leave the parental home only 
when they fi nd an acceptable job and suitable housing. This means that there 
is a trade- off between the offered wage and the cost of housing (individu-
als may accept a low- paid job if  they fi nd cheap housing or may be willing 
to pay more for housing if  they are offered a high wage). Hence, marginal 
individuals who face lower cost of housing accept lower offered wages. But 
in the data, wages are very persistent; hence, the housing market conditions 
when entering the labor market (and leaving the parental home) may still be 
correlated with wages today, which invalidates the instruments.

As a parallel argument, I should note that housing market reforms have 
not reduced the stock of stay- at- home children, which would suggest that 
the instrument has little power. Consider the case of the Equo canone (rent 
control) legislation. Introduced in 1978, it regulated criteria for establish-
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ing rent levels, yearly increases, the duration of contracts, and repossession 
procedures. It ended up protecting the “insider” and restricted severely the 
supply of rental units. Rent controls were fi nally abolished in 1992. Yet, as 
fi gure 10C.1 shows, the proportion of youth living with their parents has 
increased, not declined. The chapter uses cross- sectional variability rather 
than the time series variability I am describing here, which may have more 
to do with provincial differences in wages rather than heterogeneity in the 
supply of housing.

Are there any remedies to possible failure of  instrument validity? The 
ideal way to get at the “causal” effect would be to neutralize the effect of (per-
manent) unobserved ability. Here panel data is of little help because leaving 
the parental home is an irreversible decision. One could think, however, of 
using within- family variability, that is, twins or siblings’ experience. While 
there are no data of this kind for Italy (as far as I know), in the United States, 
the Panel Study of Income Dynamics (PSID) tracks individuals after they 
have left home and formed their own household. This could allow identify-
ing siblings leaving home at different ages.

Causality and All That

Perhaps a more fundamental issue is to establish whether age of  home 
leaving is truly causally (rather than spuriously) affecting earnings. Billari 
and Tabellini cite three different reasons why a true causal effect may be ex-
pected. First, youths who don’t live with parents are pushed to work more, 
and this affects their career profi le. Second, they are younger and, hence, 
have a higher ability to learn on the job. Third, they are more independent-
 minded, and this may affect their productivity (a “taste heterogeneity” 
explanation).

Note that the fi rst two reasons cited point to an “indirect” mechanism 
(through labor market experience) rather than a direct one. This means 
that if  one had a reliable measure of full- time labor market experience, age 
of home leaving would be redundant (and, hence, not causal). Puzzlingly 
enough, the variable that is best associated with labor market experience (age 
of fi rst job) explains nothing, perhaps because, as Billari and Tabellini note, 
“this variable refers to menial or temporary jobs that do not correspond to 
a milestone event in the transition to adulthood.”

What the chapter leaves a bit hanging is a convincing discussion of the 
mechanism(s) that is behind the effect of age of home leaving on earnings. 
A possible story is as follows. Take two equally smart individuals (so that 
ability differences are neutralized)—and assume that for exogenous reasons 
one is living at home with his parents, and the other on his own. Why would 
these two individuals be differently productive on the job? For individuals 
living with their parents, the cost of consumed goods is lower (they get public 
goods for free—rent, electricity, etc.). They also spend less time in nonwork, 
nonleisure activities (laundry, ironing, cooking, etc.). Hence, (most of) their 
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consumption of goods and time is effectively insured, and a moral hazard 
problem arises—they may put less effort on their job and, hence, get lower 
wages. Individuals who have left the parental home cannot afford this, par-
ticularly if  the decision to leave the parental home is irreversible.

Conclusions

I want to conclude with two observations, one on the possible benefi ts of 
“lateness” and another on the policy implications of the analysis.

The chapter is all focused on stressing the costs of being late. But what 
about the benefi ts? A broader welfare analysis would consider also the ben-
efi ts of leaving home later, such as increased leisure, economies of scale, and 
so on. Staying with the parents may signal that children care about their 
parents. Parents could reciprocate later in life (after kids have left) by sup-
plying a variety of goods and services: insurance (i.e., help if  income shocks 
strike and insurance markets are absent), liquidity (i.e., informal credit if  
fi nancial markets are imperfect), and time (i.e., child care that would be too 
expensive to buy on the market). This means that the income loss due to a 
late transition into adulthood could be partially balanced by informal insur-
ance, liquidity, and time. In other words, the extra years spent with parents 
may be a form of investment. Young Italians may well be utility maximizers 
given the constraints faced.

The chapter provides a number of policy recommendations, such as short-
ening the duration of college degree, discouraging students from overstaying 
in college, reducing the cost of housing, increasing its supply, and introduc-
ing policies aimed at easing young people’s entry in the labor market. But 
knowing the mechanism behind the “causal” effect of “leaving home later” 
on earnings is key for any policy recommendation to be effective. Suppose 
individuals stay with their parents because that’s the only way to get help 
to buy a house or because they need to save in anticipation of that event 
(Loan- to- value ratios in Italy were around 50 percent before recent fi nancial 
market liberalization). Then what would change the incentives to leave are 
credit market reforms rather than housing (or labor) market reforms.

To sum up, I applaud Billari and Tabellini for writing this extremely in-
teresting chapter on “lateness” and measures of economic success. Future 
research should try to come up with a convincing story regarding the mecha-
nism behind the causal effect that is being uncovered.
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