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Preface and Dedication

This book is dedicated to Fred Plum, M.D., University Professor Emeritus of
Neurology and former Chair of Neurology at Cornell University School of
Medicine. Heroically he devoted his efforts to the understanding and amelio-
ration of disorders of human CNS arousal. He was generous to me in arrang-
ing Wednesday lunches with brilliant younger members of his department,
Nicholas Schiff, M.D. (Director, Laboratory of Cognitive Neuromodula-
tion and Assistant Professor of Neurology and Neuroscience), Keith Purpura,
Ph.D. (Associate Professor of Neuroscience), Jonathan Victor, M.D., Ph.D.
(Professor of Neurology), and with his colleague then at Cornell, Michael
Posner, Ph.D. Talking with them, I realized that I could expand my own lab’s
work from explaining the mechanisms of simple instinctive behaviors and spe-
cific forms of motivation to more general arousal states. But I had not read
about the latter since cross-registering from M.I.T. to Harvard Medical School
more than 30 years before. The “pilgrimages” from my Rockefeller lab across
the street to Fred Plum’s conference room supplied much of the background
and courage needed to attempt this book.

I also wish to thank Par Parekh, of The Rockefeller University, for his ex-
pert management of the illustrations and tables and extensive textual criti-
cisms.

The book is intended to propose new ideas for my colleagues in this field,
but not to substitute for an Annual Reviews article in its scientific detail. There-
fore, it is heavily referenced to the original literature and to pertinent review
papers for proper scholarly support. I have tried to write it in an open and clear
fashion, so that readers with college educations in science could understand
the main ideas, and appreciate my excitement as a neurobiologist working in
this field at this time.
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1 Toward a Universal Theory
of Brain Arousal

For addressing the most fundamental force in the nervous system, we need a precise

operational definition. Surprisingly, thinking about arousal’s quantitation invokes Shannon’s

information theory. In humans, loss of arousal is devastating.

Why does an animal or a human being do something under one environ-
mental condition and not another? Why does an animal or human be-

ing do anything at all?
Explaining this is going to be difficult. These questions have long been ac-

knowledged as central to neuroscience. But confusion abounds about the very
deepest, underlying problem: the elementary arousal of the central nervous
system (CNS). I propose, from studying the literature and our own results,
that we must explain a function I call “generalized arousal.” In the CNS, be-
neath all of our specific mental functions and particular emotional dispositions,
a primitive neuronal system throbs in the brainstem, activating our brains and
behaviors. Because this system is universal among all vertebrate animals, the
neuroanatomic, neurophysiologic, and neurochemical components of this sys-
tem are shared among mammals, including humans. The arousal system thus
emerging in the human brain drives all of our behavioral responses to stimuli
in a manner best understood through the mathematics of information theory.
Finally, I will apply our new thinking about this system to our current knowl-
edge of brain mechanisms for sexual arousal and fear.

Arousal mechanisms are exciting and important to understand because at
the deepest level they impact all human behaviors. Having evolved over mil-
lions of years, their performance determines our earliest responses to environ-
mental stimuli, our expressions of emotion, and our mental health. While
Chapters 2–6 on neuroanatomy, neurophysiology, and genetics derive from
animal research and Chapter 7 explores engineering concepts, Chapter 8 pres-
ents the bottom line. Disrupting arousal mechanisms in humans by accidents,

1



toxins, and so on causes problems ranging from mild loss of vigilance, atten-
tion, or sleep to the devastation of the vegetative condition.

� What Is to Be Explained? Ethology and the
Mechanisms of Arousal

Because arousal is fundamental to all cognition and temperament, its explana-
tion is a holy grail of neuroscience. Consider cognition: You can be aroused
without being alert, but not vice versa. In turn, you can be alert without paying
attention, but not vice versa. This hierarchical relation persists all the way up
to the intellectual function of decision making in the face of uncertainty, the
essence of cognitive neuroscience (Fig. 1.1). Likewise, arousal is at the base of
all emotional life. You can be aroused without being motivated, but not vice
versa. You can be aroused without expressing a strong temperamental feature1–

4, but not vice versa. And so forth, all the way up to subtle variations in moods
and feelings that make up our emotional lives. Here is an analogy: For the
physics student, emotional behavior can be viewed as a vector. Arousal level
determines the amplitude (length of the vector), while the exact feeling and
object determine the angle of the vector. Here and below, I contend that meld-
ing approaches from the physical sciences with those from the biologic sci-
ences will lead to quantitative behavioral sciences.

Ethological Approaches

When I was a graduate student, the founder and chair of the Department of
Brain and Cognitive Sciences at M.I.T., Professor Hans-Lukas Teuber, often
told us that experimental analysis of animal behavior is for those who like
physics. Ethology, or the study of animal behavior, is for those who like ani-
mals, he claimed.

Arousal plays a crucial role in the conceptual foundation of ethology. Sat-
isfying the need for an “energy source” for behavior,5,6 arousal explains the ini-
tiation and persistence of motivated behaviors in a wide variety of species, not
just mammals. For example, von Holst7 used intracranial stimulation to alter
drive strength in chickens, while Hinde8,9 charted the complexities of hormone
effects on drive (sex arousal) in canaries. Arousal, fueling drive mechanisms,
potentiates behavior, while specific motives and incentives explain why an ani-
mal does one thing rather than another.10 Nor are these findings limited to
lower animals. The science of human ethology thrives: Its descriptive, evolu-
tionary thinking will soon be replaced by quantitative, mechanistic explana-
tions.

The Dictionary of Ethology11 not only emphasizes arousal in the context of
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the sleep-wake cycle but also refers to the overall state of responsiveness of the
animal, as indicated by the intensity of stimulation necessary to trigger a be-
havioral reaction. Arousal “moves the animal toward readiness for action from
a state of inactivity.” In the case of a directed action, a founder of ethology,
Nikko Tinbergen, would say arousal provides the motoric energy for a “fixed
action pattern” in response to a “sign stimulus.” The dictionary does not es-
chew neurophysiology, as it also covers arousal levels indicated by the cortical
electroencephalogram (EEG; see Chap. 3).

In this book I take one step beyond classical ethology, which primarily fo-
cuses on the careful description of animal behavior. Here I lay bare many of
the mechanisms for CNS arousal and add a quantitative, mathematical approach.

Experimental Analyses of Behavior

Generations of behavioral scientists have both theorized and experimentally
confirmed that a concept like arousal is necessary to explain the initiation,
strength, and persistence of behavioral responses.12 Arousal provides the fun-
damental force that makes animals and humans active and responsive so they
will perform instinctive behaviors6 or learned behaviors directed toward goal
objects.13 The strength of a learned response depends on arousal and drive.14,15

Hebb13 saw a state of generalized activation as fundamental to optimal cogni-
tive performance. Duffy16 goes even further by invoking the concept of “acti-
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Figure 1.1. Central nervous system arousal is fundamental to all cognitive and emo-
tional functions. Regarding feelings, here is a physical analogy: If emotional behaviors
were vectors, arousal would account for their amplitudes, whereas the nature and ob-
ject of the feeling would account for the angles of the vectors.



vation” to account for a significant part of an animal’s behavior. She anticipated
that quantitative physiologic or physical measures would allow a mathemati-
cal approach to this aspect of behavioral science (see the following section
“A Quantitative Approach to Physical Measurement of Generalized Arousal”
and Chaps. 3 and 6). Cannon12 brought in the autonomic nervous system as
a necessary mechanism by which arousal prepares the animal or human for
muscular action. Entire theories of emotion were based on the activation of
behavior.12

Thinking ahead to Chapter 6, “Heightened States of Arousal,” note that
hormones are effective in raising arousal. Malmo17 brought all of this material
together by citing EEG evidence and physiologic data, which go along with
behavioral results in establishing activation and arousal as primary components
driving all behavioral mechanisms (pp. 282–301).

This is the classic arousal problem. How do internal and external influ-
ences wake up brain and behavior, whether in humans or in other animals,
whether in the laboratory or in natural, ethological settings? It is important to
reformulate and solve this problem because we are dealing with responsivity to
the environment, one of the elementary requirements for animal life. It is also
timely to reformulate and solve this problem now because new neurobiologic,
genetic, and computational tools have opened up approaches to “behavioral
states” that were never possible before. I theorize that explaining arousal will
permit us to understand the states of behavior that lie beneath large numbers
of specific response mechanisms. Not only is it strategic to accomplish the
analysis of many behaviors all at once18 but also elucidating mechanisms of be-
havioral states leads to an understanding of mood and temperament. To put it
another way, much of twentieth-century neuroscience was directed at explain-
ing the particularity of specific stimulus/response connections. Now we are in
a position to reveal mechanisms of entire classes of responses under the name
of “state control.” Most important are the mechanisms determining the level
of arousal as it influences the state of the CNS.

Until now, two conflicts have stood in the way of solving the arousal prob-
lem. The first concerns its definition, which I deal with in the following sec-
tion. The second requires me to explain and then resolve a false dichotomy
(see the section “A Quantitative Approach to Physical Measurement of Gener-
alized Arousal”).

� Operational Definition of Arousal

Conflict: historically, the terms “arousal” and “information” suffered similar
fates. Both had a vague and slippery character. Everyone knew that arousal ex-
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ists, for example. It is intuitively obvious, and it is absolutely necessary to ex-
plain neurobiologic data. But what exactly is arousal? This book dissipates that
vagueness, with a concrete operational definition and a quantitative approach
to measurement. Claude Shannon’s paper on information theory in 1948 per-
formed a similar service for the idea of “information.”

Any truly universal definition of arousal must be elementary and funda-
mental, primitive and undifferentiated, and not derived from higher CNS
functions. It cannot be limited by particular, temporary conditions or mea-
sures. For example, it cannot be confined to explaining responses to only one
stimulus modality. Nor should it be limited to reflex responses to environmen-
tal stimuli. Voluntary motor activity and emotional responses also should be
included.

Therefore I propose the following as an operational definition that is intu-
itively satisfying and that will lead to precise quantitative measurements:

“Generalized arousal” is higher in an animal or human being who is:
(S) more alert to sensory stimuli of all sorts, and (M) more motorically
active, and (E) more reactive emotionally.

This is a concrete definition of the most fundamental force in the nervous sys-
tem. To understand what we are talking about here, consider two analogies. If
we were talking about the geophysics of the planet earth instead of the arousal
of the CNS and behavior, this book would be dealing with magma—the hot
central core of the earth whose physical distribution controls the magnetic
field of the planet. My second analogy is based on primacy in time: If we were
talking about the astrophysics of the universe, my book would be dealing with
the Big Bang. The primitive arousal responses I discuss comprise the very first,
most elementary responses to any sensory stimulus, preparatory for every be-
havioral response that follows.

All three components—sensory alertness (S), motor activity (M), and emo-
tional reactivity (E)—can be measured with precision. This approach treats be-
havior as a physical variable to be explained with contemporary neural and ge-
netic techniques. It leads naturally to electrophysiologic recordings of arousal-
related responses (Chap. 3).

We arrive at the very same theoretical proposal—that there is a general-
ized arousal function in the CNS and that it can be defined precisely—by a
“reverse approach.” That is, we already have our hands on some of the mecha-
nisms underlying arousal, and they lead to the same theoretical idea. Clearly
there is a neuroanatomy of generalized arousal (Chap. 2), there are neurons
whose firing patterns lead to it (Chap. 3), and genes whose loss disrupts it
(Chap. 5). Therefore, the definition of generalized arousal with the reverse
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approach is as follows: Generalized arousal is the behavioral state produced
by arousal pathways, their electrophysiologic mechanisms, and genetic influ-
ences. The fact that these mechanisms produce the same sensory alertness (S),
motor activity (M), and emotional reactivity (E) as our definition affirms the
existence of a generalized arousal function and the accuracy of its operational
definition.

While I treat behavior as the most important physical manifestation of
arousal, two other types of measures are useful but also potentially confusing.
Activation of electrical activity across the cerebral cortex, as measured by the
electroencephalogram (EEG) in animals and humans, usually correlates with
behavioral activation (Chap. 3), but it is not identical to that activation. Like-
wise, stimulation of the sympathetic pathways in the autonomic nervous sys-
tem (ANS) sometimes is correlated with behavioral arousal or, indeed, EEG
changes (Chap. 4). We know a lot about EEG and ANS changes and they sup-
port our behavioral definition, but they are not precisely identical to arousal as
defined. Behavior is the “bottom line.”

It may seem mind-boggling that such an arcane and important function as
arousal can have such a straightforward working definition. Do not be sur-
prised. Complex behaviors need not have complex explanations. We now un-
derstand detailed neuronal, hormonal, and genetic mechanisms for certain
mammalian social behaviors,19,20 for example, even though we do not know, ex-
actly, how locomotion works.

In conclusion, we have a clear operational definition of arousal that relies
on physical measures (see the following section) and that is affirmed by the
brain mechanisms that lead to arousal (Chaps. 2–4). In the section “The Neu-
robiology of Arousal Constitutes an Interesting Application of Information
Theory” and throughout the book, I make the case that information theory
sheds light on how the arousal systems of the brain work.

� A Quantitative Approach to Physical Measurement of
Generalized Arousal

Like many scientific concepts that are widely acknowledged but incompletely
understood, arousal neurobiology has generated radically polarized opinions
among those working in the field. Early neurophysiologists21–24 suspected that
primitive brainstem systems exerted powerful, monolithic controls over activa-
tion of the forebrain. But then the torrents of data being published about
neuroanatomic subdivisions of the brainstem, neurophysiologic specificities
in reflex controls, and neurochemistries of particular pathways confused some
researchers. Several behaviorists—for example, Robbins and Everitt25—en-
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tranced with complex behavioral paradigms, “threw out the baby with the
bathwater.” Because of the several manifestations of arousal, they claimed,
there could not be any elementary, general arousal function. There could not
be a Ur-Arousal.

Thus, we have a false dichotomy: either an undifferentiated, singular
arousal mechanism or no concept at all. I solve this problem by taking a quanti-
tative approach both conceptually and methodologically. The activation of
brain and behavior depends on a compound function of a primitive brainstem
system common to many states combined with neural and hormonal forces that
arise from specific biologic needs (Fig. 1.2). The mathematics of arousal is
open to investigation.

To move beyond this false dichotomy, I propose a theoretical resolution in
an equation that combines both generalized (Ag) and various specific forms of
arousal (As1 to n) such as sex, hunger, and fear.

Eq. 1: A = F(KgAg + Ks1As1 + Ks2As2 + Ks3As3..................... + KsnAsn).

Toward a Universal Theory of Brain Arousal 7

Sex
Behavior

Fear
Hunger

Motivation
Thirst

Pain

etc.

Generalized
Arousal

Figure 1.2. This figure complements the equation from Garey et al. (Proc Natl Acad Sci
USA, 2003; 100:11019). Any given behavior that has a biological motivation depends
both on generalized arousal and on a more specific kind of arousal (for example, sexual
arousal for sex). Note that the figure allows for interactions among specific arousal
states—for example, between sex and pain.



where A = arousal, as a function (F) of generalized arousal (Ag) and specific
forms of arousal (As). The plus sign is not meant to imply simple linearity,
but rather to indicate that A is an increasing function of the variables Ag and
As(1 to n), sometimes additive, sometimes multiplicative, and therefore poten-
tially complex. The constants Kg and Ks1−n reflect traits of the individual
(“temperament”). The main arousal components (Ag, As) are determined by
the situation, the individual’s immediate environment26 (see also Fig. 1.2).

Recent behavioral results show that a generalized force of arousal is oper-
ating. We completed several experiments with mice that tapped arousal com-
ponents S (sensory alertness), M (motor activity), and E (emotional reactiv-
ity).27–30 Then we analyzed the data using a mathematical/statistical tool called
principal components analysis (PCA). Generalized arousal accounted for a sig-
nificant amount of the data—about one-third. PCA uses the mathematical
structure of a large dataset—the statistical relations among various response
measures—to calculate the contributions of underlying causes. It “lets the sub-
ject (in our case, mice) tell us” the structure of its arousal functions. Applica-
tion of PCA to our five sets of experimental data showed the power of general-
ized arousal, with the lowest contribution at 29.7% and the highest at 45% of
arousal-related data due to a generalized arousal influence.26 Surprisingly, the
overall conclusion that generalized arousal accounted for about one-third of
our data held true despite different populations of mice, different investigators,
different experimental manipulations and details of response measures, and
different configurations of particular factor analysis solutions involving four to
six factors for each experiment. Further, the calculation was robust, shown in
three ways: (1) The generalized arousal factor was never identical to the first
factor of any particular multifactor analysis; and (2) it accounted for signifi-
cantly more data than in any random-number control or (3) in a stringent con-
trol in which marginal averages were held constant but the individual data en-
tries were scrambled randomly. All of these quantitative arguments and the
massive amount of neurobiologic data reviewed in subsequent chapters lead to
the conclusion that the mathematical structure of arousal functions in the
CNS includes a primitive, undifferentiated form I call “generalized arousal.”

For influencing generalized arousal, hormones are likely to be useful be-
cause their molecular/genetic mechanisms of action are especially well under-
stood. Estrogens, sex behavior, and sexual arousal have already been useful as
bridges to the discovery of fundamental arousal mechanisms (Chap. 6). Be-
cause estrogens strongly drive female sex behaviors, could the genes coding for
their nuclear receptors be involved in a more generalized brain function? To
begin exploring genetic influences,26 we used gene knockouts for the estrogen
receptors ER-α and ER-β, two very similar transcription factors and probably
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gene duplication products. Could functional inactivation (knockout) of the
ER-α or ER-β genes influence arousal responses? We studied female mice, in-
dividually housed, sleeping in their home cages as they do during the light
phase of the daily light cycle. For all sensory modalities tested, α-ERKO
female mice were less responsive to sensory stimuli than their wildtype fe-
male littermate controls (Fig. 1.3). Surprisingly, disruption of the gene for the
closely related ER-β, a likely gene duplication product, did not have the same
effect. Likewise, in terms of locomotor activity in running wheels, highest dur-
ing the dark phase of the daily light cycle, α-ERKO females were less active.
Interestingly, this phenotype was dependent on age; older α-ERKO females
were subject to the genetic effect, whereas the younger α-ERKO females were
not (Fig. 1.4). Again, the differences between β-ERKO females and their wild-
type littermate controls were not significant. The graphs for running wheel ac-
tivity of β-ERKO mice and their controls were virtually identical. In sum, α-
ERKO females were less responsive to external stimuli and less motorically ac-
tive. Quantitative physical measures reveal genetic contributions to arousal.

These mathematical/statistical analyses of behavioral data will resonate
with neuroanatomic delineations of massive systems ascending in the mamma-
lian brainstem and affecting crucial basal forebrain neuronal groups (Chap. 2),
electrophysiologic demonstrations of multimodally responsive neurons that
could serve to alert the animal (or person) to virtually any incoming stimulus
(Chap. 3), and ongoing discoveries of genes contributing to arousal-related
functions (Chap. 5).

Determining the structure of arousing influences in logical and quantita-
tive terms by using the tools of modern mathematical, neural, genetic, and be-
havioral technologies will provide a fascinating challenge for the next few
years. In fact, a combination of mathematical and experimental approaches to
arousal in a genetically tractable mammal such as the mouse will open up the
analysis of a CNS function of the most fundamental theoretical and practical
significance.

Interactions

Figure 1.2 and Equation 1 both point to the theoretical possibility of quanti-
tative interactions among different types of arousal states. Can heighten-
ing one form of arousal affect another? Yes, and relations between hunger
and emotional reactivity were among the first to be demonstrated. Campbell
and Sheffield31 reported that food deprivation—increasing arousal due to
hunger—caused greater responses to several kinds of stimuli. Relations be-
tween pain and sex provide another good example. Both Barfield and Sachs32

and Antelman33 showed that pain can heighten sexual arousal. Brown’s work34

Toward a Universal Theory of Brain Arousal 9
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Figure 1.4. Disrupting a gene can alter voluntary motor activity, as a component of
generalized arousal, in female mice. These are the same mice as reported in Figure 1.3.
In older animals (top panel) but not in younger animals (bottom panel), disrupting the
gene coding for estrogen receptor-α significantly reduced the amount of running
wheel activity per day. Gene knockout mice (ERKO) were compared to their wildtype
littermate controls (WT). We do not know the reason for the effect of age upon the
phenotype. As a genetic control, estrogen receptor-β was knocked out in other mice
(data not illustrated here) and there was absolutely no effect. (From Garey et al., Proc
Natl Acad Sci USA, 2003; 100:11019.)



proved that arousing stimuli such as those related to sex can affect fear.
Richter35 deprived female rats of food and saw that their activity levels in re-
sponse to naturally fluctuating sex hormones were increased. In an ethological
setting, Tinbergen6 showed interactions between sex behavior and aggression,
as did Robert Hinde.9

Thus, some of the structural dynamics of arousal in animals have begun
to be revealed by experiments in which manipulation of one drive state in-
creases another. Evidence for drive interactions such as those shown in Figure
1.2 and Equation 1 has been around for some time. Such interactions justify
new thinking about several questions: Are the cellular mechanisms underlying
Equation 1 resident within molecular changes (Chap. 4) in the ascending
arousal pathways envisioned in Chapter 2? Do the particular types of interac-
tions just mentioned necessarily hold for other drive combinations or other ex-
perimental circumstances? Additionally, do conclusions from studies with ani-
mals apply to humans? A new field of work will have to address all of these
issues.

Math/Stats of General Factors

In retrospect, by directly measuring arousal-related responses with physical
methodologies, we have walked past some of the difficulties faced by the psy-
chologists who argue for a generalized intelligence component. A general fac-
tor called “g” emerged from a variety of intelligence tests and accounts for 30–
37% of the data in the correlation matrices. In fact, in one set of calculations,
psychometricians were able to demonstrate that a general factor accounted for
about 31% of the intelligence measurement data, even in those tests adminis-
tered by theorists enamored of selected, specific sets of abilities (see Deary,36

p. 10). One of the shortcomings suffered by those who have argued against “g”
was the tendency to resort to oversimplified either/or formulations. For exam-
ple, human mental abilities have been portrayed as having at least seven com-
ponents.37 However, these separate “frames of mind” have never been proven
to be independent, mathematically, of general, core intelligence. It is crucial to
understand that the existence and power of a generalized intellectual potential
are not vitiated by the simultaneous contributions of specific mental capacities.
Moreover, much of the research in that area has been conducted using col-
lege undergraduates as subjects. They represent an extremely limited segment
among the wide ranges of abilities of human populations. Finally, some IQ
theorists have faced political difficulties as they have attempted to extrapolate
their thinking to embrace social questions. Generalized arousal theory has no
political implications and, instead, is pure science. Medically, the potential
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therapeutic applications of the brain arousal theories and methodologies im-
press me with their breadth and are trumpeted in Chapter 8.

In conclusion, we are now in a position to chart the structure of arousal, its
dimensions and its mechanisms. Because CNS arousal depends on surprise and
unpredictability, its appropriate quantification (surprisingly!) depends on the
mathematics of information.

� The Neurobiology of Arousal Constitutes an Interesting
Application of Information Theory

Claude Shannon, born in Petoskey, Michigan, in 1916, was a professor at the
Massachusetts Institute of Technology. By the mid-1940s he already had made
a reputation working on electrical switching circuits and the early calculating
machines. Then he wrote a classic paper38 that altered the world’s approach to
all forms of communication systems. What did he do, and why is it important
for us?

The concept of information, just like arousal, was intuitively obvious in
the common language, but scientifically it seemed vague and slippery. Claude
Shannon gave it a precise and useful mathematical definition. By rendering it
measurable, he gave scientists a quantitative tool for the description and analy-
sis of every communication device, including the brain. Single-handedly, he
created information theory.

Before quoting Shannon’s most important equation, I give a commonsense
illustration in words: If any event is perfectly regular, say the ticking of a met-
ronome, the next event (the next tick) does not tell us anything new. It has an
extremely high probability (p) of occurrence in exactly that time bin. Likewise,
in the time bins between ticks, silence has an extremely high probability of oc-
curring. We have no uncertainty about whether, in any given time bin, the tick
will occur. According to Shannon’s equation, the information in an event is in
inverse proportion to its probability. Put another way, the more uncertain we
are about the occurrence of that event, the more information is transmitted,
inherently, when it does happen.

What about an array of events that can happen in a given span of time?
For simplicity’s sake, let’s say there are two events, the waving of a red or of a
blue flag. If the red flag is waved all the time and the blue flag not at all, no in-
formation is transmitted by either flag. And vice versa. However, if the flag se-
lection is random, with a 50:50 chance of either flag being selected, as much
information is being transmitted by those flags as can be. When all events in an
array of events are equally probable, information is at its top value (see the fol-
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lowing example for taste nerves). Disorder maximizes information flow. At the
opposite extreme, perfect order minimizes information flow. Coming from
thermodynamics, the technical term for disorder in Shannon’s equation is en-
tropy. His symbol for entropy is H.

Shannon came up with and justified a clear mathematical definition of the
content of information in a series of events 1 through n.

Eq. 2: H K p pi i
i

n

� �
�

� (log )
1

The negative sign before the constant K is because the log of a fractional
probability (p) is negative.

Perhaps more attractive is the equation stating that the information con-
tent inherent in the event x is:

Eq. 3: H x p x p x( ) ( ) log ( )� � 2
1

where p(x) is the probability of event x.
For our purposes, this is the main statement of information theory. As-

sume we have two possible events with probabilities p and (1−p). Figure 1.5
shows the curve of the amount of information conveyed. It peaks when the two
probabilities are equal—that is, when the observer is least able to predict what
will happen, the uncertainty, the surprise, and the information content are at
their highest.

In the years following the introduction of information theory, biologists
rushed to apply the concepts to their problems.39,40 Of course, it was natural to
attempt applications to the CNS and behavior because these involve signaling
systems that are quantitative and complex. First, consider the trains of action
potentials, or “spikes,” exhibited by nerve cells. If time is split up into bins and
spikes are counted as either occurring or not within each bin, the amount of
information in the spike train is calculated by a formula deriving from Shan-
non’s equation.41 Similarly, the amount of information inherent in the response
to a novel stimulus can be compared to the (smaller) entropy calculated from
responses to repeated stimuli.42

With respect to neural coding, informatic calculations can be used as sta-
tistical tools, measurements of the signaling capacity of sensory systems, and as
predictions of cognitive overloads.43 An entirely new biophysical approach to
analyzing neuronal activity to demonstrate a given neuron’s maximally infor-
mative dimensions depends on Shannon-like calculations.44 A more specific ex-
ample is that these calculations can be used to understand the meaning of the
firing of dopamine neurons, which obviously respond best to stimuli that rep-
resent salient environmental change (look ahead to Fig. 3.5). In this exam-
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ple, the word “salient” means that the stimuli have high inherent information
content.

We can also use information theory concepts to see how efficiently a sen-
sory system works. For instance, these concepts tell us how to optimize the ef-
ficiency of neural coding. In some cases, such coding would bring information
back to the brain’s motor control systems for the cybernetic (feedback) control
of behavior. In other cases, we are simply talking about sensory systems for
their own sake. The distributions of individual taste sensitivities across nerve
fibers coming from the tongue into the brainstem of the hamster are statisti-
cally independent of each other (from the data of Marion Frank, see Table 1.1)
The chance that a given nerve fiber would respond to any given taste sub-
modality (sour, sweet, sour, bitter) was independent of the chance that it would
respond to another taste submodality. Such distributions were calculated45 to
maximize information transfer through that taste-coding system. The real was
the ideal.

Calculations of uncertainty and unpredictability, which encode the infor-
mation content of the situation, tell us something about mechanisms of re-

Toward a Universal Theory of Brain Arousal 15

Figure 1.5. Information, by Shannon’s calculation, is maximized in situations of great-
est uncertainty. Consider a choice between two events, one of which has the probabil-
ity p and the other (1.0−p). If either one happens all the time (in this figure, the x axis
= 1.0 or = 0), then its informational value is minimized. There are no surprises. On
the other hand, if the situation is absolutely unpredictable (p = .5), then information is
maximized.



16 Brain Arousal and Information Theory

Ta
bl

e
1.

1.
In

fo
rm

at
io

na
la

na
ly

si
s

of
re

sp
on

se
s

by
si

ng
le

ta
st

e
ne

rv
e

fib
er

s
to

th
e

fo
ur

ba
si

c
ta

st
e

st
im

ul
i(

sa
lt,

hy
dr

oc
hl

or
ic

ac
id

,s
uc

ro
se

,q
ui

ni
ne

)

In
fo

rm
at

io
n

co
nt

en
t

o
f

re
sp

o
ns

e
p

at
te

rn
s

M
ut

ua
lly

in
d

ep
en

d
en

t
re

sp
o

ns
es

F
ra

nk
&

P
fa

ff
m

an
n

d
at

a
A

b
so

lu
te

ly
sp

ec
ifi

c
re

sp
o

ns
es

R
N

aC
l0

⋅6
,R

H
C

l0
⋅6

R
S

u
c0

⋅4
,R

Q
u

in
0⋅

4
R

N
aC

l0
⋅6

,R
H

C
l0

⋅6
R

S
u

c0
⋅4

,R
Q

u
in
0⋅

4
R

N
aC

l0
⋅3

,R
H

C
l0

⋅3
R

S
u

c0
⋅4

,R
Q

u
in
0⋅

4

R
es

p
o

ns
e

p
at

te
rn

s

R
es

p
o

ns
e

p
at

te
rn

p
ro

b
ab

ili
ty

In
fo

rm
at

io
n

co
nt

en
t

R
es

p
o

ns
e

p
at

te
rn

p
ro

b
ab

ili
ty

In
fo

rm
at

io
n

co
nt

en
t

R
es

p
o

ns
e

p
at

te
rn

p
ro

b
ab

ili
ty

In
fo

rm
at

io
n

co
nt

en
t

N
aC

l
H

C
l

S
uc

.
Q

ui
n.

(p
)

(p
lo

g
2

1/
p

)
(p

)
(p

lo
g

2
1/

p
)

(p
)

(p
lo

g
2

1/
p

)

Y
N

N
N

0⋅
09

2
0⋅

31
0⋅

14
8

0⋅
41

0⋅
30

0
0⋅

52
N

Y
N

N
0⋅

09
2

0⋅
31

0⋅
03

7
0⋅

18
0⋅

30
0

0⋅
52

N
N

Y
N

0⋅
04

0
0⋅

18
0⋅

07
4

0⋅
28

0⋅
20

0
0⋅

46
N

N
N

Y
0⋅

04
0

0⋅
18

0⋅
03

7
0⋅

18
0⋅

20
0

0⋅
46

Y
Y

N
N

0⋅
13

9
0⋅

39
0⋅

11
1

0⋅
35

0⋅
00

0
0

Y
N

Y
N

0⋅
06

1
0⋅

24
0⋅

11
1

0⋅
35

0⋅
00

0
0

Y
N

N
Y

0⋅
06

1
0⋅

24
0⋅

00
0

0⋅
00

0⋅
00

0
0

N
Y

Y
N

0⋅
06

1
0⋅

24
0⋅

11
1

0⋅
35

0⋅
00

0
0

N
Y

N
Y

0⋅
06

1
0⋅

24
0⋅

11
1

0⋅
35

0⋅
00

0
0

N
N

Y
Y

0⋅
02

7
0⋅

13
0⋅

00
0

0⋅
00

0⋅
00

0
0

N
Y

Y
Y

0⋅
04

0
0⋅

18
0⋅

00
0

0⋅
00

0⋅
00

0
0



Toward a Universal Theory of Brain Arousal 17

Y
N

Y
Y

0⋅
04

0
0⋅

18
0⋅

03
7

0⋅
18

0⋅
00

0
0

Y
Y

N
Y

0⋅
09

2
0⋅

31
0⋅

11
1

0⋅
35

0⋅
00

0
0

Y
Y

Y
N

0⋅
09

2
0⋅

31
0⋅

03
7

0⋅
18

0⋅
00

0
0

Y
Y

Y
Y

0⋅
06

1
0⋅

24
0⋅

07
4

0⋅
28

0⋅
00

0
0

S
U

M
1⋅

00
0

3.
68

b
its

1⋅
00

3.
44

b
its

1⋅
00

0
1.

96
b

its

Na
Cl

,s
al

t;
HC

l,
hy

dr
oc

hl
or

ic
ac

id
;s

uc
.,

su
cr

os
e;

qu
in

.,
qu

in
in

e.
In

fo
rm

at
io

na
lc

al
cu

la
tio

ns
fro

m
Pf

af
f(

19
75

,P
sy

ch
on

eu
ro

en
do

cr
in

ol
og

y,
1:

79
–9

3)
Ba

se
d

on
Fr

an
k

&
Pf

af
fm

an
n

da
ta

(1
96

9,
Sc

ie
nc

e,
16

4:
11

83
–1

18
5)

fro
m

th
e

gl
os

so
ph

ar
yn

ge
al

ne
rv

e
of

th
e

ra
ta

nd
on

pr
ed

ic
tio

ns
fro

m
m

ut
ua

li
nd

ep
en

de
nc

e
of

re
sp

on
se

s
(o

pt
im

al
cr

os
s-

fib
er

pa
tte

rn
co

de
)a

nd
ab

so
lu

te
de

pe
nd

en
ce

of
re

sp
on

se
s

(a
bs

ol
ut

el
y

sp
ec

ifi
c

la
be

le
d-

lin
e

co
de

).
Fo

re
ac

h
co

de
,p

ro
ba

bi
lit

ie
s

of
re

sp
on

se
to

th
e

fo
ur

in
di

vi
du

al
st

im
ul

ia
re

gi
ve

n
at

th
e

to
p.

Fo
rs

pe
ci

fic
re

sp
on

se
m

od
el

th
es

e
w

er
e

ch
os

en
to

be
in

th
e

sa
m

e
ra

tio
s

as
th

e
in

de
pe

nd
en

tr
es

po
ns

e
m

od
el

,w
ith

su
m

of
pr

ob
ab

ili
tie

s
=

1⋅
00

.



18 Brain Arousal and Information Theory

Fi
gu

re
1.

6.
R

ed
uc

in
g

th
e

in
fo

rm
at

io
na

lc
on

te
nt

of
a

st
im

ul
us

by
si

m
pl

e
re

pe
tit

io
n

co
rr

es
po

nd
in

gl
y

re
du

ce
st

he
m

ag
ni

tu
de

of
re

sp
on

se
.I

llu
s-

tr
at

ed
he

re
by

th
e

w
or

k
an

d
th

in
ki

ng
of

E
ri

c
K

an
de

l(
C

el
lu

la
r

B
as

is
of

B
eh

av
io

r,
Fr

ee
m

an
,1

97
6)

.T
hi

sp
he

no
m

en
on

,a
fo

rm
of

ne
ur

al
pl

as
tic

-
ity

ca
lle

d
ha

bi
tu

at
io

n,
oc

cu
rs

in
a

w
id

e
va

ri
et

y
of

an
im

al
s,

in
cl

ud
in

g
(le

ft)
a

w
ith

dr
aw

al
re

sp
on

se
in

th
e

m
ol

lu
sc

A
pl

ys
ia

(d
at

a
fr

om
th

e
K

an
de

l
la

b)
;(

m
id

dl
e)

th
e

nu
m

be
rs

of
ca

lli
ng

re
sp

on
se

sb
y

ch
af

fin
ch

es
w

hi
le

ex
po

se
d

to
an

ow
ld

ay
af

te
r

da
y

(d
at

a
fr

om
R

ob
er

tH
in

de
,P

ro
cR

oy
al

So
ci-

et
y

(B
),

19
54

;1
42

:3
31

);
an

d
(r

ig
ht

)t
he

ga
lv

an
ic

sk
in

re
sp

on
se

so
fh

um
an

su
po

n
re

pe
at

ed
pr

es
en

ta
tio

ns
of

a
to

ne
(f

ro
m

K
im

m
el

an
d

G
ol

ds
te

in
,

J
E

xp
Ps

yc
ho

l,
19

67
;7

3:
40

1)
.



ward. The human brain treats rewards differently according to whether they
were expected. Activation of a cell group exquisitely involved in reward, the
nucleus accumbens, was greater if reward was delayed unpredictably.46 This
difference was also reflected in a functional magnetic resonance imaging
(fMRI) study of the striatum, a subcortical motor control system.47 Interest-
ingly, the left and the right sides of the human prefrontal cortex had different
correlations with reward predictability—increasing predictability of reward
was positively correlated to activity in the right prefrontal cortex.48,49 Individ-
ual prefrontal cortex neurons recorded in monkeys could be seen to reflect the
reward contingency rather than any particular stimulus or response identity—
the probability of action/reward combination was the key feature for these
cells.50 Some of these results may be due to subcortical dopamine neurons,
long connected with reward mechanisms, because the phasic activation of
these neurons in an experiment with two monkeys varied according to proba-
bility of reward. The higher the probability, the less activation was seen.51,52

Apparently, this type of dopamine (DA) neuron will fire when either the pres-
ence or the absence of a reward could not have been predicted. Informational
calculations will provide a mathematical approach to understanding this type
of neuron. In the sensory thalamus, late responses (as opposed to early “pha-
sic” responses) of nonprimary thalamic neurons to stimuli in all modalities
peaked just before the delivery of delayed rewards.53 In all of these experi-
ments, information content determined the brain’s response to reward.

I further argue that information theory plays directly into the understand-
ing of one of the most important types of behavioral change, a prominent form
of “behavioral plasticity.” Let’s turn directly to the role of information theory
in brain arousal. It is brutally clear that in a monotonous environment, lacking
change, a human or an animal will lose arousal and will become less alert.
While change, uncertainty, and unpredictability—high-information environ-
ments—promote arousal, the lack of these environmental features decreases it.
A soldier or sniper becomes less accurate after minutes of waiting for the tar-
get, no matter how sophisticated his weapon. In the lab, observations of re-
duced responses to repetitious stimuli have become formalized and quantified.
The phenomenon, called “habituation,” occurs in every animal I know of, in-
cluding a lowly sea snail called Aplysia (Fig. 1.6A), a variety of laboratory ani-
mals such as mice and rats (Fig. 1.6B), and humans (Fig. 1.6C). I would refor-
mulate the “habituation problem” from being simply the neurophysiology of a
type of learning to being an example of the general neurobiology of informa-
tional change.

Reflecting on Figure 1.6 and Equations 1.2 and 1.3, I base my theoretical
approach on the idea that, for a lower animal or human to be aroused, there
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must be some change in the environment. If there is change, there must be
some uncertainty about the state of the environment. Quantitatively, to the de-
gree that there is uncertainty, predictability is decreased. Given these consider-
ations, we can use Equations 1.2 and 1.3 to state that the less predictable the
environment and the greater the entropy, the more information is available.
Arousal of brain and behavior, and information calculations, are inseparably
united.

Information theory provides a universal, quantitative approach for under-
standing neuronal and behavioral responses to a wide variety of human situa-
tions (Table 1.2). High-information stimuli produce responses that range from
stark fear to belly-shaking laughter. Information theory can reveal similarities
and differences in behavioral data for which conventional mathematical statis-
tics come up empty.54 We will be able to predict whether situations provide too
much of an informational challenge for individuals. That is, we will be able to
optimize work demands for adults and learning situations for children. In this
sense, we will be formalizing and explaining the concept of a person’s “channel
capacity.” This term denotes the quantity of information that any transmission
system can pass in a given amount of time. It surfaced in George Miller’s color-
ful claim that people could remember only “7 ± 2” items.55

Table 1.2 reminds us that unknown, unexpected, disordered, and unusual
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Table 1.2. Information content determines responses to a wide variety of stimuli. These
responses require arousal.

Responses to:

Novelty The discontinuous Important
The unexpected Uncertainty Unfamiliar
Surprise Untraditional Dissimilar
The unknown* Changing Improbable
The new Inconsistent Unhabitual
The unpredictable Unusual Unprepared
Dissonance Disordered Unstable
The infrequent Irregular Nonrecurring
Atypical State change Nonconforming
Not uniform Scarce Unimitative
Singular Salient
Incongruity** Specific

* As could trigger fear
**As could trigger laughter



(high-information) stimuli can produce fear, while the tension, surprise, and
incongruity of other sets of high-information stimuli can explain humor. All
of the stimulus characteristics listed in Table 1.2 share an opposition to mo-
notonous, regular, predictable situations that kill arousal. All produce and
sustain aroused responses. I propose that reconceiving this large family of
responses—in terms of their inherent informational content—will enhance the
analysis of their mechanisms, be they electrophysiologic (Chap. 3), mathemati-
cal (Chap. 7), or genetic (Chap. 5).

What about playful behavior? Jaak Panksepp, at Bowling Green Univer-
sity, is expert at studying brain mechanisms of emotional behaviors in animals
and humans.56 In his opinion, a certain degree of uncertainty, unpredictability,
and lack of control—a significant informational content in the game—is an es-
sential element of play. He also emphasizes that there are serious constraints
on play. It will occur only in a very friendly context. Any stress or negative mo-
tivational state will shut down our playfulness. Likewise, with respect to the
degree of uncertainty, there are limits. The range of outcomes must be benign
and cannot include disastrous consequences. With these constraints recog-
nized, unpredictability and lack of total control are essential components of a
playful situation. If the outcomes are totally known, where is the fun?

Our theoretical approach stating that informational content and novelty
dictate arousal responses can also be applied to social situations (Fig. 1.7). As
the novelty—the social information content—goes down, the test animal ex-
plores a familiar partner less and less. When a new partner is inserted, investi-
gation responses go up. A genetic micronet underlying this behavior has been
proposed (Chap. 6).

In addition to being useful in calculating the essential contents of neural
coding and behavioral experiments, information theory sheds light on styles of
personality and the development of temperament. Jerome Kagan, a professor
of psychology at Harvard, has spent most of a lifetime studying child develop-
ment with an emphasis on the development of different types of personalities
and temperaments. He distinguishes “high reactive” infants who show vigor-
ous motor activity and distress to certain environmental stimuli from “low re-
active” infants. Infants with the distressed, “inhibited’ temperaments grew into
individuals who tend to avoid novelty. In contrast, uninhibited infants grow
into individuals who welcome novel people and situations.

Recently he has explicitly drawn the concepts of uncertainty and surprise
into his arguments.1 It is particularly the unfamiliarity, the unpredictability, of
the stimulus that causes the distress. Kagan draws not only central nervous sys-
tem structures such as the amygdala (a forebrain region associated with con-
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trols over emotion, especially fear) into his thinking but also the autonomic
nervous system. A frightened, high-reactive, inhibited kid might be said to
have a “reactive” sympathetic nervous system, compared to a calmer, less reac-
tive child. The fact that these data gathered in children can predict tempera-
ments evident in adulthood is perhaps most striking. A scared, inhibited child
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Figure 1.7. A four-gene micronet supporting social recognition in mice. (From
Choleris et al., Proc Natl Acad Sci USA, 2003; 100(10): 6192–7.) Estrogens circulating
in the blood are bound to estrogen receptor (ER)-β in the paraventricular (PVN) and
supraoptic nuclei (SON) of the hypothalamus. As a consequence, they increase tran-
scription from the gene coding for oxytocin (OT). Meanwhile, estrogens are bound to
estrogen receptor-α in the amygdala. As a consequence, they increase transcription for
the gene coding for the oxytocin receptor (OTR). This is important, because from the
work of the lab of Thomas Insel, we know that OT in the amygdala fosters social rec-
ognition. The neuroanatomy makes sense: mice use pheromones and odors, whose sig-
nals bombard the amygdala. The consequences of improved social recognition include
increased affiliative behaviors and decreased aggression.



is more likely to become socially avoidant and worried, compared to a low re-
active child who is more likely to become a sociable, calm adult. Kagan and his
colleagues have applied their theories of how infant responsiveness to novelty
(uncertainty, information) influences temperament to the results of brain scan-
ning.57 They studied young adults who had been categorized by the authors as
either inhibited or uninhibited when they were small children. The former
showed greater fMRI responses than the latter in the amygdala.

Throughout all of Kagan’s typing of personalities and measurements of
autonomic and CNS reactivity, information theory was lurking behind his be-
havioral measures. High degrees of novelty, uncertainty, and surprise obviously
have high information content, which predicts children’s responses, be they
behavioral, CNS, or autonomic.

Finally, on the cutting edge of medicine, information theory applications
can provide sensitive, quantitative, and detailed diagnostic profiles of a variety
of fatigue states (e.g., chronic fatigue syndrome, fibromyalgia, Gulf War syn-
drome) and sleep disorders. For instance, how do we reliably distinguish be-
tween a pathologic fatigue and normal sleepiness? The ability of informatic
calculations during well-chosen test protocols to reveal unexpected differences
or similarities in CNS function and behavior will add dimensions to our diag-
noses of fatigue states and sleep disorders and thus guide therapies.

In retrospect, information theory has been lurking behind behavioral in-
vestigations and neurophysiologic data all along. First, in clear and simple
logic, consider what is required for an animal or human being to rouse himself
to action. Second, consider what is required to recognize a familiar stimulus
(habituation) and to give special attention to a novel stimulus. Third, from the
experimenter’s point of view, information theory provides methods for calcu-
lating the meaningful content of spike trains and quantifying the cognitive load
of certain environmental situations. New questions can be asked: How much
distortion of a sensory stimulus field is required for novelty? What kinds of
generalization from a specific type of stimulus are allowed for a given type of
response? In my field, the information theoretic approach will help us to turn
the combination of genetics, neurophysiology, and behavior into a quantitative
science. We can use the “mathematics of arousal” to help analyze neurobio-
logic mechanisms.

In the most general terms, the applications of information theory to neu-
robiology will help us to turn heaps of genetic and biophysical data into real
explanations of how the brain functions. Information theory is an essential
component of systems biology. In particular, for this book, it offers us a theo-
retical entry to the mathematics of arousal.
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� Claims for This Chapter and Introduction to
Chapters Following

So far, we have achieved a rigorous operational definition of generalized
arousal and a theoretical equation for predicting arousal level, reported quanti-
tative measures of generalized arousal in a laboratory animal favorable for
genetic study, and estimated that generalized arousal accounts for about one-
third of the data in experiments with mice. We have also shown that the
changes in the stimulus environments of animals and humans, the unpredic-
tabilities and uncertainties that heighten arousal, are measured most precisely
by the mathematics of information theory. Therefore, the equations of Claude
Shannon and the field he originated do not only summarize neurophysiologic
and behavioral results but also suggest new avenues of investigation. Looking
forward, both the genetics and the mathematics of the arousal of brain and be-
havior are open to investigation in coming years.

In sum, the arousal systems of the brain are fundamental to cognition and
temperament. Their behavioral manifestations can be measured with the pre-
cision of physical variables and their mechanisms investigated with genetic and
biophysical techniques.

In this book, the experimental and clinical literature on arousal reviewed
in Chapters 2 through 6 lead to the universal theory of arousal presented in
Chapter 7. In Chapter 2, I conceptualize a large body of knowledge about the
neuroanatomy of arousal-related pathways. As a consequence, I can propose a
model in which sparser long-distance connections influence local neural mod-
ules. Playing a major role is a crescent of neurons along the ventral and medial
borders of the brainstem, which is present in both animals and humans. I assert
that the combined activities of these neurons, as they affect cortical arousal and
autonomic arousal, constitute the basis of the generalized arousal effects found
in the behavioral studies referenced. In other words, the neuroanatomy dis-
cussed in Chapter 2 corresponds to the quantitative behavioral results outlined
in Chapter 1. Through understanding the electrophysiology (Chap. 3) and
some of the genetics (Chap. 5) as well, we have in hand the very mechanisms
that themselves argue powerfully for the existence of a generalized arousal
function. The biologic substrates prove the concept.

The accumulation of facts and the precision of the hypotheses posed here
lend themselves to questions raised frequently by engineers dealing with physi-
cal systems. Therefore Chapter 7, in addition to introducing a universal theory
of arousal systems, raises some of these questions.

Chapter 8 recounts a few of the applications of this area of scholarship to
the understanding of human behavior, normal and abnormal. Because arousal
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is fundamental to cognition, temperament, and mood, these applications are
both crucial and numerous.

I have introduced a system that is universal, natural, and permanent. It un-
derlies the first responses to all stimuli and therefore influences everything that
happens thereafter. This system is exciting to study because its phenomena oc-
cur fast and they are important for all aspects of human mental and emotional
life. It is particularly timely to write on this subject now because of the pleth-
ora of new experimental techniques that can be brought to bear on this classic
problem. Arousal of brain and behavior—we have defined it and quantified it.
Now I will explain it.
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2 Anatomy Is Not Destiny, but a
Little Neuroanatomy Helps

Many neurochemically distinct pathways with overlapping functions guarantee arousability in

the normal individual. Frequently they work by having “long-distance lines” tuning local

modules.

The first clues as to how brain arousal systems work can be found in their
neuroanatomic structure.

This chapter highlights several theoretically important features. First,
their multiplicity and redundancy are designed to prevent failure. Second, there
are primitive old “master cells” among a crescent-shaped region of nerve cells
in the lower hindbrain. Their ascending axonal networks alert animal and hu-
man brains. These provide the most primitive means of “waking up” the fore-
brain. Also in the hindbrain, in contrast to the prevailing theory that descend-
ing controls over spinal cord are separate from ascending controls over the
cerebral cortex, I claim some nerve cell groups in this “arousal crescent” do
both. Here, and later in Chapter 7, I face the question, The suprachiasmatic
nucleus of the hypothalamus is famous for its biologic clock that manages cir-
cadian rhythms, but how does it cooperate with the brainstem’s arousal system
to time the activation of behavior? Third, I propose that limited numbers of
long-distance connections work by influencing modules composed of large
numbers of local connections.

� Multiplicity and Redundancy of Ascending Arousal
Pathways Prevent Failure

Five major neurochemically distinct systems work together to increase arousal.
They use norepinephrine, dopamine, serotonin, acetylcholine, and histamine
as transmitters.58 They all begin in the brainstem and converge in the thalamus
(from the Greek thalamos, antechamber to the cerebral cortex) or in the basal
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forebrain (Fig. 2.1). They overlap and cooperate. The systems’ very multiplic-
ity ensures against failure.

Four sensory systems feed ascending arousal pathways in a straightforward
fashion. These clearly show how vestibular, somatosensory, and auditory stim-
uli as well as taste stimuli on the tongue could arouse an animal or human be-
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Figure 2.1. Simplified schematic representation of some major ascending systems pres-
ent in animal and human brains that serve to support central nervous system arousal
and activate behavior. Four sensory modalities feed these systems in obvious ways:
touch (including pain), taste, vestibular, and auditory. Norepinephrine-containing sys-
tems (NE, also known as noradrenergic) tend to emphasize projections to the more
posterior cerebral cortex (P, except for occipital cortex) and to support sensory alert-
ness. Dopaminergic systems (DA) tend to project more strongly to anterior, frontal
cortex (A) and to foster directed motor acts. Serotonergic (5HT) neurons project pref-
erentially to a more ancient form of cortex (limbic cortex) and hypothalamus, and to
be involved in emotional behaviors and autonomic controls. Cholinergic neurons
(ACh) in the basal forebrain support arousal by their widespread projections across the
cerebral cortex. Histamine-producing neurons (HA) likewise have extremely wide-
spread projections that actually originate in the hypothalamus and are strongly associ-
ated with increased CNS arousal.



ing. Pain mechanisms further dramatize how a vastly amplified somatosensory
signal from the skin or the viscera could wake up a person quickly. Moreover,
pain pathways and sex signals overlap and share the ability to cause states of
high arousal (Fig. 2.2). These four sensory systems fit the main proposals of
this chapter so nicely that we have illustrated them in Figure 2.1. The two re-
maining sensory modalities pose special problems.

Smell. Electrical impulses triggered by odor stimuli enter the brain through
tracts at the bottom of the basal forebrain, not the brainstem. However, they
head directly toward a primary receiving zone that itself is connected with high
degrees of arousal, both sex and fear. This is a complex set of nerve cell groups
called the amygdala (Chap. 6). In fact, the massive impact of smell on the
amygdala itself explains arousal following olfactory inputs.

The amygdala is a primitive forebrain structure and part of the rhinen-
cephalon, also called the “smell brain.” Exactly how smell stimuli signaling to
the medial and cortical subnuclei of the amygdala excite “output” neurons in
the central subnucleus of the amygdala is an interesting question for neuro-
physiology. The fact that they are open to hormonal influence59 opens up some
possibilities for further thought.

In addition to important influences of smell in the amygdala, some odor-
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Figure 2.2. Two types of stimuli on
the skin, those that are painful and
those that are relevant to sexuality,
overlap massively as their signals
ascend from the spinal cord to the
forebrain. Both heighten arousal.
Sex motivation is affected, and
certain kinds of stimulation cause
analgesia in the face of continued
painful stimulation. (From
Bodnar, Commons, and Pfaff,
Central neural states relating sex and
pain. Baltimore: Johns Hopkins
University Press, 2002.)



signaling nerve cell fibers make their way to the hypothalamus, triggering elec-
trical impulses there by neurons that send their signals to the ventral midbrain.
In doing so, they probably activate cells in the ventral tegmental area (VTA),
which has neurons that produce dopamine. In all of these ways smell can acti-
vate behavior in an animal or human.

Thus we see that olfactory signals do not have to travel the brainstem
arousal pathways to reach forebrain cell groups that alert the animal. They are
already there! But even though we can explain how olfactory signals do the job
of arousing an animal, an interesting theoretical question remains. Does the
different route to arousal taken by smell signals explain their unusual behav-
ioral properties? What about the commanding nature of olfactory signals in
lower animals? How about the ability of smell to set off feelings of misery and
pain in young adults who suffer multiple chemical sensitivities (MCS) in asso-
ciation with chronic fatigue syndrome? And what do we think about the ability
of olfactory auras to predict the onset of schizophrenic episodes?

Visual stimuli. One of the opportunities to explain how visual stimuli get our at-
tention lies in their projection to a midbrain region called the superior colliculi
(SC). Visual signals make their way directly to the outer layers of the colliculi
(Latin for little hills because these are bumps on the surface of the brainstem at
midbrain levels). According to their salience, the signals filter down to deeper
levels. In particular, novel visual stimuli impacting the deep layers of the SC
trigger orienting responses, including eye movements, toward those stimuli.60

Some of the SC neurons send neurons up to the thalamus, where they synapse
in the pulvinar nucleus and in the reticular and medial cell groups of the
thalamus.61 These in turn alert the cerebral cortex.

The other opportunity to understand the visual/arousal connection origi-
nates in the thalamus itself. Part of the thalamus deals specifically with visual
signals heading toward the part of the cerebral cortex that does the same.
However, some rough features of visual stimulation make their way to the
large thalamic region called the pulvinar (which also receives important norad-
renergic input), whose axons to the cerebral cortex can command attention by
visual receiving zones there.62 Murray Sherman and his colleagues claim that,
in the thalamus, a “bursting” or surge of electrical action potentials permits de-
tection of a new stimulus. This pattern of electrical activity has recently been
shown to depend on T-type calcium channels.63

A problem for the future is that these connections cannot be the whole
story. There is a possibility that, in addition to the bottom-up explanation of
visual arousal offered here, there exists a top-down style of control.62 Visual sa-
lience as determined by cortical regions may impose selection criteria on the
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brainstem regions just mentioned. Such processes happen prior to attentional
mechanisms,64,65 which are not yet understood. Can the convergence of visual
signals with arousal pathways explain the primacy of visual life for governing
our human behavior?

Throughout the literature on visual neurophysiology, I see the emphasis
on novel stimuli, salient stimuli, unexpected stimuli, moving stimuli. All of
these qualities speak to the essential informational content of the visual field
and thus highlight the importance of an informatic approach (introduced in
Chapter 1) to understanding their arousing properties. I predict that firing
rates of neurons in these visual systems are perfectly correlated with calcula-
tions of the information content of the visual stimuli presented.

Convergence. The important point is that these various sensory signals con-
verge. Whether in the basal forebrain (as the electrophysiologist Barbara Jones
and the neuroanatomist Zaborszky would emphasize), or in the nonspecific
thalamus (as Mesulam and Steriade would emphasize, from neuroanatomic
and electrophysiologic results in the thalamus), a loud, commanding “neuronal
shout” must be organized. Then it must be distributed broadly to command
the attention of a wide variety of higher-level perceptual processors and motor
control cell groups. How the basal forebrain does its job is obvious. Choliner-
gic and glutaminergic nerve cells there distribute their axons widely across the
cerebral cortex.

How the nonspecific thalamus does its job appears more complex. The
midline and intralaminar thalamic nuclei receive impressive inputs from the
ascending brainstem arousal systems highlighted in this chapter.66 Even vis-
ceral signals are heard.67 Then the outputs from these nuclei excite the ancient
portions of the cerebral cortex as well as the amygdala.68 Mesulam69 reviewed
succinctly how cell groups in the thalamus that are not limited to one sensory
modality gather their signals to “shout loudly” around the ancient limbic cor-
tex and other cortical regions, which, similarly, are not limited to one sen-
sory modality. Most exciting is that Mesulam distinguished clearly (p. 48) be-
tween thalamic mechanisms limited to processing narrow sensory channels
versus those we are discussing, which change the information-processing state
of the entire cerebral cortex. With precision, Mesulam’s neurology matches
McCormick’s electrophysiology.70 He and Bal recorded neuronal activity in
thalamocortical cells and found two distinct states: rhythmic bursts of activity
correlated with sleep, and tonic activity (due to blocking a leak potassium cur-
rent) during waking states. In this book I am not dealing with point-to-point
stimulus-response connections. I am explaining changes in the states of the
CNS, which in turn govern entire classes of responses.
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Neurotransmitter Systems

Having dealt with the special problems of olfactory and visual modalities, let’s
return to the main theoretical idea, the brainstem’s ascending arousal system.
Here I summarize the most important properties of the neurochemically dis-
tinct brainstem arousal systems in enough detail to match the descriptions of
their electrophysiology (Chap. 3) and their genetics (Chap. 5).

I propose that brainstem mechanisms that control arousal of brain and be-
havior, using the neurotransmitter systems we will deal with now, ascend to-
ward the forebrain following either a “low road” or a “high road.” The low
road includes ventral pathways, evolutionarily more ancient, impacting (at
least) the cholinergic neurons of the basal forebrain. These in turn flood the
cerebral cortex with acetylcholine. The high road includes dorsal pathways,
more recently evolved among vertebrates and especially well developed among
primates, which impact the nonspecific thalamic nuclei—in other words, those
nuclei not dedicated to a single stimulus modality.

Norepinephrine (noradrenaline). Noradrenergic axons leave the brainstem for the
forebrain traveling a high road (the dorsal noradrenergic bundle) or a low road
(the ventral noradrenergic bundle). An extensive body of knowledge has been
reviewed in several excellent papers.58,71–73 Historically, the field was broken
open when the histochemical technique of Falck and Hillarp was applied with
brilliance by a generation of young Swedish neuroanatomists led by Tomas
Hokfelt, Kjell Fuxe, and Annica Dahlstrom. Quickly, they discovered the cells
of origin of ascending noradrenergic systems and the axons heading either on
the high road toward the thalamus and cerebral cortex or the low road toward
the hypothalamus and basal forebrain. In both cases, fields of termination are
neuroanatomically diffuse, rather than highly ordered and point to point. Pro-
jections to the neocortex are widely interpreted as supporting sensory alert-
ness, while those to the forebrain, including the amygdala,74 help to control
cardiovascular, visceral, and neuroendocrine functions.

Early extensions of the histochemical work into ultrastructural investiga-
tions with the electron microscope further revealed the granular vesicles of
noradrenergic neurons and laid the morphologic basis for physiologic and
chemical studies of this transmitter’s release.75–77 Regarding the dorsal bundle,
or the high road, an important source of cell bodies is a small well-contained
group of neurons pigmented cerulean blue and called the locus coeruleus (LC).
It comprises the sole source of noradrenaline for the newly evolved neocortex.
Later in this chapter I consider the broad functional implications of these proj-
ections. Briefly, their greater density in the posterior regions of the cortex has
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been implicated in heightening sensory alertness.78 Within the LC, some of
the neurons contribute axons to virtually all of the projection regions of the
CNS, while others specialize by projecting only to certain terminal fields.79

Regarding the ventral bundle, or the low road, some of the cell bodies lie in
cell groups numbered A1 and A2, in the ventrolateral medulla, and in the
nucleus of the tractus solitarius. The functions of these projections to the
hypothalamus, the basal forebrain, and the amygdala are treated later. While
projections to the frontal cortex have been used to explain some of the
straightforward, strongly arousing effects of amphetamines,80 noradrenergic
synapses in nucleus accumbens can be drawn into the phenomena of reward.81

Special attention is due the LC because of its incredibly wide distribution
of noradrenergic axons (reviewed in Foote, Bloom, and Aston-Jones72 and
Rajkowski et al.82). The molecular apparatus associated with noradrenergic
(NA) transmission is present virtually throughout the brain.83 NA fibers from
LC innervate a large percentage of the primate thalamus. I puzzle, however,
why fewer are found in the midline nuclei of the thalamus—a quandary be-
cause these may be implicated in the arousing effects of visual stimuli. NA
pathways to the cerebral cortex spread out to follow several trajectories. The
result is a dense, orderly laminar innervation of lateral neocortex consistent
with a strong effect on sensory processing there.

The low road of fibers from LC accounts for the NA innervation of the
amygdala, the septum, and the hippocampus, all regions of the evolutionarily
ancient limbic system of the forebrain that are of great importance for the
control of emotions. LC inputs to the hypothalamus and basal forebrain84 can
easily be tied to NA influences over neuroendocrine phenomena and biologi-
cally regulated behaviors. Finally, it has been thoroughly documented that LC
fibers reach the spinal cord. This fact feeds the idea that hindbrain cell groups
supporting arousal are not simply divided into those that “go up” or “go
down.” Some do both (Chaps. 5 and 6).

The importance of LC helps us move “beyond specificity.” Much of twen-
tieth-century neurobiology, as I noted earlier, was devoted to the analysis of
how one particular stimulus but not another could evoke one particular re-
sponse but not another. LC gives us the neuroanatomic scope, and now we
have the genetic and behavioral tools to explain systems such as LC, which
govern entire classes of responses through changes in CNS state.

How does LC acquire this power over the state of alertness of an individ-
ual? By virtue of its inputs, as well as the outputs I just reviewed. By and large,
sensory afferents do not get to LC directly. The very strong inputs that must
account for LC’s integrative powers are those from the medullary and pontine
reticular formation in the hindbrain.85,86 These collect from a variety of sen-
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sory modalities in a generalized fashion and feed the LC as a nodal point in as-
cending arousal circuitry. Among them, stress-related and autonomic-related
inputs must be of special importance.87,88 Transmitters involved include nora-
drenaline itself, serotonin, and excitatory amino acids such as glutamate.89 Im-
portantly, not all the inputs have come from below, ascending toward the
forebrain. Some are descending. LC receives axonal projections from a small
preoptic area cell group devoted to sleep. 85 Also, indeed, LC receives infor-
mation (via the dorsomedial hypothalamus) from the “biologic clock” in the
hypothalamus, the suprachiasmatic nucleus (SCN).90 Chapter 7 addresses the
question as to whether arousal mechanisms are bipolar—in other words, bi-
directional.

Regarding direct studies of arousing functions of LC, I can easily address
the low road for NA pathways, those projecting to the hypothalamus and basal
forebrain. In the ventromedial hypothalamus, NA plays a crucial role in the
initiation of sexual arousal and female sexual behavior. NA inputs to cells in
this nucleus excite their electrical activity. Such cells are at the top of the neural
circuit for estrogen-dependent female sex behavior20,91,92 and are found among
estrogen-receiving neurons. Now, recording from molecularly identified cells
in the ventromedial hypothalamus allows us to study exactly how NA inputs
turn on this sex behavior circuit in the female (Chap. 6). In the male, as well,
NA projections to the hypothalamus are important. Destroying them affects
hypothalamic neuropeptide expression and reduces penile erections.93 NA cells
in the brainstem groups A1 and A2 also project directly to the amygdala,94

where they can influence mechanisms for the control of fear. NA projections
to gonadotropin-releasing hormone (GnRH) neurons have obvious functional
importance because the entire reproductive system in both females and males
depends on these few hundred neurons in the preoptic area (POA) of the basal
forebrain. It is important to appreciate the NA input from the A1 cell group to
these neurons95 because NA is released in the POA when these neurons are ac-
tivated and, indeed, fosters the GnRH surge that begins the process of ovula-
tion. Likewise, ventral, low-road NA projections from the A2 group to oxy-
tocin neurons in the hypothalamus affect their responses to fear96 and the
responses of hypothalamic corticotropin-releasing hormone (CRH) neurons
to immunologic stress.97

In sum, the functional consequences of NA actions in the CNS are enor-
mous, both through NA ascending and descending projections (reviewed by
several researchers98–100). Adrenalin (epinephrine), as well, is centrally involved
in stimulating motor activity.101 Much attention has been given to cognitive ef-
fects mediated by NA terminations in the frontal cortex (e.g., Bouret, Kublik,
and Sara102) and to NA effects on electrical activity elsewhere in the cortex
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(e.g., Pineda, Foote, and Neville103). Equally important are the implications for
the management of stress.104–106 In my lab, we pay particular attention to their
neuroanatomic connections to the motoneurons for penile erection and thus
male sexual arousal.107 Finally, descending NA projections help to regulate
sympathetic autonomic functions.

Throughout the literature on noradrenaline, researchers emphasize its ef-
fects on increasing attention to “salient” sensory stimuli—which are stimuli
that are not expected, not predictable, uncertain. Thinking back to our discus-
sion of information theory in Chapter 1, we see the potential use of informa-
tion theoretic calculations to predict, engineer, and understand how different
environments affect arousal. Information theory provides the mathematical
content of brain arousal theory.

Dopamine (DA). Dopaminergic axons also course from the brainstem toward the
forebrain via two predominant routes. From the substantia nigra, they go for-
ward to innervate a huge noncortical motor control region of the forebrain
called the striatum because of its histologic appearance. This forebrain region
interests me because current research suggests it may do many things beyond
simple motor control. A second DA system arises in a loosely formed cell
group in the midbrain called the ventral tegmental area (VTA). These DA
neurons are famous for innervating the phylogenetically ancient cortex called
the limbic system, which is known to be important for control over motiva-
tional states and moods. Notably, some of these DA axons reach the prefrontal
cortex,108 where they synapse on neurons that coordinate the left and right
sides of the frontal cortex.109 This is important in part because the two sides of
this region of cortex have opposite effects on arousal and mood: Heightened
activity on the right side is associated with lousy feelings in humans, while
heightened activity on the left side is associated with good positive feelings.
Just as important, some of these prefrontal cortical neurons project back to the
VTA.110 This type of connection emphasizes the bipolar, bidirectional feature
of arousal systems highlighted in Chapter 7.

These DA projections can be distinguished functionally from the NA
axonal trajectories by DA’s tendency to synapse in more anterior regions of the
cerebral cortex (Fig. 2.1), those associated with motor activity. This trajectory
can be contrasted to more posterior (except for occipital cortex) trajectories of
NA axons, associated with sensory processing.

DA clearly contributes to the maintenance of a waking state.111 When the
concentration of DA in the synaptic cleft is elevated by knocking out the gene
for the DA transporter protein that would efficiently remove it, the resultant
mice have remarkable behavioral hyperactivity in novel environments, making
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them look like animals on psychostimulants.112 This phenotype may be due to
DA terminations in the shell of a basal forebrain region called nucleus ac-
cumbens.113 Disorders of DA physiology have been claimed to contribute to
schizophrenia, and some of the animal pharmacology intended to test this idea
has implicated the dopamine D2 receptor.114

Among the five genes that code for DA receptors, not all are alike. Most
striking are the antagonisms between the biochemical effects of D2 as opposed
to D1 receptors. In fact, even the different isoforms of D2 receptor gene prod-
ucts have distinct functions. A long form is mainly postsynaptic and a short
form is primarily presynaptic.115 We are just beginning to understand how
these molecular differences serve neurophysiologic functions controlling be-
havior.

Most exciting for my lab are the findings that DA terminations in the basal
forebrain foster sexual arousal. Elaine Hull and her colleagues have made a
compelling case that DA release in the preoptic area fuels sexual arousal and
pursuit of females by males.116,117 In females as well, dopaminergic function is
important. Cheryl Frye118,119 has shown that progesterone metabolites acting
in VTA can foster female sexual behaviors. Clearly, some of the important
VTA actions on female sexual arousal are in the basal forebrain, because Jill
Becker reported sex hormone actions on dopamine-sensitive systems there.120

These experiments showed strong hormonal and DA effects on movement
control, including the kinds of locomotion involved in female courtship behav-
iors. Chapter 6 enlarges on these themes; sexual arousal puts forth a well-un-
derstood set of mechanisms illustrating how arousal can work. In the words of
Professor Susan Iversen at Oxford,121–123 the DA systems are “integral to moti-
vational arousal.”

I propose a significant revision of DA theory as I consider the projec-
tions of VTA neurons to the nucleus accumbens. This nucleus has obvious
connections to the phenomenon of reward. As a result, DA terminations there
were interpreted merely as coding reward. I think things are actually a bit
more complicated and subtle. A strong line of research from Jon Horvitz124 at
Boston College demonstrates that the salience of stimuli per se is the critical re-
quirement for activating DA neurons (illustrated in Chap. 3) rather than re-
ward per se. Put another way, the reward value of a stimulus is just one way for
that stimulus to gain salience. Destroying DA systems markedly slows re-
sponses to salient stimuli and leads to the omissions of responses.125 Con-
tinuing on this theme, DA neurons are not necessarily sensitive to reward itself
but instead seem to signal anticipations and predictions of future rewarding
events126 (cf. Wilson et al.127). Fluctuations of dopamine levels in nucleus ac-
cumbens during rewarded acts128 are consistent with the following new point
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of view: DA projections to nucleus accumbens signal excitement and arousal,
not simply reward. Further, two prominent features of DA neurobiology tie its
arousing power to information theory. First, the salience of a stimulus depends
on unpredictable and uncertain change, which maximizes information transfer
(Chap. 1). Second, it is the variation in predictability of a reward that engages
DA systems. Thus, informatic calculations provide the concepts and the metric
fundamental to DA and arousal neurobiology.

Serotonin. The serotonin system, also, was revealed by the Karolinska group
using histochemical procedures pioneered by Falck and Hillarp. Serotonin
neurons are found in the raphe (derived from Greek, fence) nuclei of the
brainstem; the nuclei are so named because of their long, tall, skinny appear-
ances on the midline of the brainstem. The impressive ascending projections
of these neurons129 drench the forebrain in serotonin. Serotonin-transporting
axons travel toward the forebrain via a high road (dorsal trajectories) and a low
road (ventral trajectories) (as reviewed by Jacobs and Azmitia130). Most of these
fibers ascend from the dorsal raphe nucleus. A more ventral group includes
fibers from both the dorsal and the median raphe nuclei of the midbrain.
Dense serotonergic terminals are seen in several regions of the limbic system,
including the hippocampus, septum, and amygdala (cartooned in Fig. 2.1), and
the hypothalamus. In addition, serotonergic projections to the thalamus are
strongest in limbic-associated thalamic nuclei.130 The hypothalamic projec-
tions have been confirmed with a new and precise neuroanatomic method that
uses choleratoxin.131

Raphe/serotonergic connections to cortex are widespread, to olfactory
cortex, to the olfactory bulb itself, and to the more recently evolved neocor-
tex. Gene products coding for serotonergic receptors (Chap. 5) are equally
widespread. The diversity of molecular structures and expression of the four-
teen genes coding for serotonin receptors tells us that the logic of their cellu-
lar functions will be quite complex. For example, while serotonin can depolar-
ize neocortical cells and enhance their excitability consistent with neocortical
arousal,132 other mechanisms also operate. Recording from dissociated pre-
frontal cortical pyramidal neurons, Carr and Surmeier133 found that serotonin
could inhibit a sodium current in a manner dependent on phospholipase C and
protein kinase C, which of course would reduce excitability. How separate re-
ceptor subtypes contribute to different electrophysiologic effects remains to be
worked out.

How does the serotonin system gain its physiologic power? Part of the an-
swer lies in its inputs. Nerve cells in the raphe nuclei receive significant affer-
ents from adrenergic neurons in the lower brainstem134 as well as from neurons
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expressing peptides related to arousal such as orexin.135,136 Theoretically im-
portant are inputs descending from the forebrain, showing the bipolar nature
of arousal systems (Chap. 7). These include influences from the limbic system
and hypothalamus,137 and even from the pineal gland, which imposes a daily
rhythm on serotonin production.138

The functional importance of ascending serotonin-bearing axons is unde-
niable. Working both directly on the cerebral cortex and indirectly through
the basal forebrain cholinergic neurons,139–141 serotonin affects the balance be-
tween waking states and sleeping states. Serotonergic agonists activate the
EEG by suppressing low-frequency activity.142 Antagonists at serotonin recep-
tors block cerebral activation.143–145 Evidence from the use of gene knock-
out mice suggests that 5-HT1B receptors might be especially important.146

Electrical stimulation of serotonin neurons activates low-amplitude high-
frequency EEG. Lesions reduce it (reviewed in Dringenberg and Vander-
wolf147). Some of these functions serving generalized arousal of the forebrain
also bear on sexual arousal. A large percentage of dorsal raphe cells express the
gene for the sex hormone receptor estrogen receptor-β (ER-β).148 Through
serotonergic receptors in the hypothalamus, these raphe neurons can affect
female sex responses such as lordosis behavior.149,150,151,152 Thus, generalized
arousal contributes to a specific form of arousal (Chap. 6).

Acetylcholine (ACh). Nerve cells important for arousal and transmitting through
the use of acetylcholine are found in two major regions: the dorsolateral nu-
cleus of the tegmentum (DLT), in the brainstem at the border between the
pons and midbrain, and in the basal forebrain. The latter are spread out across
the magnocellular preoptic nucleus, the diagonal bands, and the septum (re-
viewed in Jones153). They project widely across the cerebral cortex. They re-
ceive their integrative power from the generous inputs of glutamatergic, cho-
linergic, noradrenergic, dopaminergic, and histaminergic ascending arousal
system neurons that inform them (e.g., Jones and Cuello139 and Hajszan and
Zaborszky154). Their activation produces an EEG consistent with alertness and
increasing waking behaviors.155 The former group of ACh neurons, in the
DLT, project into the thalamus,156 the hypothalamus, and the basal forebrain.
Activation of DLT neurons renders thalamic neurons more sensitive to sen-
sory information.157 Their stimulation activates the cortical EEG. Their de-
struction bilaterally in a human being, with neighboring areas damaged fol-
lowing mechanical or vascular accidents, produces a vegetative or comatose
state. By the combined actions of these two cholinergic cell groups, ACh af-
fects behaviors associated with arousal through both cortical and limbic activa-
tion (reviewed in Jones158).
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How do these ACh projections work to produce arousal? In the cerebral
cortex, ACh synapses work both through receptors classed as nicotinic159 and
those classed as muscarinic.160 The electrical consequences of these projections
are just now beginning to be worked out. For example, due to the occupation
of these receptors, cerebral cortical cells can be excited by inward-flowing cal-
cium currents and by the reduction of outward-flowing potassium currents.
But these are just the beginning of the story. Still unknown is the meaning of
having two widely separated cell groups—the DLT and the basal forebrain—
producing ACh, with both crucial for arousal.

Histamine (HA). Histamine clearly influences arousal and the sleep-wake cycle.
Consider, for example, that taking antihistamines makes us sleepy. All of the
histamine-producing neurons are located in the posterior hypothalamus in
small groups collectively called the tuberomammillary nucleus (TMN). These
neurons send diffuse, widespread projections to many brain areas, including
the neocortex, and are more active in association with behavioral arousal.161,162

They can also excite cholinergic neurons in the nucleus basalis of the basal
forebrain, by acting through H1 and H2 receptors there.163 In turn, these
cholinergic neurons help to wake up the cerebral cortex.

Behaviorally, an H1 receptor blocker can reduce responsivity of female
mice to external stimuli164 (look forward to Fig. 5.1). Males were less affected.
Electrophysiologically, as well, the histaminergic system strengthens CNS
transmission of afferent sensory signaling.165 HA neurons receive part of their
physiologic powers as a result of their multiple inputs from brainstem arousal
systems.153 Moreover, their reciprocal innervation with the sleep-associated
ventrolateral POA should help to enforce rapid and powerful state changes be-
tween sleep and wakefulness.166

Histamine signaling has many influences on the sleep-wake cycle, and our
understanding of the mechanisms involved is incomplete. We do know that
HA can depolarize neurons, making them more able to respond to afferent in-
formation;132,167 but we know little about H2 and H3 receptor actions com-
pared to the large amount of data on H1 receptors. Finally, wiping out the HA
by itself does not put the animal to sleep. 142,168 This underlines a main point of
this section: Redundancy among neurochemical mechanisms serving arousal
prevents system failure.

Lessons

I have summarized and simplified sixty years of neuroanatomy to highlight
major features of arousal pathways. This summary leads to four outstanding
characteristics of arousal system neuroanatomy.
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First, the separate origins and neurochemistries of the different pathways
should allow some to survive and function even when others are damaged (see
also Chap. 7). The fact that all these systems can respond to many forms of
stimuli and distribute their excitation widely fits them well in serving the com-
mon goal of brain arousal.69,70,132,139,153,158,169,170

Second, even as these pathways have generalized features, they are not
identical (Bodnar, Commons, and Pfaff18; see Table 2.1). Their favorite re-
gions of termination in the cerebral cortex or basal forebrain and their great-
est points of functional impact provide opportunities for separate manipu-
lation. As mentioned, noradrenergic terminals are somewhat denser in the
posterior regions of the cerebral cortex (except occipital) than the anterior.
Correspondingly—with those cortical regions devoted more to sensory pro-
cessing than to motor acts—noradrenergic pharmacology has been tied most
closely to sustained alertness.78,125,171–173 In contrast, dopaminergic pathways
travel more anteriorly toward the forebrain, terminating in regions convinc-
ingly tied to motor control. Correspondingly, their neuropharmacology re-
veals them as crucial for motor acts directed toward salient stimuli.124 The
emotional valences of different ascending systems may also differ: NE signal-
ing more stressful stimuli, and DA closer to positive rewards. In turn, seroto-
nergic function has been implicated strongly in the control of mood. Witness
the popularity of SSRIs—selective serotonin reuptake inhibitors—for treating
depression. The challenge for molecular pharmacology is to figure out how
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Table 2.1. Ascending arousal systems have both generalized and specific components

General features of arousal systems
1. Anatomical connections are not point-to-point.
2. Arousal effects are not limited to individual stimulus/response combinations.

Instead, they are prerequisites for the occurrence of particular stimulus/
response combinations. They change CNS state.

3. There is considerable redundancy, neurochemically and functionally, across
arousal components.

Particular features of arousal systems
1. Cell bodies of NE, DA, 5-HT, ACh, and His systems are different, so inputs are

not identical.
2. Axonal distributions are different, so target regions are not identical.
3. The greatest functional impacts are not identical among NE, DA, 5-HT, ACh,

and His.

NE, norepinephrine; DA, dopamine; 5-HT, serotonin; ACh, acetycholine; His, histamine.
Modified from Bodnar et al., 2002.



the biophysics of multiple receptor subtypes plays into the neurophysiologic
and behavioral functions I have just mentioned. There are at least fourteen
genes coding for serotonin receptors. What do they all do? Just as striking is
the evidence that individual dopaminergic receptor subtypes—D1 versus D2—
have opposite biochemical effects within the same neuron. Calculating how
the differential contributions of all of these histochemical systems and their
separate receptor subtypes provides an exciting challenge necessary for a full
understanding of how arousal works (see, e.g., Jones153,158).

Third, even though I have emphasized pathways that ascend toward the
forebrain, some very important controls over arousal begin in the basal fore-
brain and descend (Fig. 2.3). An excellent example is the small group of γ-
aminobutyric acid (GABA) neurons in the ventrolateral preoptic area (vlPOA).
Clifford Saper and his lab at Harvard Medical School166,174,175 have used a wide
variety of experimental approaches to demonstrate that these neurons are im-
portant for normal sleep to occur and, further, that they work by innervating
some important cell groups in the ascending arousal systems. Within preoptic/
hypothalamic circuitry, Saper may have identified a “sleep switch.”176 We are
testing this theory by using viral vectors overexpressing the genes for
glutamic acid decarboxylase 65 and 67 (GAD 65; GAD 67) microinjected into
the vlPOA and assaying generalized arousal, as defined in Chapter 1. An-
other example is the suprachiasmatic nucleus (SCN) of the hypothalamus,
discovered as a biologic clock in mammals by lesion studies.177,178 Now, the
“non-image-forming visual system” emanating from the SCN is understood to
influence many biologic rhythms, including daily changes in arousal (see re-
views179–181,182,183). Looking forward, the genetics of our CNS biologic clocks is
introduced in Chapter 5 (compare Young184 and Young and Kay185).

Antonio Damasio talks about the importance of understanding the inter-
play between these descending and ascending influences in his 1999 book The
Feeling of What Happens.186 How is the unity of the body maintained during
changes in arousal states when many major neurophysiologic forces are thrust-
ing upwards while other important influences are descending in the brainstem
and spinal cord? One interesting group of neurons in the paraventricular nu-
cleus (PVN) of the hypothalamus may help answer this question. These cells
have axons descending from the hypothalamus, not only to alter EEG-control-
ling mechanisms in the brainstem but also, importantly, to control autonomic
nervous system function. Some of these neurons deposit CRH—corticotropin-
releasing hormone—at the top of the stress hormone hierarchy. Others release
arginine vasopressin (AVP), which conserves body fluids in the wounded or
thirsty animal, as far away as the lower brainstem or even the spinal cord. In
addition to these long descending arcs, there are other ladder-like descents, for

40 Brain Arousal and Information Theory



example, from the hypothalamus to the central grey of the midbrain, connect-
ing with midbrain to ventromedial medulla (hindbrain).

All of these mechanisms control autonomic aspects of arousal: heart rate,
respiration, peripheral resistance to blood flow, gut physiology, and skin tem-
perature. Arthur Loewy and his group at the Washington University School of
Medicine in Saint Louis have used transneuronal labeling by pseudorabies
virus187 as well as other neuroanatomic techniques188,189 to demonstrate the cell
groups giving rise to descending autonomic controls (see also Chaps. 5 and 6).
It is exciting that, for the control of skeletal muscle tension associated with sex-
ual arousal190–194 and locomotion,195 broad-ranging long-axon neuronal influ-
ences have been discovered.

Arousal pathways go both up and down. This fact raises theoretical ques-
tions about the bidirectional or bipolar nature of controls over arousal, an im-
portant part of my theory introduced in Chapter 7.

Finally, the very absence of correlations among the activities of the various
converging systems summarized here leads to two of their most important vir-
tues: (1) If information passage into the forebrain is to be maximized, a lack of
correlation, an unpredictability of peak activity among the ascending systems,
according to information theory, is required; and (2) it is very good for the
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Figure 2.3. Arousal is controlled top-down
as well as bottom-up. Lateral hypothalamic
area (LHA) orexin neurons project to
monoamine-expressing cell groups in the
lower brainstem and even to the spinal
cord. Neurons that express oxytocin (OT)
and arginine vasopressin (AVP) in the
parvocellular portion of the paraventricular
hypothalamic nucleus (PVNp) control au-
tonomic arousal through the lower
brainstem and spinal cord and affect EEG
arousal through projections to locus
coeruleus. Hypothalamic neurons contain-
ing histamine (HA)in the tuberomammil-
lary nucleus (TMN) have widespread proj-
ections and receive inputs from a biological
clock, the suprachiasmatic nucleus (SCN).
Preoptic area (POA) neurons have descend-
ing axons that affect sleep and autonomic
physiology.



health of arousal systems that the separate ascending systems not be correlated.
That is precisely what is needed for stable performance. When one subsystem
is down, another can do the job. These features are important because, histori-
cally, a lack of perfect correlation was used as an argument against the arousal
concept. Instead, the lack of correlations among the systems exemplifies pre-
cisely what is needed for high-information, biologically adaptive performance.

Having summarized a lot of neuroanatomy and derived at least four les-
sons, I nevertheless admit that the “heavy lifting” still lies ahead. One of our
major tasks in the rest of the book is to examine how the ultrastructural and
biophysical details of synaptology in these systems, converging in the thala-
mus, the cortex, or the basal forebrain, manage the physiologic jobs outlined in
Chapter 1. For now, however, let us double back to an important source of
arousal. Many of the cell bodies of a primitive, core system lie in a crescent of
“master cells” deep in the brainstem.

� Primitive “Master Cells” in the Brainstem Provide a
Neuroanatomic Core that Theoretically Matches the
Behavioral Data

If the previous section presents a theorem, this section describes a corollary.
This corollary deals with the most primitive origins of arousal and answers the
question, “Where does it all begin?” I propose that the oldest, most powerful
cells for waking up the brain are those forming a roughly crescent-shaped do-
main of cells and axons, an arousal crescent as important for the generation of
brain arousal as the Fertile Crescent was for human civilization. The arousal
crescent, an abstract idea, is physically formed by a broad ridge of cells near
the ventral border of the brain, its bottom, curving into a ridge of cells along
the midline. Figure 2.4 provides a three-dimensional abstract rendering of this
concept. The crescent is formed both on the left and the right sides of the
brain equally. It stretches all the way from the back of the hindbrain, where the
brain turns into the spinal cord, forward to the flexure of the brainstem, and
onward toward the front of the brainstem where the midbrain turns into the
thalamus and hypothalamus. In fact, two of my teachers at M.I.T., the neuro-
anatomist Walle J. H. Nauta and the neurophysiologist Patrick Wall, felt that,
all the way from the lower spinal cord to the forebrain, a reticular core of cells
could be distinguished from discrete, specific sensory and motor processing
modules. The reticular core accounts for the alerting and emotional properties
of our reactions to stimuli from the external world.

These are the master cells, the brainstem neurons most primitive and
powerful in providing the mechanisms for elementary arousal of brain and be-
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Figure 2.4. An extended system of
reticular neurons distributed bilater-
ally roughly as a crescent along the
bottom and medial edges of the lower
brainstem support CNS arousal. The
most posterior picture is at the bot-
tom of the page, and we proceed for-
ward (anterior) through three sections
to the topmost picture, which is in the
midbrain. Arousal-related neurons
(cartooned as large black dots) are also
found in locus coeruleus (second from
top), the dorsolateral nucleus of the
tegmentum, and the raphe nuclei
(topmost section). Concept is super-
imposed on a brain atlas, which for
rats is from Paxinos and Watson and
for mice is from Franklin and Paxinos.
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havior. They explain the ability to respond promptly and alertly to stimuli with
a significant content of information.

The general, abstract neuroanatomic features of the arousal crescent are
conserved from the brains of lower mammals like mice into the human brain.
Indeed, it is almost embarrassing for the human CNS that the neuroanatomy
of these master cells in the brainstem is virtually identical to that of the cells in
the mouse brainstem. I propose that for elementary arousal of brain and be-
havior, these master cells are the oldest and the most important.

Inputs to these master cells show their tremendous integrative power,
proving their qualification for the job of alerting the brain to a wide variety
of bodily conditions and environmental situations (see, for example, Van
Bockstaele, Pieribone, and Aston-Jones196). These include stress,197 sexual sen-
sations,19,107,198 vestibular199 and painful stimuli,200–202 thermal sensations,203 sig-
nals from the viscera and blood,135,189, 204–207 and hormonal inputs.95,208,209 In ad-
dition to this tremendous range of emotionally significant inputs, the master
cells of the arousal crescent gain integrative power from the interesting geom-
etry of their dendrites. “Dendrite” comes from the word for “tree” in Greek,
and a large percentage of a nerve cell’s information comes from synapses on its
dendrites. Our master cells differ from specific sensory signaling pathways of
the CNS in which the first dendritic segment of a nerve cell—as we go out
from the cell body—is longer than the second segment, which is longer than
the third, and so on. However, in our arousal-related reticular neurons,210 the
first dendritic segment is shorter than the second, which is shorter than the
third, and so on (Fig. 2.5). This geometry vastly increases a neuron’s ability to
gather significant information from a wide range of inputs.

The outputs of many arousal-driving neurons are, likewise, very impres-
sive. We can see how our master nerve cells there become as important for
arousal as they are. Three of their features begin to tell us how they gain their
influence.

First, consider the structures of the neurons themselves. These are tre-
mendous cell bodies, capable of metabolically supporting huge axonal trees.
The great Spanish neuroanatomist Valverde showed that their axons, after a
short lateral traverse from the cell, branch into a huge descending tract and a
huge ascending tract. These are neurons that you have to respect for their in-
tegrative power up and down the neuraxis. The illustration of these cells in
Figure 2.6 is based on the work of Valverde, the Scheibels, and the Russian
neuroanatomist Leomintov. Primitive neurons, deep in the brainstem, have
the power to influence both cortical arousal and autonomic arousal.

Second, even though some of their projections are long, arousal systems
also have the capacity to form an ascending “ladder” of connections, thus pro-
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Figure 2.5. Top: Isodendritic neu-
rons, conceptualized and illus-
trated by Ramon-Moliner and
Nauta (J Comp Neurol, 1966; 126:
311), include properties typical of
my hypothesized master cells.
The dendritic segments closest to
the cell body are shorter than the
next dendritic segment, which is
shorter than the next. Isodendritic
neurons can be found, for exam-
ple, in the brainstem reticular
formation. In contrast,
allodendritic neurons have the
opposite arrangement: the den-
dritic segment closest to the cell
body is the longest. They are
more typical of specific sensory
nuclei. Idiodendritic neurons are
not important for this argument.
Bottom: An isodendritic neuron in
the reticular formation, at higher
magnification. Isodendritic neu-
rons are well equipped for gath-
ering signals from large numbers
of arousing stimuli.
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viding the capacity for amplification of an arousing signal as it is transmitted
toward the forebrain. For example, ventral medullary neurons in the arousal
crescent project up to the locus coeruleus 211 and up to the nucleus of the soli-
tary tract.212,213 Similarly, cells in the reticular nucleus paragigantocellularis
send axons to locus coeruleus, thus to have their own signals amplified by LC
noradrenergic influences.213,214

Third, the importance of the arousal crescent is not limited to its connec-
tions that ascend toward the forebrain. Even as some of the axons ascend to-
ward the thalamus, hypothalamus, and basal forebrain—thus to influence be-
havioral alerting responses and neuroendocrine phenomena—others descend
toward the spinal cord. Here they can have important influences over the auto-
nomic nervous systems, both sympathetic and parasympathetic. Arthur Loewy
and his colleagues at the Washington University School of Medicine have used
modern neuroanatomic techniques to demonstrate brainstem neurons that
project to sympathetic premotor neurons as well as vagal preganglionic neu-
rons.187,215–219 In fact, some of the very same neurons that project to the spinal
cord also impact autonomic-related neurons in the lower brainstem.220 In sum,
these brainstem regions carry out descending as well as ascending controls of
arousal (for more on this theme, see Chap. 4).

With these three properties clearly understood and more likely to be dis-
covered, what can be said about the range of physiologic outputs from the
arousal crescent? Among the activities of neurons in the rostral ventrolateral
medulla are central roles in the reduction of pain (reviewed in Bodnar, Com-
mons, and Pfaff18 and in Mason203) and in thermoregulation.203 Likewise, these
neurons are important for sex behaviors,18,19 and for the crucial postural and lo-
comotor reflexes (e.g., Loy et al.195 and Schepens and Drew221) that are compo-
nents of a large number of behaviors. Neurons in the arousal crescent partici-
pate in respiratory reflexes222,223 and, indeed, in many reflexes mediated by the
cranial nerves (reviewed by Saper224). The functions served by these arousal-
driving cells boggle the mind and are certainly underestimated by these few ex-
amples.

The large neurons deep in the reticular formation of the brainstem that I
describe as master cells of arousal systems are phylogenetically ancient neu-
rons. They have been serving behavioral activation throughout the lives of all
vertebrate animals. Correspondingly, the amino acid transmitters—glutamic
acid as an excitatory transmitter, GABA as inhibitory—are part of a phylogen-
etically old neurochemical system. It is fitting, therefore, that a substantial
number of these reticular cells use glutamate as their transmitter.153 They have
the appropriate synthetic and re-uptake capacities for glutamate to do the
job.225–227 Further, Rasmussen and his colleagues found that blocking glutamate
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transmission disrupts these cells’ neurochemical effects in the basal forebrain.
Putting all these arguments together, I submit that the oldest and potentially
the most powerful among the long-axoned arousing brainstem pathways are
the large master cells in the brainstem reticular formation, transmitting via the
release of glutamate.

Finally, I assert that the influences these primitive, powerful brainstem
neurons exert through their widespread outputs correspond to the behavioral
measures of generalized arousal (Chap. 1). Remember, about one-third of
arousal-related responses are due to a generalized arousal factor. These can be
accounted for by the old arousal crescent nerve cells. Brain mechanisms for
generalized arousal tendencies depend on these master cells. Primitive, power-
ful hindbrain and midbrain neurons generate primitive, generalized arousal re-
sponses.

� Long-Distance Lines Tuning Local Modules

I am convinced that the most important arousal networks in the brain work
similarly to friendship networks. Each of us has our tight-knit group of friends
with whom we interact often. But suppose there is one person in our group
whose associations branch over to another, completely different, distant group.
We would say that, from that second group, we have “two degrees of separa-
tion,” and so on, until we reach the famous formulation that each of us can re-
late to any other human with only six degrees of separation. A few long-dis-
tance connections tap into large numbers of closely woven groups of local
connections. How can we think about this setup systematically and mathemati-
cally?

Albert-Laszlo Barabasi, the Hofman Professor of Physics at Notre Dame
University, has proposed a theoretical summary of networks in biology.228 I be-
lieve this theory applies to neuronal pathways governing brain arousal. Here is
how Barabasi describes the distribution of communication links. Large num-
bers of people (or neurons, or websites, or biochemical molecules or whatever
in biology) have small numbers of connections to others; but a small and pre-
dictable number of people (or neurons, or websites, or biochemical molecules
or whatever in biology) have large numbers.

We can visualize how this mathematical distribution looks in a systematic
way. Figure 2.7 illustrates the theory that the number of persons (or neurons
and so on) with a certain number (n) of connections declines rapidly as a func-
tion of (n) according to an equation called a power law. This type of lawful de-
cline apparently applies to the number of links on a webpage,229 the number of
citations to physics papers,230 metabolic networks,231 and a variety of other ap-
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plications.232,233 The effect of a power law type of distribution has been pointed
out graphically by Steven Strogatz234 (p. 255). If the power law equation has an
exponent of 2.2, there will be very few highly connected people (or neurons)
compared to the less connected ones. People (or neurons) with 10X more links
would be 158X less likely. Looking at it the other way around, the addition of
even a small number of highly connected people (or neurons, and so on) dras-
tically decreases the average separation between people.235

The same idea applies to my arousal system theory. During conversations
with Floyd Bloom and Steve Henricksen at the Scripps Institute in California,
I realized that an important feature of neurons serving generalized arousal
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Figure 2.7. (A) Barabasi’s contrast of a normal bell curve distribution of connectivities
(left) versus a situation in which a small number of elements have large numbers of
connections (right) (from Linked: the new science of networks. Cambridge, Mass.: Perseus,
2002, p. 71). If my idea of primitive master cells underlying generalized arousal is cor-
rect, they would exemplify these latter types of elements. (B) Following on from
Barabasi’s ideas, a schematic diagram of a highly connected large arousal-promoting
neuron influencing substantial numbers of smaller neurons in modules. Each of those
small neurons has smaller numbers of local connections.



would be to send long axons that influence local modules elsewhere in the
CNS (Fig. 2.7, bottom). Certainly, this idea applies to long-distance projec-
tions from norepinephrine neurons in the locus coeruleus to the forebrain and
from serotonergic neurons in the raphe nuclei to the limbic system. Surely, in
their projections to the hypothalamus, such systems find their local modules.
Using electron microscopy applied to different hypothalamic cell groups236,237

with a method pioneered by Laszlo Zaborszky, we found that a high percent-
age—about two-thirds—of the synapses arose from neurons that were ex-
tremely close to the neuron contacted and certainly within the same local cell
group. Less expected was that a transmitter famous for being inhibitory in the
CNS might participate in this type of system. Steve Henricksen and his col-
leagues238 found that GABA neurons in the ventral tegmental area (VTA)—at
the very front of the arousal crescent—had fast-firing electrical activity during
the onset of movements. Their activity correlated with behavioral arousal. In
contrast, the neurons decreased their activity by 53% during sleep. Henricksen
proposes that the wide dynamic range of activity of VTA GABA neurons
might serve them well to project to the basal forebrain and impact “local-
business” short-axoned GABA neurons there, thereby disinhibiting choliner-
gic neurons,239 which wake up the cerebral cortex. Once again, a long-distance
connection controls a local module.

Henricksen’s approach resonates with the theory in this book in at least
two other ways as well. First, GABA phylogenetically is a very old transmitter.
Given that the arousal crescent is a very primitive system for waking up the
brain, it is reasonable to expect that a very primitive transmitter such as GABA
should participate. The real surprise here is that certain interesting GABA
neurons (in the VTA, according to the Henricksen lab results) are highly con-
nected and project all the way to the basal forebrain and even to the cerebral
cortex.240

Second, anesthetics acting at the GABA-type A receptor play prominent
roles241 in medicine. Reversing this point, because many anesthetics and hyp-
notics use chemicals that act on GABA type A receptors, they implicate this
transmitter in neurochemical systems mediating arousal (e.g., Tobler et al.242).
See Chapter 8 for a discussion of the importance of arousal theory for a ratio-
nal approach to mechanisms of anesthesia.

The arousal network structure hypothesized here protects against many
kinds of damage to its neurons. In contrast, loss of key, highly connected neu-
rons in the arousal crescent would markedly decrease the arousability of brain
and behavior.

Recounting in detail the powerful neuroanatomic pathways of arousal per-
mits us to think about the “reverse” approach to the definition and physiology
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of arousal: Arousal is as the arousal crescent does. Arousal is that set of functions
that arousal mechanisms produce! The neuroanatomy, the biophysics, and the
genomics of those neurons tell us how they produce what amounts to the oper-
ational definition of arousal (Chap. 1). Experimentally, we can use discoveries
about the biology of those neurons to fine-tune our behavioral assays. In turn,
those experiments refine our thinking about the neurons in question. These
approaches converge. They will lead to a mature science of the arousal of brain
and behavior in which cellular mechanisms and behavioral outputs are in per-
fect accord.

� Summary and Hypothetical Implications for
Human Behavior

I have painted the neuroanatomic picture of arousal pathways with a broad
brush in order to illustrate these principles:

• Multiple neurochemical systems provide the redundancy the CNS needs to
ensure against disastrous failure. The characteristics of these systems over-
lap but are not identical.

• A primitive core of master cells in an arousal crescent in the brainstem rep-
resents the obvious correlate of generalized arousal measured in behavioral
tests. The primitive core is present in the human brain as well as in the
brains of lower animals.

• Arousal neuroanatomy shows us that relatively small numbers of long-
axoned connections can fine-tune local modules of neurons.

• Different parts of the arousal pathways do not need to be correlated with
each other. In fact, the very absence of correlation helps to maximize infor-
mation flow in the CNS.

Other authors have pictured for us how far this kind of neurobiology can
bring us toward the explanations of the higher aspects of human behavior. We
can begin to see how the components of arousal systems combine so that new,
collective behavioral phenomena will emerge. Clearly, the noradrenergic syn-
apses widespread in the neocortex of primates243 have behavioral effects similar
to those of amphetamine (e.g., Berridge and Stalnaker80). These underlie sus-
tained attention, or vigilance.78,171 Long-lasting personality dispositions with
respect to reactivity and arousability go under the names “temperaments”244–248

and “moods.”
Some of the implications for human behavior have more to do with frank

medical questions. At the present time, surgical anesthesia is not a medical sci-
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ence and is not quantitative. It is an art. This is unfortunate because, while bad
advice from a general practitioner may allow us to die within months and bad
surgery can kill us in hours, incorrect anesthesia can kill us in minutes. Nota-
bly, the indices used by the practitioner for depth of anesthesia249,250 are very
close to my operational definition of arousal: awareness of sensory stimuli,
motoric activity, analgesia, and autonomic responsiveness. Arousal is the exact
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Table 2.2A. Major components of human consciousness and their clinical disturbances

Some clinical functions
Activation of rostral mechanisms of arousal, psychological state functions,

and cognitive integration
Generation and regulation of psychological states of affect, mood, attention,

and cathexis
Generation and integration into consciousness relatively focal higher

psychological functions of perception, memory, learned motor acts, and
anticipation

Some clinical disturbances
Disorders of arousal

Coma
Stupor
Sleep disorders: hypersomnia, insomnia, narcolepsy

Disorders of attention
Distractibility, inattention, locked-on vigilance, obsessiveness

Disorders of affect or emotion
Anxiety or panic
Agitation, irritability, lack of restraint, logorrhea, aggression
Apathy, akinesia, mutism

Disorders of psychic energy
Indifference
Fatigue syndrome and its congeners

Disorders of global cognitive function
Delirium and fugue states
Multimodal dementia
Vegetative state

Impairments of focal conscious properties
Agnosia
Apraxia
Aphasia
Loss of anticipation
Amnesia

Source: Adapted from Plum, F., N. Schiff, U. Ribary, and R. Llinas, Coordinated expression in chronically
unconscious persons. Philos Trans R Soc Lond B Biol Sci, 1998. 353: pp. 1929–1933.



opposite of anesthesia. Therefore, as we understand one, we understand the
other.

Other medical implications derive from problems with arousal systems.
Mesulam,69 emphasizing the brain’s control over entire classes of responses—
changes in state of the CNS—talks about “confusional states”: distractibility,
incoherence, inability to carry out a sequence of goal-directed movements
(p. 129). Heartrending are the even more severe disabilities associated with
vegetative states, stupor, and coma.251,252 The comatose patient is not aware of
his environment and cannot be aroused by stimulation. The stuporous patient
requires continuous stimulation to maintain even minimal levels of arousal.
The vegetative state preserves autonomic functions but lacks cognition (Table
2.2A). Bilateral damage—for example, by vascular accident or mechanical in-
sult—to the arousal pathways, especially in the brainstem at the level of the up-
per pons or the midbrain, has disastrous results in the comatose, stuporous, or
vegetative state. How these should be distinguished mechanistically leads to
important new questions for arousal science. Not all of the clinical distur-
bances of human consciousness originate in disorders of arousal pathways (Ta-
ble 2.2B), but those that do are serious and block meaningful human existence.

More abstract and indirect are the contributions of arousal mechanisms to
human functions associated with reward and addiction. Clearly, the neuro-
anatomy is in place. Dopaminergic projections to the shell of nucleus ac-
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Table 2.2B. Clinical criteria for patients in a vegetative state

Time durations
One month, if persistent more than one year, almost always permanent

No cognition: absence of consistent responses to linguistic, symbolic, or
mimetic instruction

No semantically meaningful sounds or goal-directed movements
No sustained head-ocular pursuit activity

Functions usually or often preserved
Brain stem and autonomically controlled visceral functions

Homeothermia, osmolar homeostasis, breathing, circulation,
gastrointestinal functions

Pupillary and oculovestibular reflexes
Brief, inconsistent shifting of head or eyes toward new sounds or sights
Smiles, tears, or rage reactions
Reflex postural responses to noxious stimuli

Source: Adapted from Plum, F., Coma and related generalized disturbances of the human conscious state, in
Cerebral Cortex, A. Peters, ed. (New York: Plenum Publishing, 1991), pp. 359–425.



cumbens,81 for example, show one kind of ascending arousal-related projection
to a basal forebrain cell group proven necessary for behavioral reinforcement.
How normal reward mechanisms can get twisted into addictive states repre-
sents a complex of questions that are still not understood despite decades of
study. Further, the ascending arousal pathways documented earlier in this
chapter feed the frontal cortex, a cortical region that is important for the ap-
preciation and maintenance of emotional state.254 Human values may live here
(Edelman and Tononi,255 p. 87), nurtured by noradrenergic, serotonergic, and
other arousal-related inputs.

Antonio Damasio, VanAllen Distinguished Professor of Neurology at the
University of Iowa College of Medicine, has been the most articulate at ex-
plaining how our brainstem arousal pathways play into our sense of ourselves.
In The Feeling of What Happens,186 Damasio claims that damage to the an-
cient arousal pathways hurts our “proto-selves,” that is, our core conscious-
ness (pp. 270–271; see also Parvizi and Damasio256). Other approaches to hu-
man consciousness emphasize the importance of midbrain and pontine arousal
pathways in maintaining cortical and behavioral wakefulness,224 and possible
top-down controls called “re-entrant signaling” by Gerald Edelman.257 Some-
what more concrete would be findings about arousal systems associated with
hypnotizability,258 autonomic changes in meditative states, and arousal-related
contributions to brain regions implicated in the appreciation of pleasurable
emotions.259

Of course, it is a very long scientific road from our logically tight, physi-
cally measurable definition of behavioral arousal in small, genetically tractable
mice to these major questions of human health and emotion. Therefore, some
of the medical issues and items related to public health will have to be revisited
in Chapter 8.
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3 Arousal Is Signaled by
Electrical Discharges in a
System of Nerve Cells

Some nerve cells in the brainstem respond to a remarkably wide range of stimuli. They are

primitive neurons, having been with us “from fish to philosopher.”

Certain nerve cells in the brainstem of the waking animal respond to a wide
variety of stimuli. Many of these neurons fit into my arousal crescent

concept, extending from the lower brainstem all the way up to the hypothala-
mus. Rather than having a narrow response spectrum, these nerve cells are
multimodal in their responses. Here I review their physiologic characteristics.
We will follow the responses of these multimodal-responding neurons up the
brainstem and include dopamine (DA) neurons, serotonin (5HT) neurons, and
even hypothalamic neurons responding to histamine (HA). The electrical ac-
tivities of these neurons always depend on unpredictability and uncertainty—
the informational content of the stimulus and its environment.

This chapter traces the consequences of activation of these brainstem neu-
rons, both in the electrical activity of the forebrain—for example, the cortical
electroencephalogram (EEG)—and for functions like sex and sleep. In hu-
mans, substantial bilateral damage to these nerve cells and their projection re-
gions results in a comatose state or, at the very best, a vegetative condition.

The dynamic responses of these multimodal master cells result in part
from their neuroanatomy (Chap. 2) and must involve patterns of gene expres-
sion (see Chap. 5). The data in this chapter and throughout this book reverse
the twentieth-century emphasis on “specificity.” Now we have the experimen-
tal techniques and theoretical power to try something much more ambitious.
We will explain entire states of the CNS and will be able to predict changes of
state. These possibilities are exciting because a generalized state of the CNS
helps us to understand entire classes of behavioral responses at one time. Gen-
eralized arousal states of the CNS match human behavioral dispositions and
thus offer great explanatory power.
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� Traveling Up the Brainstem

In the arousal crescent itself (Chap. 2), large numbers of cells respond to wide
varieties of alerting stimuli, not just a narrow, specific type of stimulus. This is
especially true during recordings from animals carefully prepared to record
without the depressing effects of anesthesia. For example, Leung and Ma-
son,260,261 recording from cells in the medullary raphe nuclei and magnocellu-
lar reticular nuclei, ventral and medial in the medulla, discovered neurons
that they ordinarily would have classified as pain-related neurons but that also
responded clearly to non-noxious stimulation (from the Mason lab260,261; see
Fig. 3.1). In a much different experimental paradigm, Bruce Lindsey and his
colleagues at the University of South Florida recorded from neurons in the
arousal crescent that are closely connected with respiration. The neurons re-
sponded not only to painful stimuli but also to manipulations of blood pressure
and blood chemistry.262,263 Likewise, Hubscher and Johnson206 found medullary
reticular cells that could respond to inputs from the skin over the entire body.
Other medullary neurons receive inputs from a range of somatic and visceral
afferents related to decreases in blood pressure.264 In sum, these and other
master cells in the arousal crescent fit the bill perfectly as cells that feed infor-
mation from many convergent systems to LC and other arousal-related brain-
stem nuclei. In her Annual Reviews article, Peggy Mason theorizes that this
broad range of arousal information is used by neurons in the medullary raphe
and reticular formation to adjust both behavioral and autonomic responses ap-
propriately to the behavioral state and environmental context of the animal or
human.

Moving anteriorly in the hindbrain reticular formation, electrophysiolo-
gists can find multimodal neurons and interpret their activity in terms of how
they bring information together for particular integrative jobs. Consider ves-
tibular stimuli, which signal changes in head movement and position. It is easy
to see why they compel attention. For example, if a monkey is asleep in a tree
and begins to lose his balance, he has to rouse immediately and regain his
branch. Barry Peterson at Northwestern University was mainly interested in
specific vestibular-initiated reflexes; but some of the reticular cells he recorded
could respond to quite a variety of inputs. These were multimodal cells.265,266

Jim Phillips at the University of Washington shows how brainstem reticular
neurons gather information for the purpose of controlling eye movements.
Some of his neurons, called OPN neurons, change their rate of firing accord-
ing to levels of consciousness and, when they are firing at a high rate, can be
correlated with arousal and visual attention.267–269 They respond not only to vi-
sual and auditory stimuli but also, under optimal conditions, to vestibular and
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somatosensory stimuli. Trevor Drew, in Montreal, wants to know how brain-
stem reticular neurons control dynamic postural adjustments during cat loco-
motion. He has found cells whose electrical discharges were stimulated by
inputs from all four limbs.270 Far from having narrowly constricted sensory
fields, the neurons Drew studied covered a significant fraction of the cat’s body
(Fig. 3.2). In all these cases, as we travel up the brainstem reticular formation,
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Figure 3.1. Multimodal brainstem neurons, as recorded in the laboratory of Peggy Ma-
son at the University of Chicago. In the terminology of her field, ON cells respond to
painful stimuli with increases in discharge rate. They also can respond (A) to a light,
innocuous cutaneous stimulus (left) and an auditory stimulus (right). (B) Another cell
that responds to painful heat (B1) or clamp (B2) can also respond to gentle tactile
stimuli on many parts of the body (B3). (From the data of Leung and Mason,
J Neurophysiol, 1998; 80:1630–46 and 1999; 81:584–95.)
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Figure 3.2. Responses of a brainstem reticular neuron to stimuli coming from limb
nerves of all four limbs of the body. Receptive fields were not narrowly constrained.
Neurons were recorded in Trevor Drew’s lab at the University of Montreal, with the
animal at rest. Raw data on the left (A). Histograms showing the increased firing rates
following stimulation, on the right (B). (From Drew, Cabana and Rossignol, Exp Brain
Res, 1996; 111:153–68.)



neuroscientists have found cells that serve very well to activate the animal’s
brain following a wide variety of stimuli.

According to my theory, these multimodal master cells, responding to a
wide variety of stimuli and preparing the individual for rapid action, have been
with us for a very long time in evolutionary history.271–274 Deep in the brain-
stem of the earliest vertebrate animal groups, fish, there are large cells that re-
spond to cutaneous stimuli on one side of the body as well as to auditory stim-
uli,275 stimulation of the lateral line organ, and vestibular and visual stimuli
(Fig. 3.3). Their axons then cross the midline and descend to the spinal cord,
synapsing there on motoneurons that rapidly cause muscle contraction, thus
propelling the fish away from the strong stimulus.276–278 I believe that Nature
did not “throw away” these crucial brainstem neurons, but instead has main-
tained them and their functions throughout vertebrate evolution.

Chapter 2 introduces the far-flung norepinephrine (NE) pathways ema-
nating from locus coeruleus (LC), a cell group in the lower brainstem of all
mammalian animals and human beings. But what tells these cells to fire electri-
cal signals at a high rate? After all it is their electrical action potentials that de-
posit noradrenaline (NA) throughout the forebrain (reviewed, Berridge and
Waterhouse71). LC cells respond strongly when the informational content of
the incoming signal is high: when it is sudden (as opposed to long and steady),
salient (unpredicted), and when it is important. To make this last point, Gary
Aston-Jones and his colleagues showed that the LC neuronal responses in the
monkey brain correspond with the motivational importance of a stimulus and
are not purely sensory or motor in their nature.279,280 That team was able to
correlate strong LC responses to meaningful stimuli with good performance of
learned behavioral responses. Figure 3.4 provides an example of LC neuronal
responsivity. The ability of such a neuron to respond to salient stimuli can be
understood by thinking back to the neuroanatomy discussion in Chapter 2. LC
neurons receive very strong inputs from master cells in the arousal crescent—
for example, the large (“gigantocellular”) reticular formation neurons in the
ventrolateral rostral medulla.214

LC neurons can also integrate longer-lasting states of arousal with the
stimulus immediately presented.281 They fire at higher rates during EEG states
of arousal as well as on presentation of exciting stimuli such as a preferred
food. How might the arousal state dependency occur? There are at least three
chemical mechanisms to think about, based on current data. First, orexin/
hypocretin, a gene product associated with behavioral arousal (Chap. 5), can
activate LC neurons, probably by decreased potassium conductances.282,283

Second, LC neurons are exquisitely responsive to corticotropin-releasing hor-
mone (CRH), a hypothalamic neuropeptide essential for responses to stress.284
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The magnitude of response to CRH depends on the genetic background of the
animal.285 Conversely, neurochemical agents that should decrease arousal in
the animal likewise decrease LC electrical activity. Third, the inhibitory trans-
mitter GABA significantly reduces electrical discharges by LC neurons.286,287

This route of action by GABA probably participates in mechanisms of anesthe-
sia (see Chap. 8). All of these LC response tendencies should, theoretically, be
amplified by the expression of connexin proteins, which are known to permit
the fast spread of electrical excitation within LC. We are investigating this pos-
sibility of rapid amplification of LC signals using patch clamp recording from
genetically engineered LC cells. In sum, increased neuronal activity by LC
cells results in increased arousal, alertness, and attention.288

As we move forward toward the upper brainstem, we encounter the neu-
rons that manufacture and use DA. Recall that dopamine neurons in the ven-
tral tegmental area of the midbrain projecting to nucleus accumbens were once
thought to fire exclusively in association with the presentation of a reward.

Arousal Is Signaled by Electrical Discharges 61

Figure 3.3. Master cells controlling rapid responses to arousing stimuli were already
present in the hindbrain reticular formation of fish.

Above: (A) Naga Sankrithi and Donald O’Malley have labeled these large reticular
formation neurons with a fluorescent dye. They are near the midline (in part of what I
call an arousal crescent), next to a fiber pathway called the medial longitudinal
fasciculus (giving rise to the abbreviation MeL). (From the unpublished work of Don-
ald O’Malley; for example, see Gahtan et al., J Neurophysiol, 2002; 87:608, and O’Mal-
ley et al., Methods, 2003; 30:49.) (B) High-speed recording of the escape response,
complete within 81 milliseconds. As documented by Budick and O’Malley (J Exp Biol,
2000; 203:2565), a touch to the head triggers a C-shaped bend, a turn and a burst of
swimming. (C) Biophysical documentation of increased calcium concentrations in
some of the cells shown in panel A during the response to touch illustrated in panel B.
(D) Visual stimuli also evoke swimming. Here the tail movements are shown over a pe-
riod of 254 milliseconds, during a step increase in illumination. (E) O’Malley and his
collaborators here document increased calcium concentrations in one of the neurons
shown in panel A during visually evoked swimming as shown in panel D.

Below: In the left half of this figure, T. Preuss and D. Faber sketch the pathway by
which alarming visual stimuli can trigger electrical activity in a large reticulospinal cell
(Mauthner cell, M-cell), which then initiates an escape response. The upper-right
panel shows an intracellular recording from such a neuron to a looming visual stimu-
lus, as would be seen in the expanding shadow of a predator approaching.

In the lower half of this figure, they illustrate a direct pathway from the ear to this
reticulospinal cell. The lower-right portion of the figure, with a much faster time scale,
shows an intracellular recording from this reticulospinal neuron as it responds to an
abrupt sound click (representative of a suddenly arousing loud noise). These M-cells
have been identified as such in fish and amphibia. (From the work of Donald Faber,
Albert Einstein College of Medicine, and his coworkers. See Faber, Korn and Lin,
Brain Behav Evol, 1991; 37:286; Zottoli and Faber, The Neuroscientist, 2000; 6:26; and
Canfield, Brain Behav Evol, 2002; 61:148.)



Now we know that it is not so simple. A newer and more sophisticated theory
claims that DA cell firing is not restricted in this way. Instead, DA neurons re-
spond to a much larger category of stimuli that are, for several reasons, salient
in the environment.124 Such stimuli could be salient by virtue of their physical
energy, their connection with reward or punishment, or—as suggested by our
information theoretic approach—salient by virtue of their low probability and
unpredictability. Electrical recordings from multimodal DA neurons support
this view289 (Fig. 3.5). Mechanisms that may serve dopaminergic transmis-
sion of arousing stimuli to the forebrain include, for example, DA gating of
glutamatergic signals.290 An alternative possibility has been construed during
electrophysiologic experiments with genetically altered mice. According to
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Figure 3.4. From recordings of electrical activity in individual neurons of the monkey’s
locus coeruleus by Gary Aston-Jones and his coworkers (J Neurosci, 1994; 14:4467–80).
These neurons respond to novel, unexpected, and salient stimuli. (A) A burst of action
potentials stimulated by an unexpected tap on the door of the animal’s cage. (B) In-
creased rate of firing (Y axis) following presentation of the target stimulus during a
vigilance task, but not (C) following presentation of a nontarget stimulus.
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Figure 3.5. Jon Horvitz, from Boston College, has recorded from dopaminergic neu-
rons that will respond to any salient stimulus. His recordings here show increases in
firing rate to an auditory stimulus and a visual stimulus. His concept of dopamine neu-
rons’ responsiveness encompasses the older theory linking dopamine to expectation of
reward. That is, one way of making a stimulus salient is to pair it with reward, but that
certainly is not the only way. The dependence of dopamine neuronal excitability upon
unpredictability, salience, and surprise fits in perfectly with the application of informa-
tion theory to arousal systems. Reference and further details in text.



this idea, DA feedback controls the bursts of activity shown by DA neurons.291

The result is an association between DA firing and the initiation of motor re-
sponses directed toward salient stimuli;292 some of these responses are some-
times termed “appetitive behaviors.”293

How can this new way of viewing DA neurons be reconciled with older re-
ward-related data? At least two possibilities come to mind. First, it is possible,
in keeping with our theme of information theory and arousal, that fluctuations
in entropy itself (Chap. 1) allow a person to raise excitement and then reduce it
in the form of a reward. The thrill of increasing unpredictability, for example,
in a social situation, would be followed by a resolution, a decrease in entropy,
which is rewarding. Second, with regard to the relation between salience and
reward, one of the ways a stimulus can be salient, after all, is to be rewarding!

In the midbrain we encounter neurons that synthesize and use 5HT. The
rate of electrical discharge by midbrain serotonergic neurons classically has
been tied to arousal in that firing rates by these cells are correlated with a sleep
state.294 The great French neurobiologist Jouvet, in company with an entire
generation of neurophysiologists studying 5HT neurons, showed that the dis-
charges of these neurons would decrease as the animal’s state progressed from
waking into sleep.295 Most exquisite have been recordings in freely moving, be-
having cats296 in which a monotonic decrement in firing rate was shown, from
active waking through quiet waking through slow wave sleep through rapid-
eye-movement (dreaming) sleep. The activities of midbrain serotonergic neu-
rons can be distinguished from those of hindbrain (medullary) serotonergic
neurons in that the latter respond to specific motor challenges and to cold
temperatures.297,298 As with DA neurons, feedback plays a role. For serotonin
neurons, this means negative feedback by serotonin through 5HT-1a recep-
tors.299 In summary, from a broad theoretical point of view, Barry Jacobs,
whose Princeton lab has done much of the modern work on serotonin neurons
in behaving animals, implicates the medullary neurons in coordinating auto-
nomic and neuroendocrine responses to the demand for motor activity.300 But
the midbrain neurons are not closely related to specific motor challenges and
instead correlate with the state of the waking/sleeping cycle.295 Therefore,
both serotonergic neuronal groups are positively correlated with behavioral
arousal.301

Separate from DA and 5HT neurons, in the midbrain reticular formation
are nerve cells whose activity is correlated with the arousal state of the animal
and is not tied to any particular stimulus modality. In a classical type of experi-
ment, Manohar and Adey found many such neurons that are very active in the
aroused, awake animal but that have decreased activity levels during slow wave
sleep.302 Likewise, Kasamatsu303 recorded from reticular neurons that fired
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fewer spikes as the animal’s arousal level decreased into light sleep, but he also
had some cells that showed the opposite trend and were most active during
deep sleep. In all of these experiments, the key parameter was not the particu-
lar modality of environmental stimuli but the animal’s arousal state. For these
midbrain reticular formation neurons, stimuli from several sensory sources can
converge onto an individual cell. Classical electrical recording studies show
widespread receptive fields on the skin as well as multimodal stimulus effec-
tiveness.304,305

Following dynamic changes in the lower brainstem systems, certain tha-
lamic neurons that control the state of electrical discharge in the cerebral cor-
tex are also activated. Steriade and his colleagues in Montreal have docu-
mented that short bursts of several action potentials are correlated with a
relatively inactive cerebral cortex and sleep. In contrast, steady firing of single
action potentials triggered by sensory stimuli correlates with transmission of
significant stimulus information to the cerebral cortex whose circuitry thus
would become activated. There are exceptions in thalamic sensory relay nu-
clei,306 but electrical discharges in thalamic reticular neurons, which can gate
afferent information headed for the cortex, reflect these two thalamocortical
states.307

� Special Cases: Olfaction and Vision

From the neuroanatomy described in Chapter 2, we understand that the olfac-
tory system and the visual system present special cases. Their access to arousal
systems must be different from other stimulus modalities.

Olfactory signals to arousal systems are relatively straightforward. As we
travel along olfactory axons from main olfactory bulb and pheromone-signal-
ing axons from the accessory olfactory bulb, the first major brain region we hit
is the amygdala. Nerve cell groups in the amygdala are intimately involved in
the control of behaviors and autonomic functions associated with heightened
states of arousal (reviewed, Aggleton308; see Chap. 6). Immediately we see how
olfactory stimuli and certain pheromones could affect arousal levels associated
with, for example, sex and fear. Activation of the human amygdala during sex-
ual excitation309 and (from the work of Elizabeth Phelps, Curr Opin Neuro,
2004) fear proves the point.

For explaining the access of visual signaling to arousal mechanisms, we
have two sets of mechanisms. First, consider the deep layers of the optic tec-
tum, also known as the superior colliculi. Neurons here receive a convergence
of sensory signals from several stimulus modalities60 and are clearly related to
the initiation of movements, for example, eye movements and reaching move-
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ments.61 Second, the thalamus. Besides the pulvinar nucleus in the thalamus
(Chap. 2), consider the midline and intralaminar thalamus and the thalamic
reticular nucleus. In the visual sector of the latter cell group are neurons that
receive excitatory inputs from primary visual pathway neurons and that are ob-
viously in a position to “gate” visual signals to the cerebral cortex (reviewed,
Crabtree310). If any neuron type could determine whether a visual stimulus
would activate the cortex, this is it. Both of these routes of signaling, the
midline and reticular thalamus and the deep superior colliculus, show us how
visual signals may not merely trigger specific motor responses restricted to the
object perceived but also may change the state of the subject’s forebrain.

� Informational Content Governs Amplitude of Response
in Neurons Related to Arousal

Let’s relate all of the electrophysiologic responses recounted in this chapter to
my main theme: arousal mechanisms highlight the importance of mathemati-
cal calculations of information content. I propose that novel, surprising stimuli
produce larger more reliable responses in arousal-related neurons than rou-
tine, monotonous stimuli. One way of bringing in unpredictability and uncer-
tainty—to discuss how unpredictability and uncertainty control electrophys-
iologic responses in certain brainstem neurons—is to understand that some
neurons “encode probability” (Glimcher311, p. 256). We already saw evidence
that neurons in arousal pathways respond especially well to salient stimuli. A
stimulus that is valued obviously becomes salient. Recording from neurons in
the monkey brain, Paul Glimcher and his colleagues at New York University
found cortical neurons that responded more strongly to stimuli according to
the “expected utility” (p. 264) of those stimuli. “Utility” refers to their value,
and “expected” to their probability. In other work with monkey brain, Satoh et
al.51 discovered neuronal responses that were related to reward expectations.
Neuronal activities can be understood with respect to the prediction of re-
ward312 rather than the stimulus itself or the reward itself. “Prediction” is an
information concept. Therefore, in relation to arousal pathways, I reformulate
standard neurophysiologic ideas to include the dominating influence of infor-
mation content on response magnitude.

The power of uncertainty, unpredictability, and change to control the sizes
of responses to sensory stimuli by neurons is illustrated dramatically by the
phenomenon of habituation. Habituation refers to the universal observation
that steady repetition of the same stimulus causes a steady reduction of re-
sponse. Habituation is illustrated by electrophysiologic recordings from indi-
vidual nerve cells in CNS regions as widely separated as the spinal cord and the
hypothalamus (Fig. 3.6). Other experiments show the power of this phenome-
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Figure 3.6. Repeated stimulus presentations, with declining information content, lead
to decreased response. Similar to the behavioral data in Figure 1.6, we illustrate electro-
physiologic demonstrations, from spinal cord motor neuron recording (A–E) to hypo-
thalamic neuron recording (F), of decreased responsiveness upon stimulus repetition.

A–E. Repeated electrical stimuli. The authors recorded an excellent postsynaptic
potential from a spinal motorneuron (A). (B) When the electrical stimuli were re-
peated at a frequency of 1/second, the amplitude of the postsynaptic potential de-
clined. (C) The motorneuron was “woken up” and the response size restored follow-
ing stimulation of another, quite different nerve. (D) Continued stimulation of the
initial nerve at a frequency of 1/sec reduced the amplitude of the postsynaptic poten-
tial. (E) The response size was recovered to its initial value by reducing the frequency
of the repeated stimulation to 1–3 seconds. (From Spencer, Thompson, and Neilson,
J Neurophysiol, 1966; 29:253. See also Thompson et al., Psychol Rev, 1966; 73:16–43.)

F. Repeated neurochemical stimulus. Recording from a ventromedial hypothalamic
neuron, at the top of the lordosis behavior circuit, Lee-Ming Kow saw a very large re-
sponse to the arousal-related transmitter histamine in the neuron, which had virtually
no spontaneous activity. The cell’s spike freqency record is on the top line (F1), and a
small fragment of the response duration is illustrated with the raw data on the bottom
line (on an expanded time scale, F2). Simple repetition of the histamine stimulus (top
line) yielded a significantly smaller response. Aside from demonstrating the repetition/
response decrement, these recordings also reveal the effect of a generalized arousal
transmitter on a neuron connected with a specific form of arousal, sexual arousal.
(From Kow and Pfaff, 2004, unpublished data.)



non as it reduces the magnitude of behavioral responses. The very existence of
habituation in a wide variety of species proves the power of information theory
to explain certain aspects of electrophysiologic signaling.

Information theoretic treatments of neuronal signaling will lead us to a
new approach to computational neuroscience. It is already providing useful in-
sights. With respect to GABA neurons in the hippocampus, for example, cal-
culations of variance and entropy provide quantitative parameters that promise
new insights into mechanisms of synaptic plasticity and neurologic disease.313

� Cerebral Cortex, the EEG

In the human brain, the inevitable consequence of heightened activity in
brainstem arousal pathways is the activation of the cerebral cortex. Since the
pioneering work of Donald Lindsley and Horace Magoun at UCLA, we have
understood that damage to the ascending reticular arousal systems puts the
cortical electroencephalogram (EEG) into a sleep-like state,23,314 whereas stim-
ulation of these brainstem systems enhances cortical arousal. In humans the
cortical EEG is recorded from the surface of the scalp. The electrical waves re-
corded are thought to result from large groups of synchronous postsynaptic re-
sponses in local populations of neurons beneath the scalp electrode.315 High-
frequency low-amplitude activity is associated with behavioral wakefulness and
alertness, whereas low-frequency high-amplitude waves begin to be seen as the
person goes to sleep. Thus, cortical electrical activity reflects behavioral state
transitions.

The distributed cortical systems whose neuroanatomy is described in
Chapter 2 generate both the electrical changes and the functional magnetic
resonance imaging (fMRI) changes associated with such subtle state changes as
“inattention” to “conscious rest.”316 While the temporal patterns of spike dis-
charges in thalamocortical neurons are important for influencing the EEG,
neuronal activity in certain basal forebrain cell groups are important as
well.317,318 In our lab these state transitions are recorded in experimental ani-
mals, for example, mice, which are tractable to genomic manipulations.

For humans, two of the most important psychological consequences of
activation of the cortical EEG are alertness and attention (Posner and Di
Girolamo,319 pp. 623–631). Without cortical electrophysiologic activation, we
are not alert and aware of our own acts.320,321

� Electrical Activity in Three Arousal-Related
Biological Systems

As a result of electrical activity in arousal systems, fluctuations of activity can
be recorded in forebrain neurons related to sleep, sex, and fear. First, for sleep,
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the neurons in the sleep-promoting ventrolateral preoptic area (vlPOA) in the
basal forebrain have been best documented. These neurons’ electrical dis-
charges are inhibited both by acetylcholine and by noradrenaline,322 thus re-
ducing sleep and enhancing wakefulness. Some of the sleep-related physiologic
alterations may also be produced by thermoregulatory neurons in the basal
forebrain.323 Their biophysical mechanisms will now come under greater scru-
tiny, as sleep-promoting neurons can be studied under rigorously controlled in
vitro conditions.324

Second, electrophysiology related to sex has been successfully completed
during recordings of neuronal activity in the ventromedial nucleus (VMN) of
the hypothamus. This cell group is at the top of the lordosis behavior circuit
and controls mating behavior in female quadrupeds.19 As you might expect,
neurophysiologic influences from ascending arousal pathways increase electri-
cal activity in these VMN neurons. Application of norepinephrine (NE) or
acetylcholine to these neurons causes them to fire at a higher rate,92 the former
acting through NE α-1b receptors and the latter through muscarinic recep-
tors. An exquisite application of my theoretical approach is to test the relation
of histamine (HA) to these VMN neurons because of the strong relation be-
tween HA and generalized arousal. Clearly, VMN neurons are excited by HA
applications (look ahead to Fig. 6.5). From these experiments, it is easy to see
how generalized arousal fosters sexual arousal.
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Figure 3.7. The laboratory of Joseph LeDoux at New York University has reported
many examples of nerve cells in the lateral nucleus of the amygdala responding to
stimuli that signal fear. In these five cells, varying magnitudes and durations of re-
sponses are recorded. The neurons had virtually no spontaneous activity. (From Quirk,
Repa, and LeDoux, Neuron, 1995; 15:1029.)



Third, Joseph LeDoux and his colleagues at New York University have
clearly drawn electrical activity of neurons in the lateral nucleus of the amyg-
dala (Fig. 3.7) into the mechanisms controlling our responses to stimuli trig-
gering fear.

�

Electrophysiologic recordings provide plenty of evidence for multimodal neu-
rons whose activity corresponds to the behavioral evidence for generalized
arousal and can cause changes of state in the CNS. We have seen that these
neurons participate in distributed systems, they respond to large sets of high-
information stimuli, and they influence entire classes of responses.
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4 Autonomic Nervous System
Changes Supporting Arousal;
the Unity of the Body

Against dogma, dynamic patterns of two autonomic subsystems prepare the body for

changes in CNS arousal states. Teamwork, not identity, among autonomic responses fosters

information flow and cooperation.

The previous chapter explored how the electrical activation of brainstem
and cortical pathways that causes behavioral arousal is produced. Here

we delve into parallel changes within the autonomic nervous system—changes
in the cardiovascular system and gut, with the corresponding changes in respi-
ration that always accompany emotional behaviors.325

These comprise one component of generalized arousal. The complete
definition of generalized arousal (Chap. 1) states that its increase entails in-
creased alertness to sensory stimuli, increased voluntary motor activity, and
increased emotional reactivity. Emotional behaviors depend on certain pat-
terns of autonomic and endocrine adaptations.326,327. For example, in a state of
anger, blood pressure and heart rate increase markedly; in a state of fear, they
increase somewhat; but during depression, they stay the same or decrease.
Some of these tendencies can be inherited and their routes of genetic influence
traced.328 In fish,329,330 mice, rats, dogs,331,332 and horses, genetic influences on
emotional behaviors are obvious. In humans, genetically trained psychiatrists
have been able to discern some traits of temperament for which genetic varia-
tions play a discernable role.333–336 What has been called “autonomic arousal”
must play an interesting part in our story.

Classically, autonomic nervous systems have been divided into two parts:
sympathetic and parasympathetic systems.337 Sympathetic autonomic re-
sponses work through a chain of small ganglia next to the thoracic and lumbar
levels of the spinal cord. The neurons of these sympathetic ganglia use norepi-
nephrine as a transmitter and signal through long axons to a variety of organs
in the body with an overriding result: the use of metabolic energy to prepare
the body for action.338 The old characterization of this system was “fight or
flight.” In contrast, parasympathetic autonomic responses work through gan-
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glia more widely distributed away from the spinal column, to be near their tar-
get organs. The neurons of these ganglia use acetylcholine as their transmitter,
and their major actions tend to have the net result of gaining or preserving
metabolic energy.

� Patterns of Autonomic Responses

Arousal states supporting strong emotions are invariably accompanied by
changes in the cardiovascular, respiratory, and thermoregulatory states of our
bodies. I argue that the dogma of sympathetic (fight or flight) states always be-
ing at war with parasympathetic states must be discarded. A classical example
of this dogma came from the examination of the iris in the human eye. Sympa-
thetic nerves cause it to dilate, while parasympathetic nerves cause it to con-
strict. However, examples of sheer opposition between the two autonomic sys-
tems are rare.

I claim that dynamic patterns of activity in these two major subdivisions of
the autonomic nervous system are essential to drive the expression of emotions
such as fear or sexual desire. In Terry Powley’s phrase, “the two subdivisions
are choreographed” to achieve proper controls over various sphincter muscles
in gastrointestinal organs. Likewise, timed cooperation between sympathetic
and parasympathetic neurons accounts for penile erection and ejaculation (Fig.
4.1). According to an authority like Kevin McKenna,339 at Northwestern Uni-
versity, erection has a clear parasympathetic basis, but ejaculation provides an
excellent case of cooperation among sympathetic, parasympathetic, and so-
matic nervous systems. While its contraction of the bladder neck depends
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Figure 4.1. Simplified schematic to illustrate how parasympathetic and sympathetic au-
tonomic neuronal stimulation cooperate to produce a biologically important response:
penile erection and ejaculation. Adapted, following advice from Kevin McKenna
(Northwestern Univ.) from Benson, Chapter 25 (vol. 1, ed. 1, pp. 1121–38); Sachs
(2000), and Sachs and Meisel, Chapter 37 (vol. 2, ed. 1, pp. 1393–485), both in Physiol-
ogy of Reproduction, ed. E. Knobil and J. Neill, 1988.



on sympathetic innervation, the
external urethral sphincter re-
quires somatic neural stimula-
tion, and the expulsion phase is
coordinated by all three sys-
tems. In terms of generating
patterned autonomic responses,
Clifford Saper and his col-
leagues have noted parallel-
isms between pain pathways
and the visceral sensory path-
ways that influence autonomic
responses,340 while we have
noted (see Fig. 2.2) marked
overlaps between pain pathways
and sex behavior pathways.18

We need to find out exactly how
these neuroanatomic parallel-
isms help to organize changes in
autonomic states through time.

The hypothalamus orchestrates patterns of autonomic, endocrine and be-
havioral responses to emotionally significant stimuli.341,342 In fact, it has been
called the “head ganglion of the autonomic nervous system.” Within the hypo-
thalamus, an amazing group of nerve cells called the paraventricular nucleus
(PVN) of the hypothalamus (in the human, see Fig. 4.2) plays a central role.343

Originally famous for expressing genes encoding the hormones oxytocin and
vasopressin, PVN neurons were later discovered to project to the lower brain-
stem and to autonomic centers in the spinal cord344–348 (Fig. 4.3). Thus, the
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Figure 4.2. The human paraventricular
nucleus of the hypothalamus, a nerve
cell group important for arousal in the
endocrine, cerebral, autonomic, and
behavioral domains. Neurons are
stained immunocytochemically to
demonstrate vasopressin-expressing
cells. A, C, E at low magnification. B,
D, F at higher magnification. Note the
differences in intensity of staining be-
tween a young man (A, B), a young
woman (C, D) and an old woman (E,
F). (From Ishunina and Swaab, J Clin
Endocrinol Metab, 1999; 84:4637.)
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Figure 4.3. Long descending axons from neurons in the paraventricular nucleus
(PVN) of the hypothalamus to the hindbrain reticular formation and autonomic
control centers. Microinjection of a radioactively labeled amino acid into the PVN
(black region, pv) allowed the nerve cells there to make radioactively labeled pro-
tein, which was transported by the axons and revealed by autoradioradiography.
The cells projected as far posteriorly as we sampled (section N) and included in
their distribution the reticular formation (RF) and an autonomic controlling cell
group, the nucleus of the tractus solitarius (ns). Clif Saper and Larry Swanson
showed similar results and even demonstrated that some PVN axons reach auto-
nomic-related cell groups in the spinal cord. (From Conrad and Pfaff, J Comp
Neurol, 1976; 169:221.)



neuroanatomic foundations for hypothalamic coordination of endocrine, auto-
nomic, and behavioral events (even behavioral reward349) were laid. Sub-
sequently, PVN neurons have been shown to control critical parameters of
cardiovascular physiology350 through their influences on sympathetic nerve
outflow.351,352 These influences depend on PVN cellular synthesis and release
of vasopressin353–356 and oxytocin.357 The same holds true for respiration: PVN
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neurons modulate breathing rhythms by virtue of their peptide products vaso-
pressin358 and oxytocin.359

How do PVN’s oxytocin- and vasopressin-releasing nerve terminals do
their jobs? They modulate a complex network in the lower brainstem that inte-
grates feedback inputs from cardiovascular sensors with visceral sensory inputs
and, importantly, with anticipated demand for motor responses (Loewy360; see
Chaps. 1 and 6, pp. 88, ff). Electrical activity in lower brainstem cell groups
such as the nucleus of the tractus solitarius and the dorsomedial nucleus of the
vagus determine the responses, for example, to carotid sinus and vagal nerve
inputs361 (see Chap. 10). For blood pressure control,362,363 some of the master
cells in the arousal crescent described in Chapter 2—those in the rostromedial
and rostrolateral ventral medulla—are crucial.

Not all hypothalamic controls of autonomic physiology reside exclusively
in the PVN. Histamine-expressing neurons exert significant effects over the
sympathetic nervous system (e.g., Yasuda et al.364). Among other forebrain
regions,365 the amygdala has direct connections to the lower brainstem and
clearly manages autonomic responses to emotionally laden stimuli.366,367

Some controls over our hearts and blood vessels depend on respiration.
Nerve cells in the medulla that have cardiac rhythms of discharge are strongly
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Figure 4.4. A simplified schematic of coordinated changes in respiratory and cardiovas-
cular functions to support vigorous exercise. This scheme emphasizes central CNS
commands, but other approaches to the same subject emphasize neurohumoral coordi-
nation and reflex controls due to physicochemical parameters controlled by cardiac
and respiratory functions. In all theories, autonomic and respiratory responses work
together. Adapted from Paintal and Anand, 1998, as presented in Paintal (in Handbook
of Clinical Neurology, ed. O. Appenzeller, 2000). But also see Wasserman et al., pp. 595–
621, in A. P. Fishman, ed. Handbook of Physiology, 1986.



modulated by visceral sensory inputs reflecting inspiration and expiration.368

Human exercise physiology has begun to show how respiratory and cardiovas-
cular adaptations work together to support, for example, rapid locomotion
(Fig. 4.4). In different ways, respiratory/cardiac interactions have manifested
themselves in all vertebrate species studied.369 Current studies of respiratory
mechanisms suggest that these components of autonomic arousal will soon be-
come clear; for example, we now understand better than ever how brainstem
neurons control respiratory rhythmicity.370 In turn, CNS mechanisms gain ad-
ditional scientific interest through our knowledge of the physics of breathing,
including the dynamics of gas exchange and the mechanisms of rib cage and
diaphragm movement.371,372 My own lab notes with interest the reports that
hormones influence the regulation of breathing by both direct and indirect
routes.373 Thus, the respiratory contributions to autonomic arousal offer the
opportunity to relate solid physical facts to physiologic mechanisms and to
hormonal influences, and finally to correlate with emotional state.

� Reformulations

Reformulating theoretical approaches to arousal systems, I give no credit to
the old assumption that autonomic arousal uses a completely separate, de-
scending set of mechanisms distinct from those managing arousal of the fore-
brain. That traditional formulation is neither complete nor correct. Instead,
master cells such as those in the arousal crescent of the lower brainstem (and
certain neurons in parts of locus coeruleus) contribute to both cerebral and
autonomic arousal. These are the large reticular neurons that have strong as-
cending and descending projections (Chap. 2). Damasio186 was right. There is
a degree of connectivity and coordination heretofore unanticipated.374 The bi-
polar nature of autonomic controls in the brainstem—extensive ascending and
descending connections orchestrating the system adequately187,375,376—encour-
aged me to formulate the BBURP theory in Chapter 7, as one of the Bs stands
for “bipolar” or “bidirectional.”

This new theory of autonomic arousal embraces two ideas that could be
seen as contradicting each other, but do not. One idea emphasizes the team-
work between autonomic preparations for emotional behaviors, cerebral corti-
cal activation due to emotionally laden events, and the behaviors themselves.
The other idea reveals the degree of uncertainty—maximization of informa-
tion flow—surrounding emotion and arousal.

First, teamwork is required for cardiovascular and respiratory systems to
support the muscular requirements for the expression of emotional behaviors
(Fig. 4.4). Thus, my formulation is as follows: autonomic, cortical, and behav-
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ioral arousal must be coordinated, but not correlated at any given time. This is
teamwork, not identity.

Second, emotions and arousal are products of sudden and unpredictable
changes. In the terms of this book, they respond to a high-information envi-
ronment. For example, gambling, an activity that embodies human responses
to uncertainty and unpredictability, causes autonomic arousal.377 And the re-
sponses themselves have high-information content because they are not per-
fectly correlated at any moment. In fact, the very lack of correlation—for
example, between EEG changes and electrocardiogram changes—helps to
guarantee that at least one portion of the body’s arousal systems will be sensi-
tive enough to respond to emotionally important environmental changes. We
are dealing with arousal systems that employ both ascending and descending
signaling components (Chap. 7). To ensure that a person reacts to important,
salient changes in the environment, we have two options: (1) A hypersensitive
ascending arousal system brings autonomic systems into play indirectly, or (2)
descending arousal systems lead the way—“the gut reacts first”—and autonomic
arousal changes eventually force the attention of cortical arousal systems. Ei-
ther way, the person begins to do what is required.

� A High Information System Shows Coordination
sans Correlation

The classical question of how we accomplish difficult tasks and mental work
remains an interesting one.378 Arousal, alertness, and attention are certainly
part of the answer. If you remember the problem attacked and solved in Chap-
ter 1, questions about arousal mechanisms had suffered from a lack of defini-
tion and a false dichotomy—“all arousal mechanisms are part of the same
monolithic whole” versus “there is no such thing as arousal.” Now that we
have a clear operational definition of generalized arousal (Chap. 1), the ques-
tion of its internal structure can be asked anew. The answer is much more sub-
tle than the older dichotomous point of view would have anticipated.

On the one hand, autonomic components of arousal systems must work
together with other components in order to provide vascular, respiratory, and
metabolic support for effortful behavioral activities. An old literature shows
that modification of behavioral activities correspondingly modifies cardiac out-
put.379 Anticipation of increased or decreased motor output increases or de-
creases heart rate, respectively.380,381 Coupled with experimentally produced
anxiety, respiration and heart rate decrease.382–384 Only the human subjects who
showed significant changes in muscular activity experienced the heart rate
changes.385 During experiments that examined subjects in greater physiologic
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detail, cerebral cortical recordings correlated best with heart rate precisely
during those time periods when heart output was accelerating or decelerat-
ing.386 In a more complex experiment, Webb and Obrist387 showed mutual cor-
relations among electromyograph recordings, heart rate, eye blinks, and gross
movement during a task that required arousal and attention.388 Recently, a
striking coordination between locomotor and respiratory rhythms has been re-
ported and its basis in brainstem physiology discussed.389,390 All of these experi-
mental protocols have documented that behavioral arousal and autonomic
arousal have a lawful relation to each other.

On the other hand, one of the early researchers in this field, John Lacey, at
the University of Wisconsin, reported experimental results in which different
aspects of autonomic and behavioral arousal responses were not correlated with
each other.391 While he admitted that, in general, autonomic, EEG, and behav-
ioral arousal “occur simultaneously,” he claimed that their mechanisms could
be dissociated by selective CNS destruction and pharmacologic manipula-
tions. Further, during experiments requiring behavioral activation by virtue of
a visual attention task, correlations among different measures of autonomic
arousal were low and variable.392 Likewise, Tursky et al.393 reported that two
measures of autonomic arousal, skin resistance and heart rate, did not show the
same time course of response to an experimental behavioral task. Their con-
clusion from this body of work was that autonomic arousal patterns depended
on previous and subsequent overt behavior. In addition, we know that the time
constants of different autonomic mechanisms differ. To the extent that auto-
nomic responses to external situations are uncorrelated, there are two implica-
tions: (1) an intrinsically high information content in this aspect of arousal
neurophysiology; and (2) an adaptive time-sharing of maximal sensitivity that
protects against autonomic sluggishness in time of danger.

What we have, therefore, are autonomic functions that are physiologically
coordinated to “do the job,” but that are not correlated with each other at time
t. By analogy, consider a football team. Even though the players are following
agreed-upon plays and are moving effectively with respect to each other, at-
tempts at correlating their responses statistically at any given time would yield
no correlations. Their movements are cooperative, but not identical (Table
4.1). The same could be said for autonomic responses, especially with respect
to other components of arousal. Sensory inputs can trigger “teamed,” pat-
terned responses, arranged along a timeline. Because the baseline states of the
autonomic components are not necessarily equated and because of the low cor-
relations among exact timings of responses, the system essentially embodies
high-information content.

Another index of the information-related features of autonomic nervous
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responses is their tendency to decline in the face of a repeated stimulus whose
informational content, by definition, has decreased. Autonomic responses ha-
bituate (Fig. 4.5). Here are some examples: In adult men and women, on repe-
tition of a social stress, there is less of an increase in heart rate.394 In neonatal
rats, the cardiac orienting response waned on repetition of an olfactory stimu-
lus.395 Mauss et al.396 recorded self-reported anxiety as well as blood pressure,
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Table 4.1. Theoretical relations among autonomic and other arousal responses

Identical
regulation of
all measures Autonomic “Chaos”

Simultaneity Yes No No
Correlation Perfect Low Zero
Coordination High High Zero
Flexibility Low High Zero
Effectiveness Low High Zero
Information content Zero High Maximum

0

10

20

30

1st 2nd 3rd 4th 5th
0

Figure 4.5. Illustrations of habituation in autonomic responses, under two different ex-
perimental conditions. These show that information content in the stimulus influences
autonomic arousal. Left: In men and women, repetition of social stress led to a decline
of the increase in heart rate. High responders’ average results are shown in circles (30,
23, 22). Low responders’ average results are shown underlined (23, 19, 17). Adapted
from Schommer et al., Psychosom Med, 2003; 65(3):450–60. Right: The cardiac orient-
ing response in neonatal rats decreased upon repetition of an olfactory stimulus.
Adapted from Hunt and Phillips, Alcohol Clin Exp Res, 2004; 28(1):123–30.



heart rate, and skin conductance in adults who had been rated as highly socially
anxious or not anxious. Despite differences in self-reported anxiety, the habitu-
ation and recovery of the autonomic measures were comparable between the
two groups.

� Supporting Hormone-Dependent Behaviors

Hormones affect autonomic physiology in a way that supports hormone-de-
pendent behaviors. Sex hormones are accumulated and retained by neurons of
autonomic ganglia397–399 as well as by cells in the heart and blood vessels.400–402

The roles of sex hormones leading to sexual arousal (Chap. 6), erections, and
ejaculation are patently obvious (see Fig. 4.1). Sex hormones alter cardiovascu-
lar responses to activation of medullary neurons in the arousal crescent403 and
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Figure 4.6. Simultaneous electrophysiologic recordings of electroencephalogram
(EEG), electrocardiogram (ECG), and neck muscle electromyogram (EMG) in a
mouse. Experiments were conducted in the mouse’s home cage during the light part of
the daily cycle, so that baseline activity would be steady and quiet. Upon presentation
of a novel olfactory stimulus, the dominant EEG state changed from high amplitude/
low frequency waves to low amplitude/high frequency. The heart rate (ECG) sped up,
and the mouse contracted its neck muscles (EMG). This type of experiment opens up
arousal neurophysiology in a genetically tractable mammal. (From Stavarache and
Pfaff, unpublished data, 2004.)



address oxytocin neurons in the PVN of the hypothalamus, which project back
to the spinal cord and support erection.404,405 Inhibiting sympathetic outflow in
female rats decreases their sex behavior.406

We have new data about effects of hormones and hormone receptor genes
on autonomic function, measured electrophysiologically (Fig. 4.6). So far, dur-
ing recordings from mice, it appears that different measures of autonomic ver-
sus EEG arousal embody high-information content due to their relative lack of
intercorrelation. Correspondingly, according to these data, one arousal re-
sponse system—for example, autonomic or cortical—is maximally sensitive at
any given time and thus guarantees a prompt response to emotionally disturb-
ing stimuli.

� Summary

We have autonomic nervous systems whose activities accompany emotional
arousal and that react to uncertainty, surprise, and change. They manage gross
changes of state of the entire body, coordinating visceral, vascular, and meta-
bolic responses with the state of the CNS. Nerve cells in the hypothalamus
produce patterns of autonomic responses: Sympathetic and parasympathetic
autonomic subsystems do not always oppose each other but instead display ex-
quisitely timed cooperation. Information theory helps us to understand how
they work. Relations among different autonomic measures embody high-in-
formation content, and autonomic responses are maximized in a high-informa-
tion environment.
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5 Genes Whose Neurochemical
Products Support Arousal

Recent molecular studies reveal a plethora of genes that regulate arousal states. Some are

associated with the classical systems of Chapter 2. Others are brand new, including

hormone-influenced genes and a gene whose mutation causes narcolepsy.

For working out the functional genomics of the CNS, behavioral measures
offer extraordinarily sensitive indicators of genetic change. Behavior con-

stitutes the bottom line, the most important consequence of CNS gene expres-
sion. Among all the behaviors open to investigation, I argued in Chapter 1 that
the most fundamental and crucial are those connected to arousal.

All of the neurochemistry of Chapter 2 depends on the differential expres-
sion of genes coding for the enzymes that synthesize specific neurotransmitter
and neuropeptide ligands, for their receptors, and for their transporters that
suck them back out of the synaptic cleft, as well as for the enzymes that chemi-
cally break down the neurotransmitters. We already understand some things
about a tremendous number of these gene products. The field is exploding
with opportunities for new molecular neurobiological work. In this chapter,
rather than providing a simple catalog of genes and their products, I combine
brief descriptions of classical and novel genes with the concepts that organize
their functions. The very large number of genes covered—more than the
124—proves, once again and in a different way, the importance of the arousal
functions defined in this book. Through these disparate and overlapping ge-
netic mechanisms, Nature makes absolutely sure that the transcriptional activi-
ties required for arousal will not be found wanting.

� Genes Associated with Classical Systems

In this section, we highlight some of the main features of those genes whose
products increase arousal and then of those genes whose products decrease
arousal.
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These Gene Products Serve in Systems that Heighten Arousal

Norepinephrine (NE) and Noradrenaline (NA). Tyrosine hydroxylase and dopamine-
β-hydroxylase are synthetic enzymes necessary for the synthesis of NE from
tyrosine. When that has been accomplished and NE has been released from an
axon terminal, there are several types of receptors that can help transduce the
signal into a postsynaptic neuron. Receptor subtypes all representing separate
gene products include three α-1, two α-2, and three β-adrenergic receptors.
They all signal through G-proteins, including the Gq/11 protein, but have
different localizations within the postsynaptic cell and different signal trans-
duction preferences.407,408 Their polymorphisms are associated with pheno-
types of clinical significance, including those related to arousal: hypertension,
mood disorders, metabolic changes, and sensitivity to adrenergic agonists.409

Protein kinases not only play an important part in the amplification of the NE
receptor signal but also desensitize the receptor after the signal has passed.410

From the point of view of arousal neurobiology, it is fascinating that both
the synthetic enzymes and receptor sensitivities in the brain can be altered
by sex hormones and by fear.208,411–413 Polymorphisms of adrenergic receptor
genes could contribute to temperamental differences in humans.409,414 It fol-
lows that one of the targets of the NE-induced cellular signaling—cyclic AMP
response element–binding protein (CREB)—should be involved in arousal of
the cerebral cortex, and it actually is.415

Finally, genes for metabolizing NE—monoamine oxidase B; catechol O-
methyltransferase (COMT)—and that for removing NE from the synaptic
cleft to limit its action—norepinephrine transporter (NET)—provide addi-
tional opportunities for the regulation of arousal in animal and human
brains.416–418

Dopamine (DA). The gene that codes for tyrosine hydroxylase produces the syn-
thetic enzyme that is rate-limiting in making DA. There are five DA receptor
genes. DRD1 signals through G-proteins, which lead to the activation of pro-
tein kinase A. In contrast, DRD2 can have inhibitory effects when it acts
presynaptically as an autoreceptor. Its 3D structure has been reported,419 and it
has been implicated in a variety of addictive disorders.420 The frequent bio-
chemical result showing DRD1 effects opposing DRD2 supports the idea that
gene duplication products421 and differential mRNA splice products can have
opposite cellular effects.

DA actions are limited by re-uptake by DA transporters422 and by chemical
breakdown. DA transporters are transmembrane proteins, with cytosolic N-
and C-terminal regions separated by twelve membrane-traversing domains,
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which can be expressed both in nerve cells and in glial cells.417 They limit the
intensity of DA signaling by removing DA from the synaptic cleft. Their sensi-
tivity to psychostimulants, among other characteristics, has made them a pop-
ular subject of molecular423 and neurochemical424 investigations. Null deletions
of a dopamine transporter produce mice that are hyperactive, confirming the
expected role of DA in this aspect of arousal (reviewed, Tan, Hermann, and
Borrelli425). Their polymorphisms could help to account for individual dif-
ferences in mood and temperament.423 Two gene products are primarily re-
sponsible for metabolizing DA: catechol O-methyltransferase (COMT) and a
monoamineoxidase (MAO) type B.

Serotonin, 5HT. Synthesizing serotonin from the dietary amino acid tryptophan
requires the gene for tryptophan hydroxylase (TPH). Once 5HT is released
from a synapse, no fewer than fourteen gene products coding for serotonin re-
ceptors are available to transduce different kinds of biophysical effects (Table
5.1). How they contribute in their separate ways is not yet understood. Seroto-
nin can be broken down chemically by the enzyme MAO type A. However, a
compound of much greater popular interest is the serotonin transporter, which
ships the transmitter back across the membrane, thereby removing it from the
synaptic cleft and limiting its activity. Serotonin’s popularity derives from the
antidepressant class of selective serotonin reuptake inhibitors (SSRIs), which
work by blocking its action. Some studies have claimed an association, in hu-
mans, between the serotonin transporter genomic structure and susceptibility
to anxiety or depression.426–428

Serotonergic systems present clear targets through which hormones can
change arousal and mood. Not only do estrogens, for example, increase TPH
gene expression and protein level in the monkey midbrain, as shown by
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Table 5.1. Examples of diverse functions among serotonin receptor gene products

Ligand-Gated Ion Channel Receptors
Example: 5-HT3A receptor ⇒ Na+ and Ca++ in ⇒ rapid depolarization

G-Protein Coupled Receptors
Signaling through cyclic AMP

Example: 5-HT7 receptor coupled to Gi/0, Adenyl. Cyclase ⇓. Modulate fast
psps.

Example: 5-HT7 receptor coupled to Gs, Adenyl. Cyclase ⇑. Modulate GABA
actions.

Signaling through phospholipase C
Example: 5-HT2B receptor coupled to Gq, PLC ⇑. Nitric oxide release.

*Reference: Hoyer, Hannon, and Martin, Pharm Biochem Behav, 2002; 71: 533.



Cynthia Bethea and her colleagues in Oregon, but also they decrease opportu-
nities for serotonin removal. They ramp down mRNA levels for the serotonin
transporter and for MAO. Further, George Fink, in Edinburgh, discovered
that estrogens increase gene expression for certain serotonin receptors. Thus,
the genomic basis for sex hormone effects on mood has been laid. In humans,
polymorphisms in the genes for serotonin receptors lead to ideas of how indi-
vidual differences in serotonin signaling could contribute to differences in
temperament.429

Acetylcholine (ACh). ACh, whose synthesis is catalyzed by the gene product for
the enzyme choline acetyltransferase, helps to activate the cerebral cortex from
at least two subcortical sites. From the lateral dorsal nucleus of the tegmen-
tum (LDT), its projections to the thalamus help regulate the sleep-wake cycle.
And ACh neurons account for more than 50% of basal forebrain neurons
that activate cortical activity, according to the histochemical results of Laszlo
Zaborszky and his colleagues at Rutgers Medical School. Genes most obvi-
ously involved in the production of cortical ACh receptors are called musca-
rinic receptors. There are five, with the M1 subtype having an especially
strong role in the cerebral cortex. However, ACh receptors with a different set
of ligands, or nicotinic receptors, also play a role. ACh is broken down by the
enzyme cholinesterase, thus limiting the duration of its synaptic action.

Histamine (HA). Histamine clearly maintains behavioral and cortical EEG
arousal.430,431 From its site of synthesis in tuberomammillary neurons deep in
the hypothalamus,432–434 HA controls wakefulness through widespread ascend-
ing and descending axonal projections, but especially through those to the
ventrolateral preoptic area.176 It synthesis requires the gene coding for the en-
zyme histidine decarboxylase (HDC). Knocking out this gene yields an animal
with decreased arousal—behaviorally and in terms of cortical EEG—as well as
an increased tendency to sleep.435

HA receptors are produced by at least three genes. The H1 receptor gene
products strongly depolarize neurons by increasing currents in certain sodium
channels and in certain calcium-activated channels, by decreasing “leak” cur-
rents in potassium channels, and by other mechanisms as well.431 Which cur-
rent is most important for a histamine effect through H1 receptors depends on
the neuron type being recorded. HA 1 receptor knockouts exhibit decreased
activation of behavior.436 Reflect, for a moment, on the effects of antihista-
mines—they are H1 receptor blockers that make us sleepy (Fig. 5.1). While
the H2 receptor’s activation can also lead to neuronal excitation, like H1,431

there are physiologic circumstances in which H2s lead to decreased firing rates
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and, in fact, they can oppose H1’s effect. The H3 gene codes for an autorecep-
tor regulating HA release. Finally, the metabolism of HA depends on the gene
for histamine N-methyltransferase (HNMT) followed by MAO-B.437

Systems that wake up the brain sometimes act through other neurochemi-
cal pathways for the rapid activation of behavior. Orexin/hypocretin, a newly
discovered gene involved in sleep-wake control, probably derives part of its
neurophysiologic power through orexin-2 receptors438 exciting HA neurons in
the hypothalamus.439

Genes Whose Neurochemical Products Support Arousal 87

MALES

FEMALES

time (minutes)

H
A

C
T

EFFECT OF AN H1 RECEPTOR ANTAGONIST
ON SENSORY RESPONSIVENESS

TACTILEOLFACTORY

OLFACTORY

0

40

80

120

160

TACTILE

0

50

100

150

200

b1 b2 1 2 3 54 6 7 8

0

40

80

120

160

b1 b2 1 2 3 54 6 8

b1 b2 1 2 3 54 6 7 8

7
0

50

100

150

200

b1 b2 1 2 3 54 6 7 8

Figure 5.1. An H1 receptor blocker can reduce behavioral responsivity of female mice
to external stimuli, as measured by an efficient assay of generalized arousal conducted
in the animal’s home cage during the animal’s daily period of quiescence.164 Black line
= vehicle injection. Grey line = H1 receptor blocker injection. b1 and b2 measure the
last two minutes of baseline activity (horizontal activity, HACT) before stimulus pre-
sentation. Then, in this example, an olfactory or a tactile stimulus was presented.
Where the H1 blocker had no effect, note the quantitative precision of the assay. Also
note that females’ arousal responses were more sensitive to H1 receptor antagonism
than males’, a likely effect of genetic cascades starting from the Y chromosome. (From
Easton and Pfaff, Pharmacology, Biochemistry and Behavior, 2005, in press.)



Glutamate receptors. Master cells, which are central to brainstem arousal mech-
anisms (Chap. 2), use the amino acid glutamate as their transmitter. Genes
coding for glutamate receptors come in two flavors: ionotropic and metabo-
tropic. There are at least six gene families comprising at least sixteen genes
that code for ionotropic glutamate receptors.440 Alternative splicing and edit-
ing of the respective RNAs add still more functional ionotropic receptors.441

They are divided into three groups called AMPA, KA, and NMDA receptors
according to their affinities for various glutamate-like ligands. Different gene
products, even within the NMDA category, have different effects on synaptic
plasticity.442 Disorders of ionotropic glutamate receptors may contribute to
some forms of chronic pain443 and even schizophrenia.444 Opening ionotropic
glutamate receptors excites cells by allowing the positively charged ions so-
dium and potassium into cells, thus depolarizing them.

In contrast, metabotropic glutamate receptors, binding their ligand in the
manner of a Venus flytrap,445 form three families composed of eight genes.446

One of these families signals by coupling to Gq/11 proteins, which act through
inositol phosphate. The other two families are Gi or Go coupled, and a promi-
nent result is the decrease of activity of the enzyme adenylate cyclase. These
actions result in synaptic modulation and slow excitatory or inhibitory synaptic
potentials.447

Glutamate action is limited, in part, by five glutamate transporters that
have various distributions among CNS neurons448 as well as by vesicular gluta-
mate transporters for which there are two genes. The amino acid sequences of
these gene products have diverged enormously from their original family of
genes, but a 150–amino acid sequence in the C-terminal part of these proteins
has been somewhat conserved.449–451 These are responsible both for recaptur-
ing endogenously synthesized transmitter and for taking up transmitter re-
leased from neighboring cells.

These Gene Products Serve in Systems that Reduce Arousal

Adenosine. Adenosine receptors are prominent in daily life in that caffeine
blocks them, thus keeping us awake and alert. Adenosine is produced from the
common intracellular signaling molecule adenosine monophosphate (AMP) by
the enzyme 5’-nucleotidase.452 It works through any of four receptors, all of
which have been cloned and are expressed in the brain.453 They are all glyco-
proteins. In some cases their physiologic action draws them directly into the
explanation of arousal. For example, the expression of the gene for the A1 re-
ceptor in the lateral dorsal nucleus of the tegmentum (LDT, an important

88 Brain Arousal and Information Theory



cholinergic cell group; see Chap. 2) sufficiently accounts for our tendency to-
ward sleep near the end of our active daily hours. Activated adenosine recep-
tors work selectively through G-proteins, with A1 receptors coupled to Gi and
A2 receptors to Gs.453 Eventually, their physiologic actions modify both potas-
sium and calcium channels.

A striking action of the A1 receptor inhibits the release of classical neuro-
transmitters, for example, by reducing certain calcium currents in cholinergic
neurons.454 The A2a receptor gene is expressed primarily in regions of the
brain innervated by dopamine. One of its intracellular effects is to stimulate
the phosphorylation of a phosphoprotein abbreviated DARPP-32, a nodal
point in cellular signaling affected by dopamine, serotonin, and glutamate.455

In the preoptic area of the basal forebrain, activation of A2a receptors repre-
sents a route of action of prostaglandin D and puts the animal to sleep.456

Opioids and their receptors. Three genes code for major opioid neurochemical
systems: The gene for pro-opiomelanocortin yields a small protein, which,
when cleaved, produces β-endorphin. The other two genes make the mRNAs
for the enkephalins and for dynorphin. What about opioid receptors? The
gene for the μ-opioid receptor makes the only protein through which β-endor-
phin acts effectively but also can help signaling by the enkephalins. The gene
for the δ-opioid receptor produces a compound that primarily transduces ef-
fects of the enkephalins but also works for dynorphin. The gene for the κ-
opioid receptor is quite devoted to dynorphin as a ligand. These opioid recep-
tors can signal through G-proteins in a somewhat promiscuous manner, even-
tually inhibiting neuronal activity. While the most obvious biological use of
these opioid peptides is to reduce pain,18 they also reduce arousal.

The significant similarities between the neural circuits controlling the sex
behavior, lordosis, and those reducing pain18 tell us how specific aroused states
related to sex and pain could interact with each other. According to Garey
and colleagues,26 elevations of these specific emotional states increase overall
arousal. We return to this idea in Chapter 6.

γ-aminobutyric acid (GABA). Perhaps the most complex and diverse genetic con-
tributions to the regulation of arousal come from the neurotransmitter GABA.
It is synthesized from glutamic acid through the catalyzing effects of two gene
products coding for glutamic acid decarboxylase, GAD 65 and GAD 67.
Working through the more obvious of the two sets of mechanisms, the trans-
mitter clearly reduces arousal. At least sixteen different gene products457 pro-
duce the α, β, and subunit proteins that make up the GABA-A receptor.
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They clearly contribute to the regulation of the human electroencephalogram
(EEG).458 Many anesthetics use the GABA-A receptor.459 For example, ion
channel gating properties of inhaled anesthetics seem to require a normal α-1
subunit gene product.460 Benzodiazepines relax a person by potentiating the
ability of GABA to impact the GABA-A receptor in order to increase chloride
conductance across the nerve cell membrane. Their effectiveness in doing so
depends on a specific gene product: that for the α-2 GABA-A receptor sub-
unit.461 Alcohol has its soporific effects by virtue of the GABA-A receptor as
well. In fact, a specific group of GABA neurons, those in the ventrolateral
preoptic area of the basal forebrain, are required for us to sleep.166,174,176

But GABA-related gene products also can work in the opposite direc-
tion on arousal by GABA neurons inhibiting other GABA neurons—a process
called disinhibition. Steve Henriksen and his colleagues at the Scripps Re-
search Institute have discovered GABA neurons in the ventral tegmental area
that have long axons projecting to the basal forebrain that could disinhibit the
GABA neurons in the ventrolateral preoptic area,462 thereby awakening the an-
imal. Laszlo Zaborszky reports that a full 25% of basal forebrain neurons re-
sponsible for “waking up” the cerebral cortex are GABA neurons that work
through other GABA neurons in the cortex.84 Thus, the eighteen-plus genes
responsible for normal GABA signaling can regulate arousal in either direc-
tion, depending on how their neurons are hooked up.

� Genes Newly Recognized

Other genes involved have either been cloned only recently or newly recog-
nized as participating in CNS arousal mechanisms.

Orexin/hypocretin. Discovered as the genetic modules whose mutations cause
narcolepsy, orexin/hypocretin systems are receiving much attention from neu-
roscientists. Coded by two genes cloned and sequenced in the laboratories of
Masashi Yanagisawa in Dallas and Tsukuba, and Greg Sutcliffe at the Scripps
Institute, orexins strongly enhance wakefulness.463,464 Gene structures of two
exons and one intron, comprising about 1400 base pairs, are well conserved
among species. The two peptides consist of thirty-three amino acids (orexin A)
and twenty-eight amino acids (orexin B). Null mutations of these genes disrupt
wake/sleep rhythms, as demonstrated so far in mice, dogs, and humans.465

Conversely, orexin peptide administration “rescues” the narcolepsy phenotype
of orexin null mutant mice.466 Expressed in lateral and perifornical areas of the
hypothalamus,467,468 their receptors are widely distributed in the CNS. Two re-
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ceptor genes have been found, coding for proteins that are structurally similar
to G-protein-coupled neuropeptide receptors.469 Mutations of the Hcrtr2 re-
ceptor gene in dogs causes narcolepsy.

Part of the initial excitement at the cloning of the orexin/hypocretin genes
derived from their actions on feeding. Food deprivation activates orexin/
hycretin neurons.470 In turn, microinjection of orexin A into the lateral hypo-
thalamus stimulates feeding.471 I conclude that orexin gene products help to
regulate arousal appropriate to the hunger state of the animal.472 They illus-
trate how a specific arousal state can influence generalized arousal.

We see how orexins can rapidly change the state of the CNS by consid-
ering their multiple projections—“feed-forward” systems—to other arousal-
related CNS systems.473 One important route of orexin action works through
projections to an important arousal-transmitter, histamine.183,474 But the his-
tamine connections are only a small part of the story. Orexins also activate
CRH neurons475 (see the following information on CRH), serotonin neu-
rons,135 paraventricular hypothalamic neurons,476 basal forebrain cholinergic
neurons,477 and, importantly, neurons of that rich source of noradrenergic sys-
tems, the locus coeruleus.282,478,479 We also see the evidence for positive feed-
forward actions in the effects of orexins on neuroendocrine stress systems480

and autonomic control systems.481,482 Putting all of this knowledge about
orexin neurobiology and genetics together, we understand how orexins acti-
vate many other arousal-producing neurons, thus heightening the arousal state
of the entire CNS, especially when the animal does not have enough food.

Prostaglandin D. Prostaglandin D is synthesized from prostaglandin H by two
synthases, one the so-called lipocalin-type prostaglandin-D synthase (PGDS).
This latter transcript is induced by estrogens in the hypothalamus and de-
pressed in the preoptic area,483 where it reduces arousal484–486 (Fig. 5.2). Pros-
taglandin D’s actions eventually require routes through adenosine systems,
specifically adenosine 2A receptors, as its sleep effect487 is blocked by an antag-
onist of that receptor subtype but not, for example, adenosine 1 receptors.488

Moreover, these are selective actions of prostaglandin D, because prostaglan-
din E activates HA systems to awaken the animal.489

I distinguish sleep induction by prostaglandin D from the daily effects
of circadian clock genes. Transcriptional feedback loops controlling daily
rhythms have been worked out (Fig. 5.3) in fruit flies and mice.184,185,490 The
mammalian circadian clock controlled by neurons in the suprachiasmatic nu-
cleus of the hypothalamus acts as a gate that changes the threshold for the ac-
tions of the arousal-producing and arousal-reducing gene products we are dis-
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cussing in this chapter (look forward to Fig. 7.3). In fact, homeostatic sleep
regulation is preserved in mice whose important clock genes period 1 and period
2 have been deleted.491 Thus, circadian clock genes provide relatively invariant
gating functions, while the gene for PGDS is related to sleep drive, a highly
regulatable function.

CRH. The gene that produces corticotropin-releasing hormone (CRH) is ex-
pressed strongly in the paraventricular nucleus of the hypothalamus and
certain other parts of the basal forebrain.492,493 Clearly involved in mount-
ing responses to stress by the brain—through both endocrine and behavioral
routes—CRH elevates arousal.494–496 Two genes code for its receptors, CRH-
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Figure 5.2. Jessica Mong, using Affymetrix microarrays, discovered an estrogen regu-
lated mRNA, that coding for lipocalin type prostaglandin-D synthase (PGDS). We
were intrigued by the opposite regulations comparing two nearby brain structures: es-
trogen-caused increases in the medial basal hypothalamus (MBH), but a significant de-
crease in the preoptic area (POA). Interfering with PGDS transcript function by
locked nucleic acid antisense oligomers microinjected directly into the POA, as pre-
dicted, elevated arousal-related motor activity and increased lordosis behavior. (From
Mong et al., Proc Natl Acad Sci USA, 2003; 100(1):318–23 and 100(25):15206–11.)
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R1 and CRH-R2, the former a rapidly acting system whose responses are nec-
essary for high anxiety. Stress-induced behaviors require CRH receptors.497

CRH is a perfect example of a gene that has evolved to do something else
but whose product bears on CNS arousal. Another example is arginine vaso-
pressin (AVP). Vasopressin, a nine–amino acid neuropeptide, helps to alert
both the forebrain and the autonomic nervous system when the animal’s or
human’s salt and water balances are challenged. When extracellular salt con-
centrations are too high,498–500 the vasopressin gene is turned on. Its peptide
product works in the kidney through V2 receptors to help retain water and,
in the CNS, primarily through V1a receptors to affect behavior. AVP shows
us how causing a specific source of arousal, thirst, can heighten generalized
arousal.

Nuclear receptors. Genes for estrogen receptors clearly serve reproduction and
behaviors associated with reproduction,20 but one of them also has significant
effects on generalized arousal. Null mutations in the classical estrogen recep-
tor-α reduce an animal’s response to sensory stimuli (see Fig. 1.3) and volun-
tary motor activity (see Fig. 1.4). The same can be said for thyroid hormone
receptors, which are fundamental regulators of the body’s metabolism. Hyper-
thyroid patients often become agitated, irritable, restless, and insomniac, while
hypothyroid patients are usually sluggish and depressed.501,502

If there is any system in the body as complicated as the nervous system, it
is the immune system. During infections, the increased desire to sleep has been
widely recognized and depends in part on interleukin gene products such as
IL-1,503 IL-6,504 and IL-8.505 IL-1 acting in the amygdala leads to behavioral
depression.506 Biochemical routes of action include CRH507,508 and an alter-
ation of tryptophan metabolism that affects 5HT signaling. Blocking seroto-
nin-2 receptors reduces IL-1 effects on sleep.509 In fact, the two-way actions
between IL-1 and CRH can produce fast changes of state.510 Both IL-1 recep-
tor gene products and IL-1 receptor–associated proteins are required. I expect
even more complexity from this set of molecular mechanisms for arousal, as
there are more than forty cytokines and at least fourteen serotonin receptor
genes (reviewed, Krueger and Majde511).

When I consider the array of genetic systems contributing to the normal
regulation of arousal—immune system receptors, genes related to water bal-
ance, and so on—I am reminded of the phrase of the classical physiologist
Walter Cannon: “the unity of body.” When medical doctors such as Dean
Ornish or Andrew Weil talk about mind-body connections, would the connec-
tions between immunologic signals and arousal systems be an example of what
they mean?
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� Concepts and Questions

New genome-wide scanning techniques—microarrays,512 differential dis-
play,513 suppressive subtractive hybridization, and quantitative trait loci514–517—
are continually being applied to finding genes for behaviors related to arousal.
What are the benefits of these broad-scale efforts that begin with no neuro-
biologic ideas in mind? Clinically, these efforts offer the possibility of brand
new ideas about etiology and treatment of the many conditions involving dis-
orders of arousal (see Chap. 8). Such ideas—often unimaginable at first, from
traditional neurophysiologic points of view—might also help to predict which
patients are at risk for such disorders, understand interactions with certain en-
vironments, and spell out mechanistic routes of new therapies. In addition to
these potential medical benefits, at least four intellectual lessons can immedi-
ately be drawn.

1. Multiplicity proving essentiality. The number of genes coding for synthetic en-
zymes for transmitters and peptides related to arousal, for their receptors,
transporters, and catabolic enzymes (reviewed here, at least 124 genes), re-
minds us that this elementary neurobiologic function is extremely important.
Nature will not allow arousal regulation to go wrong. Besides sheer multiplic-
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Figure 5.3. Transcriptional feedback loops—incorporating negative feedback with a
time delay—at the basis of circadian rhythms in flies (Drosophila, left) and mammals
(mouse, right). This simplified diagram reveals similarities between widely divergent
types of animals. Mechanisms beyond transcription include protein phosphorylation
and regulated entry of proteins into the cell nucleus.

Fly clock (left). Top: Negative feedback cycle in transcription. P period gene. T =
timeless gene. Middle: High levels of VR1 activity block the expression of genes for pe-
riod (PER) as well as timeless. Entrainment by the light cycle is shown. Bottom: During
the day, clock (CLK) mRNA and protein levels decline, whereas VRI mRNA and pro-
tein accumulate. In the light, CLK switches on its natural repressor VRI. This simpli-
fied summary does not include every autoregulatory link known and emphasizes
transcriptional feedbacks rather than the post-transcriptional steps.

Mouse clock (right). Top: Negative feedback loops at the transcriptional level cou-
pled with time delays make a rhythm. R = orphan nuclear receptor REV-ERB-alpha.
Middle: During the day, REV-ERB-alpha restricts the BMAL protein product’s func-
tion, thus keeping PER/CRY activity low. Bottom: In the morning, high BMAL protein
levels induce a wave of Per, Cry, and REV-ERB-alpha transcription. Accumulation of
Per and Cry proteins will be delayed until after dark. Note that other autoregulatory
steps are already known in the literature, and that this simplified adaptation empha-
sizes the transcriptional mechanisms in the mamalian circadian clock.

Adapted from Young and Kay (fly clock: Nat Rev Genet, 2001; 2:702–15) and Young
(mammalian clock: Neuron, 2002; 36:1001–5).



ity of enzymes, very different chemistries—different classifications among the
chemical groups—are involved, and this variation provides even more safe-
guarding. A single biochemical deficit cannot wipe out the system. Finally, the
different kinds of genes supporting arousal provide for many different types of
regulation. Indeed, these several forms of regulation allow the fluctuations,
highly variable in their timing and amplitude, that give the arousal systems
their high-information content. In keeping with one of the main themes of this
book (Chap. 1), neural systems for arousal not only respect environmental sit-
uations and inputs with high-information content (Chap. 1); they also exhibit
high-information fluctuations by virtue of their own lability.

2. Heterogeneity providing flexibility of response. If the very multiplicity of the
gene products bearing on arousal raises the essential information content ex-
hibited by neural systems for arousal, the differences among these genes’ func-
tions heightens the possibilities even further. Not all the genes covered in this
chapter pull in the same direction. In particular, there is a tendency for gene
duplication products and differential splicing products to have much different
effects on electrophysiologic or behavioral responses.518 Just four examples will
suffice. DA receptors 1 and 5 differ markedly in their signaling and biophysical
functions compared to DA receptors 2, 3, and 4. Transcriptional functions ex-
erted by ER-α can oppose those exerted by ER-β. Behavioral effects of TR-α
contrast with those of TR-β.519 The nine–amino acid peptide oxytocin has
behavioral functions that can oppose those of its gene duplication product,
vasopressin.

3. Directionality lending to acceleration. The genes reviewed in this chapter pro-
vide the mechanisms for sudden increases in transcriptional systems that con-
tribute to increased arousal and for decreases in those that cause decreased
arousal. This arrangement tells us how we could achieve a rapid change of
CNS state during environmental circumstances when a sudden increase in the
arousal of brain and behavior is required. Positive feed-forward mechanisms,
flagged at several points in this chapter, are potential mechanisms for the ac-
celeration.

This insight immediately raises the question: Once you have achieved a
high state of alertness, perhaps for an emergency, how do you turn it off? I ad-
dress this question from a neural engineering point of view in Chapter 7.

4. Stable patterns forming temperaments. Long-lasting behavioral tendencies
sometimes have genetic predispositions. Huge inheritable strain differences in
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mice, rats, dogs, horses, subhuman primates, and other animals attest to the
impact of genetic contributions on arousal-based behaviors. For human psy-
chology, consider mood differences between genders that are attributable to
the Y chromosome. What do we think about genetic contributions to human
behavior?

Genetically trained psychiatrists have begun to discern traits of human be-
havior that show clear genetic influences.333,334,520 The tendency for men to
have depression less frequently than women may have something to do with
the Y chromosome; but beyond the Y, other chromosomal regions contribut-
ing to depression in women have been identified.521 Animal models of depres-
sion offer the possibility of figuring out which drugs will be most effective
for patients with particular gene polymorphisms.522 Genetic differences also
contribute to individual differences in behaviors related to attention,523 intelli-
gence tests,524 and autonomic nervous system function.525 In sum, our grow-
ing knowledge of behavior genetics will increase our understanding of nor-
mal behavior526 and our skill at using pharmacology to improve abnormal
behavior.527

There are still more implications of there being so many genes controlling
arousal mechanisms. The very multiplicity yields the possibility of large num-
bers of meaningful patterns of gene expression. In a neuroendocrine context,
we have shown that it is impossible to understand gene/behavior relations on a
one-by-one basis. Charging beyond Beadle and Tatum’s classical concept from
their work with the fungus Neurospora—“one gene/one enzyme”—we have
reached the conclusion that different patterns of gene expression yield different
patterns of sociosexual behaviors.528

Reasoning further, the multiplicity of contributing genes and the stable
patterns of expression also provide a lot of room for seeing how individual dif-
ferences in temperament come about. We have the genetic capacities and vari-
ety to produce an incredibly large number of personality differences. More-
over, there is a more subtle type of chemical modification to consider, as far as
real-life applications of medical genetics are concerned. When we think about
differences between individual humans, we must move beyond the gross ge-
netic experiments in animals in which genes are simply deleted and consider
the real-life situation with humans in which a variety of single-nucleotide base
mutations can alter, very slightly, the coding region in a gene or the quantita-
tive efficiency of its promoter. These more subtle differences provide a seem-
ingly infinite number of ways in which human feelings and dispositions can be
fine-tuned. I propose that these small genetic variations help to explain large
numbers of individual differences within the universe of human temperaments.
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� Summary

At present count, at least 124 gene products participate in the regulation
of arousal in the mammalian brain. The participation of some of these genes
was predictable because they are involved in classical neuroanatomic sys-
tems controlling the arousal state. The involvement of others, such as orexin/
hypocretin, has only recently been recognized and is incredibly important.
The number of the genes involved not only attests to the importance of the
state functions covered in this book but also provides for state changes that are
reliable, flexible, and sometimes rapid.
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6 Heightened States of Arousal:
Sex Compared to Fear

Two emotional states, sex and fear, highlight two extreme types of behavioral response,

approach and avoidance, respectively. Both states have been analyzed mechanistically

and both encompass generalized arousal together with specific arousal conditions.

Unpredictabilities—high-information conditions—elevate the thrill of sex and intensify

the grip of fear.

Can arousal concepts illuminate the mechanisms for specific biologically
regulated behaviors? This chapter applies these concepts to a behavioral

system that we have worked out. For mating behaviors, we know the most
about how environmental and hormonal stimuli alter genomic and biophysical
mechanisms in the CNS, thus triggering a behavioral response. With that
knowledge as background, we explore potential “trading relations” between a
specific form of arousal (sexual) and generalized arousal. The equation in
Chapter 1 promises that new data will lead to a rational, mathematical struc-
ture of arousal. You can find the beginning of this effort in the section “Gener-
alized Arousal Affects Specific Arousals and Vice Versa.” Then, we compare
sexual arousal to another heightened state, fear. In this comparison I revive the
classic ethological division of behavioral responses—approach versus avoid-
ance. Any given elevation of arousal level could fuel either type of response,
depending on the animal’s (or human’s) assessment of risk and initial state of
mind.

Information theory concepts, once again, add both precision and insight
to the mechanisms by which these behaviors operate, as we explore near the
end of the chapter. Uncertainty about the near future influences both fear and
sex response mechanisms. Finally, I claim that arousal mechanisms—hormonal
neural and genetic—impact sex and fear in humans as well.

I chose to compare these particular neurobiologic systems, sex and fear,
because of our depth of knowledge in mechanistic terms about how they work.
They represent only a small part of an exploding field, neuroendocrinology.
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The breadth of this field has been represented in a large reference source529

and systematized in a didactic fashion.518

� Sex Behavior’s CNS Mechanisms Require Arousal

For many reasons, sex behavior mechanisms were easier to figure out than
many other natural, biologically regulated behaviors. There were, for exam-
ple, strategic advantages to analyzing responses controlled by steroid sex hor-
mones. Working with steroid hormones gave us all the advantages of a well-
developed steroid chemistry, isotopically labeled compounds in days when
such were barely available, a burgeoning pharmarmacology (anti-estrogens,
anti-androgens, and so on) and all the tools of molecular endocrinology.
Mating responses have a relatively simple behavioral topography. They are
also biologically crucial behaviors that can be evoked in their natural form in
the laboratory. Finally, strong hormone/behavior relations are demonstrated
in many species, including higher primates530 and humans (C. S. Carter in
Schmitt et al.531). What differs among species is the share of the “causal pie”
due to hormonal stimulation as compared to the influences of culture and
context.

As a result of all these strategic advantages, we have known sex behavior
CNS mechanisms for a long time. In the 1960s we could see that sex hormones
circulating in the bloodstream are received, strongly bound, and retained for a
long time by neurons in a limbic-hypothalamic system of neurons.532 In addi-
tion, however, we could detect some hormone retention in the CNS far from
this limbic-hypothalamic system. Then the neurons in one specific group of
hypothalamic neurons were discovered to be at the top of a neural circuit gov-
erning a simple female-typical sex behavior, an estrogen-dependent behavior
called lordosis (Fig. 6.1). In four-footed female animals, this primary mating
response is so simple that its mechanism could be revealed19 as the first nerve
cell circuit understood for any vertebrate behavior.

The hormone receptors discovered in the brain—so-called ligand-acti-
vated transcription factors—turned out to be nuclear proteins capable of facili-
tating gene expression. Sex hormone effects on reproductive behaviors are
blocked by RNA and protein synthesis inhibitors. Thus, we could use molecu-
lar endocrine techniques over a period of years (summarized in Pfaff20) to dis-
cover genes that have two properties: they are turned on by estrogens, and
their products foster female reproductive behaviors (Fig. 6.2). The list of genes
in Figure 6.2 leads to at least two questions.

First question: can we conceive of the biologic importance of these facili-
tations of genomic transcription in a systematic fashion? Yes, Figure 6.3 shows
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Figure 6.1. The neural circuit that produces lordosis behavior, the primary estrogen-
dependent sex behavior in female four-footed mammals (from Pfaff, Estrogens and
Brain Function, 1980). The circuit is bilaterally symmetric, but is drawn here on one
side only, for visual clarity. The behavior is triggered by cutaneous stimuli, facilitated
by estrogenic action in ventromedial hypothalamic neurons, and is manifest in massive
contractions of the deep back muscles (bottom). Its neuroanatomic and neurophysio-
logic features indicated a modular construction (right), which turned out to match
embryologic divisions of the neuraxis.



modules of estrogen-facilitated genes and functions that serve reproduction in
a biologically sensible fashion. They include the hormone-induced growth of
neurons, the amplification of the estrogen effect by progesterone, the prepara-
tive behaviors induced, the permissive effects of hormone actions on hypotha-
lamic neurons; and the synchrony of sex behavior with ovulation in lower
animals (GAPPS).533 Coordinated reproductive behaviors synchronized with
endocrine preparations for reproduction emerge through the concerted ac-
tions of these genetic modules (Fig. 6.3).

Second, is the list of genes in Figure 6.2 curtailed by lack of time, imagina-
tion, or reagents? Yes, again. We have solved that problem with microarrays of
oligomers that let us estimate the hormone sensitivity of more than 11,000
genes in a single experiment.483,512 One of the early discoveries of a novel
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Figure 6.2. This list of genes has two properties: (1) estrogen (E) (estradiol) treatment
raises their transcript levels following E binding to estrogen receptor (ER)-α or -β;
and (2) their products facilitate lordosis behavior. A microarray study revealed an ex-
ception: Prostaglandin-D synthase mRNA is reduced in the preoptic area, where it in-
hibits lordosis behavior. Their concerted actions currently are conceived as functional
genomic modules downstream from hormone action (see Fig. 6.3). From Pfaff, Drive,
1999.



estrogen-dependent gene from a microarray turned out to be important for
linking generalized arousal with mechanisms of sexual arousal, prostaglandin-
D synthase.

Sex hormone actions in CNS play out not only in terms of behavior but
also in terms of the electrical activity of neurons. New experiments using
electrophysiologic approaches with the patch clamp technique permit us to an-
alyze sex arousal mechanisms in cells identified individually in five ways: by lo-
cation, size, shape, mRNAs expressed (we suck out the cytoplasm to measure
these after recording from the cell), and behavioral importance.

The functional genomics of sexual behaviors as well as aggressive be-
haviors have been pursued most easily by using animals with gene knock-
outs. Over a period of years we have been privileged to work with Jan-Ake
Gustafsson at the Karolinska Institutet and Ken Korach at the National In-
stitutes of Health to discern the phenotypes of estrogen receptor-α (ER-α)
and estrogen receptor-β (ER-β) gene knockout mice. ER-α is responsible for
an entire chain of events intimately connected with nitty-gritty reproductive
physiology. Estrogens are secreted by developing follicles in the ovaries of a
woman or a female animal who soon will ovulate. These hormones circulate
in the blood, enter the brain, and are concentrated and retained by cells in
the hypothalamus and preoptic area.19,532 Their molecular endocrine signaling
through ER-α is required for normal courtship behaviors in our female mice,
then for lordosis behavior, and hence for normal maternal behaviors.534–536
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Figure 6.3. Genes from the list in Figure 6.2 are arranged in the form of functional
modules: the GAPPS model. (From Mong and Pfaff, Mol Psychiatry, 2004; 9:550–6.)
Abbreviations: ENK, enkephalin, an opioid peptide; GnRH, gonadotropin-releasing
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peptide; PR, progesterone receptor, binds progesterone and is itself a transcription
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Thus, even as estrogens prepare several organs in the body of the female
mammal for successful reproduction, they set up the CNS for the correspond-
ing behaviors. Estrogens prime the pituitary gland for releasing the ovulatory
surge of protein hormones and they control the ovaries and uterus themselves.
At the same time, estrogens working through ER-α trigger events in the hypo-
thalamic and preoptic neurons that control behaviors on a timeline corre-
sponding to the other reproductive-physiologic events in the body. This chain
of behaviors stretches all the way from courtship behaviors—locomoting to-
ward the male, the eventual father—through sex behavior, and then through
the proper caring for young babies.

In dramatic contrast, ER-β is not required for lordosis and, in fact, inhibits
lordosis.537 More generally, as Gustafsson has worked out, ER-β often opposes
ER-α actions.538 In the brain, ER-β is required for normal social recognition
and memory (Choleris et al.539; see Fig. 1.7). In mice, these in turn are neces-
sary for a range of affiliative behaviors and for the inhibition of aggression.540

Looking to the future, functional genomics will not depend entirely on
gene knockouts. Now, improved antisense DNA approaches541 and RNA inter-
ference (RNAi) applied to neurons, viral vectors, and sophisticated applica-
tions of molecular pharmacology allow us to block behavioral mechanisms in
the CNS in a manner that is specific temporally and neuroanatomically.

In summary, this huge body of knowledge about genetic and brain mecha-
nisms for simple sex behaviors provides a “launching platform” for analyzing
sexual motivation and arousal, and then generalized arousal. Hormone-depen-
dent sexual arousal gets us into the equation (Chap. 1), linking specific and
generalized arousal mechanisms. The first step in this expansion is to realize
that hormone effects on sex behaviors prove, in formal terms, the existence of
an underlying sexual motivation that is elevated by hormonal treatment.

Sexual Motivation. Suppose you have an animal, lacking any sex hormones, in a
well-controlled experimental environment. You supply a stimulus animal of
the opposite sex for mating and nothing happens. The test animal does not
mate. Then, suppose you inject the test animal with an appropriate sex steroid
hormone and retest—same controlled environment, the same time of day, the
same age of test animal, and the same stimulus animal. The test animal mates.
In the logical equations that describe behavior, the stimulus and the response
have been held constant. Therefore, the sex steroid hormone must have al-
tered another variable term in the equation. That variable is called sexual mo-
tivation. The authority Charles Cofer12 calls sexual motivation “the most pow-
erful factor in energizing and directing behavior” (p. 175). It depends on the
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incentive value of the potential sex partner542 and the sex drive of the test ani-
mal (or human).

Remember the analogy in Chapter 1. If behavior were viewed as a vector
and the incentive object determined the angle of the vector, motivation depen-
dent on arousal determines the length (amplitude) of the vector. Motivational
concepts are absolutely necessary to explain a wide variety of biologically regu-
lated responses in animals and humans.12 Logically, they have the same status
in behavior-CNS equations as gravity has in Newton’s second law.18 Explaining
mechanisms for a motivational state presents a real gift to experimenters: We
would be explaining entire classes of behavioral changes—changes in the state
of the brain—rather than working hard just to explain an individual behavior.
For all these reasons, neurobiologists, behavior analysts, and ethologists have
historically embraced motivational concepts.

Even in simple mammals such as mice, motivation to mate plays out in a
series of courtship responses. Given an adequate environment, for example, a
“seminatural environment” as constructed in our lab,543 the female will initiate
unusually fast and directed locomotion to orchestrate her contact with the
male. In fact, an entire series of communicative and locomotor behaviors cul-
minate in approach responses. Social investigation and affiliative behaviors are
increased, and aggression decreased. An interesting side point of mouse loco-
motor activity is that it is strongly rhythmic according to the daily light cycle,
thus allowing the experimenter to play “circadian games.” A more important
point: In the female mammal these courtship and locomotor behaviors depend
very much on circulating estrogen levels29,30,544–546 working through ER-α.546

More generally, a wide variety of behavioral assays show that a female animal’s
sexual motivation is estrogen-dependent (reviewed, Pfaff547). For locomotion,
estradiol enters the brain, is bound by neurons in the preoptic area,532,548 and
through those preoptic area neurons facilitates locomotion by the female.549

What happens in the preoptic area to allow estrogens to increase running?
Estrogens excite electrical activity there,550 specifically in neurons connected
with locomotor circuits.551,552 The neurons in the region identified by Sakuma
and his laboratory at Nippon University in Tokyo553 are associated with a
preoptic locomotor region,554,555 which likely works through a midbrain loco-
motor region.556 In fact, Kato and Sakuma557 were able to correlate electrical
activity in certain of these preoptic neurons with the initiation of courtship be-
haviors by female animals.

What genes are necessary for estrogens to turn on locomotor behavior?
Clearly in female mice, the gene that encodes estrogen receptor-α is necessary
(Fig. 6.4), and the gene that encodes estrogen receptor-β is not.546
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While a tremendous amount of endocrine and behavioral experimentation
has been done with typical laboratory animals such as rats and hamsters and
genetic work has focused on mice, the same themes show up in work with pri-
mates such as rhesus monkeys. Kim Wallen and his colleagues at Emory Uni-
versity have demonstrated in both female and male monkeys that gonadal ste-
roid hormones can elevate sexual motivation manifest in various courtship and
approach responses.530 In the female, these require ER gene products, because
they can be blocked by an anti-estrogen558.

Sexual Arousal. In the literature on mechanisms of motivation, it is clear that
the occurrence and forcefulness of any motivated behavior by animals or hu-
mans depends on arousal. Therefore, all of the knowledge summarized in
Chapter 1 informs our discussion here.

Historically, neurobiologists were influenced to consider heightened
arousal as a requirement for any significant motivational state by the studies
and arguments of Donald Hebb,13 who incorporated neurophysiologic and
neuroanatomic features of the ascending reticular activating system into his
theory of motivation. For the strong muscular contractions and use of meta-
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Figure 6.4. Estrogenic effects on locomotion in female mice depend on the gene for
estrogen receptor-α, but not the gene for estrogen receptor-β. (From Ogawa et al.,
Endocrinology, 2003; 144(1): 230–9). In mice with estrogen receptor-α knocked out
(α-ERKO), there was no effect of estradiol benzoate (EB, black bars) on running
wheel activity compared to the same animals given vehicle control (open bars). How-
ever, their wildtype littermates with the same genetic background (α-WT) did show
the expected effect of estradiol on raising voluntary locomotor activity. In contrast, the
estradiol effect was robust in animals in which the gene for estrogen receptor-β had
been knocked out (β-ERKO), as well as in their wildtype littermate controls (β-WT).



bolic energy exerted during vigorous forms of motivated behavior, animals
or humans could not get along without high levels of arousal. A perfect ex-
ample is the rapid locomotion of female rodents during courtship behaviors.
Such locomotion depends upon estrogens. In human psychology, as well, es-
pecially in motivational psychology, you cannot escape concepts of arousal.
When constructing theories of personality, authors always invoke the dimen-
sion of arousal together with the dimension of valence. Therefore, it is a
smooth logical and scientific road we travel as we go from explaining concrete
sexual behaviors, to sexual motivation, to arousal.

Importantly, sexual arousal with its specific molecular endocrine triggers
and its simple behavioral endpoints provides a tractable scientific approach
to the dynamics of arousal mechanisms as they impact all behaviors. Sex-
ual arousal is simply one example of a specific arousal force that joins to-
gether with generalized arousal (see Chapter 1) to enable reproductive behav-
ior. Now, we can begin to explore the internal structure of the arousal equation
in Chapter 1 by looking at the trading relations between sex arousal mecha-
nisms and generalized arousal.

� Generalized Arousal Affects Specific Arousals and
Vice Versa

Relations between generalized CNS arousal states and specific forms of
arousal are a two-way street. In this section, we treat both, in order.

Effects of Elevated Generalized Arousal on Sexual Arousal

In both female and male experimental animals, neurochemical manipulations
that mimic ascending arousal systems increase sexual behavior. Three of the
neurotransmitters give especially clear stories: noradrenaline (NA), histamine
(HA), and acetylcholine (ACh), as studied in female experimental animals. Af-
ter these three, I will treat a novel gene involved—the one coding for prosta-
glandin-D synthase.

NA. NA administration to female rats increases the primary female sex behav-
ior, lordosis, and also mediates the ovulatory surge of luteinizing hormone
(LH) from the pituitary(reviewed, Etgen559). Thus it helps to synchronize the
female’s sexual arousal with her endocrine preparations for reproduction. Con-
versely, depleting hypothalamic NA abolishes lordosis behavior and disrupts
the LH surge. The NA effects in the hypothalamus work through adrenergic
α-1b receptors.560,561 They originate with NA cell bodies in the lower brain-
stem, following the “low road” (Chap. 2, e.g., from locus coeruleus; Helena,
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Franci, and Anselmo-Franci562). They work by increasing the electrical activity
of the ventromedial hypothalamic cells that control lordosis (Fig. 6.5) and of
the preoptic cells that control the locomotion of courtship behaviors. Re-
ducing ventromedial hypothalamic neuronal electrical activity—for example,
by using a high dose of a selective μ-opioid receptor agonist—correspondingly
reduces lordosis.563 In addition to the straight electrophysiologic effects of
estrogens promoting lordosis behavior, Etgen and her colleagues560 have impli-
cated growth factor signaling in these hormonal actions. Exactly how these
growth factors interact with neurotransmitter control over sexual arousal re-
mains an open question.

HA. This neurotransmitter, produced in the posterior hypothalamus, is inti-
mately involved in arousing the entire forebrain (Chap. 2). It also increases sex
behavior, or lordosis, in experimental animals. One mechanism by which HA
acts is that it increases electrical activity in the very hypothalamic cells that
control the lordosis behavior circuit (Fig. 6.5).

ACh. Cholinergic actions in the hypothalamus promote lordosis behavior (re-
viewed, Dohanich, McMullan, and Brazier564). As you would expect, one way
they can do this is by increasing the firing of action potentials by ventrome-
dial hypothalamic cells (Fig. 6.5). In addition, acetylcholine biochemistry ties
into the mechanisms by which estrogens facilitate female sex behavior. Estra-
diol treatment not only increases the activity of the rate-limiting enzyme for
ACh biosynthesis, choline acetyltransferase, but also increases the receptors
through which ACh works.559

Prostaglandin-D synthase (PGDS). Our logic works in the other direction as well.
Inhibiting a neuromodulator that decreases arousal will heighten sex behavior.
Estrogens decrease transcript levels for prostaglandin-D synthase in the pre-
optic area.486 Experimentally reducing PGDS specifically in the preoptic area
by the use of a novel antisense DNA microinjection approach increased lordo-
sis behavior.483

Thus, in females, neurotransmitters acting to increase generalized arousal
also increase sex behavior. What about in males? For male sex behavior the fo-
cus shifts from the ventromedial hypothalamus to a cell group in the basal
forebrain just in front of the hypothalamus—the medial preoptic area. The
arousal-related transmitter now taking center stage is dopamine (DA).116 In
male rats, DA increases male sex behavior through at least three functional
roles. It increases sexual arousal and the courtship behavior that goes with it. It
also potentiates the motor acts of mounting behavior. Finally, it facilitates gen-
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ital responses to stimulation. Testosterone promotes DA release in the basal
forebrain and this release, in turn, is timed to coincide with actual mating be-
havior by the male rat. You will recognize that the impact of generalized
arousal on sexual arousal is even stronger when you appreciate that erections
and ejaculations require complex activation of both the parasympathetic ner-
vous system and the sympathetic nervous system, also intimately involved in
CNS arousal (Chap. 4). In fact, a hypothalamic cell group crucial for auto-
nomic nervous system control, the paraventricular nucleus, sees more dopa-
mine released during male sexual activity. Other arousal-related neurotrans-
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Figure 6.5. Neurotransmitters signaling generalized arousal can elevate electrical activ-
ity in ventromedial (VM) hypothalamic neurons responsible for sexual arousal and sex-
ual behavior. Recordings here are from VM hypothalamic neurons in female rats. Il-
lustrated are examples of responses to (A) norepinephrine, NE; (B) acetylcholine,
ACh; and (C) histamine, HA. From (a) Kow and Pfaff, Brain Res, 1987; 13:220–8; (b)
Kow and Pfaff, Brain Res, 1985; 347:1–10; (c) Jorgenson, Kow, and Pfaff, Brain Res,
1989; 502:171–9.



mitters tied to male sexual performance include NA93 and glutamate.565 Most
exciting is the orexin gene product (Chap. 5). Microinjecting orexin into the
preoptic area of male rats potentiates their sex behavior.566 In sum, several
neurochemicals that heighten generalized arousal also foster male sexual
arousal.

Do not think that these demonstrations of close relations between gener-
alized arousal and sexual arousal are limited to experimental animals. In het-
erosexual men, sexual interest is strongly suppressed during depressed mood
states.567 Further, in women and men, drugs used to treat decreased libido in-
clude those that operate on generalized mood and arousal states (reviewed,
Lopez and Koller568).

Effects of Elevated Sexual Arousal on Generalized Arousal

Generalized arousal mechanisms depend on sex by virtue of sex hormone
binding in generalized arousal neurons. Estrogenic hormones are accumulated
in NA cell groups in the lower brainstem that give rise to major ascend-
ing arousal influences.95,209,548,569–573 The novel estrogen receptor gene product,
ER-β, is found in the midbrain raphe nuclei148,574 giving rise to serotonin path-
ways, as well as in midbrain cells giving rise to DA pathways.575 We can be sure
that in the nerve cells where these sex hormone receptors are found, they
are affecting gene transcription,528 membrane biochemistry and electrophysi-
ology,576,577 or both.578

A completely different mechanism for sex to impact generalized arousal
depends on sensory physiology. Sexually significant stimuli from the genitalia,
coming into the body over the pelvic and pudendal nerves, signal strongly to
the lower brainstem reticular formation’s nucleus gigantocellularis,99,196,579,580

which in turn affects locus coeruleus,196 which then wakes up the entire fore-
brain. These are huge neurobiologic phenomena represented in the several
species studied. Potent sexual influences thus impact the very master cells
(Chap. 2) that form the core of generalized arousal mechanisms. Through all
of these molecular, electrophysiologic, and neuroanatomic connections, gener-
alized arousal pathways are jazzed up through sexual behavior mechanisms.

Going deeper into the molecular biology of sex hormone action, we can
see how sex hormone effects in brain contribute to generalized arousal. The
molecular routes of influence are almost too numerous to count. Prominent
among these are the ways in which sex steroids ramp up NA synthesis and ef-
fectiveness. Estradiol stimulates gene expression for the enzymes that synthe-
size NA in that important cell group in the brainstem, the locus coeruleus.413

Then, in the hypothalamus, estrogens stimulate gene expression for a specific
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NA receptor subtype, the α-1b receptor,581 and foster interactions between
these receptors and signal transduction pathways in hypothalamic neurons.582

In the basal forebrain, NA α-1 receptors cooperate with NA β-receptors to in-
crease arousal583 by inhibiting sleep-active neurons and exciting wake-active
neurons.584 Sexual interactions by female rats with males evoke NA release in
specific parts of the hypothalamus.411 Thus it appears that a sex hormone in-
creases the signal-to-noise ratio in arousal-related pathways by acting at an en-
tire train of mechanisms, from synthesis through release through receptors
through postsynaptic action.

Estrogens work through several other arousal-chemical systems as well.
DA is an interesting case. Ingrid Reisert at the University of Ulm, Germany,
has found that sex steroids can promote neurite outgrowth in midbrain DA
neurons.585,586 Many of the estrogenic effects on DA neurons appear to be on
the output side. They affect the amount of time DA can reside in the synapse
for greater effectiveness587 and the effects of DA on signal transduction path-
ways in the postsynaptic neuron.588 Estrogen receptors are also found in many
histaminergic neurons.589 Indeed estrogen (E) administration can amplify neu-
ronal responses to histamine.590 Another arousal-related neurotransmitter, se-
rotonin, is susceptible to estrogenic effects. E heightens gene expression for
the rate-limiting synthetic enzyme tryptophan hydroxylase591–593 and also af-
fects serotonin receptors. Serotonin is tricky because of the tremendous variety
of its receptor genes (fourteen), and because of its autoreceptors, presynaptic
receptors that turn down serotoninergic transmission. Sex hormones desensi-
tize the 5-HT1A autoreceptor,594,595 thus facilitating serotonin’s synaptic func-
tioning and, probably, heightening mood. Sex hormones heighten cholinergic
function not only in the hypothalamus596 but also, importantly, in the basal
forebrain.597,598

The latter is important for arousal because of the widespread distribu-
tion of axons from these cholinergic neurons throughout the cerebral cortex.
Finally, regarding conventional neurotransmitters, it is only fitting the gluta-
mate receptors—likely transmitters of some of the master cells (Chap. 2)—play
a role in estrogenic effects on autonomic arousal.599 Altogether we have cov-
ered six neurotransmitters that work to convey specific sex hormone effects on
generalized arousal.

Neurochemicals that are not long-recognized transmitters also carry sex
hormone influences on arousal. Orexin receptors (Chap. 5) are, in some loca-
tions, susceptible to sex hormones.600 Neuronal nitric oxide synthase—manu-
facturing the gaseous compound nitric oxide and elevated by estrogens in the
hypothalamus601,602—is important for diffuse cerebral cortical electrical activa-
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tion.603 A peptide central to stress and fear recognition, CRH (corticotropin-
releasing hormone), has its transcript levels significantly elevated by estradiol
in hypothalamic neurons.604

A powerful, newly discovered molecular mechanism by which estrogens
elevate generalized arousal popped out of a microarray (a cRNA chip). In the
basal forebrain—in particular, in a cell group in the lateral preoptic area that
controls sleep—estradiol administration significantly reduced gene expression
for prostaglandin-D synthase (PGDS),483 the enzyme that synthesizes prosta-
glandin D. Now, if you put prostaglandin D in this same part of the basal
forebrain, you put the animal to sleep. Using a new technique called antisense
DNA with so-called locked nucleic acids, Jessica Mong486 reduced the expres-
sion of PGDS mRNA experimentally and thus increased arousal level. In ad-
dition, reducing expression for PGDS also permitted sex behavior, even in
the absence of sex hormones.486 Through this genomic route, sex hormones
worked on a mechanism for generalized arousal that then heightened sexual
arousal.

The PGDS finding also explains another effect of estrogens in the brain. E
administration reduces sleep duration, especially that deep state called slow-
wave sleep.605–607 These are classic findings in experimental animals. On the
other hand, perimenopausal women given estrogen report decreased latency to
sleep onset and increased total sleep time (reviewed, Manber and Armitage608).
Whether this beneficial effect reflects hormone replacement therapy (HRT)
patients simply feeling better remains to be determined.

As a side point, when we talk about an individual being “hot” with sex-
ual arousal, we usually do not mean it literally. However, Kiyatkin and
Mitchum609,610 have discovered that sexual activity does indeed raise an animal’s
brain temperature, and that there are differences in this phenomenon between
males and females.

In summary, through several molecular and neurochemical routes, a sex
hormone like estradiol is able to increase generalized arousal. Sex hormone in-
fluences in the brains of experimental animals encourage robust sexual interac-
tions. These interactions actually raise brain temperature. Sexually “hot” liter-
ally makes for brain heat.

We can now address new theoretical questions such as, How do we quan-
tify the “trading relations” between generalized arousal and sexual arousal?
Could there be positive feedback between generalized arousal and sexual
arousal? Chapter 7 explores these questions in detail. In some individuals, the
impact of sexual stimuli on overall arousal might be much stronger than the
loading of generalized arousal onto sexual excitement. In other individuals, is
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the reverse true? As introduced in Chapter 1, the mathematics of arousal and
the structure of its mechanisms are ready for investigation.27

From all of the findings outlined in this chapter, it is easy to see how sex
hormones affect mood states in both men and women. Estrogens heighten
mood in certain groups of women.611,612 Androgens have the same effect, espe-
cially in older men. These data fit with effects of estrogens in experiments in-
tended to mimic depression in rats613–615 and mice.616,617 They also agree with
effects of estrogen levels on cortical activation in women.618 Love associated
with adequate sex hormonal support is a primordial, powerful emotional state,
a kind of arousal associated with reward (Fig. 6.6); and the physical anthropol-
ogist Helen Fisher has shown that it activates large parts of the subcortical
forebrain.619 In fact, Deborah Grady, a professor of medicine at the University
of California (San Francisco), has been quoted as saying that estrogen adminis-
tration makes postmenopausal women feel so good that it is almost addictive.
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Figure 6.6. Gert Holstege and his colleagues at the Medical School, University of
Groningen in the Netherlands, have done brain-scanning experiments during human
male ejaculation. Among other areas activated, an especially interesting one, repre-
sented above, is in the ventral tegmental area, which has been associated with reward.
Similar experiments concentrating on visualization of beloved partners were done by
Lucy Brown (Albert Einstein Medical School) and Helen Fisher (Rutgers University;
see Society for Neuroscience Abstracts, 2003, p. 725.27; and J Neurophysiol, 2005).
(From Holstege et al., J Neurosci, 2003; 23:9185–93.)
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Speaking of addiction, Jill Becker and her laboratory at the University of
Michigan have demonstrated with several experimental strategies that estro-
gens enhance behavioral sensitization to cocaine.620,621 These effects certainly
work through altered DA release in the basal forebrain, and they may also
work through altered gene expression in the brain.622 From Becker’s work, it
appears that estrogenic enhancement of drug effects comprises still another
route for sex hormones to facilitate generalized arousal.

Do Effects of the Initial Condition of the Animal Permit Hormones to
Optimize Sexual Motivation?

Some of the data covered in this chapter raise the possibility that arousal levels
are fine-tuned in a way that facilitates sex. This theory comes in three parts.
First, there absolutely must be an optimal level of arousal for reproduction
(Fig. 6.7). Consider the extreme low on the arousal scale. If an animal or hu-
man being was comatose, stuporous, or sluggish, he or she would never “get it
together” to manage courtship and mating. What about the extreme high side?
If the animal or human was absolutely frantic, terrified, or delirious, he or she
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Figure 6.7. Is it possible that for certain hormone/brain/behavior relationships, the na-
ture of the hormone effect depends on the initial condition of the animal? Sketched
here diagrammatically is one fact about arousal that we know for sure along with one
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might the nature of the estrogen effect depend on the initial level of arousal, from
which the animal or human starts? Coupled with this question is the possibility that
hormonal influences acting through altered arousal levels affect specific behaviors in a
manner that depends on whether the environment is frightening (see Fig. 6.8).



would be too upset and fearful to make love. Between the extremes of very low
arousal and very high arousal, the curve must reach a peak. This is the optimal
level of arousal for mating.

Second, suppose that the effect of a hormone depends on the initial condi-
tion of the animal or human being (i.e., the condition just before the hormone
is given). I pose this idea because the following section shows that the effect of
estrogens on arousal can be manifested as increased activity or increased fear
(i.e., decreased activity) in mice, depending on the environment. Already we
know that if the initial arousal condition is very low, estrogens will raise it.
Suppose that estrogens would lower extremely high arousal conditions (Fig.
6.7). Then we would get a very interesting result, as explained in the third
point.

Third, because there is an optimal level of arousal for reproduction, and
assuming estrogens push arousal levels from the extremes toward the middle,
estrogens optimize arousal level for reproduction. This theory needs system-
atic testing.

If we extrapolate to the strongest of human feelings, Figure 6.7 may em-
body a neurobiologic theory of euphoria. When we are soporific or down, sex
hormones excite us. When we are overstimulated and too anxious, accord-
ing to this idea, sex hormones relax us. As we approach the optimal level of
arousal, a warm feeling of well-being overwhelms us. True? Only new observa-
tions will tell.

� Contrasting Sex and Fear

I use sexual arousal and behavior as an example because, among motivated be-
haviors, mechanisms for sexual arousal are best worked out (see the previous
section “Sex Behavior’s CNS Mechanisms Require Arousal”). Another power-
ful motivator is pain. The neural pathways ascending to the brain and signaling
pain, and descending from the brain and limiting pain, run parallel to the neu-
ral pathways involved in sex.18 Sex differences in sexual behaviors are well un-
derstood. Sex differences in pain and its control18,623 are well established, but
most of their mechanisms are still obscure.

The anticipation of pain strikes fear in our hearts. If there is any emotion
that grabs our minds as completely as sexual desire, it is fear. Until very re-
cently, this subject was ignored by neuroscientists. It did not have the same
molecular biologic cachet as hormone-driven sex behaviors, and it often had to
be studied by artificial fear-conditioning procedures. Now the neuroanatomy
of conditioned fear has become clearer (reviewed in a number of studies367,624–

626). Basically, stimuli connected with fear learning must reach the amygdala, an
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almond-shaped group of neuronal centers in an ancient part of the basal fore-
brain. In a variety of studies on experimental animals from rodents to primates,
as well as in work with human patients, the amygdala has been linked to emo-
tions, including fear. Data from Joseph LeDoux’s lab at New York Univer-
sity suggests that conditioned stimuli for fear must enter a cell group called
the lateral amygdala. The lateral amygdala communicates with an output cell
group called the central amygdala, which sends signals to other parts of the
CNS responsible for organizing fear responses. LeDoux627 sees the system
as designed for speed. Stimuli signaling fear travel parallel pathways, some
with crude resolving capacity but very fast, others with more detailed infor-
mation but slower. The operations of these pathways may not be exactly the
same in different individuals. In fact, inherited differences between or within
species are likely to reflect a genetic contribution to fear behaviors627 (pp. 134–
137).

One obvious possibility for genetic influence has to do with the neuro-
peptide primarily in charge of organizing the body’s endocrine response to a
fearful stimulus, which was discovered by Wylie Vale at the Salk Institute. The
expression of corticotropin-releasing hormone (CRH) by neurons in the para-
ventricular nucleus of the hypothalamus is crucial for the control of stress
hormones by the pituitary gland; but CRH is also expressed by many other
regions of the brain, notably the amygdala (reviewed, Valentino and van
Bockstaele492). Studies with mice whose gene for producing CRH has been
deleted628 suggest that not only CRH but also newly discovered CRH-related
peptides work through two receptor systems, CRH-1 and CRH-2. These facil-
itate responses to fearful stimuli. Rats of a genetic strain with low CRH levels
treat fearful situations with aplomb,629 while rats with high CRH levels show
signs of anxiety. In turn, the two CRH receptor systems do not act the
same.630,631 The CRH-1 system mediates a rapid fight-or-flight response, while
the CRH-2 system is slower, mediating coping responses during the recov-
ery phase of stress.632 While CRH-1 gene knockout mice display markedly
reduced anxiety,633 CRH-2-deficient mutant mice are hypersensitive to
stress.634

Thus we compare two states of high arousal, fear and sex, which are CNS
states with opposite valences. We approach a sexual attraction; we avoid fear
and pain. The contrast between approach responses and avoidance responses is
universal and is the most fundamental to animal and human behavior. Classical
ethologists highlighted this elementary dichotomy among animal behaviors,
and a moment’s reflection shows that it is central to human behavioral re-
sponses as well.635 What performance characteristics do we expect (Table 6.1)
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of neural systems reflecting high states of arousal but with opposite directional
responses? The motor topographies of the two sets of responses are mutually
exclusive. Therefore, the two sets of underlying mechanisms (isomorphic with
the behaviors they support) must also oppose each other.

Approach responses can be slow. Their directions can be determined by
long series of environmental signals over a substantial period of time. They re-
sult from choices among stimuli, intended to optimize the eventual result.
Failure to do them is not fatal. Turning off the system is not important.

In contrast, avoidance responses have to be very fast. Failure to do them
immediately may be fatal. Massive genetic redundancy and systems redun-
dancy, with an emphasis on fast functional results, must therefore be antici-
pated. Then, because CNS circuits cannot stay in emergency status indefi-
nitely, there must be a well-regulated way to turn the system off. Different
genes are centrally involved (see Table 6.1). Neural circuits involved in fear,
also, can be sharply distinguished from a sex behavior circuit at regulatory
levels in the forebrain, as well as from the mechanisms for social affiliation.539

As reviewed by LeDoux,367 fear responses depend on the amygdala. For cell
groups in the amygdala, I hypothetically contrast fear mechanisms with
affiliative/sexual mechanisms, as follows. Pheromonal information critical for
social behaviors in mice comes through the vomeronasal and main olfactory
systems to the medial nucleus. Stimuli related to fear are processed in the lat-
eral nucleus, with outputs exiting from the central nucleus. Thus we would
predict central nucleus versus medial nucleus warfare to determine which
dominates amygdala outputs for fear versus sex, respectively. At any given mo-
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Table 6.1. Performance characteristics of neural systems reflecting high states
of arousal

Sex Fear

Speed of response
Criterion for response
Mode of recovery

Slow
Optimize choice

Satisfied

Fast
Ensure survival

Regulated

Hormones involved E, P, T G, NE

Genes involved ER-α, ER-β
OT, OT-R

GR, MR
CRH, CRH-R1 & 2

Neural circuitry
in forebrain

Hypothalamic;
Medial amygdala

Thalamic & cortical;
Lateral & central

amygdala



ment in any given environment, the balance of power between these two sys-
tems, fear and sex, depends on both the species (e.g., prey vs. predator) and the
individual’s temperament.

If we know that sex hormones increase arousal, can we conclude that the
hormone-loaded animal will always make approach responses, for example, lo-
comotion in the service of courtship? No, the emotional sequelae of sex hor-
mone–induced arousal may conflict with each other. They depend on environ-
mental context. David Rubinow at the National Institutes of Health, speaking
about human subjects,611 and Maria Morgan at Rockefeller University, speak-
ing about experimental animals,636 have emphasized this dependency. In hu-
mans and animals, the individual behaviors that will be fostered by hormone
treatment are determined by interactions with the individual’s social and envi-
ronmental surroundings (Fig. 6.8). For female mice in a safe environment, es-
trogen treatment causes increased motor activity that is appropriate for court-
ship behaviors. But in a novel environment or in contexts otherwise perceived
as threatening, motor activity is instead reduced by estrogen treatment,29 due
to the hormone’s arousing action that heightens fear. Note also that for ex-
plaining differences in human behavioral responses to estrogens, estrogen re-
ceptor (ER) genetic variants may have different effects on people’s tempera-
ments.637

In sum, the fundamental approach/avoidance dichotomy in human as well
as animal behavior depends not only on hormone-stimulated arousal but also
on the environmental context in which the individual makes the choice.
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Figure 6.8. Environmental constraint on how estrogenically influenced arousal could
affect specific behaviors. In a safe environment, increased arousal leads to increased lo-
comotion, as would be appropriate for courtship behaviors. However, in a frightening
environment, increased fear would have the opposite effect on locomotion. As envi-
sioned by David Rubinow at NIMH (D. W. Pfaff et al., ed., Hormones, Brain, and Be-
havior, 2002), hormone/CNS/behavior relations in animals or humans depend upon
context. (From M. Morgan et al., Neurosci Biobehav Rev, 2004; 28(1):55–63.)



� Applicability of Information Theory

For both fear and sex, the information content of the environmental situation
influences the level of arousal. Let’s examine the effects of unpredictability, ir-
regularity, and lack of control on these two systems. Remember that in Chap-
ter 1 these were essential elements of a high-information situation. For fear,
anticipation of unknown bad stuff to come—angst—can be the worst part. For
sex, anticipation of imagined delights may be the best part.

First, consider experimental studies with a pair of rats, one of which can
control the delivery of a foot shock and the other of which cannot.641 Which
one gets more upset? The answer can be found in the propensity of the ani-
mals to get ulcers. The stomach lining of the “controlling” rat is clean,
whereas the rat without control over its fate gets ulcers. This result supports
my information theoretic approach. Unpredictability puts autonomic arousal
over the top, with the result that arousal overload causes autonomic nervous
changes that lead to ulcers. This theme plays out in a large number of stressful
and fearful situations. Control over stressful elements in the environment re-
duces the harmful levels of arousal and upset, whether we are talking about the
ability of mild stress to reduce pain,638 to modulate the release of stress-related
hormones from the pituitary gland,639,640 to regulate arousal transmitters in the
brain,641,642 or to stimulate learning.643,644 Mechanisms that carry this informa-
tion theory effect include alterations of gene expression in the hypothalamus645

and in the hippocampus.646 Humans show this effect as well.629 Unpredictabil-
ity and uncontrollability of stress in the environment—for air traffic control-
lers, for example—are what cause the problem (Table 6.2). The requirement
of constant vigilance to protect against sudden, unexpected, disastrous events
will take its toll. In contrast, being informed of potentially painful events by
a knowledgeable, trusted person reduces the harmful emotional information
load and dissipates the worst of fear.
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Table 6.2. Unpredictability and uncontrollability of stress in the environment

DEMAND
Low High

Low restful stressful
High boring stimulating

This table illustrates a simple, classical idea recently spelled out in J. Rappaport and E. Seidman, Handbook of
Community Psychology (New York: Kluwer Academic, 2000) and in J. Quick and L. Tetrick, Handbook of
Occupational Health Psychology (Washington, D.C.: American Psychological Association, 2003).
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For sexual arousal as well, informational content of the environment
makes a difference. In terms of human psychology, we recognize the thrill of
a bit of uncertainty about our potential partner. The anthropologist Helen
Fisher has speculated that arousal-related transmitters participate in this phe-
nomenon. Too much uncertainty, however, would be bad. Remember the in-
verted U curve in Figure 6.7. As well accepted as this idea might be for feelings
of sexual arousal in humans, the information/sex connection gains its experi-
mental footing in work with laboratory animals. Male rats that are sexually ex-
hausted with one female undergo a sudden rejuvenation if placed with a new
female. An unpredictable change makes all the difference. For female rats,
constant mating is not a good idea. They prefer to receive a mount, wait for a
while, and then get another mount by the male. Under these circumstances,
and only these,647 DA is released in anticipation of sexual behavior. For sex, an-
ticipation of change with some lack of predictability, à la the equations in
Chapter 1, maximizes the beneficial effects of arousal.

� Libido and Stress in Humans

The elementary systems for producing heightened states of arousal are present
in the human brain even as in animal brains. This is true both for positive emo-
tions related to approach behaviors, like sexual desire, and for negative emo-
tions, for example, those producing fear, anxiety, and stress. In addition, brain-
scanning techniques such as functional magnetic resonance imaging (fMRI)
have begun to reveal how emotional activity in the forebrain radiates out to the
cerebral cortex in humans, the species with the most highly developed cerebral
cortex.

Classically, scientists and behavioral economists who think about maxi-
mizing performance by humans (e.g., Kahneman378) did not talk much about
arousal itself. Instead they talked about what is necessary to improve alertness
and attention. In one of the most famous early models378 (p. 18), brain arousal
fuels the mental capacity necessary for attention and mental effort and is also
heightened by muscular effort or even the emotions themselves. Human emo-
tion, also, depends on arousal. In a theoretical tour de force, Robert Plutchik648

of the Albert Einstein College of Medicine classified all emotions according to
their intensity and their polarity (e.g., happy vs. sad, love vs. hate). Arousal ac-
counts for the intensity of emotional experience. In fact, Plutchik648 devised a
special chart called a circumplex648 (p. 71) in which the length of a vector de-
scribed the intensity (the arousal level) implicit in an emotional display. Thus,
respected theorists of human cognitive and emotional psychologies did make
use of arousal-related concepts. What about mechanisms?
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Because this chapter uses two heightened states of arousal with opposite
emotional valences, sex and fear, to show how arousal mechanisms impact bio-
logically important behaviors, let’s begin with sex. It is almost embarrassing to
see the extent to which the elementary mechanisms of sexual motivation have
been preserved from fish to philosopher, from animal brain to human brain.
This brief account rests on Chapter 8 in my book Drive: Neural and Molecular
Mechanisms for Sexual Motivation.20

The chemistry of the sex steroid hormones, the chemistry and molecular
biology of their receptor proteins, and the neuroanatomy of sex hormone re-
ceptor expression in the brain are essentially the same between animals and
humans. Hypothalamic neuroanatomy, which is crucial for sex behavior, has
remained much more similar between animals and humans than the neuro-
anatomy of other parts of the forebrain. Neurons with the highest concen-
trations of sex hormone receptors tend to project to other neurons with the
same high concentrations of sex hormone receptors. Most exquisite is the ten–
amino acid neuropeptide called gonadotropin-releasing hormone (GnRH, aka
LHRH). It governs all of mammalian reproduction not only by controlling
hormone release from the pituitary gland to the ovaries and testes but also, im-
portantly, by facilitating mating behaviors.548,649 Its chemistry, its molecular
biology, and its neuroanatomy are preserved from animal to human brains.
Striking is the developmental history of the GnRH neurons. They are the only
neurons that migrate from outside the brain proper into the forebrain during
embryonic life. Discovered in mice, this migration occurs in fish, in humans,
and in every other vertebrate studied.

The similarities between animal and human brains are numerous. In terms
of basic genetics and the molecular biology of neurons, the data so far indi-
cate an essential identity of mechanisms across mammalian species. The fun-
damental chemistries of neuropeptides and neurotransmitters are also similar.
Electrophysiologic signaling, synaptic mechanisms, and neuropharmacologic
characteristics of cells in the human brain give us no reason to believe that
these elements of sexual arousal mechanisms would be any different than in
other mammals.

What about the reproductive biology that sexual arousal serves? From the
elementary requirement for union between sperm and egg to the retention of
sex differences in physiology and behavior, the similarities are more impressive
than the differences as we compare human with lower mammals. Table 6.3
shows a partial list of primitive sex drive mechanisms preserved during evolu-
tion from animal to human brains.

What do these mechanisms buy us, as sexual beings? The founder of psy-
choanalysis, Sigmund Freud, who began his career as an M.D. and neurologist,
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invented the term “libido” to describe the urges and desires underlying the
emotional, physical, and mental energies that result in sexual desire. He con-
ceived of our libido as having two components—biologic and physiologic—
and a complex psychological manifestation. Far be it from a modern neuro-
biologist to try to explain the psychological side—the full range of mental, ar-
tistic, self-conscious expressions of the person in love. However, we can claim
to have the mechanisms in hand for the primitive, physiologic side of libido.
Unless nature, having evolved a full set of working mechanisms for mamma-
lian reproductive behavior, threw them all away and started an entirely new set
for humans, we understand well, from mouse to madonna, the primitive mech-
anisms that drive sexual desire in humans. As a result, we have now gone well
beyond psychoanalysis to unravel not only how a sex behavior works but also
how sexual arousal comes about.

Mechanisms for negative emotional states—states that we prefer to
avoid—also have been conserved as we move from animal brain to human
brain.186,650 Signals reflecting strong emotions modify higher cerebral pro-
cesses associated with cognitive processes.56 Neuroendocrine and neurophys-
iologic responses to frightening and alarming stimuli proceed in humans
largely as they do in animals, and they are associated with an undesired emo-
tional state usually called fear.651 At least three concepts, separate but closely
related, must be distinguished. Fear refers to our feeling that we want to avoid
a specific thing. In most cases we feel fear for a limited amount of time. Neural
circuitry for fear has been analyzed in animal brains.367,627 Anxiety, especially
free-floating anxiety, is much more generalized, may be hard to pin down to a
specific fear, and may last a long time. A person can be generally anxious as
part of his temperament.
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Table 6.3. Conservation of mechanisms from animals to human brain

Hormone Receptors Basic Biologic Mechanisms
Ligands Transcriptional controls
Receptor genes Electrophysiology
Receptor chemistry Synaptic physiology
Receptor neuroanatomy Autonomic physiology

Requirements for fertilization

CNS GnRH
Hypothalamic neuroanatomy Gene: coding region
Hypothalamic neuropeptides Gene: promoter
Steroid receptors/neuronal connectivity Developmental migration

Adult neuroanatomy



Stress means a combination of reactions that add to each other: (1) the im-
mediate physiologic response to a negative event, which includes both the hy-
pothalamic and pituitary commands to the adrenal glands to release hormones
like cortisol, plus the autonomic nervous system fight-or-flight response; and
(2) the person’s perception of both the negative event and his own physiologic
response to it. Prolonged stress can make you sick because its hormonal and
neural mechanisms affect the way in which your immune systems respond
to pathogens.629,652,653 The manner in which it does so differs between men
and women.654 Of course, these three concepts meld and can be combined.
Repeated fearful incidents can cause multiple stress responses, for example,
and foster a state of anxiety. Prolonged negative arousal states can foster
depression655 (also see Chap. 8). All of these concepts boil down to my un-
certainty about the bad things that are going to happen to me. Novelty, unpre-
dictability—essentially, the information content inherent in the dangers of
the environment, present and future—are what feed these negative emotional
states.

Brain-scanning techniques support our contention that, in the human
CNS, those deep structures that manage heightened states of arousal associ-
ated with sex and fear remain in place. They radiate neuronal excitation to
those cerebral cortical regions that represent the crowning glory of the human
brain. The person imagining his or her beloved partner lights up his basal
forebrain regions associated with dopamine projections, a neurotransmitter
system supporting arousal and reward. In addition, a huge motor control re-
gion, the caudate, is activated619,656 (cf. Arnow et al.657). Activations of certain
parts of the midbrain and forebrain during orgasm have been shown by the
Dutch neuroanatomist Gert Holstege to be basically the same for men and
women.658 Different brain regions glowed during magnetic resonance experi-
ments conducted by the Emory University psychiatrist Helen Mayberg, who
was scanning for activity when negative emotions such as fear or sadness were
induced.

If these brain-scanning results show us how a specific arousal state
can cause changes in widespread areas of brain, the reverse is also demon-
strated in modern psychiatric medicine. Lack of arousal causes lack of sex-
uality. It is widely agreed that depressed people, especially women, hardly
ever feel sexual desire and excitement. Both men and women have a much
harder time reaching orgasm when depressed. Worse, some of the antidepres-
sant medications, particularly selective serotonin reuptake inhibitors (SSRIs),
have a paradoxical effect. They, too, reduce libido. This arousal-related set
of problems is likely to receive much attention in pharmaceutical compa-
nies soon.
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� Summary

The order of discovery in the neurobiology of motivated behaviors began with
the understanding of mechanisms for specific mating behaviors,19,20 which de-
pended on the discovery of estrogen receptors in individual neurons and the
unraveling of the lordosis behavior circuit. It then proceeded to courtship be-
haviors involving locomotion and communication (approach responses), and
now addresses the most fundamental issue: arousal itself. In terms of the func-
tional genomics of the CNS, a set of modules, labeled GAPPS, show how ef-
fects of sex hormones on gene expression lead to sexually aroused behaviors.
These highlight genetic networks operating through neural systems that are
well understood, bringing the biologic analysis of mammalian behavior into
the arena of modern functional genomics.

Once the brain is activated, what is a person to do? I contrast the per-
formance characteristics required of systems underlying classic approach re-
sponses, as during sexual arousal, with systems responsible for classical avoid-
ance responses, for example, during fear. In all of these heightened states of
emotion, the informational content inherent in the situation determines our
level of arousal. Information theory tells us that predictability and control
bring down the level of arousal, which is good for fear but bad for sex.
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7 Major Systems Questions about
Brain Arousal Networks

Are the issues surrounding the fundamental force of the central nervous system sufficiently

clear as to allow the kinds of questions electrical engineers and computer engineers ask of

their circuits? If so, the conceptual tools of the physical sciences will be available to us as we

understand changes of state in the brain.

Let’s try to consider the gene networks and neural pathways underlying
arousal in the way a design engineer would envision a new job in elec-

tronic circuit creation. Why? Because if the question-and-answer approach
of this chapter is successful, some of the conceptual and mathematical tech-
niques of control systems engineering may become available to us as neuro-
scientists.

Having all the intellectual tools possible to work on problems of CNS
function is important. Thinking by analogy, facing elementary, primitive CNS
arousal is like a geophysicist studying the magma at the core of the earth. In
both cases, nothing is more fundamental to generating the body of facts at
hand in the corresponding scientific field. We could draw another analogy to
the field of astrophysics. Studying the very first arousal and alerting responses
of the CNS is like researching the big bang at the beginning of our universe. In
the two fields of science, before the first arousal or before the big bang, as far
as that science is concerned, nothing happened.

During this exciting era of neuroscience, how do we conceive and phrase
the most important theoretical questions? In the most abstract terms, can we
discern the engineering design and structure of arousal mechanisms? Can we
do the “mathematics of arousal”?

This chapter poses a number of questions about CNS arousal systems. I
use some of the questions to organize the facts of the preceding chapters in a
new and different way. Others are truly open questions intended to stimulate
new thinking and experimentation.
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� What Are Universal Operating Features of
Arousal Systems?

What is the major, essential feature of arousal systems in the mammalian
CNS? Answer: They are not allowed to fail. Therefore, overlapping functions
among genes, neuropeptides, neurotransmitters, individual neurons, and nerve
cell groups are required. The system’s function must be protected against con-
sequences from the loss of individual components. Redundancy is expected in
neuroanatomic circuitry, neurophysiologic mechanisms, and especially among
genes for receptors. Further, the high information content of arousal systems
manifest in the low correlations among their components tends to protect
against malfunction of individual elements.

Bilaterality. Are the systems symmetric, left for right? Yes, in every major re-
spect I can think of, ascending arousal systems in the brainstem and descend-
ing controls—for example, from the paraventricular nucleus of the hypothal-
amus—are bilaterally symmetric. Even in circumstances in which connections
look unbalanced left for right, eventual functional effects are closely cou-
pled.659 Across neurophysiologic research, however, there are exceptions. In
the prefrontal cortex, high activity in the left compared to the right side favors
joyful, even euphoric, states, while the reverse can lead to pathologic crying
and depression.

Are both left and right sides of the neural circuits required? No. Unilateral
damage can cause asymmetry in the EEG, specifically during REM sleep,660

but it does not cause coma. Comatose states in patients occur only after serious
bilateral damage to the systems specified in Chapter 2.

What are the implications of various forms of left/right connectivity? Do
they add stability to arousal systems? Do they alter the frequency response of
the system, or its response to repetitive stimulation? No one knows the an-
swers to these questions.

Bipolarity (bidirectionality). Much of the neuroanatomy and neurophysiology
reviewed in this book has highlighted how systems ascend from the brain-
stem and follow either a low road through the basal forebrain or a high road
through the thalamus to affect the cerebral cortex. But are arousal systems es-
sentially bipolar? Do they work in both directions at the same time? Yes. An
important hypothalamic cell group, the paraventricular nucleus of the hypo-
thalamus (PVN),661,662 provides a wonderful example because it is involved in
all four forms of arousal: cortical, autonomic, endocrine, and behavioral. Ex-
actly how PVN neurons cause their wide range of effects remains a bit of
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a mystery. Projections to locus coeruleus could have something to do with
PVN’s alerting effects on the cortical EEG. And projections to autonomic
control centers in the medulla and spinal cord216,663 surely explain some of
PVN’s effects on autonomic arousal, through vasopressinergic, oxytocinergic,
and corticotropin-releasing hormone (CRH) synapses. But we need much
more neurochemical and biophysical detail to understand how PVN neurons
can change the state of a mammalian brain and body.

Tucked within these long-distance connections from brainstem to basal
forebrain or hypothalamus, and the reverse, is a much smaller set of reciprocal
connections that comprise what Clifford Saper of Harvard Medical School
has dubbed the sleep switch.176 It appears that sleep-promoting neurons in
the ventrolateral preoptic area not only receive ascending connections from
wake-promoting histaminergic neurons in the tuberomammillary neurons of
the hypothalamus but also send a descending projection back to those neu-
rons.166,174,175,664,665 He thinks that these connections provide a reciprocally op-
posed flip-flop control over the sleep-wake cycle. At issue is whether tempera-
ture controls in the preoptic area play an important causal role in governing
waking and sleeping or whether they work simply as a parallel, correlated sys-
tem.323,666–669

Another example of a descending pathway related to arousal would be that
emanating from the brain’s circadian clock, the suprachiasmatic nucleus (SCN)
of the hypothalamus.180 Taking in signals about daily changes in ambient light
from the retina and feeding them to non-image-forming visual systems and
elsewhere, the SCN both sends axons down the neuraxis and receives ascend-
ing signals. Later we’ll face the question of what happens when rhythmic circa-
dian signals encounter homeostatic sleep drive forces.

Preoptic area neurons, besides participating in Clifford Saper’s sleep
switch, have projections descending a longer distance that are related to auto-
nomic nervous system controls as well as to temperature controls and sexual
arousal.116 Extensive descending connections control autonomic nervous sys-
tem reactions, as determined from the neuroanatomic studies of Arthur Loewy
and his colleagues at the Washington University School of Medicine670 (re-
viewed, Loewy671; see also Luppi et al.85 and Condes-Lara et al.672). In fact,
I suspect that the reciprocal connections between brainstem arousal–related
sites like the locus coeruleus and forebrain sites like the amygdala could pro-
vide the regulatory negative feedback required to bring rapid arousal changes
under control.

Finally, we come to the master cells themselves. These large reticular neu-
rons in the arousal crescent described in Chapter 2 (see Fig. 2.6) have descend-
ing as well as ascending axons.
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In all of these examples, the bipolar, bidirectional nature of primitive
arousal systems is clearly evident. Neural systems supporting arousal traverse
the entire neural axis.673 This is not to say, however, that all ascending and de-
scending limbs are long-distance and monosynaptic. Some of the controls are
ladder-like, with the essential connection being made in a series of shorter
steps. How all of these components fit together is a question for advanced
computer simulations using biologically realistic models and incorporating not
only the connectivity reviewed in this book but also appropriate cellular and
synaptic parameters.674

Are arousal systems polarized, back to front, or front to back? Does the
brainstem arousal crescent largely bias the hypothalamic biologic clock, or is it
the reverse? If the two levels of control cooperate in a dynamic fashion, then
how do they do it? Regarding circadian rhythms of brain and behavior activa-
tion, can the lower brainstem arousal system influence frequency, phase, or
amplitude? All of these questions are open for investigation.

BBURP. Trying to address the broadest questions we can possibly ask about
CNS arousal systems, I propose a bilaterally symmetric, bipolar (bidirectional)
universal response potentiating (BBURP) system. Among all vertebrates, this
system readies the animal or the human to respond to stimuli of all modalities,
to initiate voluntary locomotion, and to react with feeling to emotional chal-
lenges. Figure 7.1, which illustrates my BBURP theory, summarizes the most
generalized features of arousal systems covered in this book.

Looking ahead, can we envision the mathematics of arousal? Yes. Follow-
ing on from the neural, genetic, and neurochemical facts reviewed in Chapters
2–6, systematic trials with computer simulation will yield some of the insights.
I applied Strogatz’s theoretical proposition234—that certain highly connected
elements dominate the emergence of order in complex systems (Chap. 2)—to
our highly connected master cells (see Fig. 2.7). Also recall our discussion of
Barabasi228 using a power law to describe the numbers of connections achieved
by elements in a population. I turned that into an idea about long-distance
neural connections modulating activity in local modules (Fig. 2.7). Now, these
ideas will be exciting to test in computer simulations and in real nervous sys-
tems.

Using both pictures and equations (Chap. 1), we can see that the totality of
fundamental arousal is a function of generalized arousal plus an increasing
function of several specific arousal states (sex, hunger, thirst, pain, fear, and so
on) each with its own multiplying factor. To make further discoveries about
CNS arousal systems, what is the best approach? Should we think of these
neural pathways and chemical reaction systems as precisely designed in the
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way that an electrical engineer or computer scientist would do things, or are
they randomly and chaotically arrived at, with a nod toward evolution? In ei-
ther case, can we consider them optimized in any respect—neuronal, hor-
monal, genetic—or can we see opportunities to improve arousal system perfor-
mance in the case of challenge?

� How Do We Meet the Requirement for Rapid Changes
of CNS State?

Especially when confronted with dangerous circumstances, we must move into
a state of high alertness and respond rapidly and adaptively. How? To answer
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Figure 7.1. BBURP theory: A bilaterally symmetric, bipolar (bidirectional, ascending
and descending) universal (among vertebrates) response potentiating system. This ab-
stract, theoretical diagram is restricted to the major features of arousal systems that
have been conserved throughout vertebrate phylogeny. Arising from an ancient, cres-
cent-shaped field of neurons along the ventral and medial borders of the brainstem,
arousing signals ascend. However, other important forces for regulating arousal de-
scend from PVN, POA, and OLF. Abbreviations: BF, basal forebrain; OLF, olfactory
and pheromonal inputs; POA, preoptic area; PVN, paraventricular nucleus of the hy-
pothalamus; T-C, the nonspecific thalamocortical systems.



this question theoretically, I suggest that positive feedback steps are required in
arousal systems to achieve rapid transitions from soporific to alert states and to
mount very fast and accurate responses. Similar to how an avalanche develops,
ramping up certain arousal-related neurons facilitates other arousal-related
neurons, resulting in a rapidly accelerating change in state.

I already see, in current neurobiologic evidence, many functional relations
within arousal systems to support this idea. Not only do adrenergic inputs turn
on basal forebrain cholinergic neurons and other adrenergic neurons in the lo-
cus coeruleus but also hypocretin neurons. In turn, hypocretin neurons excite
other hypocretin neurons,675 basal forebrain cholinergic neurons,676 seroto-
nergic neurons,135 and adrenergic neurons in the locus coeruleus. For their
part, serotonergic neurons receive not only hypocretin but also histaminer-
gic and adrenergic inputs. Likewise, histamine neurons receive glutamatergic,
hypocretin/orexin, cholinergic, and serotonergic inputs.431 All of these data in
this emerging field show us how activation of one segment of the arousal sys-
tems (for the neuroanatomy and genetics, see Chaps. 2 and 5) can hasten the
activation of other segments. This produces a fast, cascading CNS response.

In neuroendocrine and autonomic neural systems as well, accelerating
forces are evident. Valentino and her colleagues have shown how corticotropin-
releasing hormone (CRH) raises the activity of locus coeruleus adrenergic
neurons104,284,677,678 (see also Conti and Foote679). Serotonin and noradrenaline
activate vasopressin expression,680 which in turn affects the cardiovascular and
respiratory components of arousal.663

Given the data reviewed in Chapter 6, I suggest that these self-amplificat-
ion mechanisms for producing changes in CNS state are not limited to gener-
alized arousal. Ramping up generalized arousal enhances a specific arousal
state, and vice versa. Think of the spring in your step after successful sexual en-
counters, and your heightened alertness and imagination when hungry.

Most of the time these “wind up” phenomena are good. In addition to the
CNS being able to change state rapidly in response to circumstances, systems
with a variety of time courses of internal regulatory feedback loops (fast as well
as slow) have greater stability.681,682 Other times, the positive feedback capaci-
ties of neuronal systems are a mixed blessing. Wind up phenomena in somato-
sensory pathways within the dorsal horn of the spinal cord foster chronic pain.
Insofar as pain signals tissue damage to which we really must attend, this is
good. But it is a pain.

If we begin to see how neurochemical and neurophysiologic arousal sys-
tems produce fast changes in CNS state, correspondingly we can reflect on the
nature of their related behavioral phenomena. Emotions and arousal are quint-
essentially products of change, not of boring steady states. Therefore, the na-

130 Brain Arousal and Information Theory



ture of the neural systems producing arousal and the nature of the behavioral
requirements for those systems are congruent.

I have envisioned avalanche-like mechanisms to turn on generalized
arousal systems quickly. Therefore I also must hypothesize mechanisms to turn
the positive feedback off. Among the possibilities are linked negative feedback
systems to regulate peak arousal levels, and exhaustion steps in which arousal-
related neurons simply “run out of fuel.” I do not know how this works. To ex-
plore a range of possible answers quickly, we have begun to simulate subsets of
arousal mechanisms using methods pioneered by a generation of computer sci-
entists, and thus we may be able to envision all the consequences, intended and
unintended, of what I have proposed.

� Sensitivity and Alacrity of Response,
Yet Stability? How?

Arousal systems function within biologic entities. There are serious limitations
on fuel supply, on the strength of the outputs, and on the range of quantitative
values achievable in any physical dimension. Eventually, we must return to a
resting state and achieve a new balance often described by the phrase “homeo-
static system.” This raises a question, as follows.

From the previous section of this chapter, there emerges a picture of
arousal systems that rapidly accelerate changes in state. Yet, they must function
in a balanced way, within defined limits. There is a creative tension between
these two requirements. How can both be achieved? What are the critical
neuronal parameters whose quantitative values shape the performance of the
CNS? We do not know yet, and we are trying to simulate such systems to ask
the what-if questions imaginatively and rapidly.

But for now, we can divide the theoretical answers into two parts, which
are not mutually exclusive. First, intrinsic limits within each arousal-related
neuron or within each arousal subsystem may limit the amplitude of response
and enforce a return to baseline. Second, opposing actions among different ge-
netic transcriptional systems related to arousal (Chap. 5) may, with varying
time courses, dictate an overall balance by contradicting each other in their
effects on behavioral outputs. For example, adrenergic, dopaminergic, and
hypocretin/orexin systems can be limited in their arousal-fostering actions
by prostaglandin D and opioid peptide–producing neurons (see references in
Chap. 5). What about timing? When must synchrony of action be achieved
among subsystems? Or when, instead, must precise time delays be achieved?
These are open questions. Recognizing the constraints of any biologic system,
I hypothesize that arousal mechanisms behave like a pendulum. They regain
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equilibrium by a dynamic in which, the farther they are from baseline state, the
greater the force to return to baseline state. This theory can be tested by simu-
lation, by behavioral studies, and by electrophysiologic experiments bearing on
cortical arousal and autonomic arousal.

Any control system, biologic, electronic, or digital, faces problems like
these.683 Many of the questions I am raising for the CNS also find their analo-
gies in immunology.684 Mathematical theories of network dynamics are now
seen as relevant to biologic questions,685 for example, in studying the ways that
network architecture and topology constrain system dynamics. I believe that
the theoretical questions I am raising about primitive elementary arousal, Ur-
Arousal, have answers that are manifest in a wide variety of physical and bio-
logic systems. Therefore, thinking of arousal mechanisms as special examples
of finite state automata may help us move forward.

Recognizing that some properties of arousal systems are extremely stable,
we can ask, Do any of these neurochemical mechanisms apply to individual
differences among humans in temperament? Genetically trained psychiatrists
such as Robert Cloninger would give a resounding yes. Exactly how would
long-term influences of differential gene expression impact responses to con-
temporary changes in the environment? We can answer these questions for
some simple behaviors in mice,686 but applications to human behavior are still
lacking.

� Does Automata Theory Apply?

Would it help to consider the brain as a special type of finite state automaton?
Finite state automata are relatively simple computational devices characterized
by their state diagrams.108,687 They lend themselves to mathematical abstrac-
tions of systems concepts.688 Perhaps thinking this way will allow us the con-
ceptual tools of automata theory to explain arousal system performance. After
all, as neurobiologists, we cannot use other tricks of computer science such as
massive parallel processing because we have serious upper limits on our “hard-
ware.” But in terms of “software,” our arousal mechanisms do seem to consti-
tute information systems analogous to the types of software needed by chief
executive officers to make decisions, and these feed motor pathways in the
brain that themselves are analogous to the process automation systems needed
by clerks.

Finite state automata are defined by their inputs, the descriptions of their
states, the rules for transitions between states and their outputs.689 Once the in-
put alphabet, output alphabet, and state set have been specified, a given finite
state automaton may be represented by its transition table—a display of the
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functions that govern changes in state upon certain inputs690 (p. 17). The sim-
plest have binary signals (go versus no-go) as their outputs. Others have out-
puts associated with a state (Moore machines) or with transitions between
states (Mealy machines).

The neurobiologist is excited by the concept of circuit equivalence: two
circuits are equivalent if we cannot tell them apart by their outputs no matter
what the sequence of inputs.691,692 Under what circumstances does the CNS
perform very similar tasks with neural circuits that are far apart and super-
ficially dissimilar, but that have a logical equivalence in Mealy’s terms?

For applications of automaton theory to the CNS, it is interesting to think
about simultaneous combinations of states representing different parts of the
automaton. After all, it is probably too simplistic to think of the entire CNS in
one state, especially given the “teamwork without identity” (Chap. 4) among
different aspects of autonomic arousal, endocrine, cortical EEG, and behav-
ioral arousal. The larger the number of possible combinations of states is, the
larger the inherent information content of the automaton. Such issues make it
necessary to do a certain amount of simulation to see the implications of this
type of thinking.

One of the major themes in control systems engineering has to do with
limitations and bounds within which input and output variables are allowed to
swing (e.g., Jansson693 and Kolda and Torczon694). These are hardest to figure
out in multiple-input/multiple-output devices for which the relations and res-
onances among interior loops may not be anticipated. What are we optimiz-
ing: local system performance or intersystem overall performance? Accuracy
or speed? In nonlinear control systems, low gain and low rates of change foster
stability. In homeostatic systems even rapid, large-amplitude changes must al-
low critical parameters to return to baseline. This becomes a serious problem
when feedback control systems are improperly designed and thus allow wild
oscillations of their outputs. Applying this theme to the brain, our arousal sys-
tems must have been given protections against these wild oscillations, at least
in the normal CNS. In the functional genomics of the CNS, for example, un-
der what circumstances can single gene changes, affecting the complex interac-
tions among gene products, throw a system out of bounds?516

Another issue has to do with what automaton states can lead to other spe-
cific states. What is the number of transitions required for any state A to lead
to another state Z? In the CNS, surprising things happen. In Chapter 6 we
asked whether the sign of a hormone effect on arousal might depend on the
initial condition: is the animal or human starting out at the low end of the
arousal continuum or at the high end? I was led to ask these questions because
of having seen the following kind of electrical responses in neurons just for-
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ward of the hypothalamus, in the preoptic area.695 In these neurons, if the ani-
mal’s EEG arousal state was low and its resting activity was low, a specific ol-
factory stimulus would raise the rate of electrical discharges. However, if the
EEG arousal state was higher and the animal’s resting activity was high, the
same olfactory stimulus would markedly decrease firing rates (Fig. 7.2). How
does that work? I raise the question of whether any response of the CNS to any
stimulus depends on the initial condition of the relevant cell group in the
CNS.

Starting with the paper by McCulloch and Pitts,696 neurobiologists have
been eager to use the conceptual tools of computer science to understand
the brain. Warren McCulloch697 was intrigued by the reticular formation of
the brainstem—included in my arousal crescent (Chap. 2)—as a behaviorally
crucial iterative net with very low probabilities of neighboring neurons firing
together and thus displaying high intrinsic information content. Under what
circumstances can we optimize control system performance, either by alter-
ing quantitative values of parameters within our arousal systems to minimize
errors or by altering dynamic response properties?698,699 One neurobiologic
problem to solve, evident in any biologic system, is how to get reliability from
a device that has unreliable individual components.700 In arousal pathways we
know there is replication by redundancy of entire networks, which improves
reliability. Second, insofar as some of our master cells in the arousal crescent
are of a universal type, we probably have replication by repetition of certain el-
ements within a network. Third, a circuit whose elements multiplex (multi-
task) offers the possibility of saving network function when individual modules
go down. Fourth, we may be using error-correcting codes700 within which re-
dundancy, as calculated by Shannon’s701 type of math, specifies what is needed
to preserve a given signal-to-noise ratio.

I note that certain designs of finite state automata have “trap states” from
which emergence is not possible. Once a trap state has been entered, no com-
bination of inputs, within the rules for transition in the automaton, allow it to
be exited. Could this be analogous to coma, or to a permanent vegetative state?
What about the possibility of recovery? In this context I am excited about the
concept of decomposition of a finite state automaton. Even if certain automata
are destroyed, their essential functions can be accomplished by two smaller au-
tomata neither of which is identical to the initial one but which achieve func-
tional equivalence to that automaton.687 Does this describe, in mathematical
terms, part of what is achieved during recovery of the capacity for arousal fol-
lowing serious brain injury?

If this type of thinking opens theoretical opportunities for understanding
the arousal systems of the brain, as I hope, some questions immediately arise.
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Figure 7.2. Opposite relations of single neuron activity to the cerebral cortical EEG,
apparently related to the initial condition. Recordings from individual preoptic area
neurons in urethane-anesthetized male rats. (A) Against a background of slow-wave
high-amplitude EEG, the increase in neuronal activity is correlated with a switch to a
high-frequency, low-amplitude EEG. (B) However, against a background of a high-
frequency, low-amplitude EEG, presentation of a pheromone (female rat urine odor)
can lead to an overall decrease in neuronal activity and change to a slow-wave high-
amplitude EEG. (From Pfaff and Gregory, Electroenceph Clin Neurophysiol, 1971; 31:
223–30.)



First, the majority of serious treatments of control circuitry in electrical engi-
neering and computer science have been with linear systems. Every neurobiol-
ogist would swear that we are dealing with exquisitely nonlinear systems. Our
theories will need to treat advanced nonlinear multivariate control systems.
What will be our best approaches?

Second, much of the history of control logic has been with clear and com-
plete decision rules for generating crisply defined binary outputs following
clear and discrete inputs. Is that the best way to think? What about fuzzy logic?
Bart Kosko at the University of Southern California has reminded us in several
books that the real world does not come at us in blacks and whites. It comes in
many shades of grays. He insists that we think probabilistically. This insis-
tence, of course, fits perfectly with my desire to bring information theory into
neuroscience. Kosko’s fuzzy principle states that if we are willing to give up the
simplicity of bivalent yes/no thinking, we gain the accuracy of multivalent
more/less thinking. Can we apply Kosko’s approach to systems whose dynamic
responses to ambiguous inputs are approximately this or that response, eventu-
ally, rounding into shape?

Finally, to aid us in thinking about modules within neural system arousal
circuits, can we add the automaton concept of submachines692 (pp. 73, 113)? A
subautomaton B might be completely encompassed by the original automaton
A but not have all the states and transitions that were defined by A. This type
of conceptual apparatus might allow a formalization not only of functional
subunits in the CNS but also an understanding of partial recoveries of function
from diseases of the CNS.

� Questions in the Time Domain

In all of the matters treated here, timing is an issue. I have claimed repeat-
edly that arousal is heightened by surprise, by change. The natural electri-
cal engineering analogy is to a capacitor in an electronic circuit. A capaci-
tor will not pass current when the circuit is in steady state. Only a sudden
increase in voltage applied to the circuit will result in the capacitor allowing a
peak of current to flow, which will then return exponentially to zero. Its math-
ematical expression is the first-order differential of voltage as a function of
time, dv/dt.

What are the implications of differing time constants among arousal sub-
systems? If they vary widely among themselves, I would expect greater stability
of performance. In particular, what are the effects of the very fastest functional
connections? In the CNS, connexin protein expression forms gap junctions
that offer the very rapid electrical signaling. Because these have been observed
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in locus coeruleus, we are pursuing the possibility that gap junction currents in
these cells vastly improve the speed of system reaction as far as noradrenergic
ascending pathways are concerned.

Chapter 4’s discussion of autonomic arousal components included an anal-
ogy to a form of teamwork among arousal mechanisms—coordination sans
correlation. Automata theory suggests some questions about this. Do arousal-
related changes have to occur in a certain order? Is there a hierarchy of
changes? As the CNS changes state extremely fast to react to an emergency,
are there some frequencies of change at which arousal systems “resonate”?
This question suggests that the frequency responses of all arousal components
need investigation. To what extent do different aspects of brain arousal have to
be synchronized? Or are there ideal delays among subsystems? In our own
brains, are these parameters optimized, or is there room for improvement? Are
alterations in timing a primary cause of dysfunction?

� Questions about Spatial Properties

We can ask similar questions about the effect of the topology of the arousal
system. If we remember the neuroanatomy discussed in Chapter 2, it is fair to
ask, Is it optimized? If not, how can we improve system performance either in
the normal person or during recovery from insult? One issue is the possibility
of modularity in arousal control systems. With respect to sexual arousal, when
we unraveled the neural circuit for lordosis behavior, it was obvious from
neuroanatomic and neurophysiologic data that there were at least five mod-
ules: spinal, hindbrain, midbrain, hypothalamic, and forebrain.20 Luckily, these
modules matched embryologic divisions of the CNS, and we could envision
specific functions of each as they contributed to the regulation of lordosis be-
havior. What about our current concern for cortical arousal, neuroendocrine,
autonomic, and behavioral arousal? Can modular controls be discerned for any
of them?

Barabasi and his colleagues in the Department of Physics at Notre
Dame229,702 have changed our thinking about the spatial arrangements of bio-
logic networks (Chap. 2). Rather than beginning with classical random net-
works, his theorizing assumes a power law in which a few highly intercon-
nected nodes are linked by a relatively small number of long-distance links to
less-connected nodes. His summary of the topological properties of metabolic
networks in three diverse biologic domains turned out to be very similar to
certain complex nonbiologic systems. How can this type of thinking help us
during analyses of the CNS? Could my abstract idea of an arousal crescent
(Chap. 2) represent one of his most highly connected nodes?
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� Thermodynamics, Information Theory, and Questions
for the CNS

In his beautifully written book Information, The New Language of Science, Hans
Christian von Baeyer703 looks back on some informal approaches to conceiving
of information subjectively, covers its modern definition by information the-
ory, and looks forward to the possibility that information content will replace
matter as the primary measurement in physical theory. Von Baeyer703 talks
about Richard Feynman’s insight that information density links with the ability
of science, physics in particular, to compress data (p. 16). Entire fields of com-
mon observations or experimental results can be represented accurately in a
nifty, simple equation. Feynman’s characterization leads to my own approach
to the role of information theory in CNS function. To explain it, we have to
take a detour through thermodynamics, the physical chemistry of energy, and
heat. The Second Law of Thermodynamics states, as von Baeyer reminds us,703

(p. 91) that without external intervention, entropy (heat divided by tempera-
ture) will remain constant or will increase over time. But what is it about heat
divided by temperature? Ludwig Boltzmann, in Vienna, and John Willard
Gibbs, in New Haven, the founders of thermodynamics, realized that heat di-
vided by temperature refers to the number of ways that molecules in a given
chemical entity, reaction, or space can be arranged703 (p. 96). The greater the
number of possibilities is, the less we know about their arrangement at time t.
The concept of entropy, therefore, mapped perfectly onto Shannon’s quantita-
tive approach to the definition of information (Chap. 1).

It looks to me as though CNS arousal systems battle heroically against the
Second Law of Thermodynamics in a very special way. They respond selec-
tively to environmental situations that have an inherently high entropy—a
high degree of uncertainty and therefore information content. But in respond-
ing, CNS arousal systems effectively reduce entropy by compressing all of that
information into a single, lawful behavioral response.

Now, Shannon’s mathematical definition of information content, derived
from thermodynamics as a measure of uncertainty, is the bedrock of infor-
mation theory. In biologic systems, the inevitable fluctuations of every measur-
able parameter make the essential information content higher, and influence
the systems’ responses to stimulation, whether studied in bacterial protein
chemistry704 or mammalian neurophysiology.313 Entropic measurements make
the ideas of information in the CNS more precise,41 allowing us to quantify
our hypotheses. They characterize nerve cell performance as these cells re-
spond in nonlinear modes to stimuli that have several dimensions, presented in
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changing contexts in the presence of noise. In particular, they allow us to un-
derstand upper limits on system performance. Interval entropic measurements
may constitute a further improvement.705 Rieke and colleagues41 note that the
principles used in the application of informational thinking to the CNS are all
independent of the exact stimuli or responses considered, or their meaning
(p. 111). This approach is universally valid.

In human terms, the quantification of uncertainty allows us to understand
the risks of gambling and the neurochemical response to the uncertainty of re-
ward. These uncertainties command arousal, alertness, and attention corre-
lated with higher firing rates by dopamine neurons. Importantly, the concepts
of uncertainty and surprise, and thus information, have allowed Jerome Kagan,
of Harvard University, to organize his thinking about clusters and patterns of
human behavior in order to explain differences among individuals in tempera-
ment and personality.1 What we must figure out now are the precise develop-
mental mechanisms by which this well-documented set of personality differ-
ences—for example, inhibited vs. outgoing children—emerges.

Some of the major questions we will encounter while applying informa-
tion theory to the arousal of the brain concern noise. Typically in neurophysi-
ology, we have focused on maximizing the signal-to-noise ratio. However von
Baeyer703 points out at least three ways in which the presence of noise can be
useful: (1) to amp up total signal power to reach the detection threshold of a
receiver; (2) to permit “stochastic resonance” in which the true signal finds ad-
ditional power by resonating with elements of noise; and (3) to provide “a thick
blanket of sensory fog” that allows us to focus our attention on the most im-
portant stimuli in our environment (p. 126 ff). The neuroanatomy of Chapter
2 tells us that our brains clearly have the capacity to employ parallel arousal
pathways to highlight an important stimulus and make a useful response. How-
ever, we still do not know exactly how this parallel processing works, and at the
moment we can only state that the mammalian CNS cannot use “massive par-
allelism,” as mentioned by von Baeyer703 because of limitations on our brain’s
hardware (p. 194). Will computer-assisted brains of the future do better?

Finally, although I have trumpeted the pivotal role of Shannon’s 1948
equation in crystallizing the concept of information, von Baeyer703 raises the
possibility that a new approach to information theory could supplant Shan-
non’s (p. 217 ff). Indeed, this new approach by the Finnish-Swedish engineer
Jan Kahre may be of special importance for neurobiologists. It adds a measure
of reliability and, from game theory, a mathematical expression of the utility
(value) of the information to the receiver. Thus, while I am certain that con-
cepts of information are central to our understanding of arousal pathways in
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the brain, the best mathematical approach to the processing of salient signals
of variable reliability and value, in the presence of noise, is still open to ques-
tion.

� How Does a Sine Wave Impact a Sawtooth?

Two forces govern our changes in arousal during the twenty-four hours of the
day-night cycle; and we have no idea, in mathematical or mechanistic terms, of
how they interact. First, let’s think of our underlying circadian rhythm as a sine
wave (Fig. 7.3). The genetic bases of circadian clocks are increasingly well un-
derstood insofar as they involve transcriptional feedback loops.184,185 They gov-
ern changes in behavior, in the autonomic nervous system,706 and in the endo-
crine system.180 Projections from SCN to the locus coeruleus must play some
role.90 One complexity to note is that the cyclic expression of clock genes cer-
tainly is not limited to the classical daily oscillator, the biologic clock generator
in the suprachiasmatic nucleus (SCN) of the hypothalamus. Here are just three
examples: cyclic expression is seen in the frontal cortex;707 Garret Fitzgerald
and his colleagues at the University of Pennsylvania have detected this ex-
pression in the cells of our vasculature; and adrenergic inputs impose a daily
rhythm on the expression of clock genes mperiod1 and mperiod 2 in liver cells.708

How phased feedbacks from various organs and tissues throughout the body
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Figure 7.3. Circadian clock signals emanating from the suprachiasmatic nucleus of the
hypothalamus must be integrated with fatigue building up from daily activities. The
sleep neurophysiologist A. A. Borbely (Hum Neurobiol, 1982; 1: 195–204 and Arch Ital
Biol, 2001; 139: 53–61) has faced this problem. The mechanisms through which these
two major influences on arousal level interact are not yet understood.



onto the CNS would influence arousal during twenty-four hours is anyone’s
guess.

On the other hand, whatever the time of day, the longer we have been vig-
orous and active, the more tired we get. As A. A. Borbely has pointed out, peak
arousal cannot last forever. We must crash. Let’s think of the shape of this
curve as an activity-driven and fatigue-limited sawtooth in time (see Fig. 7.3).

What happens functionally when the circadian sine wave meets the
sawtooth-shaped sleep drive function? If they have the same phase and the
same period of twenty-four hours, then there is no problem. The biologic
clock’s output from the SCN simply enforces our need to sleep. But what
about all the alternative, more varied and subtle relations between sleep drive
and circadian rhythms? Two experimental approaches have used pertubations
of rest/activity cycles in humans708a and feeding times in mice.708b A deceptively
easy sounding proposal is that the main oscillator in SCN drives the peripheral
oscillators and that “the hypothalamus integrates them all,”709 presumably in-
cluding behavioral, EEG, autonomic, and hormonal rhythms. Such a proposal
hides the complexity of interactions between sleep drives and circadian
rhythms, because the devil lies in the details of the mechanisms therein. Fur-
ther, we are just beginning to understand how the different outputs of the
SCN relate to each other, even within the hypothalamus.710 Here is a related
question: How do powerful biochemical variables such as sex hormones, stress
hormones, and thyroid hormones separately influence parameters of the
clocks, features of sleep, and their interactions?

� Unity from Diversity?

Throughout this book I have emphasized the importance of the diversity of
CNS systems supporting arousal, from neuroanatomic pathways and electro-
physiologic responses through genomic and neurochemical mechanisms.
Within and between neuronal modules, low correlations of activities would
make for a high-information throughput. In Chapter 4 we faced the lack of
correlation among autonomic arousal measures and other indices of CNS
arousal. Related questions have to do with specific arousal conditions, such as
heightened states of fear and sex (Chap. 6). How do they interface with gener-
alized arousal? Yes, after sex there may be that spring in the step (specific
arousal feeding generalized arousal); and certainly a high state of generalized
arousal will feed a person’s fearfulness or sexiness. But how are essentially
nonunitary networks and mechanisms transformed into an overall generalized
arousal system? How does a multiplicity of mechanisms coalesce into a singu-
larity of experience?
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We have proven that such a function as generalized arousal exists
(Chap. 1). Is it useful to struggle with the question of whether that generalized
functional state is reified by a physical convergence of CNS arousal subsys-
tems? Is that really necessary for a unified theory of arousal?

�

Most of the questions posed in this chapter have not yet found their answers.
Some may not even be formulated very well. I present them with the hope that
they will stimulate new work on arousal systems, both theoretical and experi-
mental.
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8 Summary and Practical
Importance: From Biological
Mechanisms to Health
Applications

“But she might wake up,” protested Susan . . . “Some of them wake up,”

shrugged Bellows, “but most don’t.”

Robin Cook, Coma, p. 42

� Main Points

During the twentieth century many neurobiologists considered their highest
calling to understand the “particularity” of CNS responses. They asked, “Why
would an animal make this particular behavioral response (but no other) to that
specific stimulus (but no other)?” During the twenty-first century the emphasis
will change. We will instead be trying to predict and explain changes in CNS
states. We will examine the mechanisms that determine the conditions of en-
tire brain systems. In turn, these systems modulate entire classes of responses
to various sets of stimuli. This book addresses the most elementary question of
CNS state: What determines the ability of an animal or person to mount any
response to any stimulus, or to initiate voluntary motor activity, or to express
an emotion? That is, I have reformulated the classic arousal problem.

Chapter 1 reviews the evidence that the CNS has a fundamental prop-
erty called generalized arousal. The new operational definition of generalized
arousal is: An animal or person who is more aroused (1) is more responsive to
sensory stimuli; (2) emits more voluntary motor activity; and (3) is more emo-
tionally reactive. A mathematical/statistical analysis of experimental results
with mice showed that generalized arousal accounted for about one-third of
arousal-related data. Thus, there is a set of mechanisms underlying generalized
arousal, but there must be many specific forms of arousal as well, to account
for the other two-thirds. At any given moment, our behavior is a compound
function of a generalized arousal force supplemented by several specific arousal
conditions. I have proposed an equation to express this conclusion in precise
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mathematical terms. If this equation expresses a lawfulness of arousal-related
behavior, all of our handling of information and emotion must conform to it.
At any rate, we now have the logical, concrete operational definition of gener-
alized arousal, its mathematical expression, and a quantitative assay to make
progress with this most fundamental property of the brain.

Arousal is the function that supports all cognitive abilities and all emo-
tional expression. Cognition and emotion come together in arousal, which is
why understanding this function constitutes a holy grail in neurobiology.
Achieving this goal will bring together many strands of thinking by neuro-
scientists. Because we come from a history of ethologic thought (animal behav-
ior and human ethology12) as well as from the experimental analysis of behav-
ior, the elementary activation of brain and behavior was formerly seen to be an
absolutely necessary concept but also a vague and slippery one. The arousal
concept used to have the same undefined character as the concept of informa-
tion did until Claude Shannon gave it a mathematical and experimental real-
ity. Now, with an operational definition that will guide accurate experimental
work, we can find out how arousal supports cognitive and emotional abilities. I
suggest that it is through variations in arousal that cognition meets emotion.

Older theories tended to separate matters of thinking from matters of feel-
ing. The evidence in this book shows that arousal mechanisms fuel both think-
ing and feeling. From the lower brainstem711 through the ancient forebrain
still present in humans712 to the frontal cortex,713–716 arousal theory helps us un-
derstand how cognitive and emotional capacities can be related.

Some of our habits of thinking and feeling may depend on genetic predis-
positions (Chap. 5) and may contribute to lifelong tendencies called cognitive
and emotional styles.3,334,717,718 Children who avoid novel or unfamiliar objects
grow up into adults who have markedly different brain responses to novelty in
their amygdala.57 These arousal-related phenomena contribute to traits that
have long been recognized in classical personality theory: enduring attitudes
and tendencies typical of an individual.2,719 Arousal mechanisms, involving au-
tonomic arousal721 as well as cortical and other neural mechanisms, contribute
to our temperaments.720 These involve autonomic arousal721 as well as cortical
and other neural mechanisms. Expressing our personal desires requires arousal
and valence. This book explains the former.

Arousal neurobiology is the neuroscience of change, uncertainty, unpre-
dictability, and surprise—that is, of information science. Throughout all of the
analyses of arousal mechanisms in the CNS so far—neuroanatomic, phys-
iologic, genetic, and behavioral—the concepts of information theory have
proven useful. The mathematics of information provides ways of classifying
neuronal responses to natural stimuli.44,722 Nerve cells actually encode proba-
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bilities and uncertainties, with the result that they can guide behavior in un-
predictable circumstances.311 CNS arousal itself absolutely depends on change,
uncertainty, unpredictability, and surprise. The huge phenomenon called ha-
bituation, a decline in response amplitude on repetition of the same stimulus,
pervades neurophysiology, behavioral science, and autonomic physiology; and
it shows us how declining information content leads to declining CNS arousal.
Thus, arousal theory and information theory were made for each other.

In Chapter 2 we saw that a multiplicity of ascending arousal systems—dif-
ferent among themselves in their routes and their chemistries—prevent failure
of this most basic CNS function. Because their activities cannot be highly cor-
related, their essential information content is high. Eventually, some of their
axons converge. Those taking the high road affect thalamocortical arousal
mechanisms. Those taking the low road work through the basal forebrain. In
all cases I propose that relatively low numbers of long-distance connections
control the activities of large numbers of neurons in “local modules.”

Neurons generating the most primitive, powerful sources of arousal reside
in a bilaterally symmetric crescent of neural tissue along the ventral and medial
borders of the lower brainstem, stretching in a curved sheet from the medulla
up to the midbrain. Within this arousal system are large reticular cells with
unusually strong influence. These master cells have been highly conserved
throughout vertebrate evolution, enduring certainly from the mouse brain and
probably from the fish brain, to support arousal in the human brain. Some of
them have both ascending and descending axons, a characteristic that empha-
sizes the bipolar, bidirectional nature of arousal systems.

In Chapter 3 we traveled up the brainstem charting neurons whose electri-
cal responses are not specific to a particular stimulus modality, but instead are
multimodal. They respond to virtually any stimulus that should and does alert
the organism. Dopamine neurons comprise an especially interesting case in
that they respond to salient stimuli, some of which are salient because they sig-
nal a special form of uncertainty: the probability of getting a reward. In these
and other arousal systems, the information content of the stimulus can be re-
lated to response amplitude.

Olfactory inputs follow a different route to arousal stimulation. Because
they project strongly to the amygdala, it is easy to understand how they influ-
ence behaviors occasioned by high arousal states such as sex and fear, especially
in mammals that depend on olfaction. In this example we see how inputs
signaling generalized arousal could influence behaviors that manifest specific
arousal states (e.g., sex or fear).

In Chapter 4, which deals with autonomic nervous mechanisms related to
arousal, I tossed aside the dogma that sympathetic and parasympathetic ner-
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vous systems are diametrically opposed to each other. Instead, I proposed that
the two systems sometimes operate in tandem, in a temporally orchestrated
manner. The key word is “patterns”: the two systems’ actions often achieve
patterned teamwork, not simple opposition. Neurons in the hypothalamus
help to generate and organize these temporal patterns of activity. Second, I at-
tempted a reformulation of traditional thinking in the following manner: as-
cending arousal systems influencing the cerebral cortex were once thought to
be completely separate from descending systems controlling autonomic out-
puts. Instead, I propose that sets of master neurons in the arousal crescent of
the lower brainstem can influence both. The unity of the body is preserved.

The information content of autonomic reactions is high. Together with
EEG arousal and actual behavioral arousal, these reactions display teamwork
but not identity, coordination but not correlation. They also require high-in-
formation stimulus input; repeating the same stimuli leads to a decline of auto-
nomic response. The efficient management of autonomic arousal supports
hormone-driven as well as other emotional behaviors.

Chapter 5 describes genetic supports for the creation and maintenance of
arousal systems. Their very multiplicity—more than 124 genes known so far,
and counting—has at least four implications: (1) the number illustrates the im-
portance of arousal functions; (2) by virtue of their different sites of expres-
sion and different chemistries, the genes offer protection against failure; (3)
they provide for variation and flexibility of response; and (4) the genes intrinsi-
cally embody high-information content. Some increase arousal. Some decrease
arousal. Recently cloned genes help to explain the behavioral effects of a com-
mon chemical such as caffeine and even the genesis of a rare malady, narco-
lepsy. Hormone-regulated gene expression shows how specific arousal forces
can affect generalized arousal.

Chapter 6 addresses heightened states of arousal through two examples,
sex and fear. These represent extremes among emotional states. They illus-
trate the deepest divide among behavioral responses: approach (for sex) versus
avoidance (fear). Success in figuring out mechanisms for sex behavior embold-
ened us to propose genetic modules, networks that explain effects of sex hor-
mones on courtship as well as mating (GAPPS modules). Underlying all sex
and courtship behaviors is the concept of sexual motivation. The literature on
motivation tells us that the expression of sexually motivated behavior requires
the activation of behavior by a combination of sexual and generalized arousal.

Chapter 6 then contrasts sex with states of fear that require very fast avoid-
ance responses. Both emotional states offer opportunities to discover the mathe-
matical “trading relations” between generalized arousal and specific forms of
arousal. We can study these using molecular and electrophysiologic as well
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as behavioral techniques. Both emotions feed on uncertainty, from the thrill
of surprise during courtship to the depth of anxiety over anticipated pain.
Throughout all of these investigations, it was apparent that the primitive CNS
and hormonal mechanisms underlying sex and fear have been conserved from
the animal to the human brain.

Chapter 7 pays tribute to our growing understanding of arousal neuro-
biology in two ways. First, I can now put together an overarching theory of
primitive generalized arousal systems that are bilateral, bipolar, universal re-
sponse potentiators (BBURP theory). I intend this to provide a standard model
for elementary arousal mechanisms that support the generation of all behav-
ioral responses in all vertebrates, including humans. Second, the field is be-
coming well enough developed that we can pose new questions based on sys-
tems theory and on the theory of finite state automata. We can ask such
questions only if the CNS system under investigation has provided enough
data with which to work.

Looking forward from a scientific point of view, arousal mechanisms will
be exciting to analyze more deeply because they produce a universal, natural
function of the CNS, a property of the brain extant throughout vertebrate evo-
lution, from fish to philosopher. Now that we have a clear operational defini-
tion of generalized arousal, we discover that its mechanisms are easy to study.
They are fast and thus occur first in the sequence of responses to any novel
stimulus. In fact, they are causal to later responses. And they are important.
The massive impacts of arousal malfunctions upon human activity are docu-
mented now.

� Applications to Human Conditions

Problems involving the neuroscience of arousal, when totaled up, involve a
large percentage of any nation’s population. Ranging from purely medical
problems such as comatose states and anesthesiology, through problems of
mood, to public health problems such as lead poisoning, disorders of arousal
demand a better understanding. The following sampling of topics gives an idea
of the wide implications of problems in arousal systems that are fundamental
to all cognitive and emotional functions.

When We Need to Elevate Arousal

Several medical conditions need increased CNS arousal for their amelioration.

States of reduced awareness. The most devastating medical problems related to
arousal neurobiology are the vegetative, stuporous, and comatose states that
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follow many kinds of mechanical and vascular accidents to our heads.252 These
states frustrate doctors, who have not been able accurately to track all of the
neurophysiologic parameters that might predict recovery in some cases, and
they pose ethical dilemmas about the use of life support equipment. The first
case that reached public attention in the United States was that of Karen Ann
Quinlan in New Jersey, but more recent disputes among the family of Terry
Schiavo in Florida have highlighted some of the legal issues. Hope is offered in
two forms. First, equipped with new sophistication of thinking about all facets
of arousal neurobiology, medical personnel can distinguish among patients
with different degrees and types of loss of consciousness and treat them ap-
propriately. For example, a definition has just been established for “mini-
mally conscious state.”723–725 Second, our increasing understanding of ascend-
ing arousal systems may help neurologists and neurosurgeons to devise deep
brain stimulation protocols that, combined with other forms of therapy, may
be able to bring borderline patients to a higher state of awareness.

Here is a challenge: What can we do to understand the nerve cells and
molecular mechanisms described in this book well enough to treat severe dis-
orders of arousal? Can early intervention in patients with severe damage to this
network rescue their cerebral life? Can later therapy in borderline vegetative
patients return them to normal cognitive and emotional function?

A related set of tragic circumstances of great current importance follows
from the widespread use of recreational drugs, especially by teenagers. Manip-
ulating their arousal systems by any of a large number of compounds—ranging
from historically notorious opium and LSD to those recently in vogue such as
ecstasy and oxycontin726—these kids raise the possibility that they will live
their lives with these crucial systems altered in their brains in ways we do not
yet understand.321 They have tampered with the balance normally achieved by
the neuroanatomic and genetic systems covered in Chapters 2 and 5. It is a del-
icate equilibrium among complex systems designed to be labile precisely be-
cause of the important role of surprise and unpredictability in triggering rapid
high-information responses to rapidly changing, high-information environ-
ments.

Problems of aging. These problems are not restricted to memory. Regarding
autonomic arousal, during aging there is a declining ability of the sympathetic
nervous system to respond to challenges, and a decrease in the plasticity of
synaptic rearrangements in autonomic ganglia.727 Depression in the aged may
be as closely associated with autonomic/cardiovascular problems728 as with spe-
cific changes in the forebrain. Clearly, declining arousal and alertness could
contribute to whatever other problems of cognitive function or emotional ex-
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pression might arise. Driving up brain arousal by exercise relieves some of the
problems of the aged, and the neurochemical basis of that effect is under inves-
tigation.729

Fatigue states. The Centers for Disease Control (CDC) in Atlanta did not give
credence to these conditions for a long time, but they affect millions of people
in the United States and Europe. They all are defined by exclusion. Fibro-
myalgia syndrome (FMS) includes fatigue, generalized chronic pain, morning
stiffness, sleep disturbance730 and depression, and it occurs more frequently in
women. Chronic fatigue syndrome (CFS) has many of the same symptoms,
with less emphasis on pain and more emphasis on proinflammatory immune
cell responses and increased reactivities to odors. It also is more frequent in
young women. Both of these conditions are associated with low stress hor-
mone responses, probably due to a blunted CRH response to stress in hypo-
thalamic neurons.731–734 Gulf War syndrome has symptoms almost identical to
these and occurs more frequently in men. Both immune and neuroendocrine
responses distinguish the fatigue states from primary depression.735

Alzheimer’s. No one thinks that Alzheimer’s disease is primarily an arousal dis-
order. However, it is highly unlikely to be a syndrome restricted to a simple
loss of associative memory. Declines of elementary mental functions such as
arousal are likely to be part of the cause. Any complex system is composed of
many levels of operations. When a sophisticated output fails, a primitive sub-
routine may have been the cause. Consider an architectural analogy: If an old
house has problems with windows on the third floor (higher functions), it
may indeed be only a window problem. But settling of the foundation of the
house (lower, primitive functions) may have contributed to the sticking of
the windows on the third floor. Indeed, morphologic studies have revealed
that Alzheimer’s patients had cellular abnormalities in arousal-related neuronal
groups736 such as the locus coeruleus,737, 738 the CRH neurons of the hypothala-
mus,739 and the neurons in the hypothalamus that produce the arousal trans-
mitter histamine.740 Revving up arousal systems by exercise helps to ease some
of the disease’s effects. All of this reasoning convinces me that Alzheimer’s
patients should be tested for elementary cognitive and emotional functions,
and that therapies that raise levels of autonomic, cortical, and behavioral
arousal may help to delay onset of the most troubling stages of this terrible
disease.

Autism. Autism is known as a failure of normal social recognition and response,
but I feel that arousal-related reactions associated with meeting other people
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may be part of the problem. Cardiovascular reactivity constitutes an important
component in our social behavior, and we react in particular, individual ways to
social opportunities, challenges, and threats.741 Thomas Boyce and his col-
leagues at the University of California at Berkeley have documented the large
number of neuroendocrine and parasympathetic differences among children
who occupy different positions in a social hierarchy. We all are socially con-
text-sensitive, and part of that sensitivity is composed of our arousal reactions.
When they are abnormal, we have a social problem.

Toxic states. What are the most sensitive and universally important ways to ex-
amine the harmful effects of toxins in the environment, especially those that
might affect pregnant women and therefore growing baby brains? Lead in
paint and in the water, mercury in fish, and heavy ingestion of alcohol by the
mother all represent currently emphasized areas of concern. Effects on the de-
velopment of the brain are most disturbing. Clearly, because tests of arousal
can be made extremely sensitive and because elementary arousal is fundamen-
tal to all cognitive and emotional functions, an agency such as the Occupa-
tional Safety and Health Administration (OSHA) or the Environmental Pro-
tection Administration (EPA) must start here in order to claim a thorough set
of measurements.

Problems of vigilance. Improving the duration and strength of arousal would be
extremely important for the Department of Defense. The military has the
problem of supporting soldiers’, sailors’, and pilots’ performances and keeping
them awake for long periods of time under extremely challenging conditions.
These include high levels of stress and long periods of sleep deprivation. Like-
wise, OSHA must worry about workers in dangerous occupations such as in
food-processing plants. Then there is the problem of shift work. A worker’s
ability to execute tasks efficiently and safely when shifted from a nighttime to
an afternoon slot depends on the adequate performance of his or her arousal
systems.

Arousal neurobiology and information theory, as presented in this book,
set up a new science of wakefulness and effectiveness that should receive atten-
tion from pharmaceutical companies. We have tools such as amphetamine,
methylphenidate, and modafinil and are beginning to understand their targets
in the brain,742 but we have a long way to go.

When We Need to Decrease Arousal

Counterintuitively, in some medical situations CNS arousal levels are higher
than desired.
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ADHD. Almost by definition an arousal disorder, attention deficit hyperactivity
disorder (ADHD) puzzles me. I do not know why its frequency of diagnosis is
rising, especially in the United States. Worse, we do not know why stimulants
such as Ritalin work (when they work), and we are not sure whether children
are being overmedicated. What is clear is ADHD’s comorbidity with several
other behavioral problems, aggressive and depressive, with overlaps that are
different between boys and girls.

Sleep disorders. Insomnia, at any given time, affects about 15% to 35% of
the adult population, depending on the criterion used (Partinen and Hublin,
pp. 558–580, in Kryger, Roth, and Dement743). In every study, the incidence is
greater in women than in men. The simplest definition of primary insom-
nia comes in three parts: The patient has trouble falling asleep, has trouble
staying asleep, or wakes up very early. Primary insomnia sometimes overlaps
with generalized anxiety disorder (Hauri, pp. 633–647, in Kryger, Roth, and
Dement743).

The flip side of insomnia is unwanted daytime sleepiness, which happens
commonly among 5% to 20% of the population, especially among sleep-de-
prived teenagers. It can be distinguished from frank narcolepsy, whose genetic
basis is partly understood (see Chap. 5).

Sleep disorders are frequently comorbid with other arousal-related prob-
lems mentioned in this chapter. For example, they frequently are correlated
with depression. And about 30% of children diagnosed with attention deficit
disorder also have sleep problems.

Finally, sleep problems can be distinguished sharply from problems with
circadian rhythms. In the latter case, we have simple shifts of phase or per-
haps the period of the rhythm. In the former case, which is much more impor-
tant, we have alterations of an underlying arousal-related variable, sleep drive,
which normally builds up during wakefulness and declines as a result of the re-
storative properties of sleep.744

Sex offenders, violent aggression. Lust and rage are among the Bible’s seven
deadly sins. They show how inadequate handling of high generalized arousal
can spill over into specific behavioral abnormalities. While hyperaggression in
some families can be found to be associated with genetic changes745 involving
genes associated with monoamine transmitter regulation,746 the overall prob-
lem of violence is much more complicated. Testosterone clearly is involved.
However, violence among young men can be attributed to multiple causes, in-
cluding socioeconomic disparities, problems during rearing, and psychological
conditions.747
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Hypersexuality, as in pedophilia, is a condition for which sex offenders are
jailed. As a side point, consider the opposite problem: low sexual arousal, long
noted among men and now recognized as a syndrome in women as well.

Post-traumatic stress disorder (PTSD). Sometimes it is important to be able to de-
crease arousal in order to reduce the harmful, lingering effects of a traumatic
event. We need to know how to control certain high states of arousal (Chap. 6)
in order to forget fear.

Hypertension. While it is obviously a problem of the autonomic nervous sys-
tems (Chap. 18 in Guyton and Hall748), high blood pressure also is frequently
associated with a highly tense personality. Bjorntorp,749 for example, portrays it
as a disease that could originate with abnormalities in the hypothalamus. Hy-
pertension is known to benefit from behavioral therapies such as relaxation
techniques.

When Arousal Is Hard to Regulate

Fluctuations in CNS arousal are expected and necessary, but sometimes their
proper regulation is difficult.

Mood disorders. In terms of mood, depression and manic-depressive (bipolar)
disorders immediately come to mind. All of the neurobiologic systems that
commonly are manipulated by efforts to raise or regulate a patient’s mood
were covered in Chapter 5, as we discussed the genetic and neurochemical
bases of arousal. These systems are necessary for mood regulation. For exam-
ple, transgenic mice that lack norepinephrine do not respond to antidepressant
drugs.750 Some of the mood-elevating properties of estrogenic hormonal ther-
apies are laid to their actions on NE, DA, and 5HT systems. Again with regard
to hormones, there are major differences between men and women in the inci-
dence of depression, perhaps because of underlying gender differences in stress
responses.751–753 The arousal systems presented in this book are responsible for
the activation of brain and behavior. As such, damage to them can reduce be-
havioral activation in a manner that we label “depression.”

A recent trendy movie, Coffee and Cigarettes, is a quiet comedy composed
of sketches in which couples manipulate their moods with these substances.
How? The neuroanatomy covered in Chapter 2 coupled with the genetics and
neurochemistry of Chapter 5 explain the roles of adenosine receptor blockers
such as caffeine and nicotine derivatives such as cotinine acting through ACh
receptors.

Throughout, I have argued that arousal systems depend on high-informa-
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tion content, unpredictability, and change. Consider that SSRIs act by clamp-
ing serotonin levels in synaptic clefts at high levels—high, but constant. This
would explain the flat affect that is a troubling side effect of taking an SSRI for
many patients.

Anesthesia. Anesthesiology is not a quantitative medical science. Depth of an-
esthesia is monitored by descriptive stages and is guided by probabilistic esti-
mates of what a given alveolar concentration of a given agent does in a certain
percentage of patients.754 Autonomic nervous systems must maintain certain
homeostatic balances during anesthesia.755

Major neurochemical systems available to be manipulated usefully to
achieve anesthesia include GABA transmission and opioid peptide neuromod-
ulation. Now, with transgenic mice we can begin to understand specific chemi-
cal mechanisms underlying general anesthesia. For example, changing a single
asparagine residue in the β-2 subunit of the GABA-A receptor can change the
sedation achieved by one general anesthetic, etomidate.756 As far as hormones
are concerned, some features of general anesthesia differ between men and
women.757

Looking forward, I hope that adding the precision of a mathematical ap-
proach offered by information theory, using the depth of knowledge inherent
in the neuroanatomy and electrophysiology reviewed in this book, and taking
selective advantage of the new genetic information bearing on CNS arousal
will help to make anesthesiology a safer and more solid branch of medical
practice.

Alternative medicine. Does arousal neurobiology present a new approach to un-
derstanding the claims for medical benefits of meditation, relaxation tech-
niques, religious belief, hypnosis, and so on? Only time will tell, but it does
seem a fruitful avenue to explore.

�

In sum, the wide array of medical and public health problems to which this
chapter speaks does not seem surprising, because arousal is fundamental to
cognition and emotion. Therefore, its disorders would necessarily be multiple
and serious. On the positive side, in normal behavior, changes in arousal are
involved in emotional pleasures and rewards. For all of these reasons, genetic
understanding of arousal mechanisms, pharmacological therapeutics, and be-
havioral/environmental modifications are all crucial to pursue as we search for
solutions to disorders of arousal systems.
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