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Preface

 

A significant challenge in presenting an overview of 

 

Spectral Techniques in Proteomics

 

is in defining the scope of the topic. Proteomics means different things to different
people; for years, the dominant technique employed was 2D gel electrophoresis,
followed by mass spectrometry (MS). While many exciting MS applications are
presented (e.g., matrix-assisted laser desorption/ionization [MALDI], electrospray
ionization [ESI], tandem MS, liquid chromatography [LC]-MS, surface-enhanced
laser desorption/ionization [SELDI], isotope-coded affinity tag [ICAT]), a comprehen-
sive survey of MS methods and applications in proteomics is certainly beyond the
scope of this book. Since 

 

Spectral Techniques in Proteomics

 

 is intended for a broad
audience of protein biochemists and biophysicists, topics such as 

 

structural proteomics

 

and 

 

chemical proteomics

 

 will also be covered, along with fluorescence/array-based
screening, SPR (surface plasmon resonance), and other “lab-on-a-chip” technologies.

Furthermore, a disproportionate amount of time will be spent on some less
established spectroscopic methods in proteomics, with forward-looking speculation
on future applications. The intention of this book is therefore to facilitate the inno-
vation, development, and application of new spectroscopic methods in proteomics
while giving a modest overview of existing and proven techniques. To this end, a
broader view of proteomics is taken in order to include studies that go beyond the
usual scope of 2D gels and MS, attempting to address function and mechanism at
the level of protein–ligand interactions. After all, this is the realm in which protein
spectroscopists have always excelled and felt most at home. 

Proteomics is defined broadly as the “systems-based” study of proteins in the
organelles, cells, tissues, or organs of an organism. It is the study of the protein
complement of the genome in time and space. In practice, this definition sometimes
limits proteomics to the study of proteins in 2D gels, since this is one of the few
contexts in which so many proteins can be studied at once. It is also possible to simplify
a proteome into a more manageable subset (a subproteome) by focusing on a smaller
number of proteins related in a systems-based manner. Such systems of interrelated
proteins can include: (1) regulatory cascades connected via protein–protein inter-
actions; (2) metabolic pathways; (3) proteins with related modifications (acylation,
phosphorylation, glycosylation, methylation, etc.); and (4) any collection of proteins
associated with a biological effect, such as uncontrolled cell growth (cancer), an
immune response, or drug metabolism. This approach to simplifying a proteome
into systems-related subproteomes is described in chapter 1. 

Thus, for purposes of this book, proteomic studies are extended to include the
parallel study of subsets of related proteins, some of which were described previously.
Such subsets might also include proteins that comprise a unique basis set of protein
folds in an organism’s proteome, as currently defines the scope of most 

 

structural
proteomic

 

 initiatives. Another systems-related subset could comprise proteins with
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Preface

 

similar binding sites (chapter 2), as currently defines the scope of 

 

chemical proteomic

 

studies. In this case, the subset of proteins can be considered to be part of a
biologically relevant network in the sense that they represent all of the protein–ligand
interactions that would occur when an organism is exposed to a given chemical
perturbant (drug, pollutant, chemical genetic probe, etc.). One prominent example
of such systems-related proteins is those that use the same cofactor or prosthetic
group, such as kinases, which all bind ATP (chapter 18). 

This broader definition of proteomics and systems-based studies is not only a
convenience for framing proteome-wide questions, but also has biological relevance.
This book aims to provide a broad overview of the spectroscopic toolbox that can
be applied in such systems-based studies of proteins, whether they are studied in
the context of proteome or subproteome mixtures (traditional proteomics) or as
individual/purified proteins studied in parallel (the broader, systems-based view of
proteomics), as in structural proteomics.

This book begins in part I by defining the scope of the field in order to give
coherence to the chapters from the various expert contributors. Proteomics is defined
in a way that is relevant to a spectroscopist (chapters 1 and 2) and then a very brief
overview of commonly used spectroscopic methods is given (chapter 3). In part II,
commonly used MS methods are presented, including separation techniques that
typically precede ESI studies, as well as MALDI MS/MS-based protein identifica-
tion. SELDI is presented as a tool that combines separation with MS analysis on
the same chip. Part III focuses on studies of protein–protein interactions using a
variety of techniques, including near-infrared (NIR) fluorescence, nuclear magnetic
resonance (NMR), and MS. Part IV covers protein–ligand interactions with tech-
niques ranging from MS to SPR to NMR. Recent developments in ICAT labeling
strategies are covered, and the section ends with a discussion of metabonomics, since
metabolites represent an important functional output of the proteome. Part V covers
advances in structural proteomics using NMR, x-ray crystallography, and electron
paramagnetic resonance (EPR). The book ends with chapter 20, a summary of current
technology and future prospects extracted from the various contributors, again to
give added coherence to the topic. 

 

Spectral Techniques in Proteomics

 

 will be useful for graduate students and other
scientists wanting to develop and apply spectroscopic methods in proteomics. It will
also be of value to more experienced researchers thinking of moving into this field
or those in proteomics looking to broaden the scope of their studies. In short, it is
intended for anyone wanting to take a systems-based approach to studying proteins,
their function, and their mechanisms using various spectroscopic tools.

 

Daniel Sem
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1.1 INTRODUCTION

 

Simply stated, proteomics is the study of the protein complement of a genome using
the tools of protein biochemistry on a proteome-wide scale. It is devoted to monitoring
changes in expression levels or post-translational modifications of all the proteins in
an organism, organ, cell, or organelle as a function of time or biological state (e.g.,
diseased vs. healthy). Ideally, it should also address protein structure–function in
terms of interactions with substrates, drugs, inhibitors, lipids, DNA, or other proteins. 

It is possible to infer some information about protein expression levels based on
changes in mRNA detected using microarray technology—an elegant coupling of
microfluidics, “lab-on-a-chip,” and detection (usually fluorescence-based) technolo-
gies. But, mRNA levels are not always correlated well with protein levels, and they
reveal nothing about post-translational modification or protein interactions. As such,
the field of proteomics serves an essential function, despite the additional technical
challenges involved in analyzing proteins in comparison with polynucleotides [1–4].
Most significant is the challenge of dealing with sample complexity and dynamic range.
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1.2 COMPLEXITY AND DYNAMIC RANGE CHALLENGES

 

The human genome comprises over 30,000 genes, which encode many more proteins;
many are variants due to alternative splicing and PTMs (post-translational modifica-
tions). Over 400 PTMs are known to date, so there is tremendous complexity in the
proteome as it is expressed in a given cell type. While it is a challenge to resolve the
thousands of proteins expressed in a proteome, it is an even greater challenge because
these proteins may be present at very different concentrations, ranging over six to
nine orders of magnitude depending on the cell type. For example, serum contains
albumin as the most abundant protein (at ~40 mg/mL and ~50% of blood protein),
while other proteins of interest, such as interleukin-6, are present at <5 pg/mL [5].
The need to quantify so many proteins over such a wide concentration range is one
of the greatest challenges in proteomics. Other challenges include the need to assess
interactions between the proteins and their various ligands that define biological
networks or systems. Furthermore, at least in some cases, these interactions should
also be measured within a cell (chapter 15) to ensure their biological relevance in the
context of potential accessory proteins or cofactors, as well as under physiologically
relevant conditions (water activity, pH, ionic strength, lipids, etc.).

 

1.3 THE SYSTEMS-BASED APPROACH

1.3.1 S

 

YSTEMS

 

-B

 

ASED

 

 R

 

ELATIONSHIPS

 

Proteomics is considered a subdiscipline of systems biology. So what is systems
biology? Weston and Hood define it as “the analysis of the relationships between
elements in a system in response to genetic or environmental perturbations, with the
goal of understanding the system or the emergent properties of the system” [6].
“System” is a broad term borrowed from other fields (e.g., engineering), but in a
biological context the word usually refers to organelles, cells, organs, or organisms.
Such a definition is therefore based largely on the physical location of the proteins
studied, their network of interactions, and their collective role in defining a bio-
logical entity (such as a mitochondrion or a liver cell) or function (such as the
immune response). 

It is also possible to define systems at the level of molecules based on the network
of interactions that occur between them, usually within the context of a single cell
or organelle. This typically involves the measurement of all pairs of protein–protein
interactions that can occur, using techniques such as the yeast two-hybrid system.
In this manner it is possible to establish networks of proteins that participate in
interactions with each other. These pairs of interactions, summed across a whole
proteome, comprise a protein interaction map such as that shown in figure 1.1 and
discussed in chapter 14 by Rich and Myszka.

In a broad sense, systems or networks of interacting proteins can be defined
based on the presence of interactions between [7]:

(a) Two proteins directly, as in a regulatory cascade when a protein kinase
phosphorylates another protein
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(b) Two proteins that are sequential enzymes in a metabolic pathway, whereby
they are related by binding to a common ligand that is a substrate for one
enzyme and a product for another

(c) Two proteins that bind to a common ligand, such as a nonspecific drug
that binds to multiple targets (as is common for protein kinase inhibitors)
or even a cofactor (NAD(P)H binds to all dehydrogenases)

 

FIGURE 1.1

 

Systems relationships in a so-called “protein interaction map” for 

 

Drosophilia
melanogaster

 

. Proteins are coded by subcellular location as well as interactions (indicated
with lines). Most probable interactions are indicated with darker lines. (Reprinted from
Giot, L. et al., 

 

Science

 

, 302, 1727–1736, 2003. With permission from the American Associa-
tion for the Advancement of Science, 2003, and discussed further in chapter 14.)
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These interactions are defined schematically in figure 1.2 and are central to defining
the field of 

 

chemical proteomics

 

.

 

1.3.2 S

 

UBPROTEOMES

 

To simplify the complexity of a proteome in order to make proteomic studies more
manageable, it is common to create subproteomes—that is, to study a subset of the
whole proteome, where that subset is defined based on some systems-based rela-
tionship between proteins. Proteins can be grouped into subproteomes in the many
ways mentioned in the previous sections. These include:

1. location within the cell (e.g., golgi, lysosome, nucleus)
2. participation in a large functionally defined protein complex (e.g., ribosome,

transcription initiation complex, cytoskeleton)
3. shared post-translational processing (e.g., phosphorylation, glycosylation)
4. affinity for a ligand (e.g., ATP, NAD(P)H, drugs)
5. chemically reactive groups (e.g., cysteine thiols, lysine amines)
6. shared biological function (e.g., immunoproteome)

These groupings are based on physical location in the cell, chemical properties
(ligand binding, PTM), or functional role. Classifications were made based on
practical considerations in that each provides a means to isolate the subproteome,
although it is often not possible to isolate category 6 subproteomes. Systems defined
by networks of protein–protein interactions, as identified in figure 1.1, are often not
easy to isolate.

 

FIGURE 1.2

 

Systems relationships that are relevant in proteomics and 

 

chemical proteomics

 

.
Proteins can be related by: (a) 

 

metabolic pathway

 

, with protein pairs related by binding to
the same molecule, which is a substrate for one enzyme and a product for another; (b) 

 

ligand
binding

 

, where protein pairs are related by binding the same ligand (not necessarily enzyme
and substrate); or (c) 

 

regulatory cascade

 

, where proteins interact directly with each other, as
when a protein kinase phosphorylates another protein. (Adapted from Sem, D.S., 

 

Expert Rev.
Proteomics, 

 

1, 165–178, 2004.)
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Subproteomes categorized based on physical location in the cell are the easiest
to define since separation techniques permit isolation of organelles [8]. The most
general breakdown of cellular location is into the nucleus, cytoplasm, or membrane/
extracellular region. A more detailed breakdown would include the 14 categories of
subcellular locations and organelles defined in figure 1.1 [9]. Subproteomes defined
based on protein–ligand interactions are presented at greater length later in this book
(part IV) and fall largely within the scope of chemical proteomics, described in the
next section.

 

1.3.3 C

 

HEMICAL

 

 P

 

ROTEOMICS

 

Chemical proteomics is a branch of proteomics [7,10–14] with a focus on directly
detected protein–ligand interactions measured across a systems-related group of
proteins. It is therefore a mechanistic complement to chemical genetics. In chemical
genetics, the observable is a phenotypic change induced by a chemical knockout
[15], but without any direct characterization of protein–ligand interactions. Bogyo
defined chemical proteomics as being focused on the structure, function, and role
of proteins in different biological systems using chemical probes [10]. Thus, the
field relies heavily on chemical probes to define systems-related proteins. These
probes can be activity based (covalently labeling all proteins that share a common
electrophile or nucleophile), as illustrated in the left side of figure 1.3.

An example might be labeling of all thiol groups, as done with the ICAT (isotope-
coded affinity tag) technology pioneered by Aebersold [16] and presented in chapter 13.

 

FIGURE 1.3

 

Chemical proteomic studies. Such studies employ probes to “profile” proteins.
This can be done using: (a) activity-based profiling, with probes that covalently label proteins
(left arrow); or (b) affinity-based profiling, with probes that noncovalently bind to proteins
(right panel). (Adapted from Sem, D.S., 

 

Expert Rev. Proteomics

 

, 1, 165–178, 2004.)
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Detection of probes can also take place by using fluorescence, as developed by
Bogyo and others [10,17]. Probes can also be affinity based (right side of figure 1.3),
where they bind noncovalently to families of proteins [7,12,18] with related binding
sites (so-called pharmaco families [14,19,20]). Many subproteomes are isolated and
characterized based on common binding sites, so such classification is extremely
important for the fields of proteomics and chemical proteomics. It is also important
in drug design, where binding site similarities can determine how specific a drug is
for its intended protein target relative to antitargets, which include drug-metabolizing
enzymes as well as proteins that produce undesired side effects. The science of
classifying protein binding sites based on ligand-binding preferences is a growing
field that has evolved independently of proteomics. It is discussed in detail in chapter 2
by Villar et al.

 

1.3.4 A

 

PPLICATIONS

 

Most proteomic studies now employ mass spectral detection, usually of proteins
extracted from 2D gels (chapter 4) or fluorescence studies of microarrays (chapter 10
and fig. 1.4). An alternative to matrix-assisted laser desorption/ionization (MALDI)
analysis of extracted proteins is to use in-line purification of proteins by capillary
electrophoresis (CE), followed by electrospray ionization-mass spectrometry (ESI-MS)
(chapter 4). Although these methods provide good resolution, to help address the
complexity problem in proteomics, they usually also require further simplification
of proteome samples. The systems-based approaches described earlier for simplify-
ing proteomes are therefore crucial in most proteome studies. In particular, it is

 

FIGURE 1.4

 

Various subproteomes quantified using fluorescence detection of microarrays.
Different ways of capturing subproteomes are shown using antibodies, antigens, ligands, and
other affinity–capture arrays. Discussed further in chapter 10. 
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routine to analyze subproteomes rather than entire proteomes. This book presents
studies of many different subproteomes, including:

• immunoproteomes (chapters 9, 10)
• glycoproteomes (chapters 6, 13)
• phosphoproteomes (chapter 13)
• transcriptional regulatory pathways (chapter 11)
• ATP-binding proteins/protein kinases (chapter 18)
• the metabonomes (chapter 16)

Many of these studies require some technique to first purify the desired subpro-
teome, usually based on an affinity purification step before MS analysis. As an
alternative, surface-enhanced laser desorption/ionization-mass spectrometry
(SELDI-MS; chapter 7) employs affinity purification on the chip itself, which is
coated with an appropriate ligand that captures the desired subproteome (fig. 1.5).
Related affinity-capture techniques are also possible using microarrays (fig. 1.4).

Finally, it should be noted that “systems” of proteins typically include pools
of proteins that define a subproteome, as is common in proteomics and in most
of the chapters of this book. But systems of proteins subjected to proteomic studies
might also include purified/single proteins studied in parallel. That is, for a pool
of 

 

N

 

 systems-related proteins, one can study: (1) one pool of 

 

N

 

-proteins in a
mixture; or (2) 

 

N

 

 individual proteins in parallel [7]. The latter approach is taken
in the field of 

 

structural proteomics

 

, using methods such as nuclear magnetic
resonance (NMR; chapter 17), x-ray crystallography (chapter 18), or even electron
paramagnetic resonance (EPR; chapter 19).

 

1.4 SUMMARY

 

The most significant challenge in proteomics is how to detect so many proteins that
cover such wide concentration or dynamic ranges. One solution is to simplify
proteomes into subproteome fractions and then to analyze these. Subproteomes are
defined as proteins related in a systems-based manner so that they can be physically
isolated for study. In this regard, some of the most practical subproteomes for spectral
studies are those associated with organelles (isolated by centrifugation) or those
defined by binding to certain classes of ligands (isolated by affinity chromatography).

 

FIGURE 1.5

 

Surfaces used on SELDI chips to select for various subproteomes. Discussed
further in chapter 7.

Biochemical Surfaces for Specific Protein Interaction Studies 

Proactivated surface Antibody–antigen Receptor–ligand DNA–protein
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The latter classification is central to the field of chemical proteomics and to most
of the studies presented in this book.

 

1.5 FUTURE PROSPECTS

 

The complete systems-based characterization of a proteome will ultimately provide
a description of how that system responds to a biological stimulus such as exposure
to an environmental insult like a pollutant or a drug. Such a complete characterization
of a proteome would also provide an explanation of the underlying biology that
differentiates a disease state from a healthy state. To achieve this goal, the map of
protein interactions in figure 1.1 should be expanded to include protein–ligand or
protein–DNA interactions and should indicate relative levels of the various proteins
as well as the subcellular localization of the proteins involved. This map should also
indicate how the system changes over time after exposure to a biological stimulus.
Ideker et al. [1] have made a significant step towards creating such a comprehensive
proteome map that includes changes in expression levels along with all protein–protein
and protein–DNA interactions associated with galactose use in yeast.

However, more is needed to describe a proteome fully. Such maps could be
extended to include PTMs, levels of mRNA, and levels of metabolites. Improved
spectral tools for analyzing proteomes will be needed to create such maps. Further-
more, the complexity of visualizing and analyzing all of this information has created
a need for improved bioinformatic tools, which are rapidly evolving along with
supporting databases. To help avoid data overload and to coordinate the growing
volume of proteomic data, the Human Proteome Organization (HUPO) has a Web
site to centralize this information: http://www.hupo.org/information/mission.htm.

The goal of monitoring changes in proteomes to identify biological states asso-
ciated with pathology is also important in a practical sense because it permits the
early diagnosis of disease. An exciting advance on the horizon in this regard is the
use of SELDI-MS to profile proteomes (chapter 7) by comparing normal and disease
states and then using these profiles to predict disease. Early successes in predicting
ovarian [21] and prostate [22] cancer have been reported. But before such a technique
can find wide clinical applications [6], certain issues need to be resolved, such as
reproducibility of the profile data (chapter 8) as well as ascertaining the acceptability
of diagnosing based on a profile that involves unknown proteins. It is anticipated
that future advances will address these concerns, along with improvements in the
SELDI separation technology to permit analysis of different subproteome fractions.
The latter would also be important in permitting more comprehensive and faster
chemical proteomic studies. Also, metabonomic data are increasingly used to diag-
nose diseases, with many successes reported in clinical settings (see chapter 16).

Finally, studies of protein–ligand interactions across a proteome are most relevant
if done in the context of a living cell or even a multicellular organism (

 

in vivo

 

). To
this end, recent developments in molecular imaging [23–25] will be an important
complement to 

 

in vitro

 

 proteomic studies. One exciting advance in this regard is the
use of NMR to provide structural information about protein–ligand interactions
inside living cells [26], as presented in chapter 15.
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2.1 INTRODUCTION

 

Each protein is unique. Each has a unique primary sequence, folds into a unique
tertiary structure, and carries out a unique set of functions. Despite each protein’s
uniqueness, there are commonalities that can be observed across even the most
diverse set of proteins. The conserved aspects of protein structure and function have
generated fundamental insights, some of which may have important implications
for drug discovery. We are particularly interested in the features that are conserved
in protein binding sites because they can have implications for the development of
novel techniques in drug design.

 

1

 

 The success of fragment-based

 

2

 

 inhibitor design,
popular in methods that use nuclear magnetic resonance (NMR), depends on the
cross-reactivity of scaffolds that can span the diversity of protein binding sites.

 

3

 

If no similarities were found across proteins, then it stands to reason that the libraries
would be much larger than if similarities were found. Conserved features are also
important for proteomics because they allow the classification of proteins and
consequently provide a framework for the organization of the proteome. In our
case, the classification we seek is at the interface with chemistry, where patterns
of ligand binding can be used to group or differentiate proteins, giving rise to the
subfield of chemoproteomics.
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The fact that conserved features exist in proteins can be deduced from a large
number of indirect observations. For example, all small molecular weight drugs have
side effects, most of which are mediated via interactions with proteins other than
the intended target. Also, those molecules are metabolized by proteins other than
the target and therefore proteins involved in transport or metabolism should also
share some similarities with the protein target. For quite some time,

 

4

 

 the literature
has reported that small molecules can commonly bind to multiple proteins. The
converse is true as well: A single protein can interact with a variety of chemicals,
even though they may have little resemblance to each other. 

The process of small-molecule recognition by a protein is complex and should
not be oversimplified.

 

5

 

 Most of our observations and insights gained through the
years have been due to the data coming from x-ray crystallography. However, these
data provide only a snapshot of the binding process and do not present the dynamic
aspects, which may play a significant role. Other spectroscopic techniques are
essential to provide complementary information to develop a more thorough under-
standing of the interaction process. 

This chapter will provide a broad but not comprehensive overview of some of
the current state of the art in protein binding site characterization, ligand recognition,
and classification of proteins based on binding sites. The results are presented in the
context of small-molecule drug design, with two major emphases. The first is with
respect to the role of similarities in protein binding sites in modular approaches for
drug discovery. The second is on how these similarities are incorporated into tech-
nologies and information mining strategies to take advantage of the ever increasing
amount of data on protein–ligand interactions and binding site characterization.

 

2.2 THE PROCESS OF LIGAND RECOGNITION

 

The first theoretical models of small-molecule protein interaction were based on the
lock and key concept. Despite its simplicity, Fischer’s theory accurately describes
the need to have complementarities between the protein and the ligand.

 

6

 

 Unlike locks
and keys, however, ligand and protein are dynamic entities. The number of cross-
interactions between proteins and ligands are problematic for the lock and key model
because small molecules and proteins are promiscuous; a key can fit multiple locks
and a lock can accept a variety of keys.

The induced-fit model proposed by Koshland appears more reasonable in this
respect

 

6

 

 because it views the process as an adaptation of the structures of the ligand
and the receptor to each other. Since the proteins are adapting to the ligand and vice
versa, it is possible to see how promiscuous compounds and proteins may arise. The
lock and key model can then be viewed as a snapshot of the induced fit that occurs
when the protein and ligand conformations are the same in the unbound states as in
the bound state. Proteins are not in a single static conformation, but rather in a
statistical ensemble in thermodynamic equilibrium. NMR and other spectroscopic
techniques

 

7–10

 

 corroborate this idea, first introduced by Straub.

 

11

 

 Because the proteins
are in equilibrium among a number of preexisting conformations, displacement of
the equilibrium can occur upon ligand binding, towards the protein conformer that
has the most favorable interactions with the ligands. 
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The conformational energy space for the protein defines the accessibility of
different protein conformers. If the native state of the protein is characterized by
multiple minima, with low energy barriers separating the different conformations,
the lock and key model would be far from a reasonable representation. A complete
flexibility on the part of the protein corresponds to an induced fit mechanism and,
in that case, the protein could adapt to the shape and requirements of the ligand.
When looking at the protein as an ensemble of different conformations in thermo-
dynamic equilibrium, the binding pocket is observed to be flexible because it can
exist in the different states that coexist in equilibrium, from which the ligands can
select the most favorable conformation. Therefore, in general, the structural confor-
mation of the binding site is dictated by the ligand, as it optimizes its interactions
with the ensemble of conformations that the protein can assume.

 

12

 

 
The different models of ligand recognition may, however, coexist in a single

process. For example, a stability study on 16 structurally diverse proteins was used
to study flexibility in the binding site.

 

13

 

 Binding sites appear to have regions of high
structural stability and regions with low structural stability. Highly stable regions
may in fact behave as a lock, while the more flexible regions may be able to undergo
induced fit. 

The ability of ligands to bind to proteins does not depend only on the types of
residues available at the contact interface or the ability of the protein or ligand to
accommodate each other via an accessible conformational change.

 

14

 

 Other crucial
elements are the solvation and desolvation processes of the interacting pair. The
environment in which the interactions take place often dictates the solvation effects.
Some binding pockets are enclosed in a deep, hydrophobic space within the protein,
while others are more open and have greater exposure to solvent.

 

15

 

 The energies
involved in desolvation of ligand and protein are critical determinants of binding and
therefore solvation can alter the ability of the ligands to interact with the target protein. 

 

2.3 AMINO-ACID PREFERENCE IN BINDING SITES

 

Protein binding sites are characterized as having certain amino acids with properties
that confer an ability to form binding interactions. The structural data available in
protein crystallographic databases have shown that hydrophobic residues are over-
utilized in the interior of proteins, and hydrophilic amino acids abound at the
surfaces. It has long been known that antibodies have complementarity-determining
regions with a distinct frequency of specific amino acids like Tyr and Trp.

 

16

 

 Despite
the limited types of amino acids present, the differential usage of these residues was
proposed to account for the specificity observed in antibodies. A similar finding has
been described for enzymes.

 

17,18

 

 Large bulky amino acids, such as Trp and Tyr, and
His and Arg, are overrepresented in binding sites compared to bulk protein. Even in
the case of protein–protein interactions, where a small number of surface residues
are responsible for most of the energy of interaction, the residues at the interface
have a composition very different from that of the rest of the protein. 

The preference for certain residues in antibodies, enzyme binding sites, or at
protein–protein interaction sites limits the number of possible binding motifs, which
in turn limits the specificity that can be achieved. At the same time, it suggests that
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certain features may repeat across different proteins, which could be useful for
classification of binding sites.

The fact that commonalities exist in binding sites is reinforced by the observation
that a bound ligand can stabilize proteins against thermal denaturation. When screening
for ligands using this property, up to 10% of the hits were found to have biologically
relevant activities and consequently reflect binding at the active site or a modulating
site.

 

19

 

 The high hit rate is clearly larger than what would be expected if the ligands
were binding at random throughout the protein surface. It suggests that binding sites,
as compared to other regions of the protein, have characteristics that make them
hospitable to ligands. All of these studies support the idea of amino-acid preferences
found in protein binding sites.

The prevalence of conserved residues has been used to predict the location of
binding sites without the use of structural information. Neural network algorithms
using protein sequence profiles were developed to successfully identify sites of
protein–protein

 

20

 

 and protein–DNA

 

21

 

 interactions. Furthermore, a study by La et al.

 

22

 

showed that binding pockets in proteins could be identified from sequence informa-
tion using phylogenetic motifs, which are sequence regions conserved in a protein
family phylogeny.

 

22

 

2.4 CONSERVED SEQUENCE AND STRUCTURAL MOTIFS 
AT BINDING SITES

 

Although sequence information is certainly useful, structural characterization of
binding sites affords even greater utility. Similar spatial arrangements of particular
residues in different proteins have been known for some time. The most familiar
example is probably that of serine proteases, which share the same catalytic triad
despite having diverse folding motifs and over 60 different phylogenetic families.

 

23

 

The triad of histidine, aspartate, and serine residues is arranged similarly in three-
dimensional space. A fatty acid cleaving protein, lipase, is a key enzyme in the
regulation of lipids and shares this same catalytic triad,

 

24

 

 while acetylcholinesterases
have a very similar triad, with a conservative substitution of glutamate for aspartate.

 

25

 

Nucleotide cofactor recognition by proteins also shows remarkable similarities
despite the considerable differences in primary sequence and chain folding. The
nucleotide recognition domain in glycosyltransferases

 

26

 

 is also found in multiple
species. Recognition of adenylate by structurally diverse proteins has been shown
to have a characteristic signature in overall energy calculations, despite variations
in the utilization of different residues.

 

27

 

 From the ligand point of view, most cofactors
show some significant degree of conformational similarity when bound. The con-
servation was demonstrated for glutathione

 

28

 

 and adenylate, which show substantial
similarity in the ligand conformation when bound to the protein. As it was pointed
out, the conservation of bound ligand conformation is a constraint that can be used
even if the binding motifs on the complementary protein active site are not obviously
homologous in other proteins. 

The classification of proteins based on binding site characteristics does not
necessarily agree with the classifications carried out by other means. Cappello et al.

 

29
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showed that characterization of the adenine binding sites in terms of the possible
hydrogen bond patterns can be used as a protein classification scheme. The resulting
classification does not correspond to other classifications based on sequence or
structure. Differing architectures of the binding site can provide for similar patterns
of binding. For adenine, hydrophobic residues involved in stacking interactions with
the aromatic portions of the ligand were found to be especially variable. Nevertheless,
proteins with a different fold or even belonging to a different protein class can have
adenine binding sites with similar properties in terms of the interface composition
and hydrogen bond interaction patterns. 

In the case of the ubiquitous cofactor, nicotinamide adenine dinucleotide (NAD),
we found that it was possible to make a connection between the sequences of proteins
that utilize NAD and the NAD binding conformation.

 

30

 

 Our laboratory employed
sequence clustering algorithms to characterize all NAD utilizing enzymes. The
Swiss–Prot Database was chosen as the source for most of the sequence information
related to NAD(P)-dependent oxidoreductases due to the high level of annotation.
There were 4,613 enzyme sequences that utilize NAD(P) to perform their enzymatic
functions. These sequences were subjected to an all-against-all sequence comparison
using the basic local alignment search tool (BLAST), and the sequence identities
were used to populate a similarity matrix. Divisive hierarchical cluster analysis
grouped the sequences into 94 distinct sequence families. These sequence families
correlated strongly with protein fold classifications whenever structural information
was available for multiple members of a sequence family.

Among the 94 sequence families, 53 were structurally characterized at the time.
Each of the structurally characterized proteins in a sequence family correlated to a
single protein fold and, remarkably, to a common bound conformation for NAD(P).
Analysis of the crystal structures of oxidoreductases with bound NAD(P) cofactor
revealed 16 different conformations and, in every case, a sequence family for which
structural information was available corresponded to one and only one cofactor
bioactive conformation.

The results of this study are interesting because the protein classifications were
carried out without incorporating protein structure information—that is, from
sequence information alone.

 

30

 

 The correlation of sequence to NAD(P) bound confor-
mation would suggest that protein sequences of certain gene families, when combined
with the appropriate classification techniques, can be used to predict ligand binding
conformation. Somehow, for the large oxidoreductase gene family, the sequences
contain information about the ligand-preferred orientation and consequently the
relative organization of the binding site. The method was used extensively

 

31

 

 to mine
the complete genomes of 25 organisms representing bacteria, protists, fungi, plants,
and animals, and 811 viruses, to identify and classify NAD(P)-dependent enzymes.

In general, the distribution of these enzymes by oxidoreductase family was
correlated to the number of different catalytic mechanisms in each family and
suggests another important aspect of the studies. A better understanding of the ligands
that proteins bind can provide us with insight into the potential mechanisms and
functions of the enzymes. The sequence-based clustering methods group proteins
according to the recognition motifs they use, even when they may have different
overall fold. This is critical for modern techniques of drug discovery that rely on
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conserved binding site features to create chemical libraries for entire families of
protein targets.

 

32

 

 

 

2.5 THREE-DIMENSIONAL DESCRIPTORS FOR 
BINDING SITE CHARACTERIZATION

 

The use of three-dimensional pharmacophore descriptors derived from protein bind-
ing sites has recently been proposed to classify proteins.

 

33

 

 The method relies on
descriptors formed from molecular fragments that have been docked, minimized,
filtered, and clustered in protein active sites. It builds upon a drug discovery tech-
nique—multiple copy simultaneous search (MCSS)—used for the buildup of ligands
in binding sites.

 

34

 

 The MCSS method is utilized to search for optimal positions and
orientations of a set of functional groups. These fragments provide coordinates from
their position, which in turn provide a summary of the shape, electrostatics, locations,
and angles of entry into pockets of recognition sites. The descriptors can be used to
correlate the active site pharmacophores with activity or function, although with a
mixed degree of success.

A particular concern for such a technique is how protein flexibility or minor
changes in structure might influence the results. The descriptors are robust with
respect to small changes in protein structure, as shown by a number of compounds
that were cocrystallized in a protein. While the classification technique works well
with tight protein families that have small root mean square deviations among family
members, protein families having larger variations in active site structure are not
classified optimally. For example, nuclear receptors give a tightly correlated group
despite the variety of ligands considered, whereas in metalloproteases, their overall
shape is a less useful feature in classifying members of that family.

 

33

 

 Nevertheless,
the method is of particular interest for drug discovery because it demonstrates a
correlation between binding site descriptors and biological classes, based on the
characteristics of small molecules. 

A related method was presented in the literature

 

35

 

 in which an interaction finger-
print was defined such that a one-dimensional binary string was used to represent
three-dimensional structural binding information from a protein–ligand complex.
Each fingerprint represents the “structural interaction profile” of the complex that can
be used to organize, analyze, and visualize information encoded in ligand–receptor
complexes.

 

35

 

 The method was used to analyze approximately 90 known x-ray crystal
structures of protein kinase-inhibitor complexes obtained from the Protein Data
Bank. The fingerprints allowed organization of the structures in terms of the simi-
larities and diversity among their small-molecule binding interactions. 

Knowledge from the exponentially growing body of structurally characterized
protein–ligand complexes will increasingly be exploited in structure-based drug
design.

 

32

 

 These types of classifications based on the characteristics of protein–ligand
interactions can be facilitated by receptor ligand databases. Relibase

 

36

 

 was developed
as a database system particularly designed to handle protein–ligand-related problems
and tasks. Features of Relibase include the detailed analysis of superimposed ligand
binding sites, ligand similarity and substructure searches, and three-dimensional
searches for protein–ligand and protein–protein interaction patterns. 
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2.6 EXPERIMENTAL EVIDENCE OF BINDING SIMILARITIES

 

An alternative approach to the characterization of the properties of binding sites is
to supplement computational parameters with experimental information. A large data
collection comprising affinity estimates of small molecules for different proteins was
generated. All measurable interaction strengths were recorded, including modest
affinities that would be disregarded in most pharmacological screens. These affinity
values can then be used as descriptors for the proteins and their ligands.

 

37–39

 

 As the
database grew, patterns started to emerge in the data that suggested the existence of
statistical relationships among affinity values, even when the proteins were unrelated
by structure or function. In many cases, the relationships adopt a linear form, where
the affinity of a compound for a given protein could be expressed as a weighted sum
of its affinity for other unrelated proteins.

This is a very important observation that suggests the presence of redundancies
in the data that are accumulated in screening. In assembling a database of information
intended for wide use in drug discovery, the redundancies should be minimized. Based
on this idea, data for over 500 proteins was reduced to a significantly smaller set of
less than 20 proteins that retained essentially all the information.

 

38

 

 The set containing
the most information was chosen based on orthogonalization procedures.

 

39

 

 As a result,
this subset of proteins, as a reference set, adequately represents all the data in the set
studied to date. Because the original database included diverse proteins with few
structural or functional similarities,

 

40

 

 it is also possible that the smaller reference
panel can represent as-of-yet untested or uncharacterized proteins. It is an interesting
phenomenon that a small reference panel could potentially represent most of the
protein capabilities of the proteins that can be found in a proteome. 

Another study profiled a family of proteins using 20 kinase inhibitors, including
16 that are approved drugs or in clinical development, by analysis against a panel
of 119 protein kinases.

 

41

 

 Specificity was found to vary widely and is not strongly
correlated with chemical structure or the identity of the intended target. The results
represent a systematic, small molecule–protein interaction map for clinical compounds
across a large number of related proteins.

 

 

 

There is a clear interest in exploiting the information contained in chemical
databases of protein–ligand interactions and in the development of new tools centered
on the use of such information. For the most part, the basic concept is simple in that
compounds that share similarities in their binding to a set of proteins are expected to
elicit similar pharmacological responses. The BioPrint database was constructed by
systematic profiling of nearly all drugs available on the market, as well as numerous
reference compounds.

 

42,43

 

 The database is composed of several large datasets: com-
pound structures and molecular descriptors; 

 

in vitro

 

 absorption, distribution, metabo-
lism, and excretion (ADME) and pharmacology profiles; and complementary clinical
data including therapeutic use information, pharmacokinetics profiles, and adverse
drug reaction (ADR) profiles. The platform represents a systematic effort to enhance
the use and reliability of 

 

in silico

 

 methods to predict potential clinical liabilities.

 

44

 

The experimental activity profiles define an “activity space” in which drugs and
reference compounds are positioned in coordinates that describe inhibitory propen-
sities, thereby unambiguously characterizing a molecule in terms of its receptor
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binding properties. Even if their implementation is novel, conceptually similar
approaches have been described in the literature. These approaches implicitly
acknowledge the existence of similarities in binding sites and the transferability of
information that can be obtained even among unrelated targets.

 

37–43

 

The binding process can be simulated by computational means using docking
procedures.

 

45

 

 The redundancy in the data is also observed in docking scores. Even
in that case, the scores for the interaction between a series of proteins and a ligand
can be used to represent the interaction scores of an unrelated protein for the same
set of compounds. As with the experimental results, transferability of binding infor-
mation is found even when there is no obvious primary or tertiary homology among
the structures. Some general characteristics of the binding site such as its shape and
size may limit the types of ligands that can be favorably accommodated. As such,
the correlations observed could be a reflection of the types of compounds a site is
unable to recognize as much as what types of compounds it actually prefers to bind. 

 

2.7 EXPLOITING THE SIMILARITIES IN PROTEIN BINDING SITES: 
MODULAR APPROACHES TO DRUG DESIGN

 

The major focus of applied work on protein–ligand interactions is for purposes of
drug design. The existence of similarities in binding sites has multiple implications
for those endeavors. The first is that a drug is not a key that can open only one lock.
Rather, all drugs show varying degrees of interaction with a number of proteins.
Successful drugs, therefore, are not ones that interact exclusively with a target of
interest. Rather, they are compounds that display the highest affinity for protein
targets attributed to the desired pharmacological outcome and lowest affinity to those
detrimental to the desired effects. A second important lesson is that the effort to
evaluate compounds against the target and the proteins related to it, based on
sequence or structural family, may be misplaced. The results show that it is just as
possible for the compounds to interact with completely unrelated proteins. As a
practical matter, both conclusions reinforce the importance of accruing uniform
datasets on compounds that bind to proteins. The resulting database can have sig-
nificant utility when properly mined.

The increasing evidence for similarities in binding sites suggests that an effective
way to create new ligands for proteins would be to anchor a promiscuous compound
in the binding site and use flanking regions to gain specificity.

 

2

 

 This provides the basis
for modular approaches to drug design, such as the well known structure activity
relationship by nuclear magnetic resonance (SAR by NMR) technique

 

46

 

 or the SHAPES
procedures

 

47

 

 based on a parallel application of other spectroscopic techniques.

 

2,10,48

 

The concept has been exploited in a systems-based approach for gene families
that share a common cofactor.

 

49

 

 The basic premise is to identify a mimic for the
cofactor that has drug-like properties and can be used as the central scaffold for a
parallel synthesis effort. The resulting libraries contain chemicals able to bind several
different members of that gene family. Many challenges have to be overcome. First,
as discussed earlier, the cofactor or other common ligands do not share the same
conformation for all members of the gene family. Indeed, several different confor-
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mations are observed for the same cofactor in crystallographic studies. Once a protein
family is subdivided into classes that bind the cofactor in a similar way and a mimic
for the cofactor has been identified, the next challenge is to decide how to extend
the scaffold into a pocket in the protein that would confer selectivity. Spectroscopic
techniques such as NMR

 

10,48

 

 are ideally suited for this purpose. The result is a ligand
that spans more than one pocket in the binding site, with thermodynamic advantages
for binding. An example using oxidoreductases illustrates the approach very clearly.
The existence of similarities in binding sites supports this and other modular
approaches to drug discovery. 

 

2.8 FUTURE PROSPECTS

 

As new techniques are developed for the characterization of interactions among
proteins and between proteins and small molecules, a better understanding of the
individual processes is achieved. However, we need to develop more sophisticated
tools to fully extract the information that these novel techniques provide, as well as
to identify relationships across datasets and disciplines. The large datasets that are
being compiled in genomics, structural biology, 

 

in-vitro

 

 testing, 

 

in-vivo

 

 testing,
metabolism and toxicology, and clinical trials would be wasted without effective
tools for mining them.

 

32

 

 One of the most common queries is about similarities and
differences. In the realm of molecular pharmacology, the questions of which mole-
cules are similar and which are not can be reduced to the types of interactions that
they make with the biological system. Those interactions occur with proteins, and
the fact that the same chemicals are able to interact with a variety of proteins indicates
some degree of similarity among the proteins, even though the resemblance may not
be obvious.

A critical need in molecular pharmacology is the development of a better under-
standing of protein binding similarities and the dynamic process that occurs during
the recognition process.

 

50

 

 The arrangement of proteins and compounds into classes
is a central problem in drug discovery, and the vast amount of data being accumulated
requires new ways to classify proteins and ligands. The importance is not merely
theoretical, but has great practical implications. Problems of selectivity are squarely
in this realm. Adverse events, environmental challenges, drug–drug interactions, and
toxicological risk assessment are all related to this central problem: Small molecules
interact with multiple proteins in ways that are not necessarily anticipated. If we are
to increase the efficiency of the drug discovery process, we need to understand how
those interactions come about and apply our expanding knowledge base in drug
design to reinforce desirable characteristics and avoid unwanted ones. 

The interface between chemistry and the proteome, commonly referred to as
chemoproteomics or chemical proteomics, will continue to provide a unique per-
spective of biological systems. We showed some initial tentative steps into that area,
where the classification of small molecules can be done based on a proteome or the
proteome classified according to its chemical preferences. Chemoproteomics is likely
to continue to advance and its development will provide critical new tools to probe
biological function and advance our knowledge of systems biology. 
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3.1 INTRODUCTION

 

Proteins can be studied with a wide range of spectral techniques, of which only a
small subset are widely use in proteomics. Protein spectral techniques, for the
purposes of this book, are categorized as:

• Mass spectrometry (MS) techniques
• Spectroscopic techniques

Mass spectrometry involves the measurement of protein mass-to-charge (m/z)
ratios, from which molecular weights of intact proteins and their fragments can be
calculated. Spectroscopic techniques all involve monitoring the interaction of electro-
magnetic radiation with matter (table 3.1). Since there are far too many mass
spectrometry and spectroscopic techniques to discuss in a chapter as short as this,
even in a cursory manner, emphasis will be placed on those currently being applied
in proteomics. For more detailed discussion of these methods, the reader is referred
to some of the many excellent books and articles that served as primary sources for
this chapter [1–9].

 

3.2 MASS SPECTROMETRY [3]

3.2.1 B

 

ACKGROUND

 

 

 

AND

 

 H

 

ISTORY

 

Mass spectrometry was applied to small molecules long before it was used to study
proteins. The first mass spectrometer can be dated to 1912 (J. J. Thompson), with the
first atomic weight measurement made in 1919. The 1950s saw the development of
quadrupole analyzers and the first gas chromatography (GC)-MS. The 1960s saw the
development of tandem MS and electrospray ionization (ESI), with subsequent devel-
opment of liquid chromatography (LC)-MS in 1973 (McLafferty). But MS did not
find broad use for protein studies until the 1980s—first with the development of FAB
(fast atom bombardment) MS in 1981 and then application of ESI to macromolecules
in 1984; these were followed by development of ion cyclotron resonance MS. These
developments opened the door to the application of MS in proteomics in the 1990s,
when protein sequencing with matrix-assisted laser desorption/ionization tandem
mass spectrometry (MALDI MS/MS) was introduced.

Today, MS has evolved to be the most prominent spectral technique used in
proteomic studies. Many technological developments have been and continue to be
made, at an exciting pace. This chapter and this book attempt only to provide a
snapshot in time of some of the more widely used MS techniques and make no
attempt to provide a comprehensive overview of the field. A general description is
provided for the more commonly used mass spectrometers in terms of ionization
method and mass analyzers, since these are the components of greatest variability
and importance in the purchase of an instrument. 

 

3.2.2 I

 

ONIZATION

 

 M

 

ETHOD

 

Proteins must be introduced into the mass spectrometer and ionized so that they can
travel through the mass analyzer and to the detector (fig. 3.1). In the early days of
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mass spectrometry, EI (electron ionization) was the method of choice for ionization,
but this would fragment the molecule. Such fragmentation provides useful structural
information for small molecules, but makes spectra of proteins overly complex and
uninterpretable. For this reason, softer ionization methods were developed. FAB was
developed first, but had a limited molecular weight range (<7000 g/mol). Later,
MALDI and ESI were developed for protein applications, and these are currently
the most widely used ionization techniques.

 

3.2.2.1 MALDI

 

MALDI is described in detail in chapter 5, and elsewhere in this book. In MALDI,
the protein sample is mixed with a solid “matrix” material, then introduced into the

 

TABLE 3.1
Spectroscopic Techniques Used to Study Proteins

 

Technique Measured (most common)

Electronic transitions

 

Fluorescence,

 

a

 

 including FP

 

a

 

 (fluorescence polarization) and 
FRET

 

a

 

 (fluorescence resonance energy transfer)
Binding; structure; dynamics

UV-visible (UV-vis) absorbance spectroscopy Electronic structure; binding 
CD (circular dichroism) and
MCD (magnetic circular dichroism)

Secondary structure; bonding

 

Vibrational transitions

 

IR

 

a

 

 (infrared) Structure; bonding
Raman,

 

a

 

 resonance Raman,

 

a

 

 and polarized Raman Structure; bonding
VCD (vibrational CD) Structure; bonding

 

Electron and/or nuclear spin transitions

 

NMR

 

a

 

 (nuclear magnetic resonance) Structure and dynamics
CIDNP (chemically induced dynamic nuclear polarization) Structure
EPR

 

b

 

 (electron paramagnetic resonance) Structure (paramagnetic)
ENDOR (electron nuclear double resonance) Structure (paramagnetic) and bonding
ESEEM (electron spin-echo envelope modulation) Structure (paramagnetic) and bonding

 

Other

 

SPR

 

a

 

 (surface plasmon resonance) Binding
X-ray crystallography

 

a

 

Structure
SLS/DLS (static light scattering/dynamic light scattering) Size (mol. wt.; aggregation) 
SAXS (small- [or low]-angle x-ray scattering) Size (mol. wt.; aggregation) 
Mössbauer and magnetic Mössbauer Bonding (metal)
XAFS/EXAFS (x-ray absorption fine structure/extended x-ray 
absorption fine structure)

Bonding (metal)

XANES (x-ray absorption near-edge structure) Bonding (metal)
XAS (x-ray absorption spectroscopy) Bonding (metal)

 

a

 

Techniques discussed in this chapter and elsewhere in this book.

 

b

 

Also referred to as ESR (electron spin resonance).
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spectrometer on a probe. This matrix/sample mixture is then irradiated with a laser,
which leads to two effects:

• Matrix ionizes and subsequently ionizes protein.
• Protein and matrix are desorbed from the solid matrix into the vapor phase.

From here, the ionized protein travels to the mass analyzer, which is commonly
a TOF (time-of-flight) analyzer. MALDI is able to detect proteins in excess of
250,000 Da, can tolerate protein mixtures, and is tolerant of salts that can be present
even in the millimolar range. Its main disadvantages are that resolution and accuracy
are not as good as with ESI and that it requires a sample preparation in a solid matrix.

 

3.2.2.2 ESI

 

ESI and MALDI are briefly compared in chapter 13. In ESI, the sample is dissolved
in aqueous solution and is introduced as a fine spray under very high voltage. The
small droplets in the spray are drawn into the spectrometer inlet by electrostatic
attraction and pass through a stream of dry gas and/or heat, which causes the droplets
to decrease in size via evaporation. As the droplets get smaller, a point is reached
at which charge–charge repulsions become significant and charged proteins are
expelled through what is known as a “Taylor cone.” Unlike with MALDI, ionization
occurs at atmospheric pressure. The charged proteins then travel to the mass analyzer.
The ionization conditions in ESI are such that multiply charged (protonated) proteins
are obtained, so many m/z signals are detected for a single unfragmented protein.
Various software tools are available to deconvolute and simplify these spectra. Since
highly charged species will have lower m/z values, detectors with a lower mass range
can be used. 

 

FIGURE 3.1

 

(A) Major components of a mass spectrometer. (Adapted from chapter 5.)
(B) Typical mass spectrometer systems.
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Like MALDI, ESI is quite sensitive, even into the subpicomolar range. But ESI
provides much better mass resolution than MALDI, although it has a more limited
mass range (<75 kDa). An advantage of ESI is that the sample is introduced as a
liquid; therefore, it can be coupled to the in-line purification (high-performance
liquid chromatography [HPLC]; capillary electrophoresis [CE]) of complex protein
mixtures (see chapter 4) where proteins, as they elute from a column, are injected
directly into the mass spectrometer. These LC-MS applications are widely used in
proteomics, where complex protein mixtures are the norm. Finally, since ESI is the
softest ionization method, it even permits the detection of protein–ligand complexes.

 

3.2.3 M

 

ASS

 

 A

 

NALYZERS

 

Mass analyzers (fig. 3.1) separate the charged protein ions based on m/z ratios. There
have been many mass analyzers developed in the last 15 years, since the early days
of MS when separation was based only on radial movement in a magnetic field.
Most common now are TOF mass analyzers coupled to MALDI and quadrupole
mass analyzers coupled to ESI instruments.

 

3.2.3.1 TOF

 

TOF-based separation of charged proteins is conceptually quite simple. Ions are accel-
erated into a tube of fixed length, all starting with the same energy. Since initial energy
is given by 

 

1

 

/

 

2

 

 

 

mv

 

2

 

 and energy is constant, it follows that ions of lower mass (

 

m

 

) will
travel faster (

 

v

 

) and reach the detector first. Thus, mass is related to the time it takes
to travel through this fixed-length, field-free tube. Although resolution is somewhat
lower with TOF compared to other methods, its strength is that it has the highest mass
detection range. Resolution can be increased somewhat by adding a reflectron.

 

3.2.3.2 Quadrupole

 

Quadrupole analyzers act as ion filters by trapping ions of specific m/z ratios in a
quadrupole comprising four rods. Two of these rods have a direct current (DC)
voltage with superimposed RF (radio frequency) voltage, and the other two have a
DC voltage of opposite sign and RF voltage that is phase shifted 180°. Different
m/z ratios are selected at specific RF values, so a mass spectrum is created by
scanning through RF values. Quadrupole analyzers are used often with ESI because
they are tolerant of the relatively higher pressures (poorer vacuums) associated with
the ESI process. Also, their relatively low m/z detection range is not a problem with
ESI, which produces multiply charged species and therefore low m/z ratios even for
large proteins. 

 

3.2.3.3 Ion Trap

 

Ion traps capture ions of specific m/z values in a process similar to that described
in the previous section. They are used commonly in tandem MS (MS/MS) to
capture ions for controlled fragmentation and subsequent mass analysis, described
in section 3.2.4.
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3.2.3.4 FT-ICR

 

The highest resolution and most expensive mass analyzer uses FT-ICR (Fourier
transform-ion cyclotron resonance). While MALDI coupled to TOF and ESI coupled to
a quadrupole mass analyzer have an accuracy of 0.1–0.01%, the accuracy with FT-ICR
is as good as 0.001%. In FT-ICR, an ionized protein circles in a magnetic field at a
given frequency and is excited with a corresponding radio frequency signal. This
produces a time-dependent oscillation signal that can be Fourier transformed to a
frequency domain spectrum, where frequencies can be converted to m/z values.
Besides m/z resolution, FT-ICR resonance is able to perform tandem MS. But because
of its high cost, tandem MS is usually performed using other methods, described next. 

 

3.2.4 T

 

ANDEM

 

 MS

 

Currently used ionization methods (ESI or MALDI) are “soft” in that they do not
produce any significant fragmentation of proteins. While this is desirable in that it
greatly simplifies mass spectra, it should be noted that fragmentation patterns can be
a rich source of structural information. To this end, tandem MS (aka MS/MS or MS

 

n

 

)
was developed to achieve the benefits of softer ionization, which yields simplified
spectra, and controlled fragmentation, which yields structural information. Most com-
monly, tandem MS is used to sequence proteins extracted from 2D electrophoresis
gels after proteolysis into peptides of manageable size. These peptides are then sub-
jected to fragmentations by MS

 

n

 

, which yields distinctive mass spectral patterns that
can be used to search databases of spectra to obtain peptide sequences (see chapter 5). 

In terms of instrumentation, the most commonly used method for peptide ion-
ization in tandem MS is a soft method (usually MALDI) to generate a spectrum for
unfragmented peptide. What distinguishes tandem MS is the next step, whereby a
single protein or peptide ion is selected (e.g., in an ion trap) and then fragmented
with CID (collision-induced dissociation) and an MS/MS (MS

 

2

 

) spectrum is obtained
that provides sequence data. The process can be repeated by selecting any one of
these daughter ions in an ion trap and subjecting it to further fragmentation in a
second CID process. This would generate granddaughter ions, which defines the
MS

 

3

 

 spectrum. Depending on hardware, the CID process can be repeated multiple
times at increasingly high energy to generate MS

 

n

 

 spectra, where (

 

n

 

 – 1) is the
number of CID steps.

 

3.3 SPECTROSCOPIC TECHNIQUES

3.3.1 B

 

ACKGROUND

 

 

 

AND

 

 S

 

URVEY

 

Spectroscopy has been defined [1] as “the study of the interaction of electromagnetic
radiation with matter, excluding chemical effects” (i.e., photochemistry). The origin
of the field has its roots in the detection of black body radiation by Planck in 1900,
which was later recognized by Einstein (in 1905) and others as due to the release
of photons (

 

E

 

 = 

 

h

 

ν

 

) by matter. This led ultimately to the first atomic and then
molecular spectra and an understanding of how matter absorbs and releases energy
in quantized packets of energy.
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The interaction of light or other electromagnetic radiation (fig. 3.2) with matter
produces three detectable effects:

• Scattering of photons
• Absorption of photons
• Emission of photons

The various spectroscopic techniques used to characterize proteins involve mon-
itoring one or more of these effects, using electromagnetic radiation with wave-
lengths (and corresponding energies given by 

 

E

 

 = 

 

h

 

ν

 

 and 

 

ν

 

 = 

 

c

 

/

 

λ

 

) that range in
wavelength from 

 

λ

 

 = 1 m (radio frequency) to 

 

λ

 

 = 10

 

–11

 

 m. The various spectroscopic
techniques are associated with specific wavelength and energy ranges, as outlined
in figure 3.2. All techniques involve the irradiation of a protein sample, followed by
detection of photon (or electron) scattering, absorption, or emission. A range of
spectroscopic techniques are used to study proteins, and it would be impossible to
cover them in any detail in one chapter. Rather, emphasis is placed on methods that
are currently finding (or show promise for) wide application in proteomics. A number
of other techniques, not discussed here, are of significant value in characterizing
individual proteins and some of these are listed in table 3.1.

 

3.3.2 UV-V

 

ISIBLE

 

 [1,2]

 

UV-visible (UV-vis) spectroscopy measures transitions between electronic states
corresponding to molecular orbitals that are occupied by electrons. These transitions

 

FIGURE 3.2

 

Electromagnetic spectrum with corresponding energies, wavelengths, and fre-
quencies. Spectroscopic techniques used to study proteins are indicated below the spectrum,
along with the energy transitions that can be measured at the specified frequencies.

Wavelength, frequency and energy for photons (and electrons and neutrons): 
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crystallography 

Mössbauer, XAS/EXAFS 

NMR/EPR Rotational 

spectroscopy 

IR/

Raman∗
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occur upon absorption of photons with wavelengths in the ultraviolet (200–400 nm),
visible (400–750 nm), or near-infrared (NIR) (>750 nm) ranges. In protein bio-
chemistry, spectral absorbance is measured to determine a protein concentration or
to monitor an enzymatic rate where a chromophore such as NAD(P)H is produced
or consumed. Absorbance spectra of proteins can also be used to identify bound
cofactors or prosthetic groups with characteristic spectral bands, such as flavins,
hemes, pyridoxal phosphate, etc. 

Absorbance occurs at a wavelength characteristic of a given chromophore,
according to the Beer–Lambert law: 

 

A

 

 = 

 

ε

 

 

 

c

 

 

 

l

 

(3.1)

where 

 

ε

 

 is the extinction coefficient, 

 

c

 

 is concentration of the chromophore, and 

 

l

 

is path length of the sample cuvette.
Absorbance involves transition of electrons between molecular orbitals, typically

 

π

 

 bonding, 

 

π

 

* antibonding, and 

 

n

 

 nonbonding (lone pair) orbitals. The peptide bond
of proteins has forbidden 

 

n

 

 to 

 

π

 

* transitions at 210–220 nm. A more useful UV
region for proteins is at higher wavelengths, where tryptophan (

 

λ

 

max

 

 = 280 nm),
tyrosine (

 

λ

 

max

 

 = 274nm), phenylalanine (

 

λ

 

max

 

 = 257 nm), and cystine (

 

λ

 

max

 

 = 250 nm)
absorb. Tryptophan is the strongest of these chromophores and is therefore frequently
used to determine protein concentration.

In terms of relevance for proteomics, UV-vis absorbance spectroscopy is fre-
quently used to monitor protein elution from a column (HPLC; CE) and to quantify
protein concentration. Since protein absorptions are not in the visible range, they
are of little help for visualizing protein bands in gels. Therefore, a number of protein
stains have been developed over the years (fig. 3.3); one of the most widely used is
Coomassie brilliant blue (CBB). The Coomassie stains bind to proteins through a
combination of hydrophobic and electrostatic interactions—the latter between basic
amino acids and the dye’s sulfonate groups [10]. Staining intensity is proportional
to concentration of a given protein, which has therefore led to the use of CBB in
the Bradford assay for determining protein concentration [11]. A disadvantage of
dyes like CBB is that they preferentially stain more basic proteins. To overcome this
bias in staining, counter-ion stains were developed that include cationic and anionic
dyes [12–14]. Silver staining provides a more sensitive alternative to CBB, but suffers
the serious drawbacks of: (1) having a very limited linear range [15]; and (2) being
incompatible with mass spectrometry, unless the silver can be removed. 

 

3.3.3 F

 

LUORESCENCE

 

 [4]

 

The previous section dealt with absorption of light photons, leading to the excitation
of electrons to higher energy states. While an excited state electron can relax back
to its ground state simply by releasing heat (radiationless decay), it can also release
photons of lower energy (longer wavelength) in a process termed fluorescence. Initial
excitation is rapid (~10

 

–15

 

 sec); then there is a lag period termed the fluorescence
lifetime (~10

 

–9

 

 sec) before fluorescence occurs. Experimental fluorescence measure-
ments are characterized by an intensity as well as a 

 

λ

 

max

 

, the wavelength where
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maximum emission occurs. A fluorescence emission is also characterized by a
lifetime (

 

τ

 

) and a quantum yield (

 

Φ

 

F

 

). 

 

Φ

 

F

 

 is the fraction of molecules that relax by
fluorescence and is given by 

 

Φ

 

F

 

 = 

 

τ/τ

 

F

 

, where 

 

τ

 

F

 

 is the hypothetical lifetime if
fluorescence were the only relaxation mechanism (i.e., no radiationless decay). An
approximate value of 

 

τ

 

F

 

 in seconds is given by 10

 

–4

 

/

 

ε

 

max

 

, where 

 

ε

 

max

 

 is the extinction
coefficient at the 

 

λ

 

max

 

 for absorbance. 
As with UV-vis absorbance spectroscopy, the most useful amino acid is tryp-

tophan, which fluoresces at 

 

λ

 

max

 

 = 348 nm. Somewhat less fluorescent amino acids
are tyrosine (

 

λ

 

max

 

 = 303 nm) and phenylalanine (

 

λ

 

max

 

 = 282 nm). While these
fluorescent residues are excellent probes for ligand binding and conformational

 

FIGURE 3.3

 

Chemical structures of commonly used visible, fluorescent, and luminescent protein
stains. (A) Coomassie brilliant blue (CBB) and the newer deep purple and Nile red stains. (B) SYPRO
stains. Some SYPRO fluorescent stains are based on merocyanine dyes (left two structures), such as
SYPRO red and orange. (Steinberg, T.H. et al., 

 

Anal. Biochem.

 

, 239, 223–237; 238–245, 1996.)
Subscripts (

 

n

 

, 

 

m

 

) are (6, 13) for compound #304 or (5, 11) for compound #303, both of which are
orange-colored stains. (Haugland, R.P. et al. U.S. Patent #5,616,502, April, 1997.) Some SYPRO
stains, such as SYPRO ruby (Berggren, K. et al., 

 

Electrophoresis

 

, 21, 2509–2521, 2000;
Steinberg, T.H. et al., 

 

Electrophoresis

 

, 21, 486–496, 2000; Berggren, K. et al., Anal. Biochem., 276,
129–143, 1999.), are luminescent and contain ruthenium (or other transition metal) chelates. A sample
structure is shown in the right panel, but many variations are possible—especially with regard to
sulfonate substitutions. The structure shown is for “compound 1” from Bhalgat, M.K. et al. PCT
Patent #WO 00/25139, May, 2000.
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changes, due to altered quenching effects, they are of little use for detecting proteins
in 2D gels. Therefore, a number of fluorescent protein stains (fig. 3.3) have been
developed, such as SYPRO Ruby, a ruthenium-based luminescent stain that interacts
with basic groups of proteins through its sulfonate groups. Other fluorescent stains
include Deep Purple, Nile Red, SYPRO Red, SYPRO Orange, and the lanthanide
chelates [16,17].

One recent gel-imaging application employed CBB, with the gel scanned using
a 680-nm laser for excitation, yielding a significant increase in sensitivity over visible
CBB staining. Other exciting advances in fluorescence imaging are coming from the
nanotechnology field, with the introduction of quantum dots (QDs) as highly fluores-
cent protein tags. QDs have tunable emission wavelengths based on particle size,
yet excitation can be done with a single light source, thereby permitting multiplexed
screening of protein–ligand interactions for high-throughput screening (HTS) [18,19]
and even in vivo imaging [20]. 

In a chemical proteomic application of fluorescence (chapter 1 and Jeffery and
Bogyo [21]), Bogyo and others reacted pools of proteins with a fluorescent electrophile,
such as fluorescein tethered to an epoxide, which reacts with protein thiols. Such
studies are done in the presence or absence of inhibitors, and the protein mixtures are
separated on gels and then fluorescence-imaged. All proteins that bind the inhibitor
are protected from fluorescence labeling, thereby identifying the proteins in a proteome
that bind the inhibitor. 

Fluorescence-based detection of proteins and protein–ligand interactions in pro-
teomics extends beyond 2D gels. For example, Vehary and Garabet (chapter 10)
present the use of array-based NIR fluorescence screening of antibody–antigen
interactions. Such highly parallel approaches to screening protein–ligand interactions
are reminiscent of the HTS approaches used to screen protein–ligand interactions.
Prominent among the fluorescent techniques used in HTS are FP (fluorescence
polarization) and FRET (fluorescence resonance energy transfer). Since HTS studies
of systems-related proteins are relevant for chemical proteomic work, these methods
will be discussed briefly here.

FP. When a fluorescent molecule is excited with plane polarized light, light can
be emitted via fluorescence in the same plane as the incident light (emission intensity
= I⎢⎢), as long as there is no rotation of the molecule in the timeframe between
excitation and emission (the fluorescence lifetime). But, this is of course not realistic,
since molecules tumble in solution. The smaller a molecule is the faster it tumbles,
leading to increasing fluorescence emission in the plane perpendicular to the incident
light (intensity = I⊥). The light is said to be highly polarized if I⎢⎢ > I⊥ (little tumbling).
The light becomes increasingly depolarized as I⊥ increases, reaching a maximum
depolarization at I⊥ = I ⎢⎢. The fluorescence polarization is given by:

(3.2)

If a trace amount of a small, fast tumbling ligand (usually fluorescently tagged)
is titrated with a protein that binds to it, P will increase. From this titration curve,

P
I I

I I
=

−
+

⊥

⊥
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a Kd (dissociation constant) can be calculated for the fluorescent ligand. Likewise,
a fluorescent ligand can be displaced by an unlabeled ligand and its Kd can be
calculated as well. Such FP displacement assays are commonly used in HTS.

FRET. If a molecule contains a fluorescent donor and acceptor pair, such that
the emission spectrum of the donor overlaps with the absorption spectrum of the
acceptor, a FRET effect will be observed. That is, the emission from the donor will
be decreased due to the presence of the acceptor. There will also be emission from
the acceptor that occurs due to donor excitation and energy transfer to the acceptor.
This effect can be quantified as the quenching caused by acceptor, given by:

ΦDA/ΦD = 1 – ET (3.3)

where ET is the efficiency of the FRET-based depopulation of the excited state, ΦDA

is the quantum yield for donor in the presence of acceptor, and ΦD is the quantum
yield for the donor in the absence of acceptor. The efficiency of energy transfer (ET)
is dependent on distance, so it is possible to calculate donor–acceptor distances (R),
based on experimentally determined ET values, according to:

(3.4)

where Ro is a constant for a donor–acceptor pair, termed the Förster distance, which
is the distance at which transfer efficiency is 50%. Thus, with appropriately labeled
proteins or complexes, it is possible to measure conformational changes. It is also
possible to monitor enzymatic reactions, such as the protease cleavage of a peptide
bond in a linker joining a donor–acceptor pair. This provides an enzymatic rate
measurement, which can be decreased in the presence of inhibitor. Many variations
of FRET-based assays have been developed for HTS, largely because it is a robust
assay with little background. 

3.3.4 MAGNETIC RESONANCE

3.3.4.1 NMR [1,2,5]

NMR (nuclear magnetic resonance) spectroscopy is widely used to study the struc-
ture and dynamics of proteins. It is based on the measurement of the spin angular
momentum properties of nuclei such as protons. In the presence of a static magnetic
field (Bo), the nuclei of protons and other NMR active atoms (e.g., 13C, 15N, 31P, 19F)
behave as if they are spinning and possess a spin angular momentum I. I is related
to magnetic moment by μ = γI, where γ is the gyromagnetic ratio. As such, these
nuclei have a magnetic moment (μ) that precesses around Bo at certain fixed angles
dictated by the rules of quantum mechanics.

For nuclei with spin quantum number I = 1/2, this precession occurs around the
+Bo axis (E = –IzγBo = –mhγBo = –1/2 hγBo, where Iz is the z-component of I) or
around the –Bo axis (E = 1/2 hγBo), and transition between these states occurs upon
excitation with photons of energy ΔE = hγBo = hωo. m is the magnetic quantum number,

R R
E

Eo
T

T

=
−( )1
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which can have values of –I, –I + 1,…I, so m = +1/2 or –1/2 for a spin 1/2 nucleus. The
m = +1/2 state is called the α-state, while the m = –1/2 is called the β-state; for positive γ,
the alpha state is lower in energy. 

But, all nuclei experience slightly different magnetic environments and are
therefore excited to undergo α to β spin-state transitions at slightly different energies.
This excitation energy is given by ΔE = hγBo(1 – σ), where σ is the shielding
constant that adjusts for the environmental differences. An NMR spectrum therefore
consists of absorption intensities plotted as a function of chemical shift, which is
itself proportional to the transition energy ΔE. Because the chemical shift values are
extremely sensitive indicators of environment, they are often used qualitatively to
monitor ligand binding to proteins (see chapter 15). But, proteins can have thousands
of 1H NMR signals, which makes spectra too complicated to interpret. For this
reason, 2D and 3D NMR spectra are usually measured, whereby absorption signals
are spread into additional dimensions in order to remove spectral overlap.

Also, proteins can be isotopically labeled with 15N and/or 13C and simplified 2D
or 3D spectra can be obtained. For example, a 2D 1H-15N HSQC (heteronuclear
single quantum coherence) spectrum might show a cross-peak for each amide in a
protein, such that coordinates for each cross-peak are the 1H and 15N chemical shifts
for the two directly bonded amide atoms. One could simplify spectra further by
labeling only specific amino acids so that only these are visible in a 2D spectrum.
Volker Dötsch uses such HSQC spectra in chapter 15 to monitor ligand binding to
proteins in vitro and inside living cells. 

Protein NMR data are used most often to calculate 3D structures based on
interproton distances, which are obtained from NOE (nuclear Overhauser effect)
measurements. These distance constraints (as well as others) are used in molecular
mechanics or distance geometry calculations to obtain structures of proteins. Since
this process is too complicated a topic to discuss in the limited space of this chapter,
see Cavanagh et al. [5] and Clore and Gronenborn [22] for a complete description,
as well as chapter 17 for an overview of the role of NMR in structural proteomics
efforts. Although NMR structure determinations are usually only practical for proteins
smaller than 30 kDa, the method is very complementary to x-ray crystallography
because it often can provide data for proteins that cannot be crystallized. NMR
spectroscopy data can also provide a description of protein motion spanning pico-
second to millisecond timescales. 

3.3.4.2 EPR [1,2,6]

Just like nuclei, unpaired electrons behave as if they have spin in a magnetic field (Bo)
and can orient either with or against that field. EPR (electron paramagnetic resonance;
aka ESR, electron spin resonance) spectra comprise signals that have characteristic:
(1) g-value; (2) intensity; (3) line width; and (4) splitting. These are analogous to the
properties defining NMR spectra, with g-value comparable to the NMR chemical shift.
EPR spectra are not absorbance spectra as in NMR, but are rather the first derivative
of an absorbance spectrum. Electron spins can couple to nuclear spins, with the
coupling referred to as “hyperfine splitting.” This yields (2nI + 1) resonance lines,
where n is the number of identical nuclei with spin quantum number I.
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For example, an unpaired electron that is delocalized over an 14N (I = 1) atom
would give 3 lines, whereas delocalization over an Mn2+ (I = 5/2) atom would give
6 lines. Values of g and A (the hyperfine coupling constants), along with measure-
ments of anisotropy, can provide detailed information about the ligand environment
around metals bound to proteins. Such information is highly complementary to
structural proteomic information obtained with NMR and x-ray crystallography and
can often be obtained for proteins that cannot be structurally characterized by those
methods (see chapter 19). Like NMR, EPR can be used to measure protein motion,
quantified as an order parameters:

S = (observed anisotropy)/(maximum anisotropy) (3.5)

If specific spin labeling (usually nitroxide) is used on different surface regions,
one can monitor changes in distances between unpaired electrons (for multiple
labels) as a measure of conformational changes, along with the timescale of such
motions. Finally, EPR also provides information about radical intermediates in
enzymatic reactions. 

3.3.5 IR AND RAMAN

Molecules vibrate with characteristic frequencies and modes that contain varying
contributions from bond stretching and bending motions, and these frequencies can
be measured with infrared (IR) and Raman spectroscopy. In a typical IR spectrum,
absorption intensity is plotted as a function of νmax (= wave number = 1/λ in cm–1),
which is proportional to the energy of the vibrational transition. The relevant spectral
region is 400–4000 cm–1, and a given molecule can have as many as (3N – 6) vibration
modes for N atoms. Although there can be a large number of bands for molecules
as large as proteins, in practice one focuses on certain regions characteristic of
functional groups like C=O and N–H. 

IR is commonly used in protein studies to determine secondary structure—the
relative contribution of α-helix and β-sheet. For example, characteristic IR bands
for use in quantifying secondary structure are the so-called “Amide I” bands for
C=O stretching in peptide bonds. These occur at 1652 cm–1 for α-helices, 1643 cm–1

for random coils, and 1632 cm–1 for β-sheets. To aid in the extraction of structural
information from IR data in structural proteomics projects, a database of IR bands
that have been correlated with structure has recently been created [23].

Additional information on structure and conformational changes can also be
obtained using D2O/H2O exchange studies. One simply monitors the shift in the
Amide II N–H band at 1546 cm–1 to that for N–D at 1430/55 cm–1. Other changes
can be monitored, such as in C=O stretching upon ligand binding or during pH
titrations to obtain pKa values. Selective isotopic labeling, especially of ligands, can
also be used to identify bands of interest definitively by taking advantage of the
change in vibration frequency induced by changes in mass, according to:

(3.6)ν π μvib = ( )1 2 K
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where K is the force constant for the bond vibration and μ is the reduced mass for
the two directly bonded atoms (1/μ = 1/massA + 1/massB). 

A disadvantage of IR for studies of proteins is that the O–H stretch of water is
significant and obscures the protein bands. Even when subtraction of a water refer-
ence from a sample is done using a double beam instrument, this background can
still be a problem. This is because of the high concentration of water (55 M) compared
to protein (low millimolar). Raman spectra, which provide similar information to
that obtained from IR spectra, do not suffer from this large background water signal
because water is a very weak Raman scatterer. Raman is also distinct from IR in
that the selection rule that determines band intensity is that the vibrations must
produce a change in polarizability, as opposed to in dipole moment for IR. Another
distinguishing feature of Raman is that one measures changes in frequencies of
scattered light, and what is plotted in the spectrum are these frequency changes (Δν).
In contrast, IR spectra are plots of frequencies for the exciting photons.

Raman is used in many of the same applications as described previously for IR,
but with the benefit of less interfering signal from water. Raman bands for highly
polarizable groups will be stronger than the corresponding IR bands. For example,
the cystine S–S-stretching mode gives an intense band at 675 cm–1 and a C–S band
at 510 cm–1. While Amide I bands (see preceding discussion) can be studied with
IR and Raman, Amide II bands are much weaker in Raman. On the other hand, an
additional Amide III band can be studied only with Raman. This band is from the
N–H in-plane bending and the C–N stretching for peptide bonds. It can be used to
distinguish α-helices (1235 cm–1, intense), β-sheets (1260–1295 cm–1, weak), or
random coils (1245 cm–1). 

Like IR, Raman provides bond vibrational energy measurements. But a related
technique, resonance Raman (RR), can provide significant improvement in signal-
to-noise ratios and selectivity. In RR a chromophore such as a heme is excited in
the UV-visible range, and vibrations associated with the chromophore (e.g., heme
macrocycle stretching and deformation modes) are monitored. RR is more sensitive
than traditional Raman by 2 to 3 orders of magnitude and also provides a means to
probe groups of interest selectively. For example, if a given protein or mixture of
proteins contains two different hemes with different λmax values for their Soret bands,
one can be selectively probed by exciting at its λmax value. 

A Raman advance of particular relevance for functional proteomics is the use
of surface-enhanced resonance Raman (SERR) scattering to measure enzymatic rates
with unprecedented sensitivity. The approach uses silver nanoparticles and masked
enzyme substrates (initially invisible to SERR) and was able to assay 14 different
enzymes with a sensitivity adequate to detect only 500 enzyme molecules—levels
found in individual cells [24]. The technique relies on sample adsorption onto a
colloidal metal surface, where surface plasmons (collective motions of conducting
electrons) are produced. This amplifies the electromagnetic field near the surface so
that subsequent scattering signals from protein are more intense. 

3.3.6 SPR

Surface plasmon resonance (SPR) is increasingly used for HTS of protein–ligand
interactions. Studies are typically done using purified proteins, but because of
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advances in chip and microfluidic technology, it is possible to assay large arrays of
proteins in parallel. This lab-on-a-chip approach to parallel screening is a tremendous
source of information in chemical proteomics, where large volumes of binding data
are needed for families of proteins. Details of this approach to screening are presented
in chapter 14 by Rich and Myszka, so only a brief discussion of the technique is
given here. 

SPR relies on thin metallic films to which a ligand is covalently attached. Binding
of this tethered ligand to a receptor causes a change in refractive index, and this is
monitored in an SPR experiment. This is achieved by shining a light on the metallic
surface on the side opposite the ligand/receptor and measuring the reflected light.
Changes in the reflected light occur due to changes in refractive index on the other
side of the metallic thin film (typically gold on glass). This occurs because, upon
interaction with light, plasmons at the surface produce “evanescent” waves that
penetrate the film to around 300 nm and are sensitive to refractive index changes
on the opposite surface of the film. Certain angles of incident light will match
(resonate with) this plasmon frequency, which decreases the intensity of reflected
light. Thus, it is possible to monitor changes in light intensity as one moves in and
out of resonance as ligand/receptor interactions alter the refractive index. 

3.3.7 X-RAY CRYSTALLOGRAPHY [1,2,7,8]

The majority of protein structures are determined with x-ray crystallography, with a
smaller fraction determined using NMR (15–20%). As such, most structural proteomics
projects make central use of x-ray crystallography or a combination of crystallography
and NMR [25,26]. The first step in determining a protein structure using x-ray crys-
tallography is to obtain protein, usually by overexpressing in Escherichia coli and
then to obtain diffraction-grade crystals. These tend to be the rate-limiting steps,
although attempts have been made to lessen this limitation by use of automation.
Companies such as Hampton Research (Alsio, California) and Emerald BioSystems
(Bainbridge Island, Washington) provide kits to aid in the screening of an array of
crystallization conditions, and the Hauptman–Woodward Medical Research Institute
(http://www.hwi.buffalo.edu) offers a crystal screening service. 

The process of determining a crystal structure is too complex to discuss at length
here, so the reader is referred to an excellent book by McPherson for more details
[7]. Briefly, protein crystals are irradiated with x-rays; this produces diffraction
patterns that ultimately provide amplitudes and positions of scattered waves. But, the
phases of these scattered x-ray waves must be determined before a structure can be
calculated, and this is typically accomplished by comparison to a structurally similar
protein (molecular replacement) or by comparison of the diffraction patterns for
proteins soaked with heavy metals or with methionine residues substituted with
selenomethionine residues (multiple isomorphous replacement). Once this “phase
problem” is solved, an electron density map can be calculated from the diffraction
patterns. Then, a covalent model of the protein is fitted into this electron density map.
This is then subjected to rounds of refinement where small adjustments are made to
the structure to improve the fit to the electron density, optimized by comparing
calculated and experimental diffraction patterns. During this process, a molecular
mechanics force field is used, as is also the case in NMR-based structure calculations. 

DK3714_C003.fm  Page 39  Monday, February 5, 2007  10:55 AM



40 Spectral Techniques in Proteomics

Most structural proteomics projects strive to determine only structures that are likely
to be significantly different from existing structures, based on a bioinformatic analysis.
Another strategy, outlined in chapter 18, is to focus on families of related proteins
such as kinases. This gene family-based (and systems-based) approach can be very
efficient, since existing structures can be used to solve the phase problem. Studies
of multiple protein-inhibitor complexes for multiple related proteins are needed in
order to learn the rules governing substrate or inhibitor binding and selectivity
(see chapter 2). Such information not only provides basic information about a gene
family, but also has great utility in drug discovery and toxicoproteomics, where
selective binding to a specific protein target or subset of targets determines efficacy
of a drug as well as toxic side effects.

3.4 FUTURE PROSPECTS

Mass spectrometry has been and will likely remain for some time the most widely
used spectral technique in proteomics. Many new innovations are on the horizon,
some of which are discussed in the various chapters of this book. Therefore, further
elaboration will not be made here. 

The dominant role of 2D polyacrylamide gels in proteomic studies means that
new tools for fluorescent staining and imaging of gels, especially with metal chelates
and nanoparticles, will continue to be developed. Along these lines, chemical
proteomic probes (often fluorescent) that explore protein–ligand interactions across
proteomes will help define similarities and differences in binding sites (chapter 2).
To complement studies of protein-ligand interactions in mixtures are lab-on-a-chip
technologies, which allow parallel studies of many protein-ligand interactions using
fluorescence (chapter 10), SPR (chapter 14) and other methods. When it is not
possible to obtain isolated proteins, new approaches to more efficient in-line
(chapter 4), on-chip (chapter 6), or even in-solution/in-situ (chapter 12) analysis of
protein mixtures can be used. 

In terms of structural proteomics, NMR and crystallography are the dominant
methods, and there have been many recent reports on the value of using both
methods synergistically [25,26]. For example, in one attempt to structurally char-
acterize 263 proteins, only 8% could be characterized by both methods. But, 43
could be studied by only NMR and 43 by only x-ray crystallography. Thus, combined
use of both methods made it possible to characterize 41% of all protein targets.
Increasingly creative ways to use both techniques synergistically are currently
under development [27,28]. 

Besides the previously mentioned techniques, which are widely used in proteom-
ics, a wealth of spectroscopic tools (table 3.1) can be applied to study any individual
protein identified in a proteomics effort and in need of functional characterization
(i.e., basic biochemistry/biophysics). Some of these are even being used in reasonably
high-throughput characterizations, such as EPR (chapter 19) and surface-enhanced
resonance Raman (section 3.3.5). Other techniques with promise for high-throughput
characterizations include the recent application of HTXAS (high-throughput x-ray
absorption spectroscopy) and related methods in a metalloproteomics effort [29–31],
and CD in a Mycoplasma genitalium proteomics project [32]. It is likely that many
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of the spectral techniques in table 3.1, which are presently somewhat underrepresented
in proteomic efforts, will see increasing applications in multiplexed and/or high-
throughput formats, especially as emphasis moves to the functional characterization
of these newly identified proteins. 
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4.1 INTRODUCTION

 

Bioanalytical tasks in the postgenome era increasingly require selective and sensitive
methods for the characterization of peptides and proteins. There are many specific
areas of interest, including protein identification, characterization of post-transla-
tional modifications (PTMs), biomarker discovery, clinically related applications,
and quality control in the pharmaceutical biotechnological industries.

Mass spectrometry has become the technique of choice for the characterization
of peptides and proteins as a result of its selectivity, identification power, and general
applicability [1]. However, separation is often necessary for the characterization and
quantification of the compounds of interest in these increasingly complex samples.
For the analysis of peptides and proteins CE-MS (capillary electrophoresis-mass
spectrometry) is becoming a popular alternative, or complementary technique to the
widely used liquid chromatography (LC)-MS. CE-MS has the following beneficial
characteristics:

• different selectivity compared to chromatographic approaches
• electrically driven open tubular approach
• fast separation
• low sample amount required

The key advantage of CE-MS is the ability for optimum separation with the
injection of small sample amounts (typically tens to a few hundred nanoliters). If
higher sample amounts are available, LC-MS becomes the technique of choice due
to its improved concentration sensitivity. In combination with ease of use, this has
resulted in LC-MS being the principle technique for the analysis of enzymatic (e.g.,
tryptic) protein digests in classical proteomics. There are, however, many interesting
applications of CE-MS in the field of peptide and protein analysis. This chapter aims
to highlight the most interesting examples. For a more detailed study of this subject,
we recommend several recent reviews [2–4].

 

4.2 CAPILLARY ELECTROPHORESIS-MASS SPECTROMETRY 
(CE-MS)—INTERFACES AND MS-TECHNIQUES

4.2.1 I

 

NTERFACES

 

Electrospray ionization (ESI) is the obvious method of choice when coupling CE and
MS for the analysis of peptides and proteins [5]. These analytes are already dissociated
in liquid, enabling an efficient transfer into the gas phase by ESI. Furthermore, ESI
enables the formation of multiply charged ions for larger polypeptide detection. This
is important because most mass spectrometers have a limited mass range. In compar-
ison to LC-ESI-MS, two additional key requirements have to be considered: (1) the
electric CE circuit needs to be closed in the vicinity of the sprayer; and (2) low and
BGE (background electrolyte)-dependent flows need to be handled. 

In the sheath-flow interface as developed by Smith and coworkers [6], an addi-
tional sheath liquid, typically coaxially delivered by a capillary surrounding the metal
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needle, provides electrical contact and a constant (electrolyte-independent) flow. In
the so-called sheathless design, the electrical contact is provided by means of an
electrically conducting coated capillary tip [7]. Similarly, the electrical contact for
the CE and ESI potential can be secured by applying a liquid junction between the
CE capillary and an interface spray tip [8]. In both cases a constant flow is often
achieved by the use of a coated capillary to produce a high and pH-independent
EOF (electro-osomotic flow). The sheath–liquid interface is most widely applied
due to its robustness, ease of use, and the absence of a coating [9]. However, if the
ultimate in sensitivity is required, the sheathless design is preferred due to the higher
ionization efficiency in this nanospray design [10]. 

Atmospheric pressure chemical ionization (APCI) and atmospheric pressure
photo ionization (APPI) are alternative ionization methods for liquid phase separation.
With respect to interfacing CE with MS, these ionization techniques are of particular
interest when considering the potential use of nonvolatile electrolyte composition—
for example, those used for chiral separation (cyclodextrins) or micellar electrokinetic
chromatography. However, so far the benefits of APCI and APPI do not outweigh the
disadvantage of a reduced sensitivity for peptide and protein analysis in comparison
to ESI. No promising application has been published in this field to date.

CE fractions can also be used for subsequent analysis by matrix-assisted laser
desorption/ionization time-of-flight mass spectrometry (MALDI-TOF MS). This
off-line approach is gaining interest as a result of recent developments in tandem MS
(MS/MS) capabilities of newly developed instrumentation. However, the time benefit
of the fast CE separation is lost and method development is time consuming. This
chapter will not deal with this emerging technology any further; however, the separation-
related discussions about CE-ESI-MS can also be applied to CE-MALDI-MS.

 

4.2.2 M

 

ASS

 

 S

 

PECTROMETERS

 

CE has been coupled to many different types of mass analyzers—that is, ion traps
(IT), quadrupoles (Q), Fourier transform ion cyclotron resonance (FTICR), sector
field (E, B), time of flight (TOF), and hybrid type instruments (e.g., Q-TOF, Q-FTICR).
Quadrupoles have historically been the most commonly used mass analyzers for
CE-MS, probably due to their presence in many labs. However, slow scan speeds,
low resolutions, and relatively low sensitivity in full scan mode constitute important
limitations of quadrupole analyzers. Therefore, triple quadrupole (QqQ) instruments
especially are mainly used for quantification of target molecules. Time-of-flight mass
analyzers, however, have a high duty cycle, good sensitivity, and high resolution. When
considering future CE applications using high field strengths (e.g., chip CE-MS), where
the expected peak width is in the range of milliseconds, only modern TOF analyzers
with the ability to acquire more than 20 spectra per second present a viable alternative
for MS detection. Ion traps are frequently used for the CE-MS analysis of peptides
because they provide adequate scan speed and sensitivity and, more importantly, are
able to carry out rapid MS

 

n

 

 experiments. The latter performance characteristic also
makes IT-MS appealing for structure elucidation.

The combination of CE with Fourier transform-mass spectrometer (FTICR-MS)
and other hybrid MS like Q-TOF have been reported [11]. FTICR-MS offers excellent
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sensitivity, high resolution (>100,000 with low parts per million mass measurement
error), and the possibility to carry out MS

 

n

 

 experiments. The new generation of
FTICR-MS, with magnetic field strengths of greater than 9 T, is capable of subat-
tomole sensitivity at nearly 1 sec acquisition times [12]. However, due to the high
costs involved, sophisticated MS equipment (e.g., Q-TOF, FTICR) can hardly be
considered as a routine detector for CE at the present time.

 

4.3 BASIC SEPARATION PRINCIPLES

 

All electrophoretic techniques are based on applying high electrical fields to achieve
separation of mostly charged species. The wide range of separation modes and the
choice of the electrolyte (pH, additives, etc.) allow for optimization to tackle a wide
variety of separation problems. Different techniques can be set up on the basis of
the selection and arrangement of the buffer solutions in the capillary.

In 

 

capillary zone electrophoresis

 

 (CZE) the capillary is filled with a single
background electrolyte of relatively high concentration, to provide uniform field
strength when an electrical potential is applied to the capillary. The separation of
ions in a background electrolyte (BGE) is based on distinct migration velocities as
a direct result of differences in charge-to-size ratio and represents by far the most
applied CE mode in combination with MS detection. Its standing as a technique of
choice is not solely due to its selectivity and separation efficiency, but also because
volatile electrolytes, as required for sensitive MS detection, are easily available for
a broad pH range (<2 up to >12) as long as no special BGE additives like cyclo-
dextrins (for enantiomeric separation) are used. Along with water, a broad range of
solvents (alcohols, acetonitrile, etc.) is used in combination with MS, as can be seen
in a large number of nonaqueous CE-MS (NACE-MS) studies. However, the use of
NACE for biological samples is focused on specific applications like very hydro-
phobic (membrane) proteins or peptides. These applications are rare because most
biological matrices are water based.

 

Capillary electrochromatography

 

 (CEC) is a hybrid of chromatography with an
electroosmotic flow (EOF)-driven system. The association of these techniques
attempts to combine the advantage of the flat flow profile of the EOF (i.e., high
separation efficiency) with the versatility and loading capacity of chromatography.
Packed columns and monoliths are principally used for separation, but open tubular
CEC has gained popularity due to its simplicity and the possibility of using it in
commercial CE instrumentation. For details of CEC-MS, see the review by
Choudhary et al. [13].

 

Capillary isoelectric focusing

 

 (CIEF) provides the highest possible separation
efficiency for the separation of proteins. Using a gel-free approach, it is possible to
couple CIEF online to ESI-MS, offering a powerful tool for the analysis of very
complex samples. The limitations for the coupling of CIEF to MS are the volatility
of the ampholytes and the transfer of the very narrowly focused zones into the MS
without peak broadening. The combination of the cathodic with gravimetric mobili-
zation appears to be the most suitable manner to deal with the peak broadening issue
[14,15]. To reduce the influence of the ampholyte on the ionization efficiency of the
ESI, a dialysis interface prior to the ESI has been developed [16]. Furthermore, the
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introduction of a second dimension, like CZE or reverse phase liquid chromatography
(RPLC), provides a tool to separate the ampholytes from the analytes (see section 4.5).

The combination of 

 

capillary gel electrophoresis

 

 (CGE) with mass spectrometry
is highly desired—for example, when carrying out size-sieving, as is routinely
applied in conjunction with laser-induced fluorescence (LIF) detection for the
sequencing of DNA or the analysis of intact proteins. However, gels or monomeric
impurities strongly decrease the ionization efficiency of ESI and cause contamination
of the mass spectrometer. Therefore, few studies deal with this subject.

In 

 

micellar electrokinetic chromatography

 

 (MEKC), additional separation
selectivity is achieved based on the pseudochromatographic system of the micelles.
However, micelle-forming molecules, like sodium dodecyl sulfate, are among the
strongest inhibitors of ESI efficiency. Therefore, there is a definite need to prevent
the micelles (and their monomers) from entering the MS by using APCI, counter-
migrating micelles, or by partial filling techniques. However, very few routine
applications in bioanalysis have been reported, especially where sensitive MS
detection is required. 

The online coupling of 

 

isotachophoresis

 

 (ITP) with mass spectrometry has
gained attention because of its higher loading capacity in comparison to CZE.
However, the low separation efficiency and difficulties in finding appropriate spacers
limit its applicability. Thus, ITP is mainly used as an online preconcentration step
prior to CZE (transient ITP).

 

4.4 CZE-MS OF PEPTIDES

4.4.1 S

 

ELECTIVITY

 

Peptides are usually separated at low pH (<2–4), where they all migrate as cations.
For coupling with MS, formic acid- and acetic acid-based BGEs are predominately
used because of their volatility [2]. To avoid interactions of the peptides with the
negatively charged silanol groups of the inner surface of fused silica, different
approaches are used. The use of BGEs of very low or very high pH results in
reduction of the charge density of the fused silica (pH < 2) or a repulsion of anions
from the highly negatively charged wall, respectively. Separation in an acidic
environment is by far the most widely used approach because this facilitates positive
ESI detection, which is generally favorable for peptide detection. Coatings are
frequently applied to the capillary to facilitate use at moderate pH or to ensure a
strong EOF even at low pH, in order to obtain sufficient flow for a sheathless
interface. Organic solvents are often added to reduce hydrophobic interactions with
the capillary wall.

The mobility of a peptide strongly correlates with its charge in solution and
the molecular mass. Several semiempirical models based on charge, size, and
hydrophobicity are used to predict the mobility of peptides. In a recent study, Simó
and Cifuentes demonstrated such an approach by the rapid realization of optimized
CZE-MS conditions for the analysis of peptides obtained from an enzymatic protein
hydrolysate in a single run, including information about “unexpected” fragments
from protein digests [17].

 

DK3714_C004.fm  Page 51  Tuesday, February 20, 2007  4:34 PM



 

52

 

Spectral Techniques in Proteomics

 

Some studies have been performed to compare LC-MS and CZE-MS. Varesio et al.
compared CZE-MS and nano-LC-MS for the detection of the Alzheimer’s-related
amyloid-

 

β

 

 peptide [18]. Due to the higher loading capacity made possible with a
column-switching setup, only nano-LC-MS was able to detect the peptide of interest
in the biological fluids. Figeys and coworkers compared solid phase extraction
(SPE)-CZE-MS/MS and nano-LC-MS/MS for the analysis of digests of gel-separated
proteins [19]. The authors observed improved sensitivity for the sheathless SPE-
CZE-MS/MS approach and applied this technique to the analysis of low-abundant
proteins from a gel-separated yeast proteome. 

A systematic comparison of CZE and LC, with subsequent online tandem mass
spectrometry, for the analysis of protein digests has been presented recently [20].
In this study an SPE-CZE-micro-ESI-MS/MS setup was directly compared to
nano-LC/nano-ESI using the same sample of a tryptic digest of bovine serum
albumin as a reference standard. Measurements were made on a single ion trap
mass spectrometer with identical acquisition parameters. Both systems showed the
separation and detection of low levels of peptides in this mixture of moderate
complexity, with most peptides identified using both techniques. However, specific
differences were evident. Nano-LC-MS is about five times more sensitive than
CZE-MS; this is, however, a smaller difference than expected. The CZE-MS
technique showed a smaller loss of peptides, particularly with larger peptides
(missed cleavages) and is about four times faster than the nano-LC-MS approach.

Because the separation is based on different underlying principles, LC and CZE
are orthogonal with respect to separation selectivity. Depending on the separation
problem, one or the other system will be more suited. Without a specific separation
issue nano-LC will remain the routine tool for proteomics, with known and repro-
ducible separation and high sensitivity. CZE does, however, have great potential,
whenever small sample amounts, the analysis of larger proteins (e.g., beside small
peptides), or short analysis times are required. A combination of both techniques
will provide complementary information for complex samples.

 

4.4.2 S

 

ENSITIVITY

 

When considering sensitivity it is necessary to distinguish between the absolute
sensitivity and the concentration sensitivity. Generally, the absolute sensitivity of
CZE-MS is very good due to sharp peaks and effective ionization for both micro-
and nanospray. This high absolute sensitivity (low fmol to amol on capillary) is an
advantage if only small amounts of sample are available (<<10 

 

μ

 

L). Detection
limits of 7 amol of carbonic anhydrase in a crude blood extract were achieved in
the early work of Valaskovic et al. by reducing the inner diameter of the capillary
down to 5 

 

μ

 

m and the spray tip to 2–5 

 

μ

 

m [21]. However, lifetimes of these gold-
coated ESI tips are short (

 

±

 

1 h), limiting this approach to research applications
only. On a routine basis, high attomole to low femtomole amounts of peptides or
proteins can be detected [22,23].

When applying a standard hydrodynamic injection, about 1% of the capillary
(i.e., <10–50 nL) can be filled with sample without peak broadening. This leads to
the disadvantage of low concentration sensitivity in comparison to techniques such
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as RPLC-MS, where 10 

 

μ

 

L can easily be injected. However, various methods can
be used to increase loading capacity in CE-MS. Stacking techniques, like the injec-
tion of a sample of low conductivity or the injection of a sample between plugs of
different pH (pH-mediated stacking) [23] or different mobility (transient ITP) [24],
can generally enhance the loading capacity by a factor of 10. In some cases, this
enrichment might attain even higher levels. Using the principle of RPLC, the sample
can be loaded on a plug of absorbent material placed at the beginning of the capillary.
After elution with an appropriate solvent, the analytes are separated in the remainder
of the capillary [25]. This online SPE approach results in a loading capacity similar
to LC systems, even though the sample capacity is limited. In this way, limits of
detection in the low nanomolar range have been achieved [26–28]. This approach
has been further developed by increasing selectivity of the absorbing material (i.e.,
applying immobilized metal ions to selectively enrich phosphopeptides) [29]. Using
immobilized antibodies, Guzman and coworkers demonstrated a promising approach
for the analysis of target molecules in extremely complex mixtures [30].

 

4.4.3 S

 

PEED

 

In contrast to high-performance liquid chromatography (HPLC), which produces a
pneumatically driven (parabolic) flow, CE generates an electrically driven motion
of fluid (electro-osmotic flow) with a flat flow profile, resulting in reduced band
dispersion and eventually leading to narrower peaks. The observed migration of the
analytes in CE is the sum of their mobility and the mobility resulting from the
electro-osmotic flow. Both forces are related to the electric field strength, which is
limited by the applicable voltage (in most instruments, 

 

±

 

30 kV) and the length of
the capillary. Since, as a first approximation, the length of the capillary has no
influence on the separation efficiency, very fast and yet efficient separation can be
performed using short capillaries. However, the geometry of the CE instrument and
the inlet of the mass spectrometer usually limit this approach to a minimum length
of about 50 cm for commercial instrumentation.

Figure 4.1 shows a complete separation of a tryptic digest of bovine serum
albumin (BSA) in less than 2.5 min. The separation was performed with a home-
built CE system (Frank-Michael Matysik, University of Leipzig) in a 28 cm 

 

×

 

 50 

 

μ

 

m
bare fused silica capillary. Due to the selectivity of the MS detector, a baseline
separation of the peptides is not necessary. The fast migrating peptides show a peak
width at half maximum (PWHM) of 1.5 secs, demanding a fast mass spectrometric
detector. As discussed in section 4.2.2, modern TOF analyzers are able to perform
up to 20 spectra per second. For the results shown, increased sensitivity was achieved
by accumulating 5,000 spectra for each data point, resulting in a repetition rate of
3.6 spectra per second.

Recently, CE has benefited from developments in micromachined devices
(“microfluidics,” “lab-on-a-chip”; see later discussion). One of the advantages of
these techniques is the reduced length of the separation channels and thus the
increase in electrical field strength. When considering high-throughput analyses
and two (or more) dimensional separation techniques, separation speed is an
important issue.
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4.4.4 S

 

ELECTED

 

 A

 

PPLICATIONS

 

4.4.4.1 Characterization of Post-Translational Modifications

 

Post-translational modifications (PTMs) play an important role in the functionality
of biological systems. Thus, their characterization is crucial, though complicated
by their low abundance, low ESI efficiency, and structural variability (i.e., glyco-
sylation heterogeneity).

Two key aspects play a role in the use of CZE for the characterization of post-
translational modified peptides (the characterization of PTMs based on intact protein
analysis is discussed later): (1) phosphorylation, sulfation, and, in part, glycosylation
(e.g., neuraminic acid) introduce a negative charge and therefore change the mobility
of ions, enabling a clear separation of modified and nonmodified peptides; and
(2) glycosylation significantly alters the effective size of the peptide. In contrast to
RPLC, where no retention is often observed for glycopeptides with a high degree of
glycosylation, these extremely hydrophilic compounds are readily accessible for CZE.

The selectivity of CZE-MS/MS for the characterization of phosphopeptides is
illustrated in figure 4.2. Part A shows the analysis of the dephosphorylated and
digested SIC 1 protein (

 

Saccharomyces cerevisiae

 

), including an MS/MS spectrum
taken online of the potentially phosphorylated peptide (SQESEDEEDIIINPVR). In

 

FIGURE 4.1

 

Electropherogram of a tryptic digest of bovine serum albumin, showing
extracted ion traces of detected peptides listed in the order of their migration time. Conditions:
20 pmol/

 

μ

 

L, fused silica capillary 50 

 

μ

 

m (ID) 

 

×

 

 28 cm (total length), electrolyte: 0.7 

 

M

 

HCOOH, 5 m

 

M

 

 NH

 

3

 

, 10% CH

 

3

 

CN; separation voltage: 20 kV; injection: hydrodynamic
5 mbar 10 s (ca. 30 fmol), MS: ESI-oaTOF (micrOTOF-Bruker Daltonik).
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Part B, characterization of the phosphorylated peptide is presented. The extracted ion
electropherogram (EIE) of the same phosphorylated peptide shows a distinct differ-
ence between the mobility of the phosphorylated and nonphosphorylated peptide,
resulting from the negative charge of the phosphate group. The MS/MS spectrum
obtained online by an ion trap mass spectrometer clearly shows the identification of
the phosphorylation, but does not locate the position in this case.

Further selectivity and sensitivity can be obtained using online enrichment of
phosphopeptides by immobilized metal–ion affinity chromatography (IMAC).

 

28

 

 This
elegant method allows for the selective preconcentration of phosphopeptides and
washing of matrix components and results in detection limits in the low nanomolar
range (or below). 

Several studies deal with the characterization of glycopeptides by CZE-MS/MS,
and some of the most interesting are presented here. Demelbauer et al. showed
MS/MS fragmentation of the glycosylation structure and subsequent peptide frag-
mentation (identification) by MS

 

3

 

 for antithrombin III, applying an ion trap MS [31].
In another study, several glycopeptides from urine samples of patients suffering from
N-acetylhexosaminidase deficiency were identified using a basic electrolyte and data-
dependent MS/MS experiment in a QTOF MS [32]. Boss et al. achieved almost
100% sequence coverage for the digest of recombinant human erythropoietin by
applying CZE-MS after sample prefractionation by HPLC [33].

Enzymatically released glycans can be analyzed by CZE-MS/MS if charge
bearing groups (neuraminic acids) are present or after derivatization by, for example,
8-aminonaphtalene-1,3,6-trisulfonate (ANTS). Gennaro et al. used this method to
study glycans released from the model protein, fetuin [34]. The ANTS-labeled
method was superior to the analysis of the underivatized sample, not so much with
respect to separation of (in this case) sialylated glycans, but rather concerning the
ability to run extensive MS/MS experiments, since the ANTS-label (and thus a fixed
negative charge) remains on the fragments and allows detailed structure analyses.
Up to MS

 

5

 

 could be performed within a CZE peak based on predefined masses.

 

4.4.4.2 Clinical Applications

 

In recent years CE-MS has been developed as a promising tool for biomarker
discovery in the clinical field [35]. The technique involves a CZE separation and
online ESI-TOF MS detection. As a separation principle, CZE has the advantage
of the open-tubular approach (i.e., applicability over a wide range of hydrophobicity
and size). This approach is used to characterize hundreds of polypeptides in the
range of 1–10 kDa, allowing for a distinction to be made between groups of patients
(i.e., healthy and diseased) based on pattern recognition algorithms [36]. In addition
to cerebrospinal liquid [37,38] and serum [39], urine has generally been taken as a
medium, primarily due to its reduced matrix complexity. A simple preconcentration,
using off-line SPE, enriches the peptides and removes salts and other interfering
compounds from the urine. In this way CE-MS was used to detect and distinguish
several renal diseases [40]. The technique can even be used to successfully monitor
the efficiency of therapy [38]. In a direct comparison of CZE-MS and surface-
enhanced laser desorption ionization (SELDI), it turned out that CE-MS is
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advantageous with respect to a number of identified polypeptides, robustness, and
reproducibility [41].

 

4.4.4.3 Amino Acids

 

Amino acids (AAs) were one of the first compound classes investigated by CE [42]
because they are charged in solution. Their determination in various samples like
body fluids, plants, and food has become an important field of analytical chemistry
over the past 25 years. Generally, the determination of AAs using chromatographic or
electrophoretic separation techniques, with UV absorbance or fluorescence detection,
demands a pre- or postcolumn derivatization step to improve separation efficiency
and detection sensitivity. Nevertheless, spectrophotometric detection methods of
underivatized amino acids lack good sensitivity. Mass spectrometric detection in
combination with CE separation achieves detection limits in the low parts per million
down to parts per billion level using single quadrupole or triple quadrupole mass
spectrometers [43,44]. In figure 4.3, the separation of an AA standard containing
16 amino acids is shown. Using a TOF mass spectrometer, detection limits in lower
parts per billion levels are achievable and, in contrast to the target analysis with a
triple quadrupole tandem MS, it is possible to identify unknown or rare amino acids
and then calculate the elemental composition from the measured accurate mass. With
detection limits in the nanomolar range, this CE-ESI-TOF MS method allows for
the screening of AAs and related compounds in all body fluids without prior sample
preparation or derivatization.

 

FIGURE 4.3

 

EIE (traces of different masses) of a standard containing 16 amino acids
(Sigma); concentration 1 

 

μ

 

M

 

, formic acid based electrolyte, +30 kV, fused silica capillary,
50 

 

μ

 

m (ID) 

 

×

 

 115 cm (total length), injection (pH-mediated stacking—see text): hydro-
dynamically, 50 mbar 1000 s (250 nL injected); MS: ESI-oaTOF (micrOTOF-Bruker Daltonik).
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4.5 PROTEINS ANALYZED BY CE-MS

4.5.1 S

 

EPARATION

 

 

 

OF

 

 P

 

ROTEINS

 

CE is frequently used for the separation of intact proteins. The use of CE in protein
and proteomic studies in recent years has been reviewed in great detail [45–47]. The
reason for this widespread use of CZE is the open tubular principle, circumventing
the problem that many proteins stick to surfaces and are thus difficult to handle in
chromatography. The combination of CZE with ESI-MS is even more powerful due
to the ability of ESI-MS to determine exact masses after charge deconvolution of
the original mass spectrum.

In order to reduce interaction of the proteins with the capillary wall, coatings
are usually applied for the analysis of intact proteins. Permanent coatings (like
polyacrylamide) are available and can be used for CE-MS, as they are used for CE
with optical detection. However, due to their high price and their pH instability in
the basic solutions required for cleaning of the system, dynamic coatings are often
preferable. To prevent interference of the coatings on the ESI-MS, the capillary is
washed with the coating solution prior to the application of the electrolyte, which
does not contain the coating reagent (“precoating” rather than “dynamic” coating).
Thus, the coating has to be stable in the electrolyte without bleeding. Although
several coating materials are available, the most widely applied coating is polybrene
(hexadimethrinbromide), which provides a strong, reversed EOF.

Generally, similar background electrolytes are used for the analysis of peptides
and proteins in CZE-MS (formic acid or acetic acid based). In this way small proteins
are separated in a similar way to the peptides.

As an example of such studies, the analysis of protein components in single blood
cells utilizing CZE-MS is mentioned. Cao and Moini reported the analysis of 

 

α

 

- and

 

β

 

-chains of hemoglobin of a single intact red blood cell [48]. This application clearly
illustrates the advantage of the low sample requirement of CE and strong detection
of online ESI-MS. A total amount of about 450 amol hemoglobin was sufficient for
detection by the ESI-TOF-MS. The same group characterized about 50 proteins in a
cell lysate or the ribosomal subfraction of 

 

Escherichia coli

 

 by CZE-MS, applying a
basic BGE in order to prevent protein precipitation in the capillary [49].

 

4.5.2 S

 

EPARATION

 

 

 

OF

 

 P

 

ROTEIN

 

 I

 

SOFORMS

 

A key application of CE-MS in the area of intact proteins is the differentiation of
modifications such as oxidation or glycosylation. This is illustrated in figure 4.4 for
the characterization of glycoforms of bovine fetuin. This model protein contains
three N-glycosylation and four O-glycosylation sites, resulting in broad glycosylation
heterogeneity. Thus, fetuin cannot be analyzed by ESI-MS without prior separation.
In an acetic acid-based electrolyte and coated capillary (reversed EOF), CZE sepa-
rates isoforms sufficiently to obtain clear spectra in an ESI-TOF MS. On looking at
the mass spectrum in a distinct time window (example shown in fig. 4.4B) and
tracing the masses back, it is possible to observe clearly the different glycoforms.
After charge deconvolution, these small mass differences can be attributed to certain
structural differences (fig. 4.4C). The separation is shown in the electropherogram
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of figure 4.4 for differences in one N-acetyl-lactoseamine and one sialic acid and
one complete N-glycan. This method strongly underlines the power of CE-MS in
the field of intact protein characterization. A recent application of this approach
resulted in the first in-depth characterization of recombinant human erythropoietin
[50]. More than 135 isoforms could be distinguished for the reference material of
the 

 

European Pharmacopeia

 

, including heterogeneities differing in the content of
sialic acids, hexose-N-acetyl-hexosamine, and acetylation.

 

4.5.3 CIEF-MS

 

The in-line coupling of CIEF with MS detection was mainly driven by the high-
separation power of CIEF combined with the high-resolution power of an FTICR-type

 

FIGURE 4.4

 

Electropherogram (A), typical mass spectrum (B), and typical deconvolution
result (C) of intact bovine fetuin (SA = sialic acid, LacNAc = N-Acetyl-lactosamine). Con-
ditions: 10 mg/mL, polybrene coated fused silica capillary 50 

 

μ

 

m (ID) 

 

×

 

 75 cm (total length),
electrolyte: 1 

 

M

 

 CH

 

3

 

COOH, 20% CH

 

3

 

OH; separation voltage: –30 kV; injection: hydro-
dynamic (50 mbar, 200 s); MS: ESI-oaTOF (micrOTOF-Bruker Daltonik). For experimental
details, compare Neusüß, C. et al., 

 

Electrophoresis

 

, 26, 1442–1450, 2005.
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mass spectrometer. In this way a two-dimensional plot of pI versus mass, similar to
classical two-dimensional gel electrophoresis, is obtained very rapidly and with much
higher mass resolution and accuracy. The majority of the published data using CIEF-
MS focuses on the analysis of complex biological samples, like physiological fluids
containing a complex mix of proteins, or the analysis of whole cell lysates for
proteomic studies. This technique was therefore evaluated and developed by different
groups using cell lysates from 

 

E. coli

 

 as a model [14,51]. In figure 4.5, a two-
dimensional display of the CIEF-FTICR analysis of lysates from (A) 

 

Deinococcus
radiodurans

 

 and (B) 

 

E. coli

 

 is shown. In this way, Jensen et al. were able to detect
400–1,000 putative proteins in a mass range of 2–100 kDa from a total injection of
300 ng protein in a single CIEF-FTICR-MS analysis of cell lysates of 

 

E. coli 

 

and

 

D. radiodurans

 

 [52].
To deal with the interference of the ampholytes used in CIEF, the 2D in-line

coupling of CIEF to LC [53] and to CZE [54] have been reported. A microinjector
interface and microdialysis junction have been applied, respectively.

Both approaches (CIEF-CZE and CIEF-RPLC) take advantage of several benefits
of isoelectric focusing as the first dimension: Upon completion of analyte focusing,
the self-sharpening effect greatly restricts analyte diffusion and contributes to analyte
stacking in narrowly focused bands with a concentration factor of more than two
orders of magnitude. Moreover, as the first separation dimension, CIEF resolves
proteins/peptides on the basis of their differences in pI, therefore offering greater
resolving power than that achieved in strong cation exchange chromatography.
Furthermore, due to the flexibility in the choice of ampholyte systems, CIEF can be
applied to acidic and very basic proteins/peptides in broad or narrow pH-bands.

The combination of the two highly resolving and orthogonal separation tech-
niques of CIEF and RPLC or CZE, together with analyte focusing and concentra-
tion, significantly enhances the dynamic range and sensitivity of conventional mass
spectrometry for the identification of low-abundance proteins. The CIEF-based
multidimensional separation/concentration platform enables the identification of a
greater number of soluble proteins while requiring 2–3 orders of magnitude lower
protein loading when compared to classical methods like 2D gel electrophoresis.

 

4.6 TWO-DIMENSIONAL SEPARATIONS AND 
MINIATURIZATION

 

Beyond the previously discussed CIEF-LC-MS and CIEF-CZE-MS approaches,
several other combinations of two separation techniques with independent (ortho-
gonal) selectivity have been developed in order to handle biological samples of high
complexity [55]. Different electrophoretic and chromatographic modes have been
coupled to achieve good sensitivity (i.e., application of a system capable of high
loadability as a first dimension) and high separation efficiency. CZE is attractive as
a second dimension because of its speed and separation efficiency.

In some early work by Tomlinson et al., immunoaffinity enriched peptides were
fractionated by RPLC and these fractions were then analyzed by SPE-CZE-MS [56].
Online multidimensional separation including CE-MS was pioneered by the group
of Jorgenson [57]. They describe comprehensive RPLC-CZE-MS, where LC is
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FIGURE 4.5

 

Two-dimensional display of the CIEF-FTICR analysis of lysates from
(A) 

 

D. radiodurans 

 

and (B) 

 

E. coli 

 

grown in normal media. (Reprinted from Jensen, P. K.
et al. 

 

Electrophoresis

 

, 21, 1372–1380, 2000. With permission.)
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coupled to the CZE by a flow-gating interface. Overlapping injections allowed for
a CZE separation every 15 sec.

The emerging technology of microfluidic chip devices first enables the integra-
tion of two-dimensional (or even three-dimensional) separation systems (rather than
“miniaturization” since electrophoresis in a capillary and on a chip is carried out in
the same dimensions of the cross-section). CE is especially interesting since it
requires only the implementation of electrodes, which can be controlled very rapidly.
Applications involving mass spectrometry are still scarce since a robust and low-
dead-volume coupling of the chip to the MS is difficult to achieve. Discussion of
this topic is beyond the scope of this chapter. For further reading, see recent reviews
(e.g., Mogenson et al. [58] and references therein).

Similarly, the integration of sample preparation into separation devices is highly
attractive, since the idea of “lab-on-a-chip” has become popular. As an example,
Wang and coworkers developed a miniaturized trypsin membrane reactor as part of
an integrated CE-ESI MS chip.

 

4.7 FUTURE PROSPECTS

 

The application of CE-MS for the analysis of proteins will increase for those
applications where separation speed, low sample quantities, or the separation selec-
tivity is advantageous. This primarily includes the analysis of isoforms (glycoforms)
of intact proteins, the analysis of post-translational modifications, and screening
purposes (e.g., in the context of biomarker discovery or pattern recognition).
If concentration sensitivity is not an issue, such as in impurity profiling, CE-MS is
at least a complementary technique to LC-MS because it is an orthogonal separation
technique and can easily separate low-abundant species from major species. CZE-MS
will be an important option in two-dimensional separation and in conjunction with
selective (online) enrichment techniques.

A simple and robust coupling, like the sheath-liquid interface with a grounded
needle, strongly facilitates the use and will contribute to further distribution of this
technology. As with LC-MS, CZE-MS will further benefit from ongoing improve-
ments in mass spectrometric technology.

The general trend of miniaturization and multidimensional analyses will certainly
push the analysis on microfluidic chip devices. In this area CE is highly attractive
and may play a dominant role in separation technology. Whether MS detection is
the choice in the near future will depend on the development of a robust chip–MS
coupling applicable to CE separation without losing the excellent separation efficiency
of electrophoresis in short microchannels.
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5.1 INTRODUCTION

 

Tracing its origins back to the beginning of the 20th century, mass spectrometry (MS)
holds a special place among analytical techniques. Mass spectrometry measures an
intrinsic property of a molecule—the molecular mass—with very high sensitivity,
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mass resolution, and mass accuracy. Therefore, mass spectrometry is used in an
amazingly wide range of scientific and analytical applications. For large analyte
species, such as intact proteins and strands of nucleic acids, molecular weights can
be measured with an accuracy of 0.01%—that is, to within 4 Daltons (Da) or atomic
mass units (amu) for a sample of 40,000 Da. This is usually sufficient to allow minor
mass changes to be detected (e.g.

 

,

 

 the substitution of one amino acid for another or
the presence of post-translational modifications).

Detailed information on protein primary structure is usually achieved by analysis
of peptides that are derived from the protein by proteolytic digestion. In the case of
peptides (relative molecular weight (Mr) 800–5,000), the mass accuracy obtained by
modern mass spectrometers is well within 30 ppm. Using tandem mass spectrometry,
structural information can be generated from proteins and peptides. This is achieved
by fragmenting peptide ions inside the mass spectrometer and analyzing the product
ions that are generated. Tandem mass spectrometry technology is extremely useful
for 

 

de novo

 

 amino acid sequencing of peptides, for protein identification 

 

via

 

 partial
sequence information, and for the identification of post-translational modifications.
In the fields of protein chemistry and proteomics, mass spectrometry is used for 

 

accurate molecular weight measurements

 

 (e.g., determination of sample
integrity and purity)

 

reaction monitoring

 

 (e.g., enzyme reactions, chemical modification and protein
digestion)

 

amino acid sequencing

 

 (e.g., sequence validation, 

 

de novo

 

 sequencing, and
protein identification by database searching with a peptide mass map [peptide
mass fingerprint] or a peptide sequence “tag” from a proteolytic fragment)

 

protein structure determination

 

 (e.g., protein folding monitored by H/D
exchange, protein–ligand complex formation under physiological conditions,
and macromolecular structure determination)

Protein mass spectrometry is usually performed using matrix-assisted laser des-
orption/ionization mass spectrometry (MALDI MS) or electrospray ionization mass
spectrometry (ESI MS). In MALDI MS the sample is prepared as a solid crystalline
deposit from which the ions are generated by laser irradiation. In ESI MS the sample
is solubilized in an aqueous/organic solvent mixture and ionized in an electrostatic
spray interface [1].

The aim of this chapter is to provide an overview of tandem mass spectrometry
of peptides using MALDI-TOF-TOF (TOF: time-of-flight mass analyzer) or
MALDI-Q-TOF (Q: quadrupole mass analyzer) mass spectrometers, including a
brief overview of sample preparation methods. Other instrument configurations, like
MALDI-iontrap [2] and MALDI-Fourier transform ion cyclotron resonance MS
[3,4], will not be discussed in this chapter.

 

5.2 THE MASS SPECTROMETER

 

The five basic parts of any mass spectrometer are: a vacuum system; a sample
introduction device; an ionization source; a mass analyzer; and an ion detector. The
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mass spectrometer determines the molecular weight of chemical compounds by
generating, separating, and detecting molecular ions according to their mass-to-
charge ratio (m/z). Gas-phase ions are produced from a solid (MALDI) or liquid
(ESI) sample in the ionization source by inducing the loss or the gain of a charge
by neutral molecules (e.g., protonation, or deprotonation). Once the ions are formed
in the gas phase they can be electrostatically directed into a mass analyzer, separated
according to their m/z ratio, and finally detected. The result is a mass spectrum that
can provide molecular weight or even structural information (fig. 5.1).

Matrix-assisted laser desorption/ionization was developed in the mid-1980s in
Münster, Germany, by Karas and Hillenkamp [5]. MALDI provides an ideal ioniza-
tion method for mass spectrometry of biomolecules and is extensively used for
protein identification by peptide mass mapping (aka mass fingerprinting) in pro-
teomics [6]. In MALDI analysis, the analyte is first cocrystallized with a large molar
excess of a matrix compound, usually a UV-absorbing weak organic acid, to generate
a solid sample. This “solid solution” is then irradiated by a pulsed UV laser, leading
to sublimation of the matrix that in the process carries the analyte with it into the
gas phase (fig. 5.2). The matrix therefore plays a key role by strongly absorbing the
laser energy to softly “lift” the analyte species into the gas phase without destroying
them. The matrix also serves as a proton donor and acceptor in the plasma (ionized
gas) to ionize the analyte molecules. Intact proteins (Mr > 8,000) may generate
singly protonated [M+H]

 

+

 

 and multiply protonated [M+nH]

 

n+

 

 ion species, whereas

 

FIGURE 5.1

 

(A) Schematic representation of the five basic parts of a mass spectrometer: a
vacuum system; a sample introduction device; an ionization source; a mass analyzer; and an
ion detector. (B) Schematic representation of a mass spectrum. The relative intensity of the
peaks is represented on the y-axis and the mass-to-charge ratio (m/z) of the different ions is
represented on the x-axis.
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peptides in the Mr range of 600–5,000 predominantly generate singly protonated
ion species [M+H]

 

+

 

. Following ionization, the gas phase ions are guided from the
ion source into the mass analyzer that separates them by their m/z ratio.

The performance of the ion optics and the mass analyzer is critical because these
components determine the mass accuracy, mass resolution, and mass range of the
instrument. In the simplest mass spectrometers, ions are typically separated accord-
ing to their m/z values by alternating electric fields (Q mass analyzers) or by their
drift time in a field free region (TOF mass analyzers).

Quadrupoles are four precisely parallel rods with a direct current (DC) voltage
and a superimposed radio-frequency (RF) potential. By altering the RF field (amplitude
scan) one effectively scans over the m/z range. Quadrupole mass analyzers are the
most common mass spectrometers because they are simple, robust, and easy to operate.
They operate at an intermediate vacuum (~5 

 

×

 

 10

 

–5

 

 torr), which reduces the demands
and price of the vacuum system, and they are capable of analyzing ions up to m/z
4,000 or even more in specialized applications [7,8].

In time-of-flight mass analysis, ion m/z is determined by accurate measurements
of ion drift time in a high vacuum. Ions travel from the ion source to the detector
with a given amount of kinetic energy. Because all the different ion species have
the same kinetic energy (

 

E

 

), yet a different mass (

 

m

 

), the ions reach the detector at
different times because they have different velocities (

 

v

 

)—that is, 

 

E

 

 = 

 

zeV

 

s

 

 = 

 

1

 

/

 

2

 

 

 

m

 

 

 

v

 

2

 

,
in which 

 

V

 

s

 

 is the ion acceleration potential and 

 

ze

 

 the total ion charge. Low molecular
weight ions reach the detector first because of their greater velocity. Larger ions take
longer to travel through the TOF instrument because they move at a lower velocity.
Thus, in the TOF mass analyzer, the m/z is determined as a function of the time of

 

FIGURE 5.2

 

Schematic representation of the MALDI (matrix-assisted laser desorption/
ionization) process.
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arrival of the ion (

 

equation t

 

2

 

 = 

 

m

 

/

 

z 

 

(

 

d

 

2

 

/(2 

 

V

 

s

 

e

 

)), where the distance from the ion
source to the detector is 

 

d

 

). 

 

5.2.1 MALDI T

 

ANDEM

 

 M

 

ASS

 

 S

 

PECTROMETRY

 

 (MS/MS)

 

Amino acid sequencing of peptide ions by MALDI MS/MS has become a practical
option only within the last decade. Tandem mass spectrometry enables peptide
backbone fragmentation 

 

via

 

 collision-induced dissociation (CID) of selected peptide
ions (precursor ions) by impact with an inert gas, such as argon. Subsequent mass
analysis of the resultant peptide fragment ions reveals the complete or partial amino
acid sequence of the peptide. Several MALDI MS/MS instrument geometries exist
(fig. 5.3). In the case of MALDI-TOF-TOF instruments, the two TOF mass analyzers
are collinear and separated by a collision cell. In contrast, in MALDI-Q-TOF instru-
ments, the two mass analyzers, a quadrupole and a TOF analyzer, are orthogonal to
each other. Since quadrupoles work at a relatively low vacuum (~5.10

 

–5

 

 torr), the

 

FIGURE 5.3

 

Schematic representation of two tandem mass spectrometers with MALDI
ionization source. (A) The MALDI-TOF-TOF instrument; (B) the MALDI-Q-TOF instrument.
Collision-induced dissociation is accomplished by selecting an ion of interest with the first
mass analyzer (e.g., Q or TOF) and introducing that ion into a collision cell. The selected
ion then collides with a collision gas, resulting in fragmentation. The fragments are then
analyzed by the second analyzer (e.g., TOF) to obtain a fragment ion spectrum.
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extraction of the ions in the MALDI source can be performed at atmospheric pressure
or at intermediate vacuum in MALDI-Q-TOF instruments; however, a high-vacuum
MALDI source is needed for the MALDI-TOF-TOF instrument to optimize ion
transmission efficiency.

The main difference between the two instrument geometries is that the MALDI-
TOF-TOF mass spectrometer operates with high-energy ion fragmentation (kilo-
electronvolt range) in MS/MS experiments, whereas the MALDI-Q-TOF operates with
low energy (10–100 eV) collisions. The MALDI-Q-TOF usually exhibits better
performance for sequencing of post-translationally modified peptides [9–12] and it
seems to be the most versatile instrument for MS/MS of peptides, although it is often
slightly less sensitive than a MALDI-TOF-TOF instrument (see following discussion).

 

5.2.2 S

 

AMPLE

 

 P

 

REPARATION

 

 

 

FOR

 

 MALDI-MS A

 

NALYSIS

 

With the development of robust and sensitive MALDI tandem mass spectrometers,
the real challenge for the analysis of complex peptide or protein mixtures is the
sample preparation step prior to mass spectrometric analysis. A range of sample
preparation methods and strategies has been developed to obtain the best possible
spectra from peptide mixtures, intact proteins, serum samples, phosphopeptides,
etc. [9,13–16]. In the case of complex samples such as those encountered in many
proteomics applications, peptide or protein fractionation by affinity purification
methods is a useful approach. Affinity-based enrichment of post-translationally
modified proteins and peptides serves to increase the relative abundance of a select
class of modified polypeptide species in a sample. It is applied at the intact protein
level or at the peptide level (i.e., after enzymatic or chemical degradation of
proteins) [17]. Next, we briefly describe some of the classical and also recent sample
preparation techniques for MALDI MS and MS/MS analysis of peptide and protein
samples [18–22].

 

5.2.2.1 Dried Droplet Method 

 

The dried droplet method for MALDI MS, as originally introduced by Karas and
Hillenkamp (1988), is commonly used for MALDI MS of simple peptide or protein
samples. In this method, mixing of an equal volume of analyte and of matrix solution
is performed on the MALDI target and the mixture is allowed to dry in ambient air [5]
before the sample is inserted into the mass spectrometer for analysis. Common
matrices include sinapinic acid (SA) [23], alpha-cyano-4-hydroxycinnamic acid
(HCCA) [24], and 2,5-dihydroxybenzoic acid (DHB) [25].

 

5.2.2.2 Thin Layer Method

 

This technique decouples matrix deposition from sample deposition. First, a matrix
solution prepared by using a low-viscosity, volatile solvent (HCCA dissolved in an
acetone/isopropanol mixture) is deposited on the MALDI plate. Fast evaporation of
the solvent results in a thin, homogeneous layer of matrix crystals. A small volume
of acidified sample solution is placed on top of the thin matrix layer and allowed to
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dry [26]. The sample is then quickly rinsed by adding a droplet of 0.1% trifluoroacetic
acid (TFA) to the sample deposit and then incubated for a few seconds followed by
removal of the solvent. Inclusion of nitrocellulose into the fast evaporation matrix
solution provides a more robust surface for sample deposition and is very well suited
for peptide mass mapping applications in proteomics [18].

 

5.2.2.3 Microcolumn Affinity Purification

 

A significant improvement in sample preparation came with the introduction of
custom-made disposable microcolumns as a fast cleanup step prior to MS. Some of
the techniques using microcolumns (GELoader Tips) packed with different affinity
material are summarized in table 5.1. Briefly, the material is packed into a GELoader
Tip with air pressure using a syringe; the resulting microcolumn is then equilibrated
before loading the sample. After loading, the sample is desalted by performing a
washing step. Then, the desalted and concentrated sample is eluted from the micro-
column in a single step, using a solution of MALDI matrix. All these techniques have
been used successfully in the case of purification of different post-translationally
modified peptides such as phosphopeptides [9,11,16,27] or glycopeptides [17,28,29].
A similar but less sensitive implementation of this technique is commercially available
as ZipTips from Waters/Millipore.

 

5.2.2.4 In-Situ Liquid–Liquid Extraction (LLE) in MALDI MS

 

Liquid–liquid extraction takes advantage of the hydrophobic properties of certain
peptides or proteins; it was recently introduced as a sample preparation technique

 

TABLE 5.1
Summary of Some Techniques Using Microcolumns (GELoader Tips) 
Packed with Different Affinity Material for Rapid Sample Preparation 
Prior to MS

 

GELoader tip
(Eppendorf) Column Material Affinity of the Column

 

Reversed phase material [19]
Poros R1 (similar to C4)
Poros R2 (similar to C8-C18)
Oligo R3 (similar to C18)

Proteins
Peptides
More hydrophilic peptides

Immobilized metal affinity
Chromatography (IMAC) material [16]

Phospho-peptides, his-tagged-
and negative peptides

HILIC [29] Hydrophilic peptides

Graphite powder [11] Very hydrophilic
peptides/phospho-peptides

Column

material
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for MALDI MS [30]. LLE can be used as an enrichment step for lipid-modified
proteins/peptides, which are very hydrophobic. The technique is simple and straight-
forward and affords a minimal loss of material because the two-phase separation is
performed 

 

in

 

 

 

situ

 

 (i.e., directly on the MALDI target). The 

 

in-situ 

 

LLE procedure
is outlined in figure 5.4. The two liquid phases of the LLE method consist of (1) the
aqueous sample solution (peptide or protein mixture); and (2) the water-immiscible
organic phase containing a saturated solution of matrix (HCCA) in ethyl acetate.

First, a 0.5-

 

μ

 

L aliquot of the aqueous sample is deposited on the MALDI plate.
An equal volume of organic phase (matrix in ethyl acetate) is added to the aqueous
sample, leading to a two-phase system consisting of a central aqueous phase surrounded
by the organic phase (fig. 5.4). The ethyl acetate rapidly evaporates within 30 sec,
leading to the generation of a circular deposit of matrix and analyte, which surrounds
the remaining aqueous droplet. The aqueous droplet is then transferred to a new
position on the target, matrix is added (dried droplet method), and the “organic deposit”
and the “aqueous deposit” can be analyzed separately by MALDI MS (fig. 5.4), leading
to more efficient detection and mass analysis of hydrophobic species.

 

5.2.3 P

 

EPTIDE

 

 S

 

EQUENCING

 

 

 

BY

 

 MALDI MS/MS

 

Unambiguous identification of a protein may require amino acid sequencing in order
to be able to search DNA, EST, or protein sequence databases. Locating modified

 

FIGURE 5.4

 

Schematic of the 

 

in-situ

 

 liquid–liquid extraction method. (A) The method pro-
ceeds in four steps: (1) An aqueous droplet (0.5 

 

μ

 

L) containing peptides is placed on the
MALDI target;(2) an equal volume of a saturated solution of a MALDI matrix (HCCA) in a
water-immiscible solvent (ethyl acetate) is carefully added on the top of the analyte droplet;
(3) during the incubation, the hydrophobic peptides are extracted from the aqueous sample
and crystallized with the MALDI matrix; (4) the remaining hydrophilic fraction is transferred
to a new position on the target and matrix solution is added. (B) The hydrophobic and
hydrophilic MALDI deposits after solvent evaporation.
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amino acid residues (e.g., phosphorylated, glycosylated, or oxidized residues) also
calls for sequencing of peptides. Amino acid sequence information can be obtained
by MALDI MS/MS experiments using MALDI-TOF-TOF instruments, MALDI-Q-
TOF instruments, or other techniques, as mentioned in a previous section. Briefly,
a particular peptide of interest, from the protein, is selected and dissociated in the
mass spectrometer to produce a fragmentation mass spectrum indicative of the
sequence of the peptide [31]. 

A drawback of peptide sequencing by MALDI MS/MS is the sometimes com-
plex and labor-intensive interpretation of fragment ion spectra. Tandem mass spectra
can be very complicated owing to the many types of fragment ions that arise during
ion dissociation in MS/MS. These can be immonium ions, N-terminal fragments
(a-, b-, and c-type ions), or C-terminal fragment ions (x-, y-, and z

 

-

 

type ions)
(fig. 5.5). The fragmentation nomenclature has its origin from two publications:
Roepstorff and Fohlman in 1984 and Biemann in 1988, who proposed a nomen-
clature system for fragment ions based on their origin along the backbone [32,33].
Furthermore, some of these fragment ions may display satellite peaks at –17 Da,
due to loss of ammonia from lysine or arginine residues, or at –18 Da, due to loss
of water from serine or threonine residues, or from acidic residues. Fragmentation
also depends on amino acid sequence: Some peptides fragment excessively, result-
ing in extremely complex patterns that are difficult to interpret, whereas other
peptides produce too few fragment ions with insufficient information to determine
a sequence. Nevertheless, a range of software tools has been developed that can
aid in the interpretation of tandem mass spectra of peptides (e.g., by performing
sequence database searches to match known protein sequences to the mass spectra)
[34]. Thus, in practical protein chemistry and proteomics, MALDI MS/MS is a
highly useful technology.

Methods to simplify MS/MS spectra by limiting the types of fragments generated
upon CID MS/MS analysis of peptides have been reported (for a review, see Roth

 

FIGURE 5.5

 

(A) Peptide fragmentation ions according to the Roepstorff et al. and Biemann
nomenclature. (Biemann, K. 

 

Biomed. Environ. Mass Spectrom

 

., 16, 99, 1988; Roepstorff, P.
and Fohlman, J. 

 

Biomed. Mass. Spectrom

 

., 11, 601, 1984). (B) Representation of an immonium
ion of an amino acid: ion resulting from the multiple cleavage of the peptidic chain.
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et al. [35]). This is typically achieved by chemical derivatization of the N-terminal
or the C-terminal residues of peptides in order to direct the fragment generation
toward one type of peptide ion fragment. Keough et al.

 

 

 

developed a strategy 

 

de novo

 

peptide sequencing by introducing sulfonic acid derivatives to the N-termini of
peptides [36,37]. In a MALDI MS/MS experiment, fragmentation of the derivatized
peptides produced exclusively C-terminal fragments (y-series ions) in the resulting
MS/MS spectra. As an example, MALDI MS/MS experiments have been performed
using 4-sulfophenyl isothiocynate (SPITC) as a sulfonating reagent. The resultant
sulfonate suppresses the generation of N-terminal fragments (b-series ions) by
neutralizing them.

Thus, the pattern of fragment ions is significantly simplified since the presence
of primarily only one type of ion (C-terminal y-ions) creates a “sequence ladder”
in the mass spectrum, which facilitates interpretation. The tandem mass spectra
obtained before and after derivatization are shown in figure 5.6. The facile peptide
fragmentation has been explained in the framework of a mobile proton model
wherein the mobile proton required to induce backbone fragmentation is provided
by the labile proton of the sulfonic acid [38].

 

5.3 FUTURE PROSPECTS

 

MALDI mass spectrometry has developed into a very robust, sensitive, and relatively
simple technology for mass determination of peptides and proteins. The advent of

 

FIGURE 5.6

 

Tandem mass spectra obtained on a MALDI-TOF-TOF instrument (AB 4700
Proteomics Analyzer, Applied Biosystems). (A) Fragmentation spectrum of unmodified
peptide STGSVVAQQPFGGAR at m/z = 1462.39; (B) fragmentation spectrum of modified
peptide SPITC-STGSVVAQQPFGGAR at m/z = 1676.77. The y-type ions are indicated. The
unmodified parent peptide appears at m/z = 1462.39.
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efficient and reproducible sample preparation methods for a range of applications
in protein chemistry and proteomics has established MALDI MS as a versatile
analytical technology in these fields. Recent advances in MALDI tandem mass
spectrometry have provided new capabilities for large-scale MALDI MS/MS experi-
ments and for amino acid sequencing of peptides in proteomics applications. The
combination of capillary liquid chromatography and automated MALDI MS/MS is
particularly promising for qualitative and quantitative analysis of complex peptide
mixtures. Further developments of sample preparation methods, MALDI MS
hardware, and the concomitant advances in bioinformatics for MALDI MS spectral
analysis and data interpretation will no doubt lead to new and more widespread
applications of this technique in the life sciences.
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6.1 INTRODUCTION

 

Protein glycosylation is one of the most common types of post-translational modi-
fications and plays numerous roles in cellular functions as diverse as immunity, cell
signaling, and cell adhesion [1]. Moreover, glycosylation affects physiocochemical
properties of proteins, such as folding, thermal stability, and solubility [2]. 

Mass spectrometry (MS) is an established tool for analysis of glycosylation in
isolated proteins. Advances in the field of proteomics in conjunction with new gen-
erations of mass spectrometers with improved performance have opened up new
possibilities for the detailed characterization of protein-linked glycans in complex
mixtures (glycomics). Such characterization involves several steps—that is, identifi-
cation of the glycosylated protein, the occupied sites, the nature and number of glycans
attached to each site, and the linkages connecting the individual monosaccharides.
Even though modern MS instruments may provide detailed information in these steps,
there are still several analytical limitations, partly due to complexities caused by
heterogeneous glycosylation. Thus, a comprehensive determination of glycosylation
sites and glycan structures in a proteome remains a daunting task. Therefore, there
is a strong need to develop new methods for enrichment and selective detection of
glycoproteins and glycopeptides, methods should be applicable to the small sample
quantities encountered in proteomics studies—in contrast to characterization of puri-
fied glycoproteins, where the sample amount often is not a limitation.

This chapter will give a short overview of the role of MS in the characterization
of glycosylated proteins, with a focus on some of the more recent developments in
sample preparation techniques. The use of chromatographic resins packed into micro-
columns has been combined with novel approaches in enzymatic digestion for
elucidation of structures and attachment points for protein-linked glycans. For a
comprehensive overview of the role of MS in the characterization of glycans and
glycosylated proteins, see Zaia [3] and Harvey [4]. 

 

6.2 GLYCAN STRUCTURES

6.2.1 N-L

 

INKED

 

 G

 

LYCANS

 

The biosynthesis of protein N-glycosylation has been carefully investigated and the
individual steps have been described in great detail [5]. Briefly, lipid-linked dolichol
phosphate oligosaccharides in the endoplasmatic reticulum are attached to asparagine
in the consensus sequence NXS/T/C, where X denotes any amino acid except proline.
These oligosaccharides are subsequently processed by a series of glycosidases and
glycosyltransferases, and a wide variety of glycan structures (glycoforms) may thus
be generated. Common to most N-glycans is a core structure of two N-acetylgluco-
samine (GlcNAc) residues and three mannose residues. N-glycans are classified into
three main classes: high mannose, complex, and hybrid types of glycosylation. The
high mannose type of glycosylation contains branches of one or several mannose
residues attached to the core structure. In the complex type, the branches may contain
GlcNAc, galactose, and sialic acid residues. In the hybrid type of glycosylation,
features of both high mannose and complex types of glycosylation may be present.
In some hybrid and complex types of glycans, a fucose residue is linked to the
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proximal GlcNAc residue in the core [6]. In plants, the core structure may be
modified by a 1-2 linked xylose residue or a 1-3 linked fucose residue [7]. 

 

6.2.2 O-L

 

INKED

 

 G

 

LYCANS

 

In contrast to the well-defined consensus sequence for N-linked glycans described
above, no common amino acid sequence defines the attachment point for O-linked
glycans. The synthesis of O-glycans is typically initiated by the transfer of a single
activated monosaccharide to a threonine or serine residue. However, in some cases,
O-glycans can also be attached to tyrosine, hydroxyproline, and hydroxylysine
[8]. An abundant class of O-glycans in mammals are the so-called “mucin type”
O-glycans, which contain an N-acetylgalactosamine (GalNAc) residue attached to
the peptide chain. However, no defined core structure is common to O-glycans, and
a series of different motifs have been described (for a review on O-glycosylation,
see Van den Steen et al [9]). Proteins modified by a single O-linked GlcNAc residue
have attracted much interest since they have been implicated in cell signaling [10].

 

6.2.3 G

 

LYCOSYL

 

-P

 

HOSPHATIDYLINOSITOL

 

 (GPI) A

 

NCHORS

 

 

 

AND
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The attachment of a GPI anchor to a protein is not a glycosylation event in a strict
sense, since no direct peptide–glycan bond is formed. The GPI anchor is attached
to the protein via an amide bond between the C-terminal carboxyl group and an
ethanolamine moiety from the GPI anchor [11]. The attachment is carried out by a
transamidase that cleaves a short C-terminal peptide (15–30 amino acids) from the
protein and transfers a preassembled GPI anchor to the newly formed carboxy-
terminus [12]. Most GPI anchors contain a core structure composed of ethanolamine,
phosphate, mannose, glucosamine, and inositol. But, several additional residues may
also be attached. This core structure is attached to a lipid molecule, which anchors
the GPI protein to the cell surface or other membranes.

C-glycosylation is a relatively newly discovered type of glycosylation that differs
from the more common ones because the sugar is linked to the protein through a
carbon–carbon bond to tryptophan residues [13]. This type of glycosylation has been
found attached to tryptophan residues in certain membrane-associated and secreted
proteins [14]. 

 

6.3 MASS SPECTROMETRY IN GLYCOMICS

 

Mass spectrometry has been applied to the characterization of glycosylated proteins
and oligosaccharides since the 1980s, when the analysis was performed using fast
atom bombardment (FAB) MS (e.g., Dell [15]). However, several limitations were
observed with FAB MS, including substantial fragmentation, limited mass range,
and poor sensitivity. Today, FAB MS has been replaced with softer ionization
methods (i.e., matrix-assisted laser desorption/ionization [MALDI] [16,17] and electro-
spray ionization [ESI] [18]), which provide high sensitivity, less fragmentation, and
the ability to analyze relatively complex mixtures. 
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6.3.1 MALDI-MS

 

MALDI-MS has evolved as a powerful technique for the structural characterization
of glycans and glycopeptides. Several important parameters need to be considered
prior to MALDI analysis, depending on the composition of the glycan in question.
These include the sample preparation method, the choice of matrix, and the use of
positive or negative ion mode. A wide range of matrices has been developed for
glycan analysis (see Harvey [19] for a comprehensive review). The most frequently
used matrix for analysis of free glycans and glycopeptides is 2,5-dihydroxybenzoic
acid (DHB). DHB forms long, needle-like crystals that can be redissolved on the
target to produce a more homogeneous crystal layer [20]. When embedded in a DHB
matrix, neutral oligosaccharides and glycopeptides are normally ionized as alkali
metal adducts in positive ion mode. Glycans containing sialic acid and other nega-
tively charged residues may in some cases preferentially be analyzed in negative ion
mode to avoid complex spectra due to salt formation [21].

When MALDI-MS is used in combination with time-of-flight (TOF) mass analy-
zers, it is also important to consider the use of the TOF analyzer in linear or reflector
mode. Metastable fragmentation, which occurs in the TOF analyzer between the ion
source and the reflectron, is a common problem observed in MALDI-TOF analysis
of some types of glycans. This results in unfocused and consequently low-resolution
signals in reflector ion mode. It does not contribute to any false signals in linear ion
mode because the fragments will hit the detector at the same time as the parent ion.
In-source decay (prompt fragmentation) has been shown to occur for very labile
compounds, where the fragmentation takes place before the acceleration and con-
sequently contributes to false signals in reflector and linear ion mode. This has
mainly been reported for sialic acid containing glycans and glycopeptides [22]. 

One of the advantages of using MALDI-MS for analysis of glycans is that
underivatized as well as derivatized glycans can be analyzed with apparent compa-
rable sensitivity. Another advantage is that the signal intensity of neutral glycans
does not decrease with increasing size [20]. As a consequence, MALDI-MS has
been used extensively for profiling mixtures of free or derivatized glycans (e.g., for
quantitation of permethylated carbohydrate mixtures [23]). This approach has proven
reproducible and reflects the results obtained by using various labeling strategies.
In addition, it is our experience that neutral glycosylated peptides give higher signal
intensities in MALDI-MS when compared to ESI-MS (M. R. Larsen, unpublished
results). In a recent comparison, we found that the new generation of tandem
MALDI-MS instruments show some variation in their ability to analyze glycosylated
peptides and glycans [24]. In our hands, a MALDI quadrupole orthogonal time-of-flight
(QTOF) mass spectrometer showed superior performance compared with TOF-TOF
instruments in fragmentation analysis of glycosylated peptides and glycans. One
possible reason for this difference in performance could be that the low collision
energy in the MALDI-QTOF is more suitable for glycan fragmentation compared
with the high collision energy of TOF-TOF instruments. Another possible explana-
tion is that the lower laser frequency of the MALDI-QTOF is more suitable for
analysis of glycans and glycopeptides since these often are embedded in DHB and
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other soft matrices that generate large inhomogeneous crystals, which are more
rapidly degraded by the high-frequency lasers found in high-throughput TOF-TOF
instruments. It can also be speculated that lower laser frequencies prevent overheating
of the local area on the MALDI target and therefore prevent temperature-dependent
degradation of the analyte molecule.

 

6.3.2 ESI-MS

 

Only recently has ESI-MS been routinely applied to proteomic analysis of glycans
and glycopeptides. These developments have been promoted by a change in the
ionization interface towards spraying with significantly smaller droplets, which
improves the ionization efficiency of hydrophilic glycans and glycopeptides (e.g.,
Juraschek et al. [25]). The hydrophilicity of oligosaccharides reduces the sensitivity
of their analysis by ESI-MS because the surface activity is reduced when larger
droplets are used [26]. Under these conditions, the highest ionization efficiencies
are observed for hydrophobic peptides and other analyte ions with high surface
activities. Thus, permethylation of free glycans, which increases their hydro-
phobicity, can improve the sensitivity of their analysis in ESI-MS [27].

Coupling of liquid chromatography (LC) to ESI-MS is preferred when complex
mixtures are analyzed. This has been shown for free glycans using graphitized carbon
cartridges for the analysis of reduced O-linked oligosaccharides released from bovine
submaxillary mucin, bovine fetuin, and porcine gastric mucin [28,29]. Reverse-phase
LC has not proven suitable for separation of free glycans [28], but can be applied
to glycopeptides [30]. In LC-ESI MS, parent ion scanning can be used to localize
glycopeptides by tracing the oxonium ions (m/z [mass-to-charge ratio] 163 [Hexose],
204 [

 

N

 

-acetylhexosamine (HexNAc)], 274 [sialic acid], 292 [sialic acid], and 366
[Hexose-HexNAc]) generated by mild fragmentation of the glycan structures
attached to the peptide [31]. It has also been shown that the specificity of the
precursor ion scanning can be markedly increased using optimized collision energies
and high-resolution mass spectrometers [32]. 

 

6.4 CHARACTERIZATION OF GLYCAN STRUCTURES BY MS

 

One of the most common approaches for obtaining information about the structures
of glycans is to use different exoglycosidases in combination with MS [33]. Here,
the glycosylated protein is enzymatically digested with a specific protease, followed
by chromatographic separation of the resulting peptide mixture using HPLC (high-
performance liquid chromatography) or similar methods. Fractions containing
glycosylated peptides can often be localized in MALDI mass spectra as a series of
peaks with characteristic m/z spacing representing different glycoforms of the same
peptide. Alternatively, glycopeptides can be localized by analyzing fractions with
ESI-MS. The appearance of glycan-specific oxonium ions at high orifice potentials
indicates the presence of glycopeptides. Fractions containing glycopeptides are then
sequentially treated with exoglycosidases to cleave off monosaccharides from the
nonreducing end of the glycan and the reaction is monitored by MALDI-MS.
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This methodology provides information about the types of monosaccharides
present in the glycan and their linkages, but it is limited by the availability of
exoglycosidases with suitable specificities, and previous knowledge about the
glycan composition is advantageous for the design of the sequential digestion.
Another limitation of this method is that a large amount of starting material is
needed for the sequential exoglycosidase treatment since sample is lost in the
individual steps. Immobilized exoglycosidases on magnetic beads have been used
to increase sensitivity [34]. 

Recent developments in tandem mass spectrometry have made it possible to
elucidate glycan structures by MS alone at a sensitivity compatible with standard
proteomic applications. Using tandem MS fragmentation to elucidate the structure of
glycans has several advantages compared to exoglycosidase strategies including, for
example, no restriction in specificity and higher sensitivity. However, a disadvantage
of tandem MS fragmentation is that information on linkages and monosaccharide
composition often cannot be obtained due to isobaric masses of monosaccharide
isomers such as galactose and glucose. Ion trap instruments capable of performing
MS

 

n

 

 (i.e., subsequent fragmentation of internal fragment ions from the parent ion),
have been used to resolve linkage positions and branching patterns in permethylated
oligosaccharides [35]. 

In 1988, Domon and Costello established the nomenclature for glycan fragmen-
tation, as shown in figure 6.1A [36]. Fragment ions containing the intact nonreducing
end of the glycan are labeled A, B, and C, where A denotes cross-ring cleavage and
B and C glycosidic bond cleavages. Fragment ions containing the reducing end are
labeled X, Y, and Z, where X denotes cross-ring cleavage and Y and Z glycosidic
bond cleavages. Glycans are normally detected in MS as (M+H)

 

+

 

, (M+Na)

 

+

 

, or
(M+K)

 

+

 

. The fragmentation of those ions is very different; that is, (M+H)

 

+

 

 ions
fragment easily, whereas much more energy is needed to fragment the alkali metal
adducts. The latter ions produce more cross-ring cleavages [37]. 

Fragmentation of glycosylated peptides is more complicated because the fragment
ion spectrum contains a mixed population of fragment ions originating from the glycan
and the attached peptide. The ions observed in fragmentation of glycosylated peptides
are (1) loss of single monosaccharides from the glycosylated peptide, indicating that
the charge is predominantly retained on the peptide (Y-type fragments); (2) B-type
oxonium ions corresponding to fragmentation of the glycan structure with the charge
retained on the glycan; and (3) y and b ions obtained from peptide backbone
fragmentation (see Roepstorff and Fohlman [38] and fig. 6.1B for more details on
peptide fragmentation). The degree of peptide backbone fragmentation depends on
the size and the sequence of the peptide, the size of the attached glycan, and the
collision energy. Glycosylated peptides with a long peptide chain tend to generate
more peptide backbone fragmentation than the ones with small peptide chains. In
addition, the smaller the glycan is, the more peptide backbone fragmentation is
observed (M. R. Larsen, unpublished results). As for free glycans, glycopeptides can
be detected in MS as (M+H)

 

+

 

, (M+Na)

 

+

 

, or (M+K)

 

+

 

 depending on the purity of the
sample; also, here the (M+H)

 

+

 

 species fragment is more easily compared to the alkali
metal adducts.
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6.5 IDENTIFICATION OF GLYCOSYLATION SITES

 

Determination of glycosylation sites directly from intact glycopeptides can be prob-
lematic. This is particularly the case when the glycosylation is heterogeneous and
the signal therefore is distributed over a population of different glycopeptides, which
confounds the interpretation of the mass spectrum. The heterogeneity may also limit
the detection of low-abundance peptides, particularly if poorly ionizable and/or large

 

FIGURE 6.1

 

Fragmentation nomenclature. The nomenclature for fragmentation of glycans
suggested by Domon and Costello (Domon, B. and Costello, C. E. 

 

Glycoconjugate J

 

. 5(4),
397–409, 1988) is illustrated in A. B: Putative fragmentation of a glycosylated peptide
including peptide fragmentation according to Roepstorff and Fohlman. (Roepstorff, P. and
Fohlman, J. 

 

Biomed. Mass Spectrom

 

. 11(11), 601, 1984.)
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glycans are present. Determination of glycan attachment points in a peptide chain
can be achieved by complete or partial removal of the glycan chain by fragmentation
in the mass spectrometer or by enzymatic digestion.

In the “mild” fragmentation technique of electron capture dissociation (ECD),
labile glycan bonds and peptide bonds are fragmented to a similar extent and ECD
has thus successfully been used for determination of glycosylation sites using Fourier
transform (FT) MS [39]. However, this technique is not yet fully applicable for
analysis of complex protein mixtures. In the more common fragmentation technique
of collision-induced dissociation (CID), glycans are generally fragmented at lower
fragmentation energies than peptides and the peptide fragment ions are therefore
often masked by high-abundance glycan fragment ions. Therefore, it may be con-
venient to remove the glycans by enzymatic cleavage, as described below. Obviously,
a drawback with this method is that the information about the intact glycan structures
attached to a given site will be lost.

 

6.5.1 N-L

 

INKED

 

 G

 

LYCANS

 

The most commonly used 

 

endo

 

-acting enzyme for deglycosylation of N-linked
glycans is peptide-N-glycosidase F (EC 3.5.1.52). This enzyme cleaves the bond
between asparagine and the innermost GlcNAc residue of the glycan (fig. 6.2A). In
the enzymatic process, asparagine is deamidated to aspartate, thus yielding a mass
increase of 1 Da that can be used to identify a glycosylation site in a peptide sequence.

 

FIGURE 6.2 

 

Enzymatic digestion of glycopeptides by endoglycosidases. This schematic
picture only shows the conserved core structure of N-glycosylation with a putative fucose
residue attached to the innermost GlcNAc residue. (A) Specificity of peptide-N-glycosidases,
like PNGase F. (B) Specificity of endo-

 

β

 

-N-acetylglucosaminidases, like Endo D and Endo H.
(Reprinted with permission from Hagglund, P. et al. 

 

J. Proteome Res

 

. 3(3), 556–566, 2004.
Copyright 2004, American Chemical Society.)
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However, deamidation is a ubiquitous protein modification 

 

in vivo

 

, and it is therefore
possible to confuse a “true” deamidation site for a glycosylation site. In order to
decrease this problem, it is possible to use PNGase F in the presence of 

 

18

 

O water.
In this case, an 

 

18

 

O-labeled deglycosylated peptide will gain a mass increase of
3 Da [40,41].

Another group of 

 

endo

 

-acting enzymes active on N-linked glycans are the endo-

 

β

 

-N-acetylglucosaminidases (EC 3.2.1.96) that hydrolyze the bond between the two
innermost GlcNAc residues attached to asparagine (fig. 6.2B). After this enzymatic
reaction, one GlcNAc residue will be retained on the peptide that will give a mass
increase of 203 Da relative to the unmodified peptide chain. If a fucose residue is
attached to the innermost GlcNAc residue, a mass increase of 349 Da will result
instead. In MS/MS experiments, the oxonium ion of the retained GlcNAc residue
(m/z 204) can be used as a diagnostic marker for glycopeptides (e.g., in precursor
ion scanning). Moreover, the signal from the GlcNAc oxonium ion can potentially
be used to extract spectra of glycosylated peptides from large datasets, prior to
in-depth analysis [42]. 

One drawback with these enzymes in a comprehensive analysis of glycosylation
sites is that no single enzyme is active on all of the major classes of N-glycans (i.e.,
high mannose, complex, and hybrid). In order to circumvent this problem a combi-
nation of enzymes can be used that, when used in concert, are active on all the major
classes. For example, Endoglycosidase H is active on high mannose type glycosylation
and Endoglycosidase D is active on complex and hybrid type glycosylation when
used together with a set of exoglycosidases [43]. 

 

6.5.2 O-L
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No single enzyme can be used generally for removal of O-glycan structures. The
only commercially available 

 

endo

 

-acting enzyme is O-glycanase (endo-

 

α

 

-N-acetyl-
galactosaminidase), which exclusively acts on the specific disaccharide galactosyl-

 

β

 

-1-3-GalNAc attached to serine or threonine [44]. As an alternative to enzymatic
digestion, O-glycan attachment sites are often determined by beta-elimation reactions
[45]. Beta-elimination of glycosylated serine and threonine residues yields dehydro-
alanine and dehydrobutyric acid, respectively, and thus results in a mass decrease
of 18 Da that can be used for site identification. Beta elimination can also be
combined with a Michael addition reaction, in which a nucleophile attacks the double
bond formed after beta elimination. In this manner, different nucleophiles can be
used for identification and/or selective enrichment of modified peptides [46,47]. One
major drawback with the beta-elimination reaction is that it is not specific for
glycosylated residues; that is, phosphorylated serine and threonine residues may also
be modified in beta-elimination reactions [46].

 

6.5.3 GPI A

 

NCHORS

 

GPI anchors can be released from the C-terminus of proteins using phosphatidyli-
nositol phospholipase C (PI-PLC). PI-PLC hydrolyzes the bond between the lipid
and the phospatidylinositol moiety and thus retains the glycan part of the anchor on
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the protein. PI-PLC digestion has been used together with hydrophilic interaction
chromatography (HILIC) and MS to identify sites of GPI-anchor attachment [48]. 

 

6.6 MICROCOLUMN PURIFICATION STRATEGIES

 

Several instruments in the new generation of mass spectrometers provide similar
results with respect to sensitivity of protein identification. As an example, we have
tested several MALDI instruments and found that these show similar performance
for identification of in-gel and in-solution digested proteins by peptide mass finger-
printing [49]. Thus, the limitation in MS protein identification often lies in the sample
preparation steps. Consequently, efforts have been made to develop new methods
for sample preparation and improve existing techniques. For example, different
matrices and additives have been evaluated for sample preparation in MALDI-MS
(e.g., references 50 through 52). Another strategy has been to develop disposable
microcolumns for desalting of samples prior to MS analysis.

A number of different microcolumns are commercially available (Ziptip™
[Millipore], NuTip™ [Glygen Corp.], and StageTips [Proxeon]). As an alternative
to these, custom-made disposable microcolumns have been developed [53–56].
These columns offer several advantages compared to the commercial ones. First,
they are easily prepared in disposable tips (fig. 6.3) and the minute amount of column
material used for each column makes them very inexpensive. Second, the small bed
volume and large surface area make them more sensitive than the commercial ones
because it is possible to achieve a more efficient elution in a much smaller volume,
as recently demonstrated [56]. Finally, custom-made microcolumns can be prepared
using any kind of material for chromatographic separation available in the appro-
priate particle size. We and other groups have used several chromatographic materials
for proteomics applications that can be used for characterization of glycosylated
peptides or free glycan structures:

 

FIGURE 6.3 

 

Pictures of custom-made microcolumns. (A) Microcolumn packed in a
GELoader tip. (B) Close-up of graphite powder packed in a microcolumn.
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Reversed-phase (RP) resins (e.g., Poros R1, R2, and R3) are often used in
proteomics to desalt and concentrate peptides or proteins prior to mass
spectrometry. In the analysis of glycosylated peptides, the efficiency of
RP purification is dependent almost exclusively on the peptide sequence,
since the hydrophilic glycan contributes very little to the retention on
such columns [28]. 

Graphite powder can be used as an alternative to RP materials, in particular
for cleanup of small hydrophilic peptides, phosphorylated peptides, or glyco-
sylated peptides [56–59]. In addition, graphitized carbon has been used
extensively for purification of free or derivatized glycans [28]. Below is an
example of the use of graphite microcolumns for the analysis of small
glycosylated peptides.

Anion (e.g., Poros HQ) and cation (e.g., Poros S) exchange resins are fre-
quently used for protein and peptide separation in proteomics [60] and can
be used, for example, to separate charged glycosylated peptides from non-
charged species. 

Hydrophilic interaction liquid chromatography (HILIC) material can also be
used for the purification of hydrophilic compounds (e.g., glycosylated
peptides [61]), as described in more detail next. 

 

6.7 TWO EXAMPLES OF USE OF MICROCOLUMNS AND 
ENZYMATIC DIGESTION FOR MS CHARACTERIZATION 
OF GLYCOPEPTIDES
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In a recent study, we investigated the use of HILIC for enrichment of glycopeptides
prior to MS analysis [61]. Hydrophilic interaction liquid chromatography—also
referred to as normal phase chromatography—is a well established technique for
separation of polar molecules [62]. The technique is based on interactions between
polar solutes and hydrophilic groups immobilized in the stationary phase. Typically,
different types of chemically modified silica-based stationary phases are used. Samples
are applied in a mobile phase with a high content of organic solvent (e.g., acetonitrile),
and elution is achieved by lowering the organic content of the mobile phase. HILIC
has been used successfully for separation of amino acids, peptides, oligonucleotides,
glycans, and various small, polar compounds (e.g., see references 63 through 66).

We tested whether HILIC could potentially be used under optimized conditions
to separate glycosylated peptides from nonglycosylated peptides prior to mass
spectrometric analysis, using HILIC resin microcolumns. Initially, the method was
developed by MS analysis of fetuin, a well-characterized glycoprotein containing
three N-glycosylation sites. A tryptic digest of the protein was applied to an HILIC
microcolumn in 80% acetonitrile and peptides were eluted in 0.5% formic acid. As
seen in figure 6.4C, mainly high molecular weight signals were observed in the mass
spectrum of the sample eluted from the HILIC microcolumn. To verify the presence
of the peptides containing the three glycosylation sites, the sample was digested by
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an endoglycosidase (PNGase F). Indeed, as seen in figure 6.4D, the main signals in
the mass spectrum of the sample after endoglycosidase digestion correspond to the
three deglycosylated peptides containing the glycosylation sites in fetuin. In contrast,
mass spectra of the same tryptic digest purified on microcolumns packed with
standard reverse phase resins were dominated by signals from nonglycosylated
peptides (fig. 6.4A and B)

In the same study, we combined the use of HILIC microcolumns and endo-
glycosidase digestion for analysis of N-glycosylated peptides in human plasma [61].
Briefly, proteins from human plasma were separated by SDS-PAGE followed by
in-gel tryptic digestion. The digested samples were applied to HILIC microcolumns
as described previously, and the retained peptides and the flow-through peptides
were digested with Endoglycosidase H and Endoglycosidase D, thus leaving one
GlcNAc residue retained on the peptide (fig. 6.2B). Finally, the samples were analyzed
by LC-MS/MS and 62 glycosylation sites were unambiguously identified. All the
identified glycopeptides were retained on the HILIC columns. Only one peptide was
identified among the flow-through fractions, and this peptide was also identified
among the retained fractions.

 

FIGURE 6.4

 

MALDI-TOF mass spectra of peptides from fetuin after tryptic digestion. (A)
Spectrum of peptides retained on an R2 reversed-phase microcolumn. (B) Spectrum of
peptides retained on an R3 reverse-phase microcolumn. (C) Spectrum of peptides retained
on a HILIC microcolumn. (D) Spectrum of peptides after PNGase F digestion of the sample
displayed in 2C. Peaks corresponding to deglycosylated peptides are marked with asterisks (*).
The peak marked with a hash sign (#) corresponds to a glycopeptide containing an internal
S–S bond. All spectra were acquired in positive reflector mode except 2C, which was acquired
in negative linear mode. (Adapted with permission from Hagglund, P. et al. 

 

J. Proteome Res

 

.
3(3), 556–566, 2004. Copyright 2004, American Chemical Society.)
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The current methods for glycoprotein characterization (i.e., localization of glyco-
sylation site and characterization of the glycan composition/structure) cannot easily
be applied to proteins in most proteomics studies due to the low sensitivity of those
methods. Recently, we described the use of specific/nonspecific protease treatment
in combination with sequential microcolumn purification and MALDI-MS for char-
acterization of glycosylated proteins present in low amounts (low picomole level)
[58]. In this method, the glycosylated protein is enzymatically digested into pep-
tides/glycopeptides using a specific protease (e.g., trypsin); a small amount of the
peptides (usually <2%) is used to identify the protein based on peptide mass mapping
or MS/MS sequencing. The remaining sample is treated with the nonspecific protease
proteinase K, which cleaves the peptides into small fragments (i.e., mono-, di-, or
tripeptides). The glycan structure on the glycopeptides will act as steric hindrance
for the proteinase K, thereby leaving a small “peptide tag” attached to the glycan.
The digested glycopeptides can be specifically purified from the remaining peptides
that are resistant to proteinase K or peptides originating from autoproteolysis of
proteinase K by using sequential microcolumn purification employing reverse phase
and graphite materials. The sample after proteinase K treatment is applied to a Poros
R2 reverse-phase microcolumn. The flow-through is collected on a microcolumn
packed with graphite powder and, after washing the column, the glycopeptides are
eluted directly onto a MALDI target using 30% acetonitrile, where it is mixed with
matrix (DHB). A similar strategy employing the nonspecific protease pronase was
described by Juhasz and Martin [67] and has been used in a number of studies (e.g.,
An et al. [68]). However, a significant decrease in sensitivity is observed when this
method is used. Pronase is composed of many endo- and exoproteinases that cleave
each other in an unspecific manner, resulting in a large number of peptides of various
lengths. This significantly reduces the sensitivity of the method due to ion suppres-
sion effects. 

Using the method described above, the analysis of 2 pmol of HPLC purified
ovalbumin separated by SDS-PAGE yielded a glycopeptide profile in MALDI-MS
negative ion mode as shown in figure 6.5A. Here, a total of 11 different signals are
detected in the mass area > 1200 Da, which is the area where we expect the cleaved
glycopeptides to appear. Each signal represents a different glycan structure attached
to the same peptide (YNLT) as indicated in the figure. The mass of the attached
peptide and a putative monosaccharide composition can be obtained by performing
MALDI tandem MS or by using the GlycoMod software (http://www.expasy.com).

A MALDI tandem MS spectrum of the signal at 1886.9 Da from figure 6.5A in
positive ion mode is shown in figure 6.5B. Here, the sequential loss of single
monosaccharides from the glycopeptide indicates that the charge is predominantly
retained on the peptide (Y-type fragments [36]). Additional signals originate from
B-type oxonium ions, corresponding to fragmentation of the glycan structure with
the charge retained on the glycan. The described method is fast and sensitive enough
for investigation of the glycome of different types of cells or tissues in diseases or
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FIGURE 6.5

 

Analysis of gel-separated ovalbumin using sequential proteases and micro-
columns. (A) MALDI-MS spectrum of glycosylated peptides from ovalbumin after selective
purification using proteolytic enzymes in combination with reversed-phase and graphite
microcolumns as described previously. (Larsen, M. R. et al. 

 

Mol. Cell. Proteomics

 

 4(2),
107–119, 2005.) The spectrum was obtained in negative reflector ion mode and the peptide
sequence and the putative monosaccharide compositions are shown. (B) Tandem MALDI-MS
fragment ion spectrum of the glycopeptide at m/z 1888.8 in positive ion mode. The sequential
loss of single monosaccharides from the glycopeptide is shown and the oxonium ions are
marked with asterisks.
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during different physiological stimuli where the proteins are present in low levels,
especially if combined with liquid chromatography to reduce the complexity. 

 

6.8 FUTURE PROSPECTS

 

A few examples of developments in MS analysis of glycoproteins have been presented
here. As outlined in this chapter, an array of mass spectrometric and chromatographic
techniques can now be used for analysis of glycoproteins. However, further develop-
ments in this field are needed to improve the detection of low-abundance glycoproteins
in complex samples. This is particularly important for many clinical applications since
the immediate problem associated with characterization of biomarkers in body fluids
is the dynamic range of protein concentration [69]. This results in difficulties in
detecting low-abundance biomarkers leaking from diseased cells/tissues due to the
limited dynamic range of the current techniques.

Abnormal glycosylation is observed in many diseases (e.g., human cancers
[70,71]), making glycosylated proteins ideal candidates for biomarkers. It is well
known that several glycosylated proteins change in terms of expression and in terms
of the type of glycan structures attached and glycan attachment site—for example,
upon tumor invasion and metastasis [70,71]. Since glycosylated proteins are mainly
membrane attached or secreted, they will eventually end up in body fluids. By
focusing the biomarker detection on glycosylated proteins, the problem of large
dynamic range in protein concentrations can be reduced, since glycosylated proteins
can be affinity purified from plasma using carbohydrate-binding lectins. Several
lectins are commercially available and many more are on their way, holding promise
for future biomarker detection. 

For a comprehensive understanding of the glycosylation pattern in a particular
proteome, it would be desirable to obtain quantitative information about the glyco-
sylation status of its individual proteins. Quantification of glycosylated proteins in
a proteomics context has been shown previously [72]. Glycosylated proteins were
conjugated to a solid support using hydrazide chemistry followed by proteolytic
digestion, isotope labeling of the glycopeptides, and final release of the N-linked
glycopeptides by PNGase F digestion. The released peptides were analyzed and
quantified using LC-MS/MS. Even though this method provided quantitative infor-
mation about protein expression, it is likely that many quantitative changes are related
to differences in the relative quantities of different glycans attached at a particular
glycosylation site. It is therefore important that these types of studies are further
developed to provide quantitative information also on the glycan level.

Development of new, sensitive hybrid types of MS instruments capable of per-
forming fragmentation by ECD, electron transfer dissociation and infrared multi-
photon photodissociation (IRMPD) appears to be promising for future analysis
strategies in glycomics. In ECD, precursor ions are irradiated with low-energy
electrons yielding predominantly peptide backbone fragmentation (mainly c and
z ions). In IRMPD, precursor ions are subjected to infrared irradiation and slowly
heated until they begin to dissociate, giving rise to amide bond cleavage or frag-
mentation of the most labile bonds (e.g., glycosidic bonds). The combination of the
two techniques will undoubtedly contribute to the field of glycomics in the future,
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as peptide sequence information is obtained using the ECD fragmentation and
information about the glycan structure is obtained using the IRMPD fragmentation
option. The limiting step is the slow fragmentation compared to CID; however, we
believe that this hurdle will be overcome in the future.

In contrast to protein expression analysis and simple protein identifications,
information about post-translational modifications can only be determined on the
protein level and not by complementary approaches on the RNA transcript level
(e.g., microarrays). Therefore, we believe that the area of glycomics in particular
and modification-specific proteomics in general will continue to develop in the field
of proteomic research because information about glycosylations and other post-
translational modifications is important for a complete understanding of many of the
mechanisms behind the dynamics and regulations of living cells.
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7.1 INTRODUCTION

 

Surface-enhanced laser desorption/ionization (SELDI) protein array technology rep-
resents a collection of analytical tools and protocols that address the challenges of
protein separation, protein purification, and protein detection by mass spectrometry.
Commercially, SELDI has been embodied within Ciphergen Biosystems Inc. Protein-
Chip® array products (Fremont, California). SELDI array surfaces function as solid
phase extraction media that support on-probe isolation and cleanup of analytes prior
to mass spectrometric investigation. Often, a complex mixture of proteins and other
biological compounds can be divided into a series of manageable populations by
employing specific or quasispecific interaction motifs that exist between the analyte
and the array’s surface. Analytes with physical and chemical properties complemen-
tary to array surface functional groups are adsorbed, while others are washed away
during the sample preparation process. Further, contaminants such as salts, detergents,
elutropic agents, lipids, and chemical denaturants that squelch the creation of ions
during mass spectrometric proteomic studies are, for the most part, also washed away,
producing a “purified” protein pool for facile mass spectrometry (MS) analysis.

After adsorption and purification upon the array surface, retained proteins are
subsequently desorbed and ionized using matrix-assisted, surface-enhanced laser
desorption/ionization and detected typically using a time-of-flight (TOF) mass
spectrometer. For the most part, SELDI array technology has been used for the
discovery and characterization of many biomarkers of organic disease and cancer
as well as extended to routine toxicological studies employing samples of various
origins. Most recently, SELDI technology has demonstrated the ability to translate
the fundamental discovery of protein biomarkers into predictive assays for the
purpose of diagnosing the presence of metabolic disease and cancer. Furthermore,
this platform has been used to investigate biomolecular interactions and protein
signaling pathways, as well as being used as a convenient tool to accelerate the
development of preparative scale protein chromatography. 

This chapter serves to introduce the reader to the fundamentals of SELDI biochip
array technology while providing a recent review of new technologies and achieve-
ments in basic proteomic and clinical proteomic research. A general overview of
SELDI array and MS technology is first given, followed by a discussion of combining
bead-based purification and enrichment schemes along with SELDI analysis. Finally,
a brief discussion of future technological developments and applications is provided.

 

7.2 OVERVIEW OF SELDI PROTEIN ARRAY TECHNOLOGY
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Three widely used photoinduced ionization techniques are employed for the analysis
of solid state samples by mass spectrometry: laser desorption/ionization (LDI);
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matrix-assisted laser desorption/ionization (MALDI), and surface-enhanced laser
desorption/ionization (SELDI). Each of these techniques relies upon the energy
inherent in a focused laser beam to promote the creation of gaseous ions from solid-
state matter. Samples are most often presented as crystals or thin films upon a sample
support, which is typically referred to as a probe. LDI occurs when the sample
directly absorbs energy from the laser and heats up via direct or secondary thermal
changes, thus producing desorbed ions. In MALDI, thermal energy is transferred to
the analyte from energy-absorbing compounds that are typically referred to as the
“matrix.” Analyte is first embedded as impurities within matrix crystals or thin films.
Laser energy is then applied to the sample, inducing ionization and transformation
from the solid to the gas state.

LDI analyses date back to the early 1960s, when LDI was mostly used to study
a number of small, inorganic salts.

 

1–3

 

 Laser-based analysis of large biopolymers was
first facilitated by the development of MALDI.

 

4–7

 

 For LDI and MALDI applications,
the sample probe surface plays a passive role in the analytical scheme; the probe
merely presents the sample to the mass spectrometer for analysis. In order to produce
usable MS signal, crude samples must first be fractionated and purified of any
ionization suppressants, such as salts, chaotropic agents, detergents, and so on.
Furthermore, in the case of MALDI, biopolymer analysis is only possible when
analytes are cocrystallized with a solution of matrix.

SELDI, as originally defined by Hutchens and Yip, consists of two subsets of
technology: surface-enhanced affinity capture (SEAC) and surface-enhanced neat
desorption (SEND).

 

8

 

 By far, the SELDI array technology showing the most utility
to date is SEAC. Because of the latter, SEAC is often generally referred to as SELDI
in the published domain. In SEAC, the probe surface plays an active role in the
extraction, presentation, structural modification, and/or amplification of the sample.
Figure 7.1 depicts a number of chemical and biochemical SELDI array surfaces used
in SEAC applications. Chemical surface arrays are derivatized with classic chro-
matographic separation moieties, such as reverse phase (RP), ion exchange, immo-
bilized metal affinity capture (IMAC), and normal phase media. Surfaces such as
these, with broad binding properties, are typically used for protein profiling and

 

de novo

 

 biomarker discovery, where large populations of proteins are compared (e.g.,
from diseased vs. normal samples) with the goal of elucidating differentially
expressed elements. Biomolecules bind to these surfaces through hydrophobic,
electrostatic, coordinate covalent bond, or Lewis-acid/base interaction.

Biochemical arrays are created by immobilizing bait molecules upon the surface
of preactivated SELDI surfaces. Linkage proceeds via covalent attachment using
primary amines or alcohols. In this way, specific protein interaction arrays of virtually
any content may be created, including antibodies, receptors, enzymes, DNA, small
molecules, ligands, and lectins. In contrast to standard chromatographic media, these
surfaces provide much more enrichment of captured analytes, due to the high spec-
ificity of biomolecular interactions. Because specific biochemical interaction motifs
demonstrate high-affinity and low-equilibrium dissociation constants, biochemical
surfaces facilitate a vast array of on-chip, microscale experiments, including SELDI
immunoassay, targeted protein identification and/or purification, ligand binding
domain analysis, epitope mapping experiments, and post-translational modification
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detection, as well as reliable quantitative studies, even when fishing for target proteins
within a complex biological milieu.

SEND is a process by which analytes, even those of large molecular weight,
may be desorbed and ionized without the need for the addition of matrix. SEND is
accomplished by the attachment of an energy-absorbing compound to the probe
surface via covalent modification or physical adsorption.

 

8–10

 

 Recently, a series of
SEND-based arrays have been created using a novel polymer approach in which
cinnamic acid-based MALDI matrices are converted to reactive monomers via con-
jugation with methacryloyl chloride and allowed to polymerize to form a polymeric
film capable of supporting laser induced desorption/ionization of compounds depos-
ited upon its surface (see fig. 7.2).

In addition to these pure “matrix” polymers, polymer blends have been created by
mixing preactivated matrices with other preactivated monomers intended to impart
specific array surface properties such as proton donor groups for the purpose of
facilitating ionization and film stabilizers to ensure strong polymer adhesion to the
underlying array substrate, as well as solid phase extraction groups intended to create
selective protein interaction properties, as is the case for SEAC (see fig. 7.3).

 

10

 

 When
compared to MALDI or SEAC, SEND arrays have demonstrated not only a simplified
workflow, but also improved analytical sensitivity and associated mass detection limit.
The latter is attributed to the diminished levels of chemical noise produced when using
these arrays as well as to a marked reduction in unwanted sample loss to the array
surface. Compared to SEAC, this technology remains in an early stage of adoption.
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The process of SELDI-based sample preparation using four different chemical sur-
faces is demonstrated in figure 7.4. A series of orthogonal SELDI surfaces—reverse

 

FIGURE 7.1

 

SELDI protein biochip array surfaces. 

Chemical surfaces for general profiling and De novo discovery

Biochemical surface for specific protein interaction studies 

Reverse phase Cation exchange Anion exchange Metal ion Normal phase

Preactivated surface Antibody-antigen Receptor-ligand DNA-protein

SELDI array Surface

 

DK3714_C007.fm  Page 104  Friday, February 16, 2007  3:44 PM



 

SELDI Protein Biochips for Proteomics and Assay Development

 

105

 

phase, anionic (–), cationic (+), and IMAC—are arranged in parallel. A complex,
heterogeneous sample solution is deposited upon every chemically active “spot” of
each array. After binding, the active surfaces on each array are washed with appro-
priate buffers in gradient manner. Within a given array, subsequent spots experience
a greater degree of stringency, removing analytes with weak surface interaction
potential and enriching those of strong surface affinity. The variety of retained
proteins is depicted schematically for each spot on each array. In some cases,
particularly when using specific biomolecular interactions, purification to almost
complete homogeneity is possible, without substantial loss of analyte.

When compared to traditional sample cleanup methods such as microcolumn
chromatography or purification using pipette tips packed with chromatographic resin,
on-array cleanup diminishes sample loss by eliminating the opportunity for analytes
to bind nonspecifically to the walls of sample handling vessels as well as avoiding
the dilution inherent in eluting samples from a stationary phase. For example,
figure 7.5 illustrates the benefit of extracting a protein denaturant, urea, from the
resulting peptide pool of an enzymatic digest of bovine serum albumin (BSA). In
this case, the total starting protein amount was 0.5 pmol. Note that removal of urea
was required for generating ion signal. At the 0.5-pmol level, on-chip cleanup and
packed pipette tip purification appear to work equally well in terms of identified

 

FIGURE 7.2

 

Shotten–Bauman reaction scheme for the creation of activated cinnamic acid
monomers and the ultimate creation of a matrix polymeric film. The creation of poly-alpha-
cyano-4-methacryloxycinnamic acid is depicted. 
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peptides. However, when total protein starting material is significantly limited, as is
the case in figure 7.6, significant sample loss and dilution during pipette tip purifi-
cation make detection of the resultant peptides impossible, while on-array cleanup
clearly provides a number of useful signals for protein identification by peptide
fingerprinting or tandem MS analysis.

In addition to the benefits of diminished work flow and improved sample recovery,
protein extraction upon SELDI arrays also reveals physical–chemical properties of
the analyte, such as hydrophobicity, total charge, pI, phosphorylation, glycosylation,
and primary composition. Such 

 

de facto

 

 knowledge may be further exploited during
directed protein discovery or purification experiments by using specific arrays and/or

 

FIGURE 7.3

 

SEND polymeric blend arrays are created by the mixed polymerization of
activated matrix and other selective monomers. The resultant heterogeneous polymer blend
demonstrates a plurality of surface interaction and laser interaction properties. “A” represents
the photoresponsive pendant groups (matrices): CHCA is alpha-cyano-4-hydroxycinnamic
acid, SPA is 3,5-dimethoxy-4-hydroxycinnamic acid (sinapinic acid), DHB is 2,5-dihyroxy-
benzoic acid (gentisic acid), and THAP is 2,4,6-trihydroxyacetophenone. “B” represents
monomers with signal-enhancing capabilities such as organic acids or selective cationization
groups. “C” represents groups intended to impart specific surface interaction potentials, as is
the case for SEAC. “D” signifies a number of film-stabilizing groups that augment film
adhesive and cohesive properties.

 

FIGURE 7.4

 

(See color insert.) The principles of retentate chromatography.
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FIGURE 7.5

 

Direct MALDI analysis, SEND on-chip, and ZipTip cleanup of 0.5 pmol of a
BSA tryptic digest in the presence of 2 

 

M

 

 urea. 

 

FIGURE 7.6

 

On-chip and ZipTip cleanup of 1 fmol of a BSA digest in the presence of 2 

 

M

 

 urea. 
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matched chromatographic beads to further enrich for target proteins from nascent
complex mixtures. As can be surmised, the SELDI process detects extracted or
retained analytes and not those analytes eluted from its stationary phase. This is in
stark contrast to classical elution-based chromatography. This unique form of solid
phase extraction has been coined retentate chromatography, where retained analytes
are ultimately detected using mass spectrometry.
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After proteins are captured on the surface of SELDI arrays, detection using matrix-
assisted, surface-enhanced laser desorption/ionization (SELDI) mass spectrometry
then ensues. For SEAC arrays, adsorbed proteins are first eluted and then cocrystal-
lized using a matrix solution. For the most part, the classical matrix compounds and
solutions employed for ultraviolet MALDI analysis are used in SELDI. Table 7.1
illustrates five of these most commonly used matrices along with their companion
solvent systems.

 

11–15

 

 As previously described, SEND arrays contain matrix polymers
capable of supporting desorption and ionization of adsorbed species and as such do
not require the addition of matrix solution prior to MS analysis.

While seemingly simple, proper addition of matrix during SELDI analysis is key
to obtaining sensitive and reproducible results. During the initial sample adsorption
process, proteins diffuse their way into the polymer network of the SELDI array and
become adsorbed according to their surface interaction potentials. The rate of pene-
tration and the final adsorptive distribution of these proteins within the array’s polymer
are dependent upon the sample incubation time, polymer thickness and porosity,
protein hydrodynamic radius, viscosity of the incubation buffer, and the temperature
of the incubation system. Once applied to the SELDI array, the matrix solvent system
not only delivers the required matrix, it also functions as an elutropic agent to elute
adsorbed proteins, which have partitioned into the array’s stationary phase.

As one might suspect, this elution solution creates a new distribution of proteins
between the array’s stationary phase and the matrix solvent system. As was the case

 

TABLE 7.1
Commonly Used Matrices in SELDI Biochip Analysis

 

Matrix Application Solvent

 

Sinapinic acid

 

11

 

Proteins to large peptides ACN, H

 

2

 

O, MeOH, TFA, FA

 

α

 

-Cyano-4-hydroxycinnamic acid 
(HCCA)

 

12

 

Amino acids, peptides, small 
proteins

ACN, H

 

2

 

O, MeOH, TFA

2,5-Dihyroxy benzoic acid (DBA)

 

13

 

Small peptides and glycoproteins MeOH, H

 

2

 

O
Ferulic acid

 

14

 

Large proteins IPA, H

 

2

 

O
2,6,Dihyroxy-acetophenone

 

15

 

Peptides, proteins, oligonucleotides ACN, MeOH, DAHC, H

 

2

 

O

 

Notes

 

: ACN: acetonitrile; MeOH: methanol; TFA: trifluoroacetic acid; FA: formic acid; IPA: isopropanol;
DAHC: aqueous diammonium hydrogen citrate (~100 m

 

M

 

).
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for adsorption, the final concentration of released protein within the matrix solution
is dependent upon the previously noted parameters, as well as the elutropic strength
of the matrix solvent system. Only those proteins released from the array polymer
and suspended within the matrix solution are able to cocrystallize with the matrix;
as such, they are the only members of the adsorbed population that can be detected.
Under these circumstances, it becomes apparent that reproducible results are best
achieved when incubation and elution periods and temperatures are maintained
constant. Furthermore, because the drying times associated with matrix crystalliza-
tion are also dependent upon gases, such as water vapor found in the head-space
above the array, the relative humidity of the laboratory as well as its temperature
must be prudently controlled.

 

7.2.4 SELDI TOF MS D

 

ETECTION

 

After elution and cocrystallization with matrix, proteins captured on SELDI arrays
are read by using a laser desorption ionization source typically coupled to a TOF
mass spectrometer. Almost universally, ionization is achieved using a pulsed nitrogen
laser (

 

λ

 

 = 337 nm, 3- to 4-nsec pulse duration). Depending upon the matrix used
and the ion source employed, typical applied laser fluence ranges from about 10 to
200 

 

μ

 

J/mm

 

2

 

 for low-pressure sources and from about 50 to 400 

 

μ

 

J/mm

 

2

 

 for elevated-
pressure sources. These devices are often simply referred to as protein array or
ProteinChip

 

®

 

 readers.
Two basic TOF MS geometries are used in SELDI protein array readers: linear

TOF systems and orthogonal TOF MS systems. A detailed description of a linear
TOF MS protein array reader is given in Merchant and Weinberger

 

16

 

 and Weinberger
et al.

 

17

 

 Briefly, ions are created as previously noted within an ion optic assembly
that is intimate with the TOF analyzer. Typical ion source pressures range between
2 and 0.5 

 

μ

 

torr. After ion creation, a brief lag period then ensues to allow formed
ions to occupy positions correlated with their nascent velocities. At the conclusion
of this waiting phase, an ion extraction field is applied to accelerate the ions to
constant kinetic energy. These ions then “fly” across a fixed distance at constant
velocity prior to striking an ion detector. The time between ion extraction and ion
detection is inversely related to the square root of its mass-to-charge ratio. Pulsed
ion extraction is employed to allow correction of initial ion velocity differences.
This practice is typically referred to as time-lag focusing (TLF). For more details
regarding TLF, see references 16 through 18. Taken collectively, this array reader is
technically referred to as a time-lag focusing, laser desorption/ionization, linear time-
of-flight mass spectrometer, hence the preferred term SELDI ProteinChip reader.

Historically, two principal series of linear SELDI array readers have been offered
commercially by Ciphergen Biosystems. They are the Protein Biology System (PBS)
series and the new ProteinChip System (PCS). For further details regarding the PBS
series of ProteinChip array readers, see Dalmasso.

 

19

 

 A detailed discussion of the
PCS protein array reader is given in Cannon et al.

 

20

 

In addition to the standard ProteinChip reader, a SELDI interface for orthogonal
TOF mass spectrometers has been developed. This technology, originally described in
Merchant and Weinberger

 

16

 

 and Weinberger et al.,

 

17

 

 is embodied in Ciphergen’s Protein
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Chip Interface (PCI-1000). The PCI-1000 converts the Applied Biosystems/MDS Sciex
QStar™ series of qQ-TOF liquid chromatography MS systems (Concord, Ontario)
into ProteinChip readers. Orthogonal qQ-TOF MS technology for electrospray ioniza-
tion was initially described in Standing et al.,

 

21

 

 while subsequent work in creating a
MALDI-based qQ-TOF system was reported in Shevchenko et al.

 

22

 

 and Laboda et al.

 

23

 

In contrast to the linear approach, orthogonal SELDI chip readers form ions at
elevated pressure (typically 20–50 mtorr). In this manner, ions are cooled and
stabilized so that they can be further analyzed using the tandem MS system without
the introduction of unwanted ion decay products. The inherent instability of MALDI-
generated ions to undergo unimolecular decay is universally accepted.

 

24

 

 While uni-
molecular decay has been exploited to provide primary peptide sequence,

 

25–30

 

 it has
also been a major limiting factor in the hyphenation of MALDI ion sources to
complex mass analyzers such as reflectron TOF and ion trap MS, as well as ion
cyclotron resonance (ICR) MS systems.

In addition to stabilizing formed ions, a collisional cooling orthogonal TOF MS
system provides several benefits directly attributable to the uncoupling of ion forma-
tion from the TOF MS measurement process.

 

17

 

 When compared to classical parallel
ion extraction as used in the linear geometry, these advantages include: improved
mass accuracy, the ability to use electrically nonconductive arrays, simplified m/z
(mass-to-charge ratio) calibration, and simplified control of applied laser energy. 

While the SELDI qQ-TOF has been reported to be useful for 

 

de novo

 

 biomarker
discovery,

 

31,32

 

 the overall detection sensitivity for ions in excess of 10,000 m/z is
markedly compromised when compared to standard linear chip readers. For the most
part, SELDI qQ-TOF technology has been used to provide a convenient means to
perform SELDI-based, low-energy collision-induced dissociation (CID) MS

 

2

 

 experi-
ments for the purpose of protein and/or peptide ID, as well as epitope mapping and
ligand binding domain experiments during the study of protein interactions and
biomolecular pathways.

Over the course of the last decade, the primary utility for MALDI-TOF MS
technology has moved away from its roots—the detection of large biopolymers—
and has, for the most part, been focused upon the improved detection of protein
digest products (peptides and peptide bioconjugates). This trend has been driven by
the growing requirement to identify and characterize proteins initially isolated and
detected using gel electrophoresis or liquid chromatography. As such, MALDI-TOF
MS systems have been progressively improved in terms of mass resolving power
and mass accuracy—unfortunately, at the expense of analytical sensitivity, particu-
larly for the study of nascent proteins.

While seemingly similar to conventional MALDI-TOF MS systems, the design
of SELDI array readers has evolved to address the challenging requirements of
discovering and characterizing intact proteins. Corresponding improvements for sen-
sitive detection of peptides and proteins have been made, while great strides have
been taken to extend the linear dynamic range of detection and quantitative response.
In the case of the linear array readers, improved protein utility has come at the expense
of peptide mass resolving power. However, with the advent of collisional cooling, it
is expected that future SELDI array readers will maintain utility in protein analysis
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without sacrificing the ability to routinely supply monoisotopic mass resolution in
the classical peptide ion domain (m/z < 5,000).
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Over the course of the last decade, SELDI technology has mostly been applied to
challenges of proteomics research. Among today’s most popular proteomic research
activities is differential protein display, or expression monitoring. Differential protein
display is a comparative technique that contrasts protein profiles between different
organisms, individuals, pathogenic and/or metabolic conditions, and phenotypic
response to environmental or chemical challenges. In this manner, differential protein
studies require approaches that isolate and enrich major as well as minor protein
constituents from a complex biological mixture.

Today, differential protein display studies are routinely performed in research
proteomics, clinical proteomics, and toxicological arenas, with differing overall
requirements and goals for each. For example, basic research activities often involve
studies performed on pooled biological samples such as lysates, secretions from
harvested cells, lysates, or products of cultivated bacteria, or combined pools of
biological fluids and tissues from many laboratory animals or human subjects. Under
these conditions, typical research proteomic studies are not hampered by sample
limitations, and protein purification often relies upon tried and true techniques such
as low- and high-pressure liquid chromatography, serial chromatography, and various
electrophoretic approaches. Often, the goal in research proteomic studies is to cata-
logue and identify every protein associated with a particular sample. In this case,
there are massive automation requirements, and detected proteins are universally
reduced to peptides for the purpose of protein identification and characterization—
typically by electrospray ionization mass spectrometry or MALDI MS. 

In contrast, clinical proteomic studies endeavor to follow the progress of disease
within an individual or small population with the ultimate goal of finding biomarkers
potentially useful as diagnostic agents or new drug targets. Under such circum-
stances, sample or tissue availability is limited and the dependence on highly
efficient, small-scale techniques is high. Typically, protein populations between
groups are compared using univariate or multivariate analysis schemes with the
ultimate goal of identifying a protein or groups of proteins whose expression levels
correlate with a given clinical condition.

 

33

 

 Automation requirements are primarily
focused on running many samples in a massively parallel manner and only proteins
of interest are further studied to provide insight into identification and post-trans-
lational modifications. Similarly, toxicological studies for the purpose of monitoring
a physiological response to a pharmaceutical challenge, or stratifying laboratory
animal profiles, are best performed using an individual subject. In this manner,
sample requirements and analytical approaches for toxicological differential protein
studies are similar to those of clinical proteomics research. Because of its repro-
ducibility, throughput, and starting material requirements, SELDI MS has gained
major acceptance as a tool of choice for clinical proteomics studies. 
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Clinical proteomics aims to scan the realm of expressed proteins to identify biomarkers
that can answer specific clinical questions. The most obvious are markers that can be
used for diagnosis or prognosis. Another important issue that clinical proteomics
promises to help resolve is the ability to predict a patient’s response to a specific drug.
Clinical proteomics also has utility outside the doctor’s office. For example, diagnostic
markers can be candidates for drug targets and pharmaceutical companies use clinical
proteomics to identify markers that predict the toxicity of candidate drugs. 

The most straightforward approach to clinical proteomics begins with protein
profiling or protein differential display studies, in which protein expression in control
individuals is compared with that of patients. Physiological fluids, tissue homoge-
nates, or cell lysates from control and disease samples are processed on the same
types of SELDI array surfaces and the arrays read under the same data collection
conditions. The premise of this approach is to establish composite fingerprint profiles
of disease and nondisease states from a series of training samples and then to use
these profiles to make a diagnosis on actual unknown patient samples. Biomarker
identification is not strictly required for diagnostic purposes, but is required for
insight into the underlying biological process as well as to assess the use of the
biomarker as a therapeutic target. 

In general, it is expected that markers specific to a given medical condition are
most likely to be found in the afflicted organ or tissue and even the cellular population.
Consequently, protein profiling of selected tissues or cells is often the first attempt
at biomarker discovery. Laser capture microdissection (LCM) is a powerful tool that
allows researchers to look at histologic sections of a tissue and specifically select the
cells of interest.

 

34

 

 Initially, most studies used laser capture microdissection to obtain
samples from which mRNA could be obtained for cDNA microarray analysis. With
innovative sample preparation techniques and the use of frozen sections, researchers
have been able to maintain an environment friendly to proteins and thus allowed laser
capture microdissection to be coupled to proteomics techniques. Because of the
relatively low sample requirements of SELDI technology, researchers have been eager
to use this technology to analyze LCM-procured samples.

 

35–37

 

While examination of tissue is useful for finding biomarkers, more clinically
convenient biomarkers are those found in body fluids such as serum and urine, since
these can be obtained using noninvasive techniques and are therefore less stressful to
the patient and less costly to the health care system. During the course of the last two
years, researchers have used SELDI array technology to perform biomarker discovery
research in a variety of diseases, including infectious disease,

 

38–46

 

 Alzheimer’s dis-
ease,

 

47–53

 

 and cancer.

 

54–70

 

 Further information regarding SELDI array technology and
clinical proteomics research is found in the recent reviews found in references 71
through 97.
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While body fluids such as serum, plasma, or urine represent the easiest samples to
obtain, the concentration of putative biomarkers for early detection may be low in
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abundance and the analysis is further complicated by the presence of high-abundance
proteins such as albumin, transferin, or immunoglobulins (in serum, for example).
Thus, body fluids such as plasma and/or serum generally require processing, such
as fractionation, prior to analysis to: (1) partition away abundant proteins that may
generally interfere with protein detection; (2) simplify the complex mixture into
fractions containing a lower number of proteins; and (3) enrich for rare protein
species. Fractionation of serum or plasma samples prior to analysis is particularly
relevant because a decrease in the sample complexity and a reduction in the dynamic
range of protein abundance can be achieved.98–100 These two important features
enhance the resolving power of detection and increase the sensitivity of analytical
techniques such as 2-dimensional electrophoresis 2-DE and SELDI MS.

The presence of very high abundance proteins (e.g., albumin from serum)
produces large signals with consequent signal overlap (2-dimensional electro-
phoresis) or signal suppression (mass spectrometry) for other proteins. Classical
methodologies of serum fractionation consist of depleting the proteins that are very
abundant (e.g., albumin, transferrin, IgG fraction) from the sample to be analyzed
or fractionating the entire mixture by means of sequential elution steps off a single
resin to segregate the abundant proteins in unique partitions. Other methods of
fractionating a proteome are well established and include subcellular fraction-
ation,7,98,101–105 isoelectric separation,99,101,106–110 one-dimensional electrophore-
sis,99,103,111 molecular sieving,100,101 and liquid chromatography.99,101 With respect to
liquid chromatography, examples of fractionation methods have been reported using
ion exchange chromatography,98,112 IMAC for calcium-binding proteins113 or sepa-
ration of phospho-proteins,114 hydrophobic interaction chromatography,113 affinity
for immobilized heparin,101 or immobilized lectins.101,113,115,116

Two-dimensional liquid chromatography methods have also been proposed for the
fractionation of proteomes after global digestion using endoproteases such as trypsin.
These methods generally combine reverse phase with ion exchange chromato-
graphy117,118 or, to a lesser extent, with chromatofocusing,119 size exclusion,120 affinity
capture,116 or even a second reverse phase step.121 However, multidimensional chroma-
tography as used in proteomics fractionation generally does not exceed two dimensions
due to the high number of fractions to manage (pH adjustment, desalting, re-injection
in second dimension) and to analyze.

In SELDI analysis, complex biological fluids are often initially fractionated using
strong anion exchange (SAX) beads and a variety of elutropic solvents followed by
secondary fractionation on the array. Low-throughput applications rely upon the use
of spin columns packed with quaternary ammonium beads, such as Ciphergen’s
Q-Hyper D resin. Figure 7.7 depicts a typical SAX–SELDI array fractionation
scheme. Although this process is more complicated and time consuming when
compared to array profiling alone, it generates the largest amount of information
from a single sample. Once a particular protocol is defined, it is often desirable to
scale the process to allow for higher throughput, utilizing a 96-well plate format.
Although SELDI arrays are supplied in eight spots per array, they are designed to
be multiplexed into current microwell formats for automation. All sample preparation
can be achieved using standard robotic platforms (see fig. 7.8). This automated
format not only yields a marked improvement in analytical throughput, but also
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demonstrates superior qualitative and quantitative reproducibility when compared to
manual processing. For serum profiling experiments, typical protein quantitative
profiles demonstrate CVs of less than 20%.

7.3.4 FRACTIONATION USING AFFINITY HEXAPEPTIDE BEADS

The ability to detect low-abundance proteins remains a critical challenge in deci-
phering proteome and correlating proteome changes with metabolic events for diag-
nostic purposes. Depletion methodologies, as discussed earlier, are frequently used
to remove the most abundant species. However, this removal not only fails to enrich
trace proteins significantly, it may also nonspecifically deplete them due to their
interactions with the high-abundance proteins being removed. Recently, we have
reported a simple-to-use methodology that reduces the protein concentration range
of a complex mixture, like whole serum, through the simultaneous dilution of high-
abundance proteins and the concentration of low-abundance proteins. The principle
of this novel strategy is based on the selective adsorption of proteins on a solid phase
combinatorial ligand library under capacity-limited binding conditions.

The spatial arrangement of amino acids within a protein defines its physico-
chemical properties—for example, isoelectric point, charge density, hydrophobicity
index, and even conformation. The latter determines the ability of a protein to interact
in vivo with other molecules with complementary structures and forms the basis of
protein separation by affinity chromatography, where the interacting molecule
(ligand) is chemically attached to a solid carrier.113 The proteins complementary to
the immobilized ligands are captured from complex mixtures, up to the saturation
of the available ligand.

FIGURE 7.7 Strong anion exchange (SAX) fractionation strategy combined with SELDI
array analysis. Samples are incubated with SAX beads. Adsorbed proteins are selectively
eluted using four different elution conditions: Q1, pH 9 (typically 50 mM Tris HCl); Q2,
pH 6 (50 mM sodium phosphate); Q3, pH 4 (50 mM sodium acetate); and Q4, an organic
solution as indicated. In some cases, buffer exchange is achieved using microdialysis prior
to performing retentate chromatography.
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With sufficient diversity of ligands, it is theoretically possible to have a ligand
to every protein in a complex mixture, ensuring that each is adsorbed. When a
biological extract like serum is exposed to such a ligand library under specific
capacity-constrained conditions, an abundant protein will quickly saturate all of its
available high-affinity ligands and the vast majority of the same protein will remain
unbound. In marked contrast, a trace protein will not saturate all its high-affinity
ligands and the majority of the same protein will be bound. Thus, based upon the
saturation-overloading principle, a combinatorial solid phase library will enrich for
trace proteins relative to their abundant counterparts. Following washing to remove
non- or weakly bound proteins, elution of the adsorbed proteins from the beads will
result in a solution with a narrower dynamic range of protein concentrations while
still representing all proteins present in the original material. 

To be effective, the library must meet three criteria: 

1) A sufficient reproducible diversity of ligands must be present to reliably
bind each protein in the mixture.

2) Dissociation constants of the ligands and proteins must be compatible
with the protein concentration.

FIGURE 7.8 Automated high-throughput sample fractionation using 96 well plates in con-
junction with a Ciphergen Bioprocessor. Stackable filter plates filled with chromatographic
resin are used for parallel and serial scaling of sample fractionation. Resins are suspended in
each well using a porous membrane. Gravity- or vacuum-assisted flow proceeds as samples
are loaded upon the resins in each well. Eluted protein solutions are transferred to a bio-
processor for on-array extraction. The bioprocessor is a device that allows the juxtaposition
of up to 12 different SELDI arrays creating a 96-well format. Arrays are faceted to a supporting
base plate. A seal between the arrays and overlying well assembly is created by an intervening
gasket that is intimate with the well assembly. The well assembly accepts up to 400 μL of
solution and is directly compatible with most robotic systems.
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3) The ligand and its support must be compatible with the unfractionated
test sample and have a binding capacity high enough to capture sufficient
protein to be detected by current methods.

The technology is founded upon libraries of peptide ligands on which proteins
can be adsorbed. Based on the pioneering work of Merrifield114 on solid-phase
synthesis using the “split, couple, recombine” method, libraries of peptide ligands
are synthesized on resin beads.115–117 Each bead has millions of copies of a single,
unique ligand, and each bead potentially has a different ligand. Using just the
20 natural amino acids, a library of linear hexapeptides contains 206, or 64 million,
different ligands. The addition of unnatural amino acids and D-enantiomers into
branched, linear, or circular ligands generates a potential library diversity that is, for
all practical purposes, unlimited and may contain a ligand to every protein present
in a biological sample. To date, using libraries of moderate diversity, ligands have
been identified to a number of plasma proteins.118–120

In the current format, a given volume of affinity beads, typically 100 μL to 1 mL,
is incubated with at least a 10-fold excess of biological sample for about 1 to 3 h.
Once ligands bind their corresponding proteins, the beads are washed to eliminate
unbound or weakly bound proteins. Adsorbed proteins are subsequently released by
means of classical elution methods used in chromatography. The eluted protein mixture
can then be analyzed by standard methods such as 1-DE and 2-DE and/or SELDI MS.

Figure 7.9 compares SELDI serum profiles generated for unfractionated and
affinity bead-processed human sera. As can be readily seen, the SELDI profile for
serum processed with these affinity beads is markedly different from that of the
unprocessed samples, demonstrating a substantially larger population of signals
detected in low, intermediate, and high molecular weight ranges. These low molecular
weight species may be of diagnostic relevance should they result from proteolytic
breakdown of proteins due to perturbed biological pathways. Such enrichment was
evidenced in a variety of very different biological samples, including human sera,
low-concentration cell culture supernatant, and chicken egg white. Thus, the method
largely addresses the problem of the dynamic range in clinical proteomic analyses.

7.3.5 SELDI CLINICAL PROTEOMIC RESEARCH EXPERIMENTAL DESIGN

A typical SELDI clinical proteomics study begins with a discovery phase, in which
assay conditions are tested on a relatively small number of samples. The number of
samples and types of samples are perhaps the most important parameters that deter-
mine the success of the study. Usually, profiling proceeds with at least 30 samples
in each classification group (e.g., diseased vs. healthy or treated vs. untreated). The
samples are another critical parameter. Because the initial sample set size is relatively
small, inherent biological variability always threatens the ability to conclude that
differences seen are consequences specific to the disturbance under study. Therefore,
it is imperative that the study includes well-chosen samples (e.g., patients of the
same age group or all of a single sex) and, equally important, appropriately chosen
controls. Naturally, in vitro studies show less variability than do animal studies,
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which in turn show less variability than human studies. No matter the source of
samples, all should have been handled identically, and care should have been taken
to minimize the number of freeze–thaw cycles.

Once the samples are procured, they can be processed directly on the arrays with
minimal preparation. However, when there is adequate material (for serum, this is
defined as 20 μL), it is recommended to perform some form of fractionation prior to
any array binding procedure. As was previously explained, fractionation can signifi-
cantly increase the number of peaks visualized and therefore increases the likelihood
that biomarkers will be found. For serum, anion exchange fractionation is typically
employed, while for cells or tissues, subcellular fractionation is often used. Following
fractionation, each fraction is profiled under a series of SELDI array assay conditions,
which can include different permutations of array surface chemistries, choice of
matrix solutions, and laser energies. Consequently, each sample in the study generates
multiple spectra and therefore generates a significant amount of data.

FIGURE 7.9 SELDI-TOF profiles for unprocessed human serum (upper panel) and human
serum processed with combinatorial hexapeptide affinity beads (lower panel). For each
sample, three different m/z ranges are depicted: low molecular weight (left panels), interme-
diate molecular weight (middle panels), and high molecular weight (right panels). For each
molecular weight range, SELDI analysis of processed sera reveals a greater number of detected
species. Furthermore, abundant species in the unprocessed sera, such as human serum albumin
(HSA), are detected at more “equalized” levels when compared to minor serum constituents. 
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7.4 DATA ANALYSIS IN SELDI CLINICAL PROTEOMICS RESEARCH

Analysis of SELDI array data consists of several preprocessing and postprocessing
steps. Data preprocessing involves the manipulations required to organize the data,
such as TOF to mass calibration, baseline subtraction, and signal intensity normal-
ization. Postprocessing consists of using analytical tools so that one can draw
conclusions from the empirical results. These steps are similar in many ways to
those used to process DNA microarray images. For example, SELDI mass spectra
data must be processed to allow the application of downstream multidimensional
methods such as clustering and classification. With this goal in mind, the following
paragraphs outline the analysis procedure generally employed during the course of
SELDI differential expression profiling.

The spectrum acquired from a unique sample run on a single array “spot” is
analogous to the image acquired from the hybridization of a unique sample on a
DNA microarray. Just as multiple DNA microarrays may be necessary to profile the
entire genome, multiple combinations of sample fractions and SELDI array surface
types may be necessary to profile the proteome sufficiently. There are two basic
types of DNA arrays: the Affymetrix GeneChip® and the class of spotted microarrays
including cDNA, in situ synthesized, or whole oligonucleotide arrays. SELDI arrays
are most similar to the GeneChip platform and abundance data are based upon peak
intensities—not ratios or log ratios thereof. Perhaps the most obvious difference
between SELDI and GeneChip arrays is the form of the raw data. While DNA
microarrays are intended to provide sequence-specific binding, adsorption to a chro-
matographic SELDI array is far less specific and typically produces a mixture of
proteins that share physical or chemical properties complementary to the array’s
surface interaction potential. Consequently, mass spectra can contain hundreds of
protein expression levels encoded in their peaks.

7.4.1 PROCESSING RAW SPECTRA: PREPROCESSING

A few steps in processing mass spectra can be done in isolation or on a per-spectrum
basis. The first is mass calibration, or the conversion of the raw TOF data to molecular
weight (MW). Typically, this process involves acquiring a spectrum from a standard
with at least five proteins or peptides of various molecular weights, spanning the
molecular weight range of interest, if possible. A quadratic equation relating ion
TOF to mass-to-charge ratio is then fit to the TOF values of the standard peaks in
this spectrum. The equation generated by this process can then be used on mass
spectra that are collected under the same instrument conditions, including laser
intensity, approximate date, mass range, and TLF conditions. 

In addition to TOF-MW calibration, baseline subtraction or normalization is also
performed. Baseline processing is directed towards eliminating signals associated
with unwanted chemical noise. Finally, peak detection is a key component in identi-
fying and quantifying protein peaks in the mass spectra. Several peak detection
algorithms exist; see Fung and Enderwick122 for further details. Typically, peak
intensity is used to represent the quantity of protein expressed in the sample. 
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7.4.2 MULTISPECTRA PROCESSING

In order to draw meaningful conclusions about protein abundance from a series of
different SELDI measurements, some level of quantitative normalization is classi-
cally employed. Normalization is essential to eliminate any systematic effects
between samples due to varying amounts of protein or degradation over time in the
sample or variations in the analytical regimen. For the most part, quantitative
normalization in SELDI measurements is achieved by referring to measured total
ion current. In employing this method, it is assumed that, on average, the number
of proteins overexpressed is approximately equal to the number of proteins under-
expressed and that the number of proteins whose expression levels are changing are
few relative to the total number of proteins bound to the array surface. The total ion
current is calculated and divided by the number of points over which it was calcu-
lated, thus resulting in an average ion current. After an overall average of the ion
current is calculated across all the spectra in the study, each spectrum is simply
multiplied by a constant factor equal to the overall average ion current divided by
the average ion current for that spectrum.

7.4.3 CLUSTERING SELDI ARRAY DATA

Extracting marker abundance information from SELDI array data is an involved
process, since there is no a priori knowledge of which proteins will be captured
upon a particular surface from a given sample. However, for a group of spectra
comprising a profiling study, one can leverage the information across all the spectra
to find the union of all possible protein peaks in the study. This process involves a
number of different steps. The first is to perform an initial pass of peak detection
for each spectrum. For studies containing spectra from different samples, this step
inevitably will find a different set of protein peaks per spectrum. The second step
groups peaks of similar molecular weight across spectra together into peak “clusters”
while allowing for slight variations in determined mass-to-charge ration. Each cluster
therefore represents a particular protein. 

At this stage, the data are in theory ready to be mined for structure and biomarker
discovery. In practice, this is a good time to reassess the quality of the data. This
includes scanning for aberrant spectra and looking for systematic flaws in the data.
Aberrant spectra can result from problems in the analytical protocol as well as
problems inherent to a given clinical sample. Many criteria can be used to define an
aberrant spectrum. For example, algorithms contained within Ciphergen’s data-
reduction software program (CiphergenExpress™) records the total ion current value
as well as the normalization factor for each spectrum. One could, for example, define
an aberrant spectrum as one that has a normalization factor of greater than three
standard deviations from the median. Note that this approach will always lead to
some number of spectra being aberrant.

Another approach to quality control is to choose some number of reference peaks
and define acceptance criteria for intensity (or signal to noise) and resolution for
these peaks; this is the approach taken by the Early Detection Research Network.123
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Any spectrum whose reference peaks fail to meet these criteria is rejected. More
sophisticated methods to perform quality control have been devised. For example,
Coombes et al. perform principal component analysis of detected peaks, and they
reject chips whose reference spectra are mapped greater than a defined distance from
the center of a principal component map.124 Visualization of spectra using unsuper-
vised methodologies can be particularly useful in revealing underlying structure. For
example, it may reveal a systematic bias in a given array or on a given spot location.
From here, one proceeds with postprocessing.

7.4.4 POSTPROCESSING I: FINDING SINGLE BIOMARKERS

Finding single genes or proteins responsible for differentiating disease versus normal
or treated versus untreated is a natural first step in analyzing expression data.125

SELDI analysis generally employs nonparametric statistical methods because one
cannot uniformly assume that peak intensity data conform to a normal distribution
and often SELDI studies have a small sample lot size. These methods include the
Mann–Whitney, the nonparametric equivalent of the student’s t-test, and the
Kruskal–Wallis, the nonparametric equivalent of ANOVA, thus eliminating any
assumption about the distribution of the peak intensity data.126 Essentially, these
nonparametric tests sort the peak intensities and their corresponding ranks are used
in the p-value calculation. The p-value results of these tests, in conjunction with
data visualization tools, help to identify potential markers.

These statistical tests simply give an indication of group mean differences, which
may not always be helpful if there is a very large spread in the distribution of data.
Simply increasing the sample size can improve p-values, while discrimination
between groups may remain poor.127 This is especially important when attempting
to use the biomarker in a diagnostic assay. Furthermore, one may not find single
biomarkers with acceptable p-values. At this point, it is prudent to turn to other
analytical methods that are multivariate in nature and lend themselves to developing
a clinical assay.

7.4.5 POSTPROCESSING II: MULTIVARIANT ANALYSIS

A number of different analysis tools identify and use multivariate patterns in the
expression profile data for the purposes of identifying groupings and/or classifying
groupings. These methods can generally be lumped into one of two categories:
unsupervised learning in the form of cluster analysis or supervised learning in the
form of classification methods. A number of these (only a fraction of existing literature
is cited here) have been applied to gene expression data, including clustering and
visualization,128,129 self-organizing maps,130 and support vector machines.131 

Most SELDI clinical proteomic studies have relied upon regression tree-based
methods132,133 and, for the most part, use the algorithms embodied in Ciphergen’s
Biomarker Patterns™ software. Similar to the way in which a clinician makes his or
her diagnosis by correlating and integrating various findings from a patient’s physical
examination with laboratory test results, the classification tree creates rules based on
peak intensity, such as “peak intensity at 13,979 Da < 5.169 and at 16,760 Da > 12.283;
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therefore, this sample is treated.” In addition, for each peak cluster that is determined
to be a good classifier, Biomarker Patterns software determines the intensity value
that serves as a threshold above or below which a given classification is assigned
(see fig. 7.10).

A number of characteristics of classification trees make them an attractive tool for
protein expression studies. The model is easy to interpret compared to “black-box”
classifiers such as neural networks and nearest neighbor classifiers. The protein peaks
used in the model are easily attainable by examination of the rules, and these rules
are easily validated by examination of the spectra. This openness of the tree-based
model is an attractive feature for researchers wanting a diagnostic assay as well as
potential therapeutic targets. In addition, a classification tree can sift through all the
input variables and select the subset to use in the tree. As such, it alleviates some
of the burden of performing feature selection up front.

7.5 PROTEIN IDENTIFICATION IN SELDI ARRAY RESEARCH

Regardless of study design, once a protein of interest has been detected, protein
characterization efforts often ensue. Proteins are characterized by identifying post-
translational modifications, providing primary sequence information, and, ultimately,
by elucidating protein identity. As a typical starting point, proteins are chemically
reduced and then exposed to endoprotease digestion. The resultant peptides may
also be treated with dephosphorylating, deglycosylating, or exoproteolytic enzymes.
At each step along the way, MS detection is performed to monitor changes in peptide

FIGURE 7.10 Classification tree example. Each node (square) is a decision point. Each
sample is sifted down the tree based on how it answers the question in each node. For example,
the first node asks the question, “Does peak at molecular weight 15,153 Da have a peak
intensity of <5.169?” If the answer is yes, the sample goes to the left to node 2; otherwise,
it goes to the right to terminal node 3. Terminal nodes are stopping points and the majority
of samples determine the classification of each terminal node. In terminal node 3, there are
one control and 12 untreated samples; the control is misclassified and the treated samples are
correctly classified. See text for further details.
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m/z profile. Observed m/z changes are reconciled with known enzymatic or chemical
modes of action to provide structural and identification insight.

In some instances, particularly when biochemical arrays have been employed,
sufficient protein purification can be achieved on the array. Under these circumstances,
captured proteins are often directly digested using chemical or enzymatic means with
minimal denaturation or disruption of disulfide bonds. For on-chip identification, it is
essential that protein denaturation strategies be directly compatible with MS detection,
for while SELDI arrays may be used to capture and purify nascent proteins, their
digest products will demonstrate measurable differences in surface affinity and could
easily be lost during subsequent wash steps. Accordingly, proteases that operate under
denaturing conditions such as extreme pH or elevated temperature have demonstrated
utility for on-chip protein identification.

For example, figure 7.11 compares three on-array proteolytic strategies for
bovine pancreas ribonuclease A (~13.7 kDa). When trypsin was used, essentially no
proteolytic products were detected, and the acquired spectra only demonstrated the
doubly and triply charged pseudomolecular ions of ribonuclease A (see upper panel).
However, when enzymes such as pepsin (incubation at pH = 2) or thermolysin
(incubation at 60°C) were employed, significant proteolysis was observed and many
peptides useful for tandem MS analysis were provided. A thorough review of on-chip
proteolytic methods is given in references 134 through 136.

When on-array proteolysis is not practical, protein identification generally pro-
ceeds by combining the complementary nature of SELDI arrays and bead-based

FIGURE 7.11 On-chip proteolysis of ribonuclease A. The top panel represents results when
using trypsin at 37°C, pH = 8.0; the middle panel depicts the results for the use of pepsin
at 37°C, pH = 1; and the lower panel illustrates the results for the use of thermolysin at
pH = 8, 65°C.
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chemistries. In this manner authentic samples containing the protein of interest are
further purified by using chromatographic beads with identical surface interaction
chemistries as found on the arrays originally used in protein discovery. A priori
knowledge gained during refinement of the discovery protocol is used to establish
optimal protein–bead binding and elution guidelines. This approach has also been
extended to the convenient creation of large-scale protein preparative schemes, as
discussed in Weinberger et al.137 If additional purification is required, eluted proteins
may be further purified using denaturing polyacrylamide gel electrophoresis and
in-gel digestion, as described in Wang et al.138

Should the target protein be sufficiently purified to greater than 90% relative
abundance, protein identification can often be achieved using single MS peptide
mass fingerprinting studies with mass accuracy determinations on the order of about
0.02% absolute error. However, in the final analysis, the mass accuracy requirement
of peptide-guided database searches is heavily dependent upon the purity of the
protein pool prior to digestion, the number of peptides submitted for searching, and
the genomic complexity of the studied organism. Should multiple proteins be simul-
taneously digested, a heterogeneous peptide pool is created, and successful database
mining requires not only extreme accuracy, but also, in many instances, primary
sequence information. 

Tandem MS/MS approaches have demonstrated significant utility in providing
primary sequence information.24,139–143 Until recently, the only MS/MS approach
available for laser desorption-based analyses was postsource decay analysis (PSD).
While PSD is capable of providing reasonable sequence information for picomole
levels of peptides, the overall efficiency of this fragmentation process is low and,
when combined with the poor mass accuracy and sensitivity often demonstrated
during this approach, its applicability to analysis of low-abundance proteins often
found on ProteinChip arrays has been greatly limited. Recent advances in low-energy
collision-induced dissociation (CID) MS/MS for SELDI have demonstrated enabling
protein identification capability, even for complex protein mixtures directly analyzed
upon SELDI arrays.16,89 Of course, should in-gel digestion be performed, protein
identification can proceed using any liquid chromatography (LC)- or MALDI-based
tandem MS approach.

7.6 FUTURE PROSPECTS AND CONCLUSIONS

Over the course of the last 12 years, SELDI protein array technology has dem-
onstrated utility in the analysis of protein complexes, the discovery of relevant
biomarkers, and the facile creation of assays for clinical research, drug discovery,
or basic biological research. To do so, significant advances in the areas of surface
chemistry, protein purification, bioinformatics, and laser desorption-based mass
spectrometry were achieved. Future improvements are expected on all of these fronts. 

In terms of surface chemistry, ongoing efforts towards the creation of new SEND
and SEAC surfaces with enhanced, sample-adsorptive properties and capacities is
expected to create marked improvements in the analytical sensitivity and quantitative
reproducibility of SELDI-based differential protein display studies. Moreover,
microscale, multidimensional fractionation schemes are being developed based upon
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combinatorial ligand libraries, as well as other unique bead-based approaches, such
as isoelectric focusing, in order to address the analytical challenges of protein abun-
dance and species complexity in genuine biological samples. Surface chemistry
advances will also lead to the routine extension of SELDI array analysis to the study
of protein post-translational medications such as glycosylation, sulfonation, and phos-
phorylation, providing an additional dimension to chip-based proteomic analysis.

Improvements in chip reader technology are expected as work towards the
creation of MS devices with simultaneous high detection sensitivity for proteins and
mass resolving power for peptides is enabled by implementing new laser optic, ion
optic, and mass analyzer approaches. Additionally, it is expected that the next
generation of chip readers will not only demonstrate improved analytical perfor-
mance when compared to their predecessors, but also provide a more robust, easier
to use, and quantitative platform for the purpose of facilitating translational
proteomic studies as well as the performance of in vitro diagnostic tests. Taken
collectively, these improvements should enable the growth and utility of SELDI
protein array technology in related biological research, drug discovery/development,
and clinical research.
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8.1 INTRODUCTION

 

The reproducibility of SELDI (surface-enhanced laser desorption/ionization) profil-
ing is an issue in any research that envisions SELDI profiling as the basis for
development of a biomarker. How this issue is to be approached is a question with
many facets. One facet is dependence of the approach on the conception of the
biomarker. A second facet is adaptation of the approach to the high dimensionality
of SELDI profiles. A third facet is inclusion in the approach of concepts familiar
from the univariate case. A fourth facet is consideration of physical sources of
variation in the measurement system.

To some extent, the approach can depend on the form of the biomarker. A
biomarker is usually a classifier that takes profiles—entire profiles or peak values
computed from profiles—as inputs. Although knowledge of the protein species
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evident in the profiles is obviously helpful, the development can be entirely empirical
in that it does not depend on any knowledge of protein function [1]. Moreover,
restricting the classifier input to known proteins may not lead to the best performing
classifier. Thus, when thought of as a measurement system, SELDI profiling is most
generally regarded as having entire profiles as output, and the reproducibility issue
is most generally framed in terms of entire profiles.

Semmes et al. [2] demonstrate the value of an approach to reproducibility that
is by design less than fully general. Their approach consists of two experimental
phases, one based on three m/z (mass-to-charge ratio) peaks in a standard pooled
serum sample and the other based on a particular biomarker applied to 14 cases and
14 controls. In the context of this biomarker, their results demonstrate an encouraging
degree of interlaboratory reproducibility. However, their framing of the reproduc-
ibility issue refers to a particular biomarker whereas the framing in this chapter
extends to all biomarkers. Because of this, their results have a character different
from those in this chapter.

A general approach to the reproducibility of SELDI profiles must address the
high dimensionality of profiles—in other words, the fact that profiles are actually
continuous functions of m/z. For the problem of biomarker specification with data
from a case-control study, various methods apply to high-dimensional data. Often,
a biomarker is a classifier that distinguishes cases from controls on the basis of the
profile as a predictor. Derivation of such a classifier involves modeling the depen-
dence of the case-control outcomes on the profiles. Tibshirani et al. [3], Morris et al.
[4], and Carlson et al. [5] present accounts of classifier derivation based on extracting
and quantifying peaks. Vannuchi et al. [6] discuss classifier derivation based on
wavelets. Ramsay and Silverman [7] discuss classifier derivation based on penalized
smoothing. Characterization of reproducibility is, however, a different problem and
requires reconsideration of the approach to high dimension. Reproducibility involves
modeling profile variation. Thus, in reproducibility studies, the profiles are not
predictors but rather the dependent variable in the modeling.

Basic to reproducibility studies are replicate measurements. The particular exper-
iment discussed in this chapter involves repeated measurements of a human serum
standard, specifically, 88 spectra determined for mass-to-charge values between
3,300 and 30,700. Researchers have characterized the replicate-to-replicate variation
in SELDI profiles in various ways familiar from univariate reproducibility studies.
Bischoff and Luider [8] simply displayed spectra in separate panels to support their
conclusion that there is more variability when the spectra are obtained with different
protein chips than when they are all obtained with the same protein chip. Cordingley
et al. [9] performed a ruggedness experiment in which aspects of the measurement
protocol were intentionally changed to see the effects on the spectrum. Coombes et
al. [10] used a batch of spectra all observed at about the same time to establish a
multivariate control chart for judging other spectra observed later in their study.

This chapter offers a characterization of reproducibility in terms of sources of
technical variation—that is, sources of variation in the measurement system. The
underlying goal is association of the sources with physical processes that are part
of the measurement system. This approach is general in that assumption of a par-
ticular biomarker or class of biomarkers does not constrain such a characterization.
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As one advantage, this approach provides results that may help identify ways to
improve the measurement system.

Most discussion of sources of variation in SELDI profiling has been linked to
preprocessing steps such as baseline removal, profile alignment through registration
of the m/z scales, and normalization. Malyarenko et al. [11] discuss the origin of
the baseline in terms of the physics of the detector and the origin of the jitter in the
m/z scale in terms of variation in ion path lengths associated with the spot of
desorption on the chip surface. They also discuss spreading of the peaks, detector
overload, and chemical adducts. Another generally recognized source of variation
is the total amount of protein desorbed in forming a SELDI profile. This variation
may be due to the heterogeneity of the sample in the matrix on the chip surface.
Morris et al. [4] also discuss sources of variation.

Identification of unanticipated sources of variation is the focus of this chapter.
As illustrated by Baggerly et al. [12,13], simple graphical comparisons sometimes
reveal unanticipated sources. Such comparisons are the first step. This chapter pre-
sents a more sensitive approach to searching replicate profiles for unanticipated
sources of variation.

 

8.2 IDENTIFYING SOURCES OF VARIATION

 

Consider correlation in replicate spectra to which preprocessing has been applied.
A property of such spectra with interesting ramifications is high correlation of the
spectral intensities at widely separated values of m/z. Such correlation implies
sources of variation that affect more than one point in the spectrum, and such sources
can often be associated with physical mechanisms in the measurement system. The
approach to reproducibility presented in this chapter is based on such long-distance
correlation and its implications. 

The contribution of a source of variation to a batch of replicate spectra can be
modeled as follows: Let the contribution of the source to a particular spectrum be
proportional to 

 

η

 

(

 

u

 

), where 

 

u

 

 denotes the mass-to-charge ratio. Say that there are

 

N

 

 spectra indexed by 
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 = 1,…, 
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). To be of interest, the 

 

f

 

i

 

 must be large enough that 
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) explains an appreciable
part of the spectrum-to-spectrum variation remaining after preprocessing. The shape
of 

 

η

 

(

 

u

 

) provides help in finding the physical location of the source in the measure-
ment system. Of particular interest in this chapter are cases in which 

 

η

 

(

 

u

 

) is appre-
ciably different from zero at widely separated values of 

 

u

 

. In such cases, the source
of variation can be seen as affecting proteins with dissimilar m/z. 

As illustrated in this chapter, a statistical approach to finding long-distance cor-
relation is functional canonical correlation analysis (CCA) [7], which, for example,
has been applied to gait measurements [14] and to kidney degeneration [15]. In our
illustration, functional CCA is applied to disjoint intervals of SELDI profiles.

In previous papers [16,17], we have used functional principal components analysis
(PCA). Functional PCA characterizes a batch of functions, spectra in the present
case, without any assumption about the functions being made up of peaks. Functional
PCA involves computation of data-driven features, in particular, those given by the
PCA weight functions. We showed how VARIMAX rotation [7] can be used to
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interpret these features [16,17]. This chapter demonstrates a data-driven approach
to characterizing spectral variation that is applicable to m/z intervals much larger
than the intervals we considered previously.

In mass spectrometry, there are reasons why characterizing spectral variation
over a large m/z interval may be interesting. One reason is that strong correlation
in the replicate-to-replicate spectral variation that occurs between widely separated
values of m/z may be caused by sources of variation that lie in the sample prepa-
ration step rather than in subsequent use of the mass spectrometer. The reproduc-
ibility of this step has received little attention. In the case of SELDI-TOF (time of
flight) mass spectrometry, the sample preparation step consists of applying the
specimen as a coating on a protein chip with a surface that selectively binds to
some proteins in the specimen but not to others. Fung and Enderwick [18] call this
retentate chromatography. The unbound proteins are washed off, and the remaining
proteins are cocrystallized with a matrix and introduced into the mass spectrometer.
This sample preparation procedure contains at least one source of variation that
can cause correlation between proteins with widely separated m/z values. This
source is the nonuniformity of the crystallization, which has a scaling effect that
is routinely eliminated from the spectra by normalization. Because of the possibility
of other sources, characterization of long-distance correlation is important in assess-
ing replicate spectral measurements.

This chapter proposes a method based on functional CCA [7] applied to spectral
segments from disjoint m/z intervals. CCA differs from inspection of point-by-point
correlation maps [10,19] in that CCA determines for each interval in a pair the
combination of spectral intensities that gives the highest correlation for the pair. The
method we have adopted is data driven and peak based. Our method is peak based
in that it makes use of the assumption that except for differences in charge, the
response to a protein falls within a limited m/z interval. This assumption allows us
to divide the m/z domain into intervals and to account for the joint variation only
two intervals at a time. Our method is data driven in that CCA constructs a weight
function that defines a feature for each interval in the pair. These features are
determined from the data rather than on the basis of predetermined peak shapes.
Thus, CCA takes into account variation in peak shape due, for example, to instrument
overload or chemical adducts to sample proteins. In this way, CCA exposes the full
complexity of the long-distance correlation.

 

8.3 MATERIALS AND METHODS

8.3.1 D

 

ATA

 

 C

 

OLLECTION

 

The experiment we consider involves measurement of identical subsamples of a
human serum standard. This quality control (QC) sample consists of pooled serum
obtained from 360 healthy individuals—197 women and 163 men—resulting in
almost 2 L of serum. Serum from each individual was collected by venipuncture
into a 10cc SST vacutainer tube. Blood was allowed to clot at room temperature for
30 min, and the tubes were centrifuged at 3000 rpm for 10 min. Each individual
serum sample was then decanted and pooled into a 3-L beaker on ice. The pooled
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serum was separated into 0.4-mL aliquots and stored at –80°C. Each aliquot of the
QC sample had therefore only undergone one freeze–thaw cycle.

All serum processing steps were performed robotically as follows: Serum samples
(20 

 

μ

 

L) were mixed with 30 

 

μ

 

L of 8 mol/L urea containing 1% CHAPS in phosphate-
buffered saline (PBS). This was performed in a 96-well plate and incubated for
10 min at 4°C on a MicroMix shaker (DPC, Randolf, New Jersey) with settings of
form = 20 and amplitude = 5. A volume of 100 

 

μ

 

L of 1 mol/L urea containing
0.125% CHAPS was then added to each sample and mixed. A final dilution (1:5)
was made in PBS and this diluted sample was then applied to each well of a
bioprocessor (Ciphergen Biosystems) containing 11 IMAC-3 chips previously acti-
vated with CuSO

 

4

 

. The bioprocessor was then sealed and agitated on the MicroMix
shaker at the previous settings for 30 min. The excess serum mixture was discarded,
and the chips were washed three times with PBS, followed by two washes with high-
performance liquid chromatography (HPLC) water. The chips were then air-dried,
and stored in the dark until subjected to SELDI analysis.

Before SELDI analysis, 1.0 

 

μ

 

L of a solution of 12.5 mg/mL sinapinic acid in
500 mL/L acetonitrile containing 5 mL/L trifluoroacetic acid was applied onto each
chip robotically. The sinapinic acid was applied twice, and the array surface was
allowed to air dry between each application. Chips were placed in the PBS-II mass
spectrometer (Ciphergen), and time-of-flight spectra were generated by averaging 192
laser shots in positive mode with a laser intensity of 220, detector voltage of 1,700,
and a focus lag time of 900 ns. The laser intensity setting of 220 corresponds to laser
energy of approximately 14 mJ. Mass accuracy was calibrated externally using the
All-in-1 peptide molecular weight standard (Ciphergen). Each spectrum was subjected
to baseline correction and normalization as provided by the Ciphergen software.

 

8.3.2 P

 

REPROCESSING

 

The spectra obtained from the Ciphergen system required further preprocessing
despite the preprocessing already applied. In ideal terms, one might imagine an
observed spectrum to be a superposition of peaks of various sizes. Different peaks
would correspond to different proteins or a protein with different charges. Each peak
would be centered at the m/z for the protein and charge, and the area under the peak
would be proportional to the concentration of the protein in the spot from which the
proteins were desorbed. That a spectrum obtained from the Ciphergen system did
not conform to this model exactly was remedied in part with further preprocessing.
We registered the spectra, corrected the spectral baselines, and normalized the
spectra. Also, we removed an outlier, thus reducing the number of spectra to 87.
A preprocessing step that we did not apply was a square root or cube root transfor-
mation of the spectral intensities.

Lack of horizontal alignment among spectra is an issue because functional CCA
is based on scores, each defined by the integral of a weight function times the
spectrum. The weight function is intended to emphasize or de-emphasize certain
portions of each spectrum—for instance, the portion containing a spectral peak.
Emphasis will not be applied to proper portions of a spectrum if the spectrum is not
properly aligned. Spectral registration in this chapter is the same as the registration
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discussed in Liggett et al. [17]. We represented the spectra after registration by a
spline composed of fifth-order polynomials between the knots and having a contin-
uous fourth derivative at every point. We denote registered spectra by 

 

y

 

i
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 = 1,…,
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, where the independent variable 
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 is the mass-to-charge ratio. To obtain 
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i
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), we
interpolated spectrum 
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 as originally observed with a cubic spline and evaluated this
spline at 

 

δ

 

i

 

 + 

 

γ

 

i

 

u

 

. Liggett et al. [17] discuss estimation of 

 

δ
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i

 

, 

 

i

 

 = 1,…, 

 

N

 

. We
checked to see if this shift and scale form for the registration was valid beyond the
interval considered in Liggett et al. [17] and found no contradictory evidence.

We would like to apply functional CCA to functions consisting of the super-
position of contributions from individual proteins as discussed previously. Let these
functions be denoted by 

 

ϕ

 

i
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). We assume that we in fact observe

where 
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) is the slowly varying baseline and 
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 is a scale factor that does not
depend on 

 

u

 

. The purpose of our preprocessing is to reduce the influence of 
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)
and 
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. Our approach to preprocessing does not provide estimates of 
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) but does
provide modified spectra appropriate for functional CCA.

We did baseline correction separately for each of the intervals we used in our
functional CCA. We denote these intervals by 
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]. The baseline-corrected spectra
are given by

Underlying this correction is the assumption that 
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) is essentially constant
over [
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], which implies that 
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). It is easy to show
that 
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) is proportional to 
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, a fact that is important in the normalization step
described later.

The mean of 
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) over 
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 is shown in figure 8.1. The 17 intervals [

 

L

 

j

 

, 

 

U

 

j

 

] are
indicated. We note that the baseline-corrected spectra 

 

y

 

B

 

i

 

(

 

u

 

) are not always positive
and are generally discontinuous from interval to interval. Although these character-
istics of 

 

y

 

B

 

i

 

(

 

u

 

) are not always acceptable, they are acceptable in our application of
functional CCA. We also note that the y-axis scales for the three panels differ by a
factor of 100. The three largest peaks in the left panel of figure 8.1 are the basis of
the first experimental phase described by Semmes et al. [2].

Our normalization is based on , the mean of 
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B

 

i

 

(
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) over 

 

i

 

. If the deviations
of the individual spectra are small relative to their mean, then instead of dividing
by an estimate of 

 

β

 

i

 

, we can normalize by subtracting a quantity proportional to
. We normalized by computing the spectral deviations
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where the estimate of 

 

b

 

i

 

 is given by

The integrals that define 

 

b

 

i

 

 are over the union of all the intervals [

 

L

 

j

 

, 

 

U

 

j

 

].
Billheimer [19] also follows this approach to normalization. Note that the spectral
deviations 

 

x

 

i(u) are not only normalized but also centered at the mean .
Normalized spectra without centering are given by .

An elementary look at the spectra after preprocessing is given in figure 8.2. This
figure shows relations among three peaks; the largest peaks are in intervals 7, 8,
and 9. Horizontally, this figure shows spectral deviations xi(u) at the interval 8 peak
and, vertically, it shows the spectral deviations at the interval 7 peak and the interval 9
peak. Loosely speaking, it seems that the deviations are uncorrelated for intervals 7
and 8, but correlated for intervals 8 and 9. Generalizing, we see that after normal-
ization, some pairs of peaks are uncorrelated and others are correlated. This suggests
the complexity of the correlation structure in which we are interested. We do not
pursue these observations further because figure 8.2 is only meant as an introduction.

8.3.3 FUNCTIONAL CCA

Generally speaking, we are interested in correlation between the spectra in two
disjoint intervals. Out of the 17 intervals shown in figure 8.1, consider two intervals,

FIGURE 8.1 Mean intensity spectrum after baseline correction for each of the 17 intervals
that are compared by functional CCA.
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j and k, where 1 ≤ j < k ≤ 17. Letting uj be an m/z point in one interval, and uk be
a point in the other, we could compute the correlation coefficient

Plotting this versus uj and uk gives a correlation map [10,19] that can be examined.
Alternatively, we could compute two linear combinations, one of the spectral values
in [Lj, Uj] and the other of the spectral values in [Lk, Uk] and examine the correlation
between the two. The linear combinations are defined by the weight functions
ξj(s) and ξk(s). Corresponding to these weight functions are two sets of variates: zij,
i = 1,…, N and zik, i = 1,…, N, where

and zik is defined similarly. These variates are also called scores. The correlation is
given by

FIGURE 8.2 For the largest peaks in intervals 7–9, peak height scatter plots showing differing
degrees of correlation.
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The leading canonical correlation in functional CCA can be specified in terms
of two weight functions, ξj(s) and ξk(s), with variates (called canonical variates) that
have maximum correlation subject to penalties on the smoothness of the weight
functions. If these weight functions were given, then moments could be computed:

The leading canonical correlation coefficient for intervals j and k is the value of
sjk obtained by maximizing over the weight functions subject to two constraints:

where the symbol D2 denotes second derivative. The two constraints not only limit
the sizes of the weight functions but also impose smoothness on them. The second
terms in the two constraints limit the sizes of the second derivatives of the weight
functions. Positive values for these terms—that is, for λj and λk—are necessary if
functional CCA is to give reasonable results [7]. Increasing the sizes of λj and λk

increases the smoothness of the weight functions.
The baseline correction causes a problem in the use of this definition to compute

the leading canonical correlation. The problem is that the constraints on the weight
functions are not satisfied for the constant weight function. The reason is that the
xi(u) are orthogonal to the constant weight function and consequently sjj = skk = 0
for this weight function. We solved this problem by adding a small, randomly chosen
constant to each xi(u) in each interval. Thus, for the constant weight function, sjk

remains 0 while sjj and skk do not, and the weight functions for the leading canonical
correlation have mean close to 0. We performed functional CCA computations with
Ramsay’s software [7].

A different pair of weight functions is derived for every pair of intervals. Denoting
the weight functions for intervals j and k by ξj

{j,k}(s) and ξk
{j,k}(s) makes explicit the

fact that an interval has a weight function that depends on the pairing. We denote
the sets of scores similarly: zij

{j,k} and zik
{j,k}. In the next section, we will consider

the R2 values for the spectral values xi(u) explained by the scores
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These R2 values depend on the particular interval of the pair, the particular pair, and
the mass-to-charge ratio u.

8.4 RESULTS

8.4.1 OVERVIEW

To gain insight into variation in the measurement procedure, we examined pairs of
intervals with high canonical correlation. The leading canonical correlation coeffi-
cient for each interval pair is shown in figure 8.3. Note that this figure is symmetric
because the correlation does not depend on the order of the intervals. Moreover, the
values on the diagonal are 1. This figure directs our attention to seven interval pairs:
(4–9), (5–6), (8–9), (9–10), (9–16), (9–17), and (16–17). Although other pairs also
provide interesting insights, we will not discuss them.

One might ask how the choice of interval pairs depends on the choice of λj and
λk. If λj and λk are too large, the canonical correlation will be less sensitive to relations
among specific peaks, which is one aspect of a distinctive relation between intervals.
To check this, we reduced λj and λk to 1/10 of the values on which figure 8.3 is based.
With these values, we were still directed to the same seven interval pairs. In addition
to the choice of λj and λk, we also questioned our choice of interval size, Uj – Lj.

In trying to understand the overall pattern in figure 8.3, one might start with the
notion that high canonical correlation generally does not occur without distinct

FIGURE 8.3 Leading canonical correlation coefficient for all pairs of intervals. Pairs with
highest correlation are of greatest interest.
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spectral peaks in both intervals. Figure 8.3 shows that the correlation is low for
intervals 11 to 15. Figure 8.1 shows that these intervals contain only minor spectral
peaks. It is interesting that interval 7 shows only low correlation despite its spectral
peak. This corresponds to the lack of peak-height correlation shown in figure 8.2.
Interval 7 provides evidence that our normalization is effective in removing variation
that affects all peaks proportionally. We note that the smallest canonical correlation
coefficient in figure 8.3 is larger than 0.6. The reason is that CCA always gives a
positive coefficient because the algorithm is based on maximization.

8.4.2 PAIRS OF INTERVALS

To answer the question of why a pair of intervals has a high leading canonical
correlation coefficient, we have attempted to identify the parts of the intervals prima-
rily responsible. As shown in figures 8.4 through 8.9, for each interval, we display
the mean spectrum, the weight function, and the R2 values for the spectra regressed
on the CCA scores. The R2 value at a particular m/z is the fraction of the spectral
variation explained by the scores. The mean spectrum shows locations of spectral
peaks in the interval. The weight function shows how the parts of the interval con-
tribute to the scores for that interval. The R2 values show how the spectra in various
parts of the interval are related to the scores, which underlie the canonical correlation
coefficient that we want to explain. Of initial interest in figures 8.4 through 8.9 are
m/z values for which the mean spectrum and the R2 values are both high. High mean
spectrum indicates high protein concentration, and high R2 indicates a close relation
to the scores that lead to the high canonical correlation coefficient.

Figure 8.4 provides the basis for examining the canonical correlation between
intervals 4 (bottom) and 9 (top). High mean spectrum and high R2 occur for interval
4 at m/z = 6,950 and for interval 9 at m/z = 13,900. Apparently, these points
correspond to the doubly and singly charged versions of the same protein. In mass
spectrometry, evidence of peaks corresponding to differing amounts of charge is not
unusual. More than this, figure 8.4 indicates that the measurement-to-measurement
spectral variations at these two m/z values are positively correlated. Positive corre-
lation can be inferred from the values of the weight functions at the two m/z values.
Identification of the underlying source of variation is an interesting question. That
these variations occur despite the normalization suggests that this source of variation
affects at least one but not all of the proteins in the specimen.

The R2 curve for interval 9 (top) deserves further discussion. Variation of the
spectral deviations xi(u) in this interval is dominated by a single component with
the form fi1η1(u). Because of the baseline correction applied, the integral of η1(u)
over the interval must be close to 0. For this reason, the baseline correction spreads
the variation of the spectral peaks near m/z = 14,000 over the entire interval. Thus,
the R2 curve is high throughout the interval except where η1(u) is nearly 0. This
accounts for the two regions above m/z = 13,500 where the R2 curve dips nearly
to 0. The dip below m/z = 13,500 may be due in part to variation in the small peak
evident in the mean spectrum. In contrast, the R2 curve for interval 4 (bottom)
seems to be affected by the only partially correlated variation in several peaks.
Because of this effect of baseline correction, the R2 curves for interval 9 in
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figures 8.6 and 8.7 look similar to the R2 curve for interval 9 in figure 8.4. They
are not the same, however.

The weight functions shown in figure 8.4 are not easily interpreted. The main
reason is that the measurement-to-measurement variations in the spectral deviations
xi(u) are correlated from one m/z value to another. We force the weight functions to
integrate to 0 over the interval because the spectral deviations xi(u) do. Moreover,
the weight functions are computed subject to a smoothness penalty. It is hard to
understand how the algorithm forms the trade-off between maximization and these
requirements when the spectrum-to-spectrum correlation is high. Maybe the most
that can be said is that the weight functions should be relatively large at the spectral
peaks responsible for the high canonical correlation coefficient.

An interpretation similar to that of figure 8.4 seems applicable to the canonical
correlation coefficients for intervals 9, 16, and 17. It turns out that the interval pairs
(9–16), (9–17), and (16–17) have high leading canonical correlations because of the
same two peaks, one of which, with m/z = 28,120, is rather broad and split between
intervals 16 and 17. This split is shown in figure 8.1. For this reason, we created
figure 8.5 by combining parts of intervals 9 and 10 and by combining parts of
intervals 16 and 17. To adjust the baseline correction for intervals 9 and 10, we first
added a constant to each value of xi(u) in interval 10 to attain continuity at the
boundary between the two intervals. We then applied the baseline correction dis-
cussed earlier to the combined interval. We proceeded similarly with intervals 16
and 17. The results of functional CCA for the two combined intervals are shown in

FIGURE 8.4 CCA results for intervals 4 (bottom) and 9 (top). High R2 and high mean
spectrum indicate highly correlated spectral peaks (e.g., m/z = 6,950 and m/z = 13,900).
R2 for spectra regressed on scores shows m/z values responsible for high canonical correlation.
The weight functions convert spectra into scores.
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figure 8.5. Apparently, the leading canonical correlation coefficient is due to a protein
that, when singly charged, has m/z value near 28,120 and when doubly charged has
value near 14,060. The mean spectrum between 14,000 and 14,200 shows two peaks,
one at 14,061 and the other at 14,118. The evidence that the first is the one primarily
responsible for the high canonical correlation coefficient is somewhat uncertain.

A comparison of figures 8.4 and 8.5 has two interesting aspects. First, comparing
interval 9 in the two figures, we see that the R2 values and the weight functions
suggest that the protein responsible for the canonical correlation in figure 8.4 is
different from the one responsible for the canonical correlation in figure 8.5. None-
theless, there is clearly substantial correlation between the variations in the intensities
of these two proteins. Second, our figure 8.4 observation that the variation of the
spectral deviations xi(u) is dominated by a single component applies to both com-
bined intervals in figure 8.5. The single component seems even stronger in the
combined interval made up of parts of intervals 16 and 17.

Figure 8.6 shows the results for intervals 8 and 9. On the basis of high R2 value
and high mean spectrum, one would point to a single peak in each interval, one with
m/z value near 11,740 in interval 8 and one with value near 13,900 in interval 9.
The scatter plot of the heights of these two peaks in figure 8.2 shows distinct
correlation. In contrast to figures 8.4 and 8.5, the peak locations do not suggest a
single protein with different charges. Rather, there appear to be two proteins with
concentrations that vary together from spot to spot. The weight function for interval 9
is puzzling, however, because it is nearly 0 near the peak at 13,900. Maybe all we

FIGURE 8.5 CCA results for parts of intervals 9 and 10 (bottom) and parts of intervals 16
and 17 (top). High R2 and high mean spectrum indicate highly correlated spectral peaks (e.g.,
m/z = 14,060 and m/z = 28,120).
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can say is that the group of proteins surrounding m/z = 14,000 is correlated with
the protein underlying the peak in interval 8. Part of the reason why the weight
function is high just below 13,500 is the baseline correction.

Another sort of behavior is shown in figure 8.7, which displays the results for
intervals 9 and 10. In interval 10, there does not seem to be a single peak
responsible for the correlation but rather a collection of proteins with m/z values
between 14,400 and 14,700. These seem to be correlated with the group of proteins
surrounding m/z = 14,000 in interval 9. That the two groups are contiguous might
suggest an explanation.

The results for intervals 5 and 6 are shown in figure 8.8 for the leading canonical
correlation coefficient and figure 8.9 for the second canonical correlation coefficient.
The second canonical correlation is obtained by maximization as in the case of the
first but with the added constraint that for each interval, the second set of scores and
the first set of scores must be orthogonal in a special sense [7]. Note that as shown
in figure 8.1, intervals 5 and 6 contain the largest peaks in all the 17 intervals
considered. One would expect that, to a large extent, these peaks determine the
normalization and thus that their variations are small after normalization.

Figure 8.8 shows that the leading canonical correlation coefficient is due to a
pair of peaks, one with m/z value near 8,140 and the other with value near 8,940.
Neither of these peaks is the largest in the interval. This pair of peaks is captured
in a single rotated component in the functional PCA reported by Liggett et al. [17].
That both peaks are in the same rotated component suggests that they are correlated.
We note that these two peaks have m/z values close to the m/z values of two peaks
identified by Li et al. [20] for use in their biomarkers.

FIGURE 8.6 CCA results for intervals 8 (bottom) and 9 (top). High R2 and high mean
spectrum indicate highly correlated spectral peaks (e.g., m/z = 11,740 and m/z = 13,900).
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Figure 8.9 shows that the second canonical correlation coefficient involves an
interesting relation between the two largest peaks and the R2 curves. The R2 curves
and the weight functions show that regions with m/z values somewhat higher than
the largest peaks are responsible for the second coefficient. That higher m/z values
correspond to longer flight times might be part of the explanation for the second
coefficient. In other words, figure 8.9 shows a correlated distortion in the largest
peaks that consists of changes in the trailing part of the peak.

8.5 DISCUSSION

It is of interest to attempt further explanation of the instances of high canonical
correlation noted in figure 8.3 and expanded on in figures 8.4 through 8.9. Of
particular interest are explanations that suggest follow-on investigations of sources
of variation in the measurement system. For follow-on investigation, explanations
must be plausible but not necessarily conclusive. Further explanations of figures 8.4
through 8.9 follow.

Figures 8.4 and 8.5 each suggest a source of variation that affects the replicate
spectra at two values of m/z, one of which is a multiple of the other. Such values
of m/z seem to correspond to a single protein that is both singly and doubly charged
during ionization in the mass spectrometer. Thus, these figures suggest a source that
affects the concentration of one protein on the chip introduced into the spectrometer.
Constant proportions of this protein are then singly and doubly charged. One might

FIGURE 8.7 CCA results for intervals 9 (bottom) and 10 (top). High R2 and high mean
spectrum indicate highly correlated spectral peaks (e.g., m/z in vicinities of 14,000 and 14,500).
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suppose that such a source is located in the sample preparation part of the measure-
ment procedure. Perhaps the source is spot-to-spot variation in surface retention due
to variation in the protein chip or in the effectiveness of washing. Note that the
source cannot be the nonuniform crystallization on the surface of the protein chip
because the spectral preprocessing removed the effects of this nonuniformity.

Figures 8.6 and 8.8 suggest a source of variation that affects the replicate spectra
at two values of m/z with no special relation to each other. Thus, these figures suggest
a source that affects the concentrations of two different proteins. The source might
affect both proteins similarly because they have similar chemical properties. Because
of the amount of separation between the m/z values, one might suppose that such a
source is located in the sample preparation part of the measurement procedure.

Figure 8.7 suggests a source of variation that affects the replicate spectra at
values of m/z that extend over parts of intervals 9 and 10. The proteins corresponding
to these values of m/z may differ from each other only in minor ways. Thus,
mechanisms that cause minor modifications of proteins play a role in what is
observed in figure 8.7. It is hard to tell whether these mechanisms precede or follow
the source of variation responsible for the correlation.

SELDI-TOF mass spectrometry is based on modification of the relative concen-
trations of the proteins in the specimen through retentate chromatography [18].
Figures 8.4 through 8.8 suggest that the relative concentrations achieved by this
process vary from spot to spot on the protein chips. One might suppose that the
protein chips do not capture any noticeable amount of some proteins, that they capture

FIGURE 8.8 Leading CCA results for intervals 5 (bottom) and 6 (top). High R2 and high
mean spectrum indicate highly correlated spectral peaks (e.g., m/z = 8,140 and m/z = 8,940).
Note that the highest values of R2 do not coincide with the highest peaks in the mean spectrum.
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almost the entire amount of other proteins, and that they capture some but not all of
still other proteins. Proteins in this third category, which show only weak binding to
the chip, might exhibit the most spot-to-spot variation in mass-spectral intensity.

Figure 8.9 suggests a source of variation with a different mechanism. Apparently,
there are two proteins with spectral-peak distortion that is correlated from replicate
to replicate. These two peaks are the largest in the m/z interval on which we base
our normalization. This suggests that these peaks largely determine the normalization
and therefore that the heights of these peaks vary little after normalization. However,
there may be a source of variation (perhaps the nonuniform crystallization) that
sometimes causes the amount of material in the spectrometer to be so large that the
detector with its associated analog-to-digital converter overloads and distorts the
trailing edges of these peaks. This explanation seems consistent with what is reported
by Malyarenko et al. [11]. Such a source would cause the correlated peak distortion
observed in figure 8.9.

Figures 8.7 and 8.9 illustrate a point about methodology. These figures show the
importance of the fact that functional CCA is data driven rather than dependent on
assumptions about peak shape. It seems that a peak-based analysis would miss the
correlations shown by these two figures.

The sources of variation hypothesized to explain figures 8.4 through 8.9 provide
a basis for reduction of the effects of these sources. Is an effort to achieve such
reduction necessary, or is characterization of the measurement variation sufficient?
Such characterization can be made in terms of variances in the case of univariate
measurements but also requires correlations in the case of spectral measurements.

FIGURE 8.9 Second CCA results for intervals 5 (bottom) and 6 (top). The high R2 values
at m/z values above the two largest peaks in figure 8.1 suggest that the high second canonical
correlation is caused by instrument-related peak distortion.
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In particular, it is clear that the measurement variation in SELDI-TOF mass spec-
trometry has complicated correlation properties. Even greater complication can be
expected in characterizing measurements made over substantial periods of time or
in different laboratories. Thus, characterizing the measurement variation in mass
spectrometry is difficult. Consider the application of mass spectrometry in a case-
control study. In such a study, derivation of a biomarker may require some type of
dimension reduction technique. Performance of such a technique will be affected
by the complicated correlation structure, but how it will be affected is a difficult
question. Moreover, because of the complexity of the variation, the detection of
measurement-system problems—the purpose of control charts in the univariate
case—is difficult. These difficulties suggest that the most fruitful approach to mea-
surement variation in SELDI-TOF mass spectrometry might be an effort to reduce
the effects of sources of variation.

8.6 FUTURE PROSPECTS

The approach to reproducibility presented in this chapter has limitations to be
overcome in future applications. The purpose our approach is identification of
sources of variation, although foremost in many applications is the question of
whether the measurement system has sufficient reproducibility for the purpose. The
specifics of our approach are ones that seem to give reasonable results for one data
set, although for another data set—with a different protein chip, for example—these
specifics might not be appropriate. The statistical method behind our approach is
functional CCA, which may not always be the best way of identifying sources of
variation. Finally, the experimental design underlying our approach incorporates only
one batch of replicates rather than different batches of replicates obtained under
different measurement conditions. Overcoming these limitations might require
investment in creative data analysis.

This chapter characterizes reproducibility to gain a scientific understanding of
sources of variation. Such an approach is consistent with the fundamentals of metrol-
ogy. Sometimes, however, scientists ask whether SELDI profiling is sufficiently
reproducible for a particular purpose. Answering this question on the basis of an
understanding of sources of variation is not easy. In the univariate case, the uncer-
tainty associated with a determination by some measurement method can usually be
assessed, and this assessment used to answer the question of the adequacy of the
reproducibility. In the case of SELDI profiling, no single number portrays the
uncertainty. One can imagine a collection of variances and correlations as portraying
the uncertainty in SELDI profiling, but this may not provide an easy answer to
adequacy for a particular purpose. It seems that methods for the adequacy question
are just now being developed.

The results in this chapter show what can be done with SELDI profiles from a
particular reference material obtained with a particular measurement system. Based
on these profiles, we made choices as part of our data analysis. One group of choices
determined the preprocessing—for example, the lengths of the intervals used as the
basis for functional CCA. Another group of choices determined the details of the
functional CCA—for example, the choice of the coefficient that determines the size
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of the smoothness penalty. In another application with another reference material or
another protein chip, these choices would have to be revisited.

The issue of sources of variation in the sample preparation step has considerable
breadth because there are so many alternative protein chips. The results obtained
here apply to the IMAC-3(Cu) chip. These results provide little insight into sources
of variation in sample preparation with other protein chips. Those whose research
requires other chips should be prepared to do studies such as the one described here.

As discussed in section 8.2, one can think of the data analysis in this chapter as
representation of normalized replicate spectra  in terms of sources of
variation, each corresponding to a component given by fiη(u), where i indexes the
spectra and u denotes the mass-to-charge ratio. Our approach is to use functional
CCA to look for evidence of a source of variation with high values of η(u) at well-
separated values of m/z. Alternative correlation approaches include interpretation of
correlation maps computed from the spectra or from peaks detected in the spectra
[10,19]. A different alternative is principal components analysis, which represents
the replicate spectra as the sum of terms of the form fiη(u) [16,17]. The most
important aspect of fitting sources of variation is lack of identifiability: The spectra
cannot be represented uniquely in terms of sources of variation. In the case of
principal components analysis, restrictions are imposed to make the representation
unique. However, these restrictions may not lead to the most useful representation.
From the possible representations, the one with sources of variation that suggest
physical mechanisms is most desirable. For the spectra analyzed in this chapter, our
functional CCA approach leads to plausible physical mechanisms. For other data
sets, another approach might be required.

An approach to reproducibility based on sources of variation leads to ideas on
reducing the effects of the sources of variation on the profiles. As illustrated in this
chapter, functional CCA helps the user understand sources of variation in the sample
preparation step, the cornerstone of the SELDI methodology. Functional CCA might
be used to compare the effects of different sample preparation protocols on the
profiles. One could use the approach illustrated to see which protocol has smaller
long-distance correlation.

Two batches of replicate profiles, one for each sample preparation protocol,
comprise a more complicated design than the simple one-batch design discussed
here. One can think of extensions of the statistical analysis presented here to even
more complicated designs that involve several alternative measurement system con-
figurations, for example. Of particular importance is the related comparison on
batches of replicate profiles from different laboratories. The sources of variation
with the biggest effects in one laboratory might differ from the sources of variation
with the biggest effects in another laboratory. A statistical analysis that attributed
sources of variation to each laboratory would be useful.

DISCLAIMER

Certain commercial entities, equipment, or materials may be identified in this
chapter in order to describe an experimental procedure or concept adequately. Such
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identification is not intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it intended to imply that the
entities, materials, or equipment are necessarily the best available for the purpose.
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9.1 INTRODUCTION

 

The mammalian immune system is a complex set of molecular and cellular responses
that have evolved to protect the body from pathological changes. In most cases the
recognition of these changes is fundamentally centered around the specific recogni-
tion of foreign molecules from pathogens or neoantigens found in cancerous cells.
When a pathogenic change occurs, there is an initial response facilitated by the
innate immune response, followed shortly after by the adaptive (or cellular) immune
response, which combats infection or malignancy in an antigen specific manner.
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Typically, studied antigens are protein based; however, lipids, carbohydrates,
and other molecules can all function to induce immune responses. Protein antigens
are proteolytically degraded in antigen presenting cells (APCs), which subsequently
display the resulting peptides on the surface of the cell to the effector cells and
molecules of the adaptive immune system. The recognition of peptide antigens by
T lymphocytes is exquisitely specific and sensitive, and in most cases the sensitivity
of this functional recognition 

 

in vivo

 

 greatly exceeds that of modern proteomics
procedures. Nevertheless, mass spectrometric techniques have provided some of the
best insights into the molecular events involved in antigen processing and recogni-
tion. This chapter will describe some of these discoveries and examine the potential
for the latest proteomic technologies to further define this complex area of research
and extend into investigations of other forms of antigen.

 

9.1.1 A

 

NTIGEN

 

 I

 

DENTIFICATION

 

Protein identification can be achieved in several ways using mass spectrometry
coupled to a “front end” separation tool. Once the antigen is introduced into the
mass spectrometer, the underlying premise for identification is the use of multistage
(usually tandem) MS to generate fragment ions that can be used to derive structural
information about the antigen. Peptide and protein antigens can be identified by
virtue of the amino acid sequence information contained within MS/MS spectra of
intact polypeptides or proteolytic fragments of the protein. When combined with the
genome sequence, the map of tryptic peptides derived from a protein antigen can
also be used to identify the protein reliably using a technique commonly referred to
as peptide mass fingerprinting. In combination with more definitive MS/MS-based
sequencing of individual proteolytic fragments, the identity of homologous proteins
from organisms without a sequence genome can also be deduced. In the case of
peptides, nested sets of ion fragments are formed, which allow amino acid sequence
information to be derived (see fig. 9.1). For electrospray ionization (ESI)-based
techniques, tandem mass spectrometry or MS/MS instrumentation can be used to
generate and analyze fragments.

Frequently, a major difficulty surrounding immunoproteomics is the need to
identify which antigens, out of the myriad derived from a pathogen or a tumor cell,
are immunogenic. The most direct way to ascertain this is to use existing immune
responses that may arise spontaneously in patients or in models of disease to probe
the proteome. Techniques such as western blots, 2D immunoblots and T cell assays
of the fractionated proteome have proven to be powerful tools to dissect out immuno-
genic proteins from those nonimmunogenic species. 

The success of this approach is clearly illustrated in the identification of tumor
antigens, in an approach called SEREX (serological expression of cDNA expres-
sion libraries). This technique involves the screening of complementary DNA
(cDNA) expression libraries with serum from cancer patients that contains the
antibody products of the immune system. The rationale behind this approach is that
the best candidate tumor antigens should be immunogenic and elicit a spontaneous
immune response.

 

DK3714_C009.fm  Page 158  Friday, February 16, 2007  3:52 PM



 

Mass Spectrometric Applications in Immunoproteomics

 

159

 

9.1.2 C

 

YTOTOXIC

 

 T L

 

YMPHOCYTES

 

All nucleated cells present fragments of their intracellular proteome on their surface
(figs. 9.2A and 9.2B). Endogenous proteins (potentially including, for example, viral
proteins) are degraded to oligopeptides predominantly in the cytoplasm through the
action of a multicatalytic protease structure known as the proteasome. The protea-
some can exist in several different forms, depending on the exposure of the APC to

 

FIGURE 9.1

 

A schema for the identification of protein antigens. In the upper panel, an
LC-MS total ion chromatogram (TIC) is shown from an in-gel tryptic digest of a spot from
a two-dimensional gel. An MS spectrum of a peak of ion intensity is shown in the middle
panel highlighting the presence of several species, each of which can be subjected to MS/MS
using an automated algorithm. An example of an MS/MS spectrum and sequence assignment
is shown in the bottom panel.
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FIGURE 9.2A

 

(See color insert.) The three-dimensional structure of a class I molecule. The
class I heterodimer acts as a platform to which peptide antigen binds (shown in the green space
filling model). The class I heavy chain (shown in blue ribbon form) has three domains; 

 

α

 

1 and

 

α

 

2 form the peptide binding groove. This groove is lined with the highest density of polymorphic
residues, which have an impact on ligand specificity of the MHC molecule. The 

 

α

 

3 domain is
the membrane proximal domain and lies adjacent to the monomorphic 

 

β

 

2microglobulin mole-
cule (shown in red ribbon form). This figure was generated from the PDB coordinates (accession
number 1N2R) of HLA B*4403 bound to an endogenous peptide derived from HLA DP

 

α

 

 chain.
(Macdonald, W. A. et al. 

 

J. Exp. Med

 

. 198, 679, 2003; Macdonald, W. et al. 

 

FEBS Lett

 

. 27, 2002.)

 

FIGURE 9.2B

 

(See color insert.) Antigen processing in the MHC class I pathway. 1. Protein
antigen is degraded in the cytoplasm through the actions of the proteasome, a multisubunit
protease complex with several defined proteolytic activities, some of which are induced
through proinflammatory cytokines. 2. Peptides generated by the proteasome and by other
cytosolic proteases are transported into the lumen of the ER in an ATP-dependent manner
through the actions of the TAP (transporter associated with antigen processing) heterodimer.
3. Nascent class I heavy chain is targeted to the ER and stabilized by interactions with the

Antigenic peptide 

Antigenic peptide 

Endocytosis 

Ii chain degradation 

and removal of CLIP 

by HLA DM 

Early endosome 

Antigen degradation 

Transport through golgi 

Late endosome 
Fusion with late endosome 

A 

MIIC 

ER 

B 

C D 

Signal sequence 

peptide Calreticulin 

ERp57 

Calrexin 

SRP 

Ribosome 
Proteasome

Antigenic 

digopeptides 

Tapasin 

hc β2m

α1

α2

α3

β2M

β

α

β2m

ERp57

Calreticulin

G 

R 

P 

7 

8 

T 

A 

P 

T 

A 

P Class I 

C 
a 
l 
n 
e 
x 
i 
n 

 

DK3714_C009.fm  Page 160  Friday, February 16, 2007  3:52 PM



 

Mass Spectrometric Applications in Immunoproteomics

 

161

 

pro-inflammatory stimuli [1–9]. These different forms of the proteasome engender
alternate proteolytic activities and consequently produce a different array of peptide
precursors for transport into the lumen of the endoplasmic reticulum (ER).

More recently, the interplay of the various forms of the proteasome with other
peptidases has been elucidated, adding to the complexity of peptides destined for
export to the cell surface, bound to major histocompatibility complex (MHC) class
I molecules [10–12]. These peptide MHC class I complexes are then inspected by
cytotoxic T cells expressing the CD8 co-receptor. The CD8 co-receptor facilitates
recognition of the MHC class I bound peptide, and is expressed by cytotoxic T
lymphocytes (CTL). It is through these CTL responses that virally infected cells,
tumor cells, and sometimes even normal healthy cells are destroyed, clearing the
virus or eradicating tumor cells from the host. In the case of normal tissue destruction
the result is overt autoimmune disease such as that observed in the destruction of
pancreatic 

 

β

 

-cells in type 1 diabetes. 
The structure of class I MHC molecules is well defined and consists of a

polymorphic heavy chain, a monomorphic light chain (

 

β

 

-2 microglobulin), and an
antigenic peptide (fig. 9.2A). The class I heavy chain has three extracellular domains
(

 

α

 

1 and 

 

α

 

2 domains that together form a binding cleft, and the membrane proximal

 

α

 

3 domain linked to a transmembrane domain and a short, nonsignaling, cytoplasmic

 

FIGURE 9.2B (continued)

 

chaperone calnexin. Once 

 

β

 

2-microglobulin associates with the class I heavy chain, calnexin
is exchanged for another ER resident chaperone, calreticulin. The association of the class I
heterodimer with calreticulin is also associated with the recruitment of other members of the
peptide loading complex (PLC), including tapasin and ERp57. ERp57 is a thiol oxidoreductase
(Hughes, E. A. and Cresswell, P. 

 

Curr. Biol

 

. 8, 709, 1998; Lindquist, J. A. et al. 

 

EMBO J

 

.
17, 2186, 1998) involved in assuring correct disulfide bonding of the class I heavy chain.
(Dick, T. P. and Cresswell, P. 

 

Methods Enzymol

 

. 348, 49, 2002; Dick, T. P. et al. 

 

Immunity

 

16, 87, 2002; Farmery, M. R. et al. 

 

J.

 

 

 

Biol. Chem

 

. 275, 14933, 2000.) Tapasin is a 48-kDa
glycoprotein that bridges peptide receptive class I heterodimers to the TAP heterodimer.
(Grandea, A. G. et al. 

 

Immunogenetics

 

 46, 477, 1997; Sadasivan, B. et al. 

 

Immunity

 

 5, 103,
1996; Brocke, P. et al. 

 

Curr. Opin. Immunol

 

. 14, 22, 2002.) 4. Once a peptide of sufficient
affinity binds to the class I heterodimer, this complex dissociates from the PLC and is
transported to the cell surface, where it may be recognized by CD8+ T cells (5).

 

FIGURE 9.2C

 

(See color insert.) The three-dimensional structure of a class II molecule. The
class II 

 

αβ

 

 heterodimer acts as a binding platform to which peptide antigen binds (shown in
the green space filling model). Coordinates used to generate this figure represent the murine
class II molecule I-A

 

k

 

 complexed to a hen egg lysozyme peptide (accession number 1IAK).
(Fremont, D. H. et al. 

 

Immunity

 

 8, 305, 1998.)

 

FIGURE 9.2D

 

(See color insert.) Class II antigen processing pathway. Exogenous antigen
is taken up by endocytosis and degraded in the early and late endosomes. The late endosome
(containing antigenic peptides) fuses with class II rich transport vesicles (containing class II
heterodimers associated with Ii) to form the MIIC compartment. In the MIIC, HLA DM
catalyzes the removal of Ii-derived peptide (CLIP) from the antigen binding cleft of the 

 

αβ

 

heterodimers, facilitating loading with antigenic peptides. This mature class II complex is
then transported to the cell surface for scrutiny by CD4 + T helper cells.
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tail). The antigen-binding groove accommodates an antigenic peptide typically 8–11
amino acid residues in length, although longer peptides have been reported [13–22].

Heavy chain residues that line the binding groove are the focus for the majority
of class I MHC polymorphisms. These polymorphisms determine the specificity of
allelic forms of MHC molecules via the formation of several conserved depressions or
pockets (denoted A–F) that vary in composition and stereochemistry. The A and
F pockets are located at either end of the cleft and contain conserved residues involved
in hydrogen-bonding interactions with the N- and C-termini of the bound peptide
respectively. These interactions effectively close off each end of the cleft encapsulating
the termini of the bound peptide. The A pocket is frequently shallow, while the stereo-
chemistry of the F pocket varies significantly and contributes to conserved interactions
with the C-termini as well as to the specificity of the last amino acid residue of the
bound peptide. The B, C, D, and E pockets contribute to the specificity of the central
portion of the bound peptide. Our understanding of the specificity of different MHC
class I molecules has increased enormously over the last decade; structural and bio-
chemical studies of bound peptides have contributed to our knowledge of the binding
characteristics of different MHC class I molecules and even closely related allotypes.

 

9.1.3 T

 

HE

 

 H

 

UMORAL

 

 R

 

ESPONSE

 

 

 

To complement the cytotoxic T cell response, the adaptive immune system also elicits
an antibody response. This humoral response is essential for the clearance of many
pathogens. Antibodies recognize and bind to relatively short peptide sequences in the
context of the intact antigen. In contrast to the T cell receptors (TcR) expressed on
the surface of T lymphocytes, they frequently display conformational dependence for
binding, since they recognize molecular surfaces—not extended antigen fragments
bound to MHC molecules. The production of antibodies is facilitated by specialized
APC such as B cells, dendritic cells (DCs), and macrophages. In B and Fc receptor
positive cells, exogenous sources of antigen are endocytosed via receptor-mediated
processes and degraded in the early and late endosomes. The late endosomes therefore
provide a rich reservoir of antigenic peptides that are transported to the cell surface
bound to MHC class II molecules for display and scrutiny by T cells.

However, it is critically important to recognize that this process is both mecha-
nistically and physically distinct from the MHC class I processing pathway. MHC
class II molecules are composed of two polymorphic polypeptide chains (

 

α

 

 and 

 

β

 

)
forming an 

 

αβ

 

 heterodimer that, like class I molecules, combines to form a binding
cleft that accommodates peptide antigen (figs. 9.2C and 9.2D). Class II 

 

α

 

 and

 

β

 

 chains are inserted cotranslationally into the lumen of the ER, where they associate
to form nascent heterodimers [23]. These heterodimers are unstable in the absence
of bound peptide and are stabilized through association with a chaperone known as
invariant chain (Ii). This chaperone facilitates the formation of a multimeric structure
consisting of three 

 

αβ

 

-heterodimers, each of which is associated with an Ii molecule
(i.e.,

 

 

 

(Ii

 

α

 

B)

 

3

 

) and occludes the peptide binding cleft, thereby preventing premature
binding of endogenous ER-resident peptides.

The Ii is also important in trafficking nascent class II molecules to the endocytic
route by virtue of an N-terminal sorting signal [24]. For antigenic peptides to be
able to bind to class II molecules, Ii must be degraded to allow access to the antigen
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binding cleft. This process is mediated by cathepsin S, and the resulting proteolysis
of the Ii–MHC complex [25] leaves a short peptide of the Ii protein (residues 81–104)
bound to class II heterodimers. These class II-associated Ii peptides (known as CLIP)
demonstrate promiscuous binding to MHC class II alleles and occlude the peptide
binding cleft of these molecules [26,27]. In order to displace CLIP from the class
II binding site, antigenic peptides must have a higher binding affinity than CLIP.

This peptide exchange is catalyzed by another MHC-encoded gene product, HLA
DM [27,28]. This occurs in the MIIC (MHC class II compartments); the product of
the fusion of MHC class II rich vesicles with the late endosomes. These compartments
are rich in cathepsins and this intersection of the endosomal and class II processing
pathways promotes removal of CLIP and loading of class II molecules with exogenous
antigen fragments. The MHC class II/peptide complex is then transported to the cell
surface for scrutiny by helper T cells expressing the CD4 co-receptor. Upon binding
of a suitable helper T cell via the CD4 co-receptor/MHC class II/antigen complex, a
number of co-stimulatory signals are passed between the two cells. B cells expressing
specific MHC class II peptide complexes by virtue of the capture of antigen (via their
clonally distributed surface immunoglobulin receptor) are triggered to differentiate
into antibody-producing plasma cells by T helper cells. 

The mode of binding and repertoire of peptide ligands bound by MHC class II
molecules has also been analyzed by biochemical methods and x-ray crystallographic
studies [29–34] and differs from the binding of peptides to class I molecules. The
interactions that close the peptide binding cleft of class I molecules are not apparent
in class II molecules, allowing the termini of the bound class II peptide to project out
of the ends of the cleft. Hence, MHC class II peptides are typically longer than class
I ligands, averaging around 13 amino acids in length, but can be considerably longer.
Like class I molecules, polymorphic amino acid residues line the pockets of the binding
cleft. Both structural and biochemical studies indicate that amino acid side chains at
residues 1, 4, 6, and 9 of the class II-bound peptide typically interact with these pockets,
conferring allelic specificity [29], and “anchor” the peptide into the cleft.

It has also been suggested that the binding of ligands to MHC class II molecules
is more promiscuous than the binding of peptides to MHC class I molecules. This
is due to their free termini and their ability to shift binding registers, making it more
difficult to define anchor residues and to predict which peptides will be able to bind
particular MHC class II molecules. This is further complicated by the observation
that N- and C-terminal exopeptidase activities can trim the peptides bound to class II
molecules during their transit from MIIC to the cell surface [35].

 

9.2 ROLE OF MASS SPECTROMETRY IN STUDYING TARGETS OF 
T CELL IMMUNITY 

9.2.1 S

 

TUDYING

 

 

 

THE

 

 D

 

IVERSITY

 

 

 

OF

 

 MHC-B

 

OUND

 

 P

 

EPTIDES

 

: 
T

 

HE 

 

I

 

MMUNOPROTEOME

 

It has been estimated that each MHC class I or class II allele may present as many
as 10,000–100,000 different peptides on the surface of an APC, and only a very
small proportion of these peptides (1–1000 specific MHC peptide complexes per
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cell) can be recognized by antigen-specific T cells [36–38]. Thus, functionally
relevant T cell epitopes may be of extremely low abundance on the surface of the
APC. Moreover, for humans, any individual may express up to six different class I
(two different allotypes encoded by the HLA A, B, and C loci) and six different
class II allotypes (two different allotypes encoded by the HLA DR, DQ, and DP loci).
Thus, the resulting peptide landscape present on the surface of the APC may be
extremely complex. This pool of peptides has been called the immunoproteome or
immunopeptidome [39–49].

While a diverse array of peptide targets is the key to the immune defense, it
makes the study of individual responses to a particular pathogen extraordinarily
complex. Thus, a critical step in any comprehensive biochemical approach to assess
the natural processing and presentation of candidate epitopes is to simplify or limit
the peptide pool, preferably to the analysis of ligands derived from a single
MHC allotype. For example, homozygous cell lines express a more limited number
of MHC class I or class II alleles (three loci for each class), while mutant cell lines
such as C1R express very low levels of endogenous class I molecules but support
high-level expression of a single transfected class I molecule [50]. The simplified
array of MHC molecules present on the surface of such cell lines makes them very
attractive for examining endogenous peptides presented by individual class I alleles
under normal physiological conditions [51–54] or during infection [55,56].

Another powerful method to simplify the immunoproteome is immunoaffinity
chromatography. Thanks to the tremendous efforts that have gone into generating
monoclonal antibodies that distinguish between the different MHC allotypes, the
use of appropriate monoclonal antibodies allows isolation of a single MHC allele,
and some antibodies can even select a subpopulation of MHC molecules with defined
molecular or functional properties [16,57]. The use of immunoaffinity chroma-
tography to isolate specific MHC molecules provides the most appropriate material
for identifying individual peptide ligands restricted by a known MHC allele. It is
also critical to the pool sequencing experiments and the peptide repertoire studies
that focus on the analysis of ligands derived from a specific MHC molecule.

 

9.2.2 MHC-B

 

INDING

 

 M

 

OTIFS

 

 

 

The peptide repertoire for any given MHC allotype will be constrained by the
structural features of the binding cleft of that individual MHC molecule. Hence,
while there may be many different peptides that bind, they will often share common
structural features—a motif. These motifs describe the amino acids located at critical
positions along the sequence of the antigenic peptide that are responsible for making
highly conserved and energetically important contacts with pockets in the binding
cleft of the class I and class II molecules. These conserved residues are therefore
frequently described as anchor residues.

One particularly effective approach for defining the anchor residues, especially
for class I ligands, is pool Edman sequencing [58]. Because the class I binding cleft
constrains the overall length of the bound peptide, peptides isolated directly from
immunoaffinity purified class I molecules can be loaded onto the Edman sequencer.
While this approach does not identify individual peptides, it does reveal the position
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of conserved residues as inferred by the abundance or paucity of signal for particular
amino acids in the various cycles of the Edman analysis [59]. When particular amino
acids are favored in the sequences of the bound ligands, a significant increase in the
signal observed for the given anchor amino acid is found in the corresponding cycle
of Edman chemistry. Both dominant anchor residues (i.e., where the majority of
MHC-bound peptides share a conserved amino acid at a distinct position in the
ligand) and preferred or nonpreferred residues can be delineated using this technique.

This form of analysis is less amenable to the study of class II bound ligands
because of the greater length heterogeneity of their ligands. Although pool sequenc-
ing is an excellent tool for assessing major changes in peptide specificity for different
MHC alleles, it fails to distinguish between very closely related alleles that may
have substantial overlap in their bound peptide repertoire. For example, we have
recently demonstrated that two HLA B44 alleles share up to 95% of their ligands;
only high-resolution peptide mapping studies using mass spectrometry were able to
reveal these subtle but functionally important differences in ligand repertoire [18].

MHC-binding motifs have been used to predict T cell epitopes successfully, and
listings of certain motifs are conveniently Web based (see information resources).
However, the success rate for 

 

de novo 

 

prediction of T cell epitopes, even for well
studied and abundant MHC alleles, is only about 60%. Moreover, there are numerous
examples of atypical ligands possessing non-motif-based sequences or post-transla-
tionally modified ligands or of the failure of antigen processing to liberate the
candidate peptides, which therefore restricts the predictive algorithms to a subset of
T cell epitopes [60–69]. Furthermore, many T cell responses are focused on one or
two immunodominant peptides selected from the numerous potential MHC ligands
encoded within the pathogen’s genome [70].

The participation of so few epitopes limits predictive studies, since markers of
immunogenicity must take into account not only peptide binding characteristics but
also the abundance and density of antigen present on the cell surface, the time of
expression of the antigen during the infection or pathological process, correct pro-
cessing and luminal transport of the epitope, and the available T cell repertoire in
the host organism. Nonetheless, epitope prediction remains a popular first-screening
method to identify candidate T cell determinants for subsequent biological validation
[44,47,71–80], and predictive algorithms are frequently combined with 

 

in vitro

 

MHC

 

-

 

binding assays to confirm experimentally that the predicted ligands bind to
the targeted MHC molecule [73,81].

 

9.2.3 D

 

ISCOVERY

 

 

 

OF

 

 T C

 

ELL

 

 E

 

PITOPES

 

Several approaches have been used to isolate naturally processed and presented
MHC-bound peptides directly from cells; these include analysis of peptides
contained within cell lysates [82–84], isolation of peptides directly from the cell
surface [85,86], and immunoaffinity purification of the MHC–peptide complexes
from detergent-solubilized cell lysates [58,87]. Each approach has advantages, with
the latter providing the best chance of epitope identification due to the additional
specificity of the immunoaffinity chromatography step and subsequent simplification
of the range of cellular peptides isolated. However, each method is based upon the
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common features and assumptions that (1) upon cell lysis, peptides bound to
MHC molecules are protected from intracellular and extracellular proteolysis
because they are bound to the MHC receptor; and (2) treatment with acid dissociates
bound peptides from the MHC complexes. The relationship between each approach
is represented schematically in figure 9.3. This diagram highlights the variety of
approaches that can be taken, and some of them are discussed next.

In the first approach, peptides are extracted from whole-cell lysates following
treatment with an aqueous acid solution such as 1% trifluoroacetic acid (TFA). The
presence of TFA also aids in the precipitation of larger proteins, leaving a complex
mixture of intracellular and extracellular peptides, a proportion of which were bound
to and protected by MHC molecules. Typically, these preparations are fractionated
by reverse phase high-performance liquid chromatography (RP-HPLC) and screened
with a functional assay to confirm the presence of a particular T cell epitope. These
fractions can also be titrated into functional assays to allow relative quantitation of
known T cell epitopes extracted from the surface of different cell types [82–84]. In
some circumstances, the peptides are amenable to sequencing of individual compo-
nents of the fractionated material by mass spectrometry.

An alternative to the acid lysis method utilizes a nonlytic approach for recovering
cell surface-associated peptides. The cells are washed in an isotonic buffer containing
citrate at pH 3.3; the acidic nature of this buffer facilitates dissociation of MHC-
bound peptides from the cell surface without affecting cell viability [85]. The advan-
tage of this technique is that the same cells may be harvested daily in an iterative
approach for obtaining MHC-bound material. Although the specificity of this process
is somewhat better for MHC-bound material than it is from whole-cell lysates, some

 

FIGURE 9.3

 

Schematic representation of processes for isolating MHC-bound peptides. A
variety of approaches can be taken to examine peptides bound to MHC molecules, with several
optional steps highlighted by the various flow paths in the diagram, allowing additional
specificity and purification of the starting material.
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form of biological assay is again usually necessary to locate the peptide of interest
prior to attempting more definitive biochemical characterization.
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Our approach, discussed in detail next, has been to perform multidimensional
chromatography followed by off-line matrix-assisted laser desorption/ionization
(MALDI)-TOF mass spectrometry. The advantages of this approach are that the
molecular complexity of the material can be appreciated as a function of a chroma-
tographic index (in our case this is usually a combination of immunoaffinity chroma-
tography to selectively isolate the MHC allotype of interest and microbore or
capillary RP-HPLC) and that the majority of the fractionated material is available
for functional assays or for further sequence interrogation using liquid chromatog-
raphy (LC)-MS/MS and other mass spectrometry-based technologies. Notably,
other groups have performed similar analyses using both MALDI and ESI mass
spectrometry of fractionated material (e.g., see references 56 and 88 through 92)
and displayed them in a variety of manners, including approximating the LC-MS
data to a 2D gel-like format [91]. In our approach we chose to perform a systematic
comparison of fractions. For close examination, individual spectra were displayed
in a reflection mode [93] whereby the two compared spectra are superimposed on
the m/z axis, but displayed in opposite polarity (fig. 9.4).
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The challenges associated with resolving and sequencing individual peptides from
a complex mixture of MHC-bound material is not unique to immunoproteomics.
This type of experiment is analogous to the shotgun proteomics type approaches
that generate complex mixtures of tryptic (or other proteolytic) fragments derived
from a subset of the cellular proteome (e.g., Yates [94] and Chapter 11 in this book).
Because MHC-bound peptides frequently have varied termini and the proteolytic
specificities that generate them are quite diverse, confident assignment of the peptide
sequence can be difficult. Similarly, it is rare to detect peptides derived from the
same protein unless the study is related to infection, as when target antigen sequences
are known or suspected [56,89,90,95].

These properties of MHC-bound peptides reduce confidence in their sequence
assignments by MS/MS techniques, and dictate the requirements for additional
screening algorithms in epitope identification strategies. For example, if the binding
motif for the given allele is known, this frequently can act as an initial filter for
assigning fragmentation spectra derived from immunoaffinity purified class I MHC
molecules. Figure 9.5 shows the identification of prominent peptides derived from
immunoaffinity purified HLA B*4402 molecules (binding motif XEXXXXXXF/Y)
by postsource decay in MALDI-TOF MS (PSD-MALDI-TOF) and highlights the
difficulties associated with the sequence assignment of class I bound peptide: Many
do not strictly adhere to the canonical binding motifs, lack charged termini, and lack
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mobile protons to facilitate good fragmentation. In this example, the presence of a
proline in the sequence favored internal fragment formation, further complicating
sequence assignment using automated methods. In our experience, definitive iden-
tification of peptides often requires comparison to the fragmentation “fingerprint”
of synthetic versions of the candidate sequence as well as confirmation of identical
RP-HPLC retention behavior.

As proteomics instrumentation becomes more accessible to a more diverse array
of researchers, so do the demands for robust techniques for protein and epitope iden-
tification. Our work has principally involved MALDI-TOF mass spectrometry for
repertoire analysis, followed by a combination of PSD-MALDI-TOF, MALDI-MS/MS

FIGURE 9.5 MS of a glycolipid related to α-galactosyl ceramide that binds to CD1d. Upper
panel shows positive mode ionization, middle panel shows negative mode ionization, and
bottom panel indicates symmetrical cleavage of the molecule in the gas phase. Additional
fragmentation is required to glean more structural information using MSn approaches. For
MALDI-TOF MS, 1-μL aliquots of the analyte were mixed with 1 μL of 2,5-dihydroxybenzoic
acid and dried onto a sample stage for analysis by MALDI-QqTOF MS (QSTAR pulsar,
Applied Biosystems). Selected ions were subjected to further analysis using MS/MS analysis.
Fragment ions generated in this way were manually assigned based on the known sequence
of the parent peptide and modified amino acid residues identified within the sequence.
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and nanoESI-Qq-TOF-MS/MS. Others have used different configurations of instru-
mentation to achieve the same end-point. The use of triple quadrupole, 3D ion trap
and, more recently, Fourier transform MS by the Engelhardt/Hunt and other prom-
inent groups has clearly demonstrated the power of these other techniques for epitope
identification and repertoire analysis [7,38,54,61,68,91,96–120].

One limitation in analysis of MHC-bound peptides is operator bias in selecting
peptides from extremely complex mixtures for MS/MS. Newer technologies, such
as the MALDI-TOF-TOF-MS/MS instruments will allow much higher throughput
analyses in an automated mode. This will enable many more peptide fractions to be
analyzed without operator bias and make it possible to use higher resolution collec-
tion of HPLC fractions for analysis. The reduced peptide repertoires of narrower
fractions will enhance the potential to characterize many more peptides due to the
reduced likelihood of the coincidences of masses of peptides in wide fraction cuts
and a lowered tendency for suppression of ionization of peptides. The flexibility of
multiple MS/MS modes of other recently developed MS analyzers involving linear
ion trap should also facilitate immunoproteomics. 

9.3 T CELL RECOGNITION OF NONPEPTIDIC ANTIGENS

CD1 is the term used to describe a family of transmembrane glycoproteins found
on various APCs that are able to present exogenous and endogenous lipid antigens
to CD1 restricted T cells [121]. They are coded by a series of nonpolymorphic genes
found on human chromosome 1q23.1 [122]. Despite not being linked to the MHC,
the five isoforms of CD1 have a very similar structure to the MHC class I molecule.
CD1 is expressed on the cell surface as a noncovalently linked heterodimer consisting
of 43- to 49-kDa heavy chains and β2m. The CD1 heavy chain consists of three
extracellular domains (α1, α2, α3), where the α1 and α2 domains form the binding
pocket of CD1 where lipid antigen binds [123].

There are five CD1 isoforms in humans: CD1a, CD1b, CD1c, CD1d, and CD1e.
Based on their sequence homology, these five isoforms can be placed in two groups:
group 1, which consists of CD1a, CD1b, and CD1c, and group 2, which consists of
CD1d (CD1e has not yet been characterized) [124]. Group 1 CD1 molecules are
able to present both exogenous and endogenous lipid antigen to CD1 restricted αβ
T cells, whereas group 2 CD1 molecules have been shown to present endogenous
lipid antigen to NKT cells that have an invariant TCR (T cell receptor) consisting
of a Vα24Jα18 chain [123]. The CD1 isoforms differ according to the signal motif
found on their cytoplasmic tails and the hydrophobic binding pocket, which deter-
mines the lipid antigens they bind.

Although the structures of the hydrophobic binding pocket for all the CD1
isoforms have yet to be determined, the structure for CD1a [125] and CD1b [126]
have been solved. While superficially similar to the MHC class I heavy chain, the
antigen binding groove is deeper and narrower than the peptide binding groove of
an MHC class I molecule, accommodating the hydrophobic regions of the lipid
and allowing the hydrophilic regions of the lipid to remain exposed to contact a
T cell receptor. 
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The different trafficking pathways of the various CD1 isoforms reflect the phys-
iological roles they fulfill: CD1a to the sorting endosomes, CD1c to the early and
late endosomes, and CD1b and CD1d to the late endosomes and lysosomes, allowing
the sampling of lipid from different cellular locations. This has been seen with
various lipids from mycobacteria; CD1b has been shown to present free mycolates,
phosphatidylinositolmannosides, and glucose monomycolates and CD1d has been
shown to present glycosylphosphatidylinositiols [121]. CD1 is also able to bind self-
diacylglycerols and self-sphingolipids, indicating that the CD1 molecules may also
have a role in establishing tolerance against self-lipids [123] as well as presenting
exogenous lipid antigens to the immune system. Recently, endogenous glycolipid
ligands of CD1 molecules have been identified [127], thus paving the way forward
for mass spectrometric interrogation of these molecules as ligands for this very
interesting family of receptors. An example of an MS analysis of an α-galactosyl
ceramide-related molecule bound to CD1d is shown in figure 9.5.

9.4 SUMMARY

Peptides and other small pathogen-derived molecules play an essential role in inform-
ing the immune system of infection or the transformation of cells in malignancy. As
such, mass spectrometry is ideally suited to study these immune responses at a
molecular level. Here we reviewed recent advances in studies of immune responses
that have utilized mass spectrometry and associated technologies with a particular
emphasis on the role of peptide antigens in T cell-mediated immunity. These anti-
genic peptides are liberated from the intact antigens through distinct proteolytic
mechanisms and are subsequently transported to cell surfaces bound to chaperone-
like receptors known as MHC molecules. These complexes are then scrutinized by
T cells that express receptors with specificity for specific MHC–peptide complexes.

In normal uninfected cells, this process of antigen processing and presentation
occurs continuously, with the resultant array of self-antigen derived peptides dis-
played on the surface of these cells. Changes in this cellular peptide array act to
alert the immune system to changes in the intracellular environment that may be
associated with infection, oncogenesis, or other abnormal cellular processes, result-
ing in a cascade of events that results in the elimination of the “abnormal” cell.

9.5 FUTURE PROSPECTS

The specificity and sensitivity of the immune response is unparalleled in biology.
Proteomic analysis of the peptides and antigens involved in immune responses to
pathogens and to abnormal or even normal tissues presents exciting and difficult
challenges to the investigator. Underlying all these studies is the power of the
immunological reagents and functional readouts that provide exquisite sensitivity,
unmatched by the analytical techniques we have at hand. The use of these reagents
as screening tools or as a fractionation technique will drive immunoproteomics
research in the future. The use of antibodies and recombinant reagents such as MHC
tetramers and other markers of immune effector cells provides opportunities to obtain
large numbers of homogeneous cells from tissues and fluids using fractionation or
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isolation techniques such as flow cytometry and cell sorting and laser capture micros-
copy. When used in combination with more typical fractionation techniques, such
as subcellular fractionation and affinity chromatography, the degree to which specific
cells can be isolated and analyzed is improved dramatically.

The challenges that lie ahead in immunoproteomics are very similar to those
of proteomics in general. Common problems that are frequently encountered include
quantitation, data management and data mining or interpretation, and sample prep-
aration and sensitivity, in addition to the problems associated with separating
complex mixtures. All of these areas are being addressed. Several vendors are now
making serious attempts to produce software packages that can interpret (or at least
assist in interpretation of) and effectively manage the enormous amount of data
that can be produced using modern proteomic technology. While these tools are far
from perfect, the concerted efforts directed at these problems should see rapid
advances in this area.

While the technology of mass spectrometry will continue to advance in sensi-
tivity and resolution, our experience is that much of the potential of the current
generation of MS technology remains untapped because of an inability to prepare
samples adequately. Hence, over the next few years we expect to see a great diversifi-
cation and increase in sophistication of the techniques used upstream of the mass
spectrometer. Techniques such as laser capture microscopy, cell sorting, biosensor
(SPR-MS), and continued developments in multidimensional liquid chromatography
all hold great promise. Developments in these areas, possibly used in conjunction
with isotope labeling techniques, will also have an impact on the issue of absolute
quantitation of MHC-bound peptides.

Finally, proteomic analysis of peptide repertoires from cells and tissues of
animal models of disease and from patients is one area that will become the focus
of many active researchers in this area. The ability to examine peptides presented
by tumor cells derived from biopsies of patients, for example, provides a portal to
individualized immunotherapy based on antigen expression or epitope presentation
as determined by analysis of MHC-bound peptides or other proteomic approaches
to address tumor antigen expression.

INFORMATION RESOURCES

BioInformatics & Molecular Analysis Section 
(BIMAS) MHC-binding prediction

http://bimas.dcrt.nih.gov/molbio/hla_bind/

MHC class II ligand prediction (ProPred) http://www.imtech.res.in/raghava/propred/index.html
MHC sequence polymorphism http://www.anthonynolan.com/HIG/data.html; 

http://www.ebi.ac.uk/imgt/hla/
Analysis and prediction of antigen processing 
and presentation

http://www.ihwg.org/components/peptider.htm

SYFPEITHIa MHC ligand database and 
predictive algorithms

http://www.syfpeithi.de/

a Lists allele specific epitopes identified by direct mass spectrometric analyses as well as functional
immunological studies.
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10.1 INTRODUCTION

 

The remarkable progress in genome sequencing projects has shifted modern biology
interests from virtual bioinformatic descriptions of genomes to a postgenomic focus
on complex proteomes. To investigate protein behavior from the broad perspective
of understanding the complexity of whole organisms, this fundamental transition
requires new concepts to replace individual protein studies by high-throughput
assays. Different methods, such as two-dimensional gel electrophoresis, yeast two-
hybrid assays, mass spectrometry, and protein arrays, have been successfully
exploited to analyze prokaryotic and eukaryotic proteomes. However, protein array
technology has the advantages of being able to detect interactions directly with
proteinaceous and nonproteinaceous molecules (including nucleic acids, carbo-
hydrates, lipids, and small ligands) and to monitor various parameters, like relative
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concentration, binding affinity, and post-translational modification of proteins. It thus
provides the unique possibility of analyzing proteomes and developing various
applications for biomedical purposes.

Protein arrays are ordered arrangements of protein samples on a solid support.
Their utility lies in their scalability, flexibility, and suitability for performing high-
throughput and multiplexed molecular interaction assays (fig. 10.1). A minute spot
area with immobilized biomolecules on planar supports provides greater sensitivity
for the detection of molecular interactions compared to other binding assays [1].
Another advantage of protein arrays is the possibility of diversifying their formats
by using a variety of analytes in solution or immobilized as individually purified
proteins or nonpurified cell extracts. An arbitrary definition of macroarrays and
microarrays reflects the size rather than the number of spots (assay positions) on the
array surface. The rapid appearance of protein array technology in the postgenomic
field has been stimulated by the opportunity of using much of the equipment and
many of the products developed for DNA arrays, such as robotic printers and
immobilization surfaces, fluorescent dyes for probe labeling and fluorescence scan-
ners, and data acquisition and data mining tools.

 

FIGURE 10.1

 

(See color insert.) Fluorescence detection of molecular interactions with
high-throughput protein microarrays. A variety of antibody and antigen arrays and four
main types of molecules employed for binding assays are shown. Both primary detection
(labeled molecules) and secondary detection (labeled secondary binders) can be used to
detect bound molecules on spots.
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The performance of protein arrays depends greatly on detection systems. A variety
of colorimetry, radioactivity, enzyme-catalyzed chemiluminescence- and fluores-
cence-based methods have been employed to visualize bound molecules in an array
format. Colorimetric approaches are not adapted or sensitive enough to detect spots
(assay positions) in high-throughput. Similarly, the low resolution of radioactive
spots (less than 300 

 

μ

 

m) as well as requirements in terms of staff protection, limits
the use of radioactive detection. Chemiluminescence has the potential to amplify
signal in an enzyme-catalyzed manner; however, the short duration of the signal and
the laborious amplification steps reduce its utility. At present, state-of-the-art detec-
tion is based largely on fluorescence. Indeed, fluorescent signal is stable, and a large
number of fluorescent dyes are commercially available. Detection can be carried out
with a wide range of wavelengths by high-resolution scanners originally designed
for DNA arrays. Furthermore, fluorescence scanners, which provide excitation and
registration of emitted photons within a near-infrared (NIR) wavelength range, open
up new perspectives to improve the performance of protein arrays. 

Antibodies are relatively stable molecules that conserve an overall topology
irrespective of the structure of captured antigenic determinants. They are therefore
considered effective binders for protein array research [2]. In early studies, the
feasibility of antibody microarray-based immunoassays to detect target proteins had
already been demonstrated using competitive and noncompetitive approaches [3,4].
Antibody arrays enable extension of the multiplexed strategy of conventional immuno-
assays for molecular diagnostics and development of new high-throughput binding
approaches to detect protein abundance in biological solutions. A logical conse-
quence in this direction is the development of specific antigen arrays to search for
disease-specific prognostic immune-response markers and to find efficient vaccines
against different infections. The fabrication of antibody and antigen microarrays
requires high-throughput production of the corresponding proteins. The current status
of this field is discussed elsewhere [5,6].

The scope of this chapter is to present some of the major technical developments
in protein array fabrication and NIR fluorescent detection and to emphasize recent
achievements in antibody- and antigen-based array studies as a prerequisite to creating
sensitive tools for basic and applied science and to increasing the information content
of large-scale proteomic projects.

 

10.2 PROTEIN IMMOBILIZATION ON SOLID SUPPORTS

 

The fabrication of protein and antibody arrays is routinely based on the manual or
robotic printing of samples onto a solid phase. The physicochemical parameters of
the surface are important to ensure a high sensitivity in binding assays. Choice of
surface is determined by the need for a low background, reproducibility of detected
fluorescent signals, binding capacity

 

,

 

 and protein structure preservation. A wide
variety of materials ha

 

ve

 

 been developed and tested to immobilize proteins, and a
comprehensive list of supports and chemical approaches to functionalize various
surfaces is described elsewhere [7].

A simple way to anchor protein molecules is by physical adsorption by noncovalent
hydrogen bonding or electrostatic, hydrophobic, and van der Waals interactions with
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flat or porous supports. The traditional glass slide coated with polylysine, widely used
for the generation of DNA arrays, has been found to be suitable for protein and
antibody arrays [8]. Noncovalent but high-affinity attachment has also been achieved
by printing biotinylated proteins on streptavidin-coated surfaces [9,10].

Amino acids or post-translationally attached carbohydrate moieties in proteins
possess the reactivity to bind, via covalent linkages of various residues, to chemically
treated solid supports—in most cases, glass slides [11]. However, the random attach-
ment of protein chains affects their conformation and orientation unpredictably,
thereby decreasing the binding specificity and limiting the usefulness of proteins. In
contrast, the oriented immobilization of proteins onto a flat surface increases the
density of exposed molecules available to interact with partners, thereby improving
the fluorescent intensity of the arrayed spots. A common way to generate arrays with
a high density of immobilized recombinant proteins is to introduce affinity tag
sequences at the N- or C-terminal ends and print purified tagged molecules on the
affinity surface. This approach was used to orient His- or GST-tagged proteins on
nickel-coated [12] or glutathione-functionalized [13] slides, respectively. It also allows
the standardization of an experimental device by controlling the quantity of the printed
proteins using indirect immunofluorescence with labeled antitag antibodies. 

Good performance in the oriented immobilization of antibodies can be achieved
with cross-linkers able to react with the amine- or thiol-groups of these proteins
[14]. The highest sensitivity in antigen capture was observed with cross-linker-
mediated binding of antibodies to a glass surface derivatized by epoxysilane. Alter-
natively, antibodies can be anchored to the solid support in a controlled way through
reactive carbohydrate linked to particular amino acid residues in heavy and light
protein chains [15,16]. A quantitative comparison of the density of differentially
biotinylated immunoglobulin molecules immobilized in spots revealed that oriented
immobilization of a full-length IgG or its Fab fragment onto a streptavidin-covered
slide provides a 5- to 10-fold stronger signal due to the higher number of captured
antigens compared with nonoriented immobilization [17]. 

Nevertheless, protein array technology seems to be moving from impermeable
glass or silicon surfaces to other supports that assure better protein stability. Indeed,
slides covered by a thin layer of gel or membrane have become attractive alternatives
to functionalized flat surfaces. A film of gel composed of up to 95% water has a
low threshold of autofluorescence and confers perfect three-dimensional orientation
to be accessible to interaction partners, thereby increasing the sensitivity of detection
[18]. However, the differences in diffusion rate of proteins into the contacting gel
surface, related to molecular mass, solubility, and other properties, appears to limit
the usefulness of the hydrogel-based arrays.

In contrast, nitrocellulose membranes lack this disadvantage and, due to ready
availability, ease of use, and low background in chemiluminescence and fluores-
cence detection systems, show great utility for protein array-based analysis [19–22].
But, this support is relatively fragile, which limits numerous printings of weak
protein solutions on the same spot. However, this disadvantage is largely compen-
sated by the porous structure of nitrocellulose membranes because almost 200:1 ratio
of the within-pore surface area to the contacting top surface area provides a much
higher binding capacity for proteins [23]. Furthermore, pores form an appropriate
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microenvironment in which protein topology may be better maintained than on flat
solid surfaces.

Nitrocellulose is also a convenient support to fabricate total protein arrays by
printing cell membrane fractions or crude lysates [20,24–26] and has been largely
employed to develop “reverse phase” arrays [27]. Recently, the availability of multi-
pad formats (www.whatman.com/bioscience) has enlarged the experimental use of
nitrocellulose membranes to include simultaneous binding assays with different
probes. Furthermore, nitrocellulose and especially its new derivative, known as Fast-
slide [28], provide a greater signal-to-noise ratio within the near-infrared wavelength
range of fluorescence. This is essential in terms of the sensitivity and reproducibility
of protein microarray assays.

 

10.3 NIR FLUORESCENCE DETECTION

 

Fluorescence labeling and detection has revolutionized many domains of biological
sciences. Fluorescence detection enables the measurement of labeled molecules
directly of compounds bound to labeled probes indirectly, with high sensitivity. It also
allows real-time processes in cells and organisms to be followed. A wide variety of
fluorescent dyes is available, among which amine-reactive fluorescent dyes are the
most convenient for labeling proteins and for use as probes in array studies.
Commonly used amine-reactive reagents such as succinimidyl esters (NHS ester) are
preferred for bioconjugation to proteins because they form a stable amide bond
between the dye and the protein. They react with nonprotonated aliphatic amine
groups, including the N-terminal amine and the epsilon-amino group of lysine resi-
dues in proteins. Amine-reactive probes like cyanine derivatives are soluble in water
and emit between 500 and 670 nm, a popular visible fluorescence range for most
scanners designed for DNA arrays and more recently employed for protein arrays.

Fluorescence assays possess a critical sensitivity threshold for detecting a signal
from arrayed spots that is largely determined by the number of captured labeled
molecules in the miniaturized area. Hence, a general way to improve the sensitivity,
as mentioned previously, is to use oriented immobilization of proteins on flat surfaces
or three-dimensional supports to increase the density of molecules. The same goal
can be achieved by signal amplification. Tyramide amplification has enhanced signal
almost 50-fold via an enzyme-catalyzed activation of the bound molecules
(www.probes.com). This enabled the detection of low-abundance IgE immunoglo-
bulins raised against some allergens [29] and of variations in protein expression in
immobilized tumor tissues [24]. The other method, referred to as rolling circle
amplification, uses a small, circular, single-stranded DNA as a primer to hybridize
a complementary oligonucleotide conjugated to an antibody of interest and to direct
the formation of long concatamers by the polymerase chain reaction [30]. The
fluorescent signal was amplified up to 1000-fold, sufficient to detect zeptomolar
quantities of target proteins [31,32].

However, the intrinsic fluorescence from many biological molecules is high when
visible light-absorbing fluorophores are used. In contrast, the near-infrared region
of the spectrum provides a low noise response from various compounds, including
polyaromatic hydrocarbons, plastic microplates, membrane supports, and many bio-
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molecules [4]. Therefore, NIR fluorescence imaging has had an important impact
on biomedical science by improving the visualization of 

 

in vitro

 

 and 

 

in vivo

 

 reactions
with proteins and nucleic acids and even distinguishing normal and pathological
processes in organisms.

LI-COR developed a two-diode, laser-based Odyssey infrared imaging system
with exciting fluorescence emissions at 685 and 785 nm, allowing the detection of
molecules labeled with high quantum infrared dyes (IRDyes) with high sensitivity
on membrane supports (www.licor.com). The estimated sensitivity of IRDye-labeled
antibodies was found to be in the very low picogram range on PVDF membrane
western blots with a fluorophore detection limit of 10

 

–18

 

 mol [33]. The imaging
system makes it easy to detect small changes in fluorescence signal and to follow,
in particular, receptor internalization with antibodies directed against extracellular
epitopes of G protein-coupled receptors [34].

We compared the sensitivity of chemiluminescence, visible, and NIR fluores-
cence for their ability to detect proteins in miniaturized spots on porous membranes
[22,25]. A greater signal-to-noise ratio was observed with IRDye-labeled proteins,
which provided the highest sensitivity and ability to detect attomole quantities of
targets within almost a 4 log order linear concentration range of proteins arrayed as
125 

 

μ

 

m diameter spots. Thus, it was possible to quantify weak and strong fluorescent
signals on the same nitrocellulose membrane with an Odyssey imager. A list of
IRDyes used in our protein array studies that provided a strong signal without
amplification is shown in table 10.1. The high sensitivity, good linearity, and long
stability of NIR signals provided repeatable and accurate binding measurements—
crucial parameters for a microarray assay.

 

10.4 PROTEIN PROFILING WITH ANTIBODY ARRAYS 

 

The measurement of gene expression in cells is of great interest to elucidate
networks of protein/ligand/nucleic acid relationships in diseased and normal organ-
isms. But DNA microarray-based assessment of mRNA does not necessarily reflect

 

TABLE 10.1
NIR Fluorescent Dyes Employed for Protein Microarrays

 

Dye Functionality

Relative 
Molecular

Mass
Absorption

(nm)
Emission

(nm)

Molar
extinction
coefficient
(

 

M

 

–1

 

 cm

 

–1

 

) Source

 

IRDye700 Amidite 981.15 681 712 170,000 LICOR
AlexaFluor680 NHS 1200 679 702 184,000 Molecular Probes
Cy5.5 NHS 1311.58 675 694 250,000 Amersham

Biosciences
IRDye800 Amidite 999.3 787 812 275,000 LICOR
IRDye800CW NHS 1166 774 789 240,000 LICOR
IRDye38 NCS 1067 778 806 179,000 LICOR
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the abundance of the corresponding proteins in cells. Moreover, it does not give
valuable information about post-translational modifications, which govern many
cellular processes [35,36]. Therefore, alternative protein array-based approaches
can provide not only data complementary to DNA microarrays but also, in some
cases, precise and unique information about the functional state of proteins under
normal and pathological conditions [37,38]. In this context, monoclonal antibodies
(mAbs) are effective tools to capture and detect target proteins. Their usefulness
for measuring protein levels on microarrays was mathematically formulated a
decade ago [39]. Two major strategies based on the competition principle were
proposed for high-throughput profiling of proteins on antibody microarrays, which
use incubation with two analytes randomly labeled for further fluorescence detection
of captured proteins.

In the two-color method, protein samples are labeled with two fluorophores, such
as Cy3 and Cy5 (or Alexa Fluor680 and IRdye800CW in our studies), then mixed
together in a 1:1 ratio and incubated with an antibody array (fig. 10.2). The balance
of colors in spots indicates which of the two protein samples is present at the higher
and at the lower concentrations [8,40]. A relative difference in protein abundance is
measured by comparing the ratio of the fluorescence intensity of sample and reference
protein spots. The differential expression of proteins is evaluated by taking into
account normalized ratios within a statistical interval, above or below which proteins
are considered up- or down-regulated, respectively. This method reports only on the
relative protein concentration in samples without quantification of target proteins and
appears to be less suitable for the detection of low-abundance proteins.

Several laboratories have successfully proven the power of antibody microarrays
by employing the two-color method to study protein profiling and post-translational
modifications [40–48]. Sreekumar and colleagues discovered novel radiation-
regulated proteins by profiling proteins in LoVo colon carcinoma cells after treatment
with ionizing radiation with arrays made up of 146 antibodies [40]. In order to
decrease the effect of the bioconjugation bias towards particular proteins, oppositely
labeled sample and reference protein extracts can be mixed and the normalized ratio
values from two parallel experiments can provide more reliable information on
profiling (see fig. 10.2A). In this way, differential expression was monitored by
comparing deregulated pathways in hepatocellular carcinomas and normal liver
protein samples with an array composed of 83 antibodies. Of the 33 proteins
detected, 21 were up-regulated and 12 down-regulated in carcinoma biopsies from
different patients [46].

Another one-color approach, this one using a “competitive displacement” strat-
egy, has been described for the quantification of differential levels of proteins [49,50].
Two lysates, labeled “reference” and “unlabeled sample,” are mixed in increasing
ratios (1:1, 1:10, etc.) and put in competition (fig. 10.2B); the signal detected is
inversely proportional to the concentration of the unlabeled target protein. Therefore,
proteins of similar abundance mixed in the ratios 1:1 and 1:10 should give, respec-
tively, 50 and 90% displacement that can be detected by the diminution of fluores-
cence intensity. For data analysis, the displacement level between labeled and
unlabeled samples at a given ratio is subtracted from that obtained after competition
between the same labeled reference and another unlabeled sample. 
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This simplified and cost-effective method appeared to be well suited for high-
throughput profiling studies. However, no data were presented in the original study
regarding the competitive nature of labeled and unlabeled proteins for immobilized
antibodies. We compared the performance of the two-color and one-color
“competitive displacement” methods in parallel experiments with breast cancer
cell lines using NIR fluorescence for detection [48]. Differential expression was
detected for four proteins in MDA MB-231 and SKBR3 cells by both methods.
However, a more extensive study of other proteins indicated that the two-color
method detects the difference in protein expression more precisely, as confirmed
by western blot (fig. 10.3).

Indeed, bioconjugation of fluorescent dyes can dramatically change the properties
of target proteins such as their folding, solubility, migration, and molecular recogni-
tion by antibodies. Hence, labeled molecules would not exhibit the same competitive
behavior as their unlabeled analogs; this can explain the distortion in profiling data
of some proteins by the displacement method. In the two-color method, the unpre-
dicted effect of bioconjugation bias is less important since similar dyes are linked to
proteins through the same reactive groups. Moreover, running two parallel assays
with mutually exchanged dyes decreases artifacts significantly after normalization. 

Antibody arrays can be used to understand complex networks involved in signal
transduction in organisms. An array of antibodies, raised against phosphorylated and
nonphosphorylated proteins, was used to study the phosphorylation state of the ErbB
receptor tyrosine kinases in cancer cell lines A431, SKBR3, and MCF7 [51]. Using
fluorescence detection, significant modulation in the levels of ErbB expression and
tyrosine-phosphorylated EGFR and ErbB2 was observed in response to EGF acti-
vation in the different cell lines. The use of direct or indirect “sandwich” detection
with two labeled probes by applying labeled lysates or labeled antibodies enabled
the amounts of receptor proteins and their phosphorylated forms to be measured
simultaneously. Recently, antibodies specific for post-translational modifications
have been used to follow phosphorylation, acetylation, and ubiquitination of target
proteins in cancer cells [52]. Different protein profiles have been detected for poly-
ubiquitination and acetylation in response to trichostatin A treatment in HeLa cells
and tyrosine-kinase phosphorylation initiated by EGFR in A431 cells using both
visible and NIR fluorescence.

 

10.5 PROTEIN PROFILING WITH TOTAL PROTEIN ARRAYS

 

Total protein arrays, also referred to as “reverse phase protein arrays,” consist of
immobilized extracts of cells, tissues, or sera that are probed using a given antibody,
followed by detection with a labeled secondary antibody (fig. 10.2C). This format
allows numerous protein samples to be analyzed simultaneously with one or two
antibodies under the same experimental conditions [24,27,53]. Such protein arrays
were used to study cancer progression from normal prostate epithelium to intra-
epithelial neoplasia and to invasive prostate cancer [24]. A remarkable reduction was
observed in the ratio of phosphorylated ERK to total ERK during the longitudinal
progression of the cancer. In a similar way, protein microarrays were employed to
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monitor the kinetics of site-specific phosphorylation of different signaling proteins
in Jurkat T lymphocytes [54].

The phosphorylation state of 62 signaling components was established in cells
stimulated via CD3 and CD28 membrane receptors. In the same context, reverse
phase protein arrays were widely used to study post-translational modifications of
proteins at different stages of breast cancer progression in patients before and after
therapy [55]. In earlier studies, detection from reverse phase protein arrays was
performed by tyramide amplification [24,56,57], whereas in a more recent study a
comparable sensitivity was ensured by NIR fluorescence with Alexa Fluor 680 goat
antimouse and IRDye800CW goat antirabbit secondary antibodies [55]. NIR fluo-
rescence also allowed the detection of a small carbohydrate molecule binding to
GABA receptors on macrospots of immobilized membrane fractions of cell lysates
using anticarbohydrate mAb [26].

 

10.6 ASSESSMENT OF IMMUNE RESPONSE WITH 
ANTIGEN ARRAYS

 

Many diagnostic approaches currently use conventional immunoassays and most
popular among them is the enzyme-linked immunosorbent assay (ELISA), an out-
standing multiplexed approach to assess enzymatic and binding parameters of
proteins, including antigens and antibodies, in individual chambers of microtiter
plates. Antigen microarrays provide an alternative to immunoassays by high-throughput
monitoring of target molecules in a single assay. This is crucial for the precise
comparison of binding affinity or parallel characterization of antigenic properties of
numerous samples (for reviews, see Neuman de Vegvar and Robinson [58] and
Sakanyan [59]). Miniaturized arrays on planar supports are also more economical
in terms of the consumption of samples and reagents, the labor and time of analysis,
and the cost per analyte. Moreover, the advantages of array and ELISA strategies
can be combined by placing the arrays in wells [51,60–62] or by arraying antigens
in separate chambers of commercial nitrocellulose-coated slides. These provide
much versatility for performing binding assays simultaneously in a high-throughput
and multiplexed fashion. 

The feasibility of antigen microarrays was demonstrated by measuring the con-
centration of antibodies generated in patients against pathogen viruses and parasites
as a result of a host immune defense [63–65]. Using internal calibration curves, a
linear concentration-dependent response was observed with ~10% coefficient of
variation between the arrayed slides, and the array data were in agreement with ELISA
results [63]. The arrayed antigens of herpes simplex virus types 1 and 2, cytomegalo-
virus, the virus of rubella and 

 

Toxoplasma gondii

 

, were able to detect specific IgG
and IgM antibodies in the sera of patients. In another study, a panel of 430 chemically
synthesized peptides and recombinant proteins was prepared to detect the immune
response in rhesus monkeys immunized with genetically engineered vaccinia virus
derivatives carrying antigenic determinants from a chimeric simian–human immuno-
deficiency virus [64]. This study indicated that an immune response was generated
against immunodominant epitopes and some not yet characterized epitopes. More

 

DK3714_C010.fm  Page 195  Friday, February 16, 2007  3:42 PM



 

196

 

Spectral Techniques in Proteomics

 

prolonged reactivity was monitored in immunized rather than nonimmunized animals,
and surviving animals had a higher antibody titer against a wider spectrum of virus
antigens. This first successful example of guiding vaccines with antigen microarrays
emphasizes the utility of the high-throughput method for similar applications. 

In our study, we applied microarrays to better understand the antigenic diversity
of the human HIV-1 gp41 immunodominant epitope used for AIDS diagnosis [66]
by evaluation of the immune response of mutant epitope sequences [65]. Mimetic
peptides were selected in phage display libraries by consecutive panning with IgG
from patients. Then, an arrayed panel of mimotopes was fabricated on a nitrocellulose
membrane. The parallel assessment of peptides before and after “highly active
anti-retroviral therapy” showed a good correlation between the binding affinity of
mimotopes monitored by ELISA and array-based immunoassay with the sera of
AIDS patients. However, microarray immunoassay supported by NIR fluorescence
detection at 800 nm was found to reflect the binding prevalence better (i.e., the
difference between reference and infected probes, which is of great value in the
detection of suboptimal concentrations of antibodies in HIV-1 infected patients).

These data are encouraging in terms of the development of microarrays with a
large panel of epitopes and mimotopes for the diagnosis of viral and perhaps bacterial
infections that provoke levels of pathogenic agents in humans too low to be detected
by convenient methods. In contrast, the generated antibodies are sufficient to provide
a higher sensitivity for detection with arrayed antigens [67]. Antigen microarrays
will also be useful to assess the antibody repertoire in patients infected by
Epstein–Barr or hepatitis B and C viruses since acute, chronic, and convalescence
forms of the corresponding infections are characterized by modulation of IgG and
IgM immunoglobulin titer against particular viral antigens (reviewed in Neuman de
Vegvar et al. [64] and Storch [68]). 

Antigen microarrays have been employed to target other human diseases as well.
Different sets of potential antigens and allergens (both peptides and proteins) were
used to evaluate auto-antibodies in the sera of patients with systemic rheumatic
diseases, autoimmune encephalomyelitis, or multiple sclerosis [69–71]. Recently,
tumor-derived proteins have been arrayed and incubated with sera obtained from
cancer patients and healthy controls [72–74]. Positive responses have been observed
in prostate cancer and lung cancer patients, indicating the wider applicability of
antigen microarrays to elicit specific antibodies in complex biological fluids. 

The data accumulated during recent years show that antibody, antigen, and
protein microarrays offer various strategies to elucidate the biological diversity and
complexity of regulatory networks and biological responses to environmental actions
with wide destinations for different domains of biomedical research (table 10.2).

 

10.7 IMPROVING BINDING SPECIFICITY ON 
PROTEIN MICROARRAYS

 

Although a minute spot area is best suited for sensitive and high-throughput analysis,
the fluorescent signal intensity reflects the sum of all bound molecules, and nonspe-
cific interactions can often dominate over specific binding. Therefore, nonspecific
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binding remains a critical issue in high-throughput dissection of antigen–antibody
interactions. Improving the affinity and cross-reactivity of antibodies, as well as the
quality and homogeneity of protein samples and labeled probes, is essential for the
performance of protein microarrays. Different solutions have been proposed to
overcome this problem.

The preparation of proteins from tissue samples requires optimal cell lysis,
providing a constant yield and proportion of target proteins. Our experience shows
that prolonged storage of extracts, even in the presence of protease inhibitors, causes
changes in proteins and is misleading for the interpretation of results, as previously
observed for analysis by two-dimensional electrophoresis [75]. Tissue heterogeneity
in cancer biopsies can also be a source of differences in protein abundance from
sample to sample. Laser capture microdissection enables cells to be depleted from
a heterogeneous context and improves the isolation of the desired tumor cell popu-
lation from cancer tissues [24]. This dramatically improves the isolation of defined
cell populations from cancer tissues and therefore improves the statistical confidence
in microarray data [24,76].

Similarly, protein enrichment by chromatographic fractionation of cell lysates
before printing them on the surface improves experimental performance [20]. Con-
secutive centrifugation of bacterial cell lysates and filtration of the supernatant
through hydrophobic filters eliminates the cell membrane protein fraction and insol-
uble inclusion bodies of overexpressed targets, thereby increasing the signal speci-
ficity of soluble proteins, as tested by competitive binding to arrayed antibodies [48].
Furthermore, nuclear protein subfractionation of cancer cell lines increases the yield
of low-abundance targets and decreases possible cross-reactivity with nontarget
molecules located in other cellular compartments, thus identifying up- and down-
regulated transcription factors better, as compared with total cell lysate [48]. Similar
enrichment of cytosolic, membrane-organelle and cytoskeleton proteomes can
improve the profiling of proteins implicated in other diseases. 

The quality of fluorescently labeled probes depends on the fluorescent dye used,
as well as the number and location of target amino acid residues in protein chains.
Therefore, random bioconjugation can lead to nonspecific aggregation of chemically

 

TABLE 10.2
Possible Applications of Antibody and
Antigen Microarrays in Biomedicine

 

Destination of microarrays

 

Protein profiling and biomarker searching
Post-translational modifications and signal transduction 
Immunoassays and diagnostic tools
Assessment of immune response
Prognostic of therapeutic treatment
Target discovery and guiding vaccines
Screening biomolecules and drug discovery
Cytotoxicity of leads
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modified probes with many proteins and affect precise measurements if additional
standardized probes are not used. This inconvenience can be reduced by labeling
the protein of interest in a cell-free system in which dye-conjugated puromycin at
low concentrations is incorporated into the C-terminus [77,78] or dye-conjugated
amber initiator tRNA marks the N-terminus [79,80]. Thus, wider application of these
approaches might provide uniformly labeled antigen and antibody probes for
microarray studies. 

The application of a variety of sandwich approaches increases the specificity of
the detection of target protein and hence ensures better quantitative information from
complex analytes (for an overview, see Nielsen and Geierstanger [81]). However, a
sandwich assay requires two antibodies, each of which must recognize a different
epitope of the same protein. But, this is not always possible, especially for intra-
cellular proteins. Besides, the introduction of one or two additional binding steps
(some assays use consecutive primary mAb binding to a protein of interest captured
by another arrayed mAb, then secondary mAb binding) followed by washing steps
complicates the assay protocol and reduces the possibility of detecting protein
interactions of varying affinity. Nevertheless, with or without signal amplification,
the microsandwich approach has been successfully employed to monitor cytokines
[21,32,61,82,83], cancer-specific antigens and growth factors [84], and, more
recently, protein post-translational modifications [51,52]. 

Without contesting a negative effect of cross-reactivity on microarray data, it is
appropriate to mention that a “nonspecific” signal can also be a positive sign, indi-
cating discovery of a new epitope or binding partner of potential medical interest. In
this respect the yeast proteome array, recently exploited for the evaluation of antibody
cross-reactivity [85], suggests similar application of human protein microarrays for
the identification of highly specific antibodies for studying the human proteome and
for better understanding of the complexity of antigen–antibody interactions.

 

10.8 AUTOASSEMBLING PROTEIN MICROARRAYS 

 

Snyder and coworkers used conventional gene cloning and recombinant protein
expression with affinity purification methods to prepare the first whole-proteome
array, composed of 5,800 of 6,200 yeast open reading frames [12]. Its functional
exploitation allowed new calmodulin targets and phospholipid-binding proteins to
be identified. However, there appears to be an alternative to the costly and time-
consuming strategy of gene cloning in cells that might be widely used for other
proteomes. Prokaryotic and eukaryotic cell-free systems for protein synthesis were
developed a long time ago [86–88]. The best systems, with improved biosynthetic
and energetic parameters, provide quite a high yield of many protein families and
the production of “toxic” and more soluble proteins. Tagged proteins produced in
cell-free systems and purified by affinity were used to prepare arrays and to study
protein–protein and protein–DNA interactions, thereby significantly shortening an
array-based binding protocol [6]. 

It is notable that the earliest reports on peptide arrays already demonstrated the
possibility of 

 

in situ

 

 chemical peptide synthesis directly on solid supports instead
of printing molecules [89,90]. This direct assembly of short peptide synthesis into
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miniaturized spots ready for binding assays might have inspired the generation of
similar arrays of larger polypeptides using biological systems. However, the first
protein array prototype fabricated by an autoassembling strategy was obtained
almost 10 years later by using cell-free protein synthesis. A human single-chain
antiprogesterone antibody fragment fused to C-terminal his-tag was synthesized in
a 96-well microplate and recovered by affinity on a Ni-NTA-coated surface of the
same wells [91]. The antibody fragment exhibited antigen recognition ability as
judged by several tests. 

Recently, a new strategy of autoassembled protein microarrays has been devel-
oped that takes advantage of cell-free synthesized proteins and the high-affinity
binding ability of antibodies [92]. The method is based on the immobilization within
the same spot of the DNA template that encodes a C-terminal GST-tagged protein
of interest as well as the anti-GST polyclonal antibody (fig. 10.4).

As the protein is released from ribosome during cell-free synthesis, it is captured
by the polyclonal antibody. Its full-length expression is confirmed with an anti-GST
monoclonal antibody that recognizes another epitope. The method is well suited to
the detection of protein–protein interactions because the suspected partner protein
is also cell-free synthesized in the same reaction. The bound partner, tagged with a
hemaglutinin (HA) epitope, can be detected with the corresponding mAb using
chemiluminescence. To illustrate the utility of the autoassembled array, it was tested
for mapping binary interactions among 29 proteins of the human DNA replication

 

FIGURE 10.4

 

Self-assembled microarrays to detect protein interactions and the effect of
inhibitors on protein interactions.

Target DNA 

Anti-tag mAb Cell-free protein

synthesis 

Capture of 
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complex. This elegant method confirmed many data obtained from immunoprecip-
itation and yeast two-hybrid techniques and identified not yet established protein
contacts. In our laboratory, we attempt to adapt the method to search for inhibitors
of protein–protein interactions by using NIR fluorescence to increase the sensitivity
of the screening (see fig. 10.4).

 

10.9 FUTURE PROSPECTS

 

Antibody- and antigen-based microarrays represent a new generation of promising
molecular tools for the development of biomedical applications. The detection of
up- and down-regulated proteins with antibody arrays is an urgent challenge for the
characterization of disease-specific biomarkers that will enable the early diagnosis
and prognosis of many diseases. Moreover, a linkage between profiling with antibody
arrays and with total protein arrays might constitute a powerful approach for high-
throughput and multiplexed monitoring of cellular regulatory and signaling networks
as a prerequisite for an individualized therapy. 

Engineered and recombinant antibodies with a higher affinity and lower cross-
reactivity [93] will be made to replace the full-length antibodies currently showing
a limited utility for high-throughput applications. Furthermore, an example of auto-
assembled microarrays for studying protein interactions [92] is encouraging for the
application of a similar array-based method to the systematic selection of mutant
antibodies. Another challenge is the development of efficient approaches to simplify
protein composition in serum, plasma, saliva, cerebrospinal fluids, and urine, in
which the dynamic range of protein concentration might vary by up to 12 orders of
magnitude [94], in order to study proteomes of complex biological fluids with
microarrays. One of the main questions is still the organization and dissection of
the huge amounts of data generated by antibody and antigen microarrays using
statistical approaches and algorithms that should avoid a high sensitivity to noise.

Fluorescence remains the cornerstone of microarray technology, but it is not a
universal panacea for the sensitive detection of molecular interactions. Alternative
label-free methods, which rely on optical, electric, calorimetric, or acoustic detection
principles, are under development to answer unresolved problems in proteomics. In
the same context, only complementary high-throughput and multiplexed methods,
combined with bioinformatic tools, will guarantee success in understanding the
complexity of biological systems.
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11.1 INTRODUCTION

11.1.1 T

 

RANSCRIPTION

 

 

 

AND

 

 P

 

ROTEOMICS

 

The application of mass spectrometry to studies of biological pathways has become
an indispensable tool in elucidating the function and regulation of proteins in the
context of a cell. These studies have allowed for the identification of protein interaction
partners as well as the rapid identification of multiple post-translational modifications
such as phosphorylation and acetylation. This type of analysis can be extremely useful
for the study of complex biological processes such as the regulation of transcription
in the nucleus. In recent years, the application of microarray technology has led to
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the ability to identify genome-wide changes in mRNA levels in response to changes
in environmental stimuli and the mutation or deletion of individual target proteins.
These studies have been useful in the identification of novel members of signaling
pathways and target genes, but do not give a complete picture of the state of the cell
under various conditions. With the application of mass spectrometry to complex
biological mixtures in combination with microarray technologies, we can now gain
a more complete picture of the effects of gene expression on the overall abundance
and modification of proteins under different cellular conditions. 

 

11.1.2 C

 

HALLENGES

 

The use of mass spectrometry for the identification of transcriptional regulatory
proteins within complex mixtures provides a unique challenge, since many of the
proteins of interest are present at very low levels in the cell. This problem has been
illustrated in yeast with the analysis of the global levels of protein expression, which
was determined using genome-wide protein fusions with a tandem affinity purifica-
tion (TAP) epitope tag [1]. After the number of protein molecules present in each
cell was determined, it was discovered that transcription factors were expressed at
much lower levels than the average protein [1]. When these protein abundance
measurements were compared with a number of proteomic datasets [2–5], it was
found that these low-abundance proteins were rarely detected in complex mixtures
using proteomic methods.

A recent study by Graumann et al. showed that the lower the abundance is, the
lower the percentage of proteins that are detected, even with multiple proteomic
analyses on a duplicated protein extract [6]. Their study found that of the proteins
determined to be expressed at less than 1,000 molecules per cell by Ghaemmaghami
et al. [1] (approximately 1,068 proteins), only 15.3% of those proteins were identified
in 9 

 

mu

 

lti

 

d

 

imensional 

 

p

 

rotein 

 

i

 

dentification 

 

t

 

echnology (MudPIT) runs. Therefore,
in order to analyze transcriptional regulatory proteins using mass spectrometry
techniques, the ability to detect these low-abundance proteins must be drastically
improved. This could be accomplished using a variety of different techniques, includ-
ing the analysis of protein samples that are highly purified in order to remove many
highly abundant proteins, which can easily mask low-abundance proteins, or through
the development of more sensitive techniques and/or instruments able to identify
proteins present at low levels in highly complex mixtures. 

 

11.1.3 U
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A number of methods can be used to analyze protein mixtures using mass spec-
trometry. After isolation of proteins from a biological system through simple extrac-
tion or subsequent affinity purification, the samples are separated in order to decrease
the number of different proteins/peptides introduced to the mass spectrometer at once
(fig. 11.1). A common way that this is achieved is through the separation of intact
proteins by either 1-D or 2-D gel electrophoresis (fig. 11.1). Following the separation,
the corresponding bands for the proteins of interest are excised and then digested
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into a peptide mixture. This mixture is then loaded onto a column where the peptides
are separated using a chromatographic resin such as reverse phase (RP) and then
analyzed by mass spectrometry (fig. 11.1).

As mentioned earlier, the identification of low-abundance proteins in complex
mixtures requires a highly sensitive technique that displays a low bias towards the
abundance of any given protein. For example, when complex mixtures are analyzed,
the use of systems such as 2-D gel electrophoresis can hinder the identification of
low-abundance proteins prior to analysis by mass spectrometry due to a number of
factors, including the dynamic range of proteins that are visualized when using
protein-binding dyes and the additional loss of proteins during recovery from sodium
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) gels following
electrophoresis. Low-abundance proteins can also be masked when analyzing
mixtures by gel electrophoresis if they comigrate with high-abundance proteins or
protein contaminants such as keratin. Therefore, methods such as MudPIT analysis
that do not require large amounts of post-isolation sample handling are a more
optimal choice for the identification of transcriptional regulatory proteins and other
low-abundance proteins in complex mixtures.

Shotgun proteomics predominantly involves the use of strong cation exchange
(SCX) coupled to RP chromatography for separation of complex peptide mixtures
and tandem mass spectrometry (MS/MS) for the identification of peptides (reviewed
in Swanson and Washburn [7]). Three primary configurations have been implemented
using SCX/RP/MS/MS approaches (reviewed in Swanson and Washburn). In one
configuration, SCX is carried out and fractions of peptides are collected. Each
individual fraction is then subjected to RP/MS/MS analysis, typically via an
autosampler. An advantage of this approach includes the ability to use nonvolatile
salts like KCl. But, this approach requires more manual sample handling due to the
disconnected SCX and RP steps.

In a second configuration, which is an online configuration, SCX fractions are
trapped on an RP column, typically washed with salt-free buffer, and then eluted onto
an RP analytical column where RP/MS/MS is then carried out. An advantage of this
approach is also the ability to use nonvolatile salts like KCl. In a third configuration
known as the MudPIT approach, which is also an online configuration, a biphasic
column containing SCX and RP materials is placed in line with a tandem mass
spectrometer for SCX/RP/MS/MS analysis. An advantage of this approach is the lack
of dead volume between the SCX and RP steps. Each of the three approaches is
beginning to be increasingly adopted by the proteomic community, and each approach
has advantages and disadvantages (reviewed in Swanson and Washburn [7]).

The shotgun proteomics approach, commonly referred to as MudPIT (reviewed
in Paoletti et al. [8] and Delahunty and Yates [9]), allows for the direct loading of
any given protein sample, whether it is a whole-cell lysate or a purified complex
with many subunits (fig. 11.1). After isolation of the proteins, the samples are
typically prepared by digestion with a standard protease such as trypsin and then
loaded onto a microcapillary column that has been packed with reverse phase and
strong cation exchange resins. This allows for the separation of peptides based on
their charge and their hydrophobicity. The columns are then connected in-line to a
quaternary high-performance liquid chromatography (HPLC) pump and coupled to
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FIGURE 11.1

 

Schematic representation of isolation and sample processing steps for proteomic
analysis of protein mixtures/complexes. The general approaches used for proteomic analyses
of protein complexes and organelles are shown in this figure. A protein complex or organelle
from a population of cells is prepared and subjected to a gel electrophoresis-based proteomic
analysis pathway or a shotgun proteomic approach such as a MudPIT (
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echnology)-based proteomic pathway. In the gel electrophoresis-based
pathway, organelle analysis is typically carried out using two-dimensional gel electrophoresis,
where proteins are separated by isoelectric point and molecular weight. Gel spots are then
excised and proteins digested into peptides. On the other hand, multiprotein complexes are
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an ion trap mass spectrometer. The samples are ionized within the column and
sprayed directly into the tandem mass spectrometer. This process allows for a high
level of separation of the peptides within the mixture, and severely limits the amount
of postisolation sample handling. This prevents sample contamination and loss of
proteins during postisolation separation, which can occur during protein isolation
from a gel. It is important to note, however, that when highly complex mixtures are
analyzed, the chance of co-elution of highly abundant proteins with lower abundance
proteins such as transcription factors is increased. This again stresses the point that
in order to analyze the subset of proteins involved in gene regulation in the nucleus,
it is important to enrich the sample for the proteins of interest in order to obtain the
most information possible. 

In this chapter, we provide an overview of the current progress that has been
made towards the identification of transcriptional regulatory and other nuclear
proteins using proteomic methods. This review will highlight the need for more
sensitive separation and detection methods in order to obtain high-quality informa-
tion when trying to study transcriptional regulatory proteins and their complexes,
especially in the context of a complicated mixture.

 

11.2 CURRENT ANALYSES

11.2.1 I
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After comparison of the protein abundance measurements obtained in the Ghaem-
maghami et al. study with other proteomic analyses of whole-cell lysates in yeast
[1], it was determined that low-abundance proteins such as transcription factors and
cell-cycle proteins were rarely detected using current proteomic methods. In fact,
with further characterization of the 

 

Saccharyomyces cerevisiae

 

 proteins quantified
in the screen, it appears that transcription factors also display a lower protein
abundance distribution than a variety of other nuclear proteins, which show the same
abundance trend as the total protein population (fig. 11.2). Proteins involved in
chromatin remodeling and DNA damage sensing and repair processes, as annotated
in the 

 

S. cerevisiae

 

 genome database, all display the same abundance distribution as
that seen with the total protein distribution (fig. 11.2).

 

FIGURE 11.1 (continued)

 

typically analyzed using one-dimensional gel electrophoresis. Gel bands are then excised and
proteins digested into peptides. The extracted peptides are then analyzed using reverse phase
chromatography and tandem mass spectrometry (RP/MS/MS) followed by data analysis to
determine the proteins present in the mixture. In a MudPIT-based pathway, protein complexes
or organelles are immediately digested into peptides and the subsequent complex peptide
mixture is loaded onto a biphasic microcapillary column containing strong cation exchange
(SCX) and reverse phase (RP) packing materials. The packed, loaded, and washed column
is then placed in-line with an HPLC and tandem mass spectrometer. Chromatographic elution
of peptides into the tandem mass spectrometer then leads to data analysis, and the proteins
from the original sample are identified.
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When the abundance data obtained by Ghaemmaghami et al. were compared to
previous studies in which complex mixtures of proteins were analyzed by MudPIT
or two-dimensional gel electrophoresis, it was discovered that these processes were
strongly skewed towards the identification of higher abundance proteins [1]. In fact,
their analysis determined that proteins present at less than 5,000 molecules per cell
were only detected 19% of the time in some of these analyses [4,5]. When taking
these analyses into account with regard to transcriptional regulatory proteins, proteins
such as Spt4, Spt5, and Spt6, which are abundant transcriptional elongation regula-
tors, were reproducibly identified in the analysis of whole-cell lysates performed by
Washburn et al. [10]. In addition, a number of other relatively abundant transcrip-
tional regulators, such as the co-repressor Tup1 and the general RNA polymerase II
transcription factor Anc1, were also identified [10]. However, these proteins are all
expressed at levels of over 2,000 molecules per cell, which increases their chances
of being identified in these analyses. 

A major challenge when analyzing complex mixtures by MudPIT and other
shotgun proteomic methods that couple liquid chromatography and mass spectrometry

 

FIGURE 11.2

 

Abundance distribution of different functional groups of proteins in 

 

S.

 

 

 

cerevisiae.

 

Abundance measurements were obtained from http://yeastgfp.ucsf.edu/. Function groups of pro-
teins were based on classifications from the 

 

Saccharyomyces 

 

genome database (http://www.
yeastgenome.org/). The total distribution of yeast protein abundance is compared to the distribu-
tion of protein abundance of DNA repair proteins, transcription factors, and chromatin remodeling
proteins. Note that the graphs are from most abundant on the left-hand side to least abundant on
the right-hand side.
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is that a large number of peptides coelute during each chromatographic step. When
this occurs, the number of available peptides is much greater than the number of
ions that can be analyzed to generate tandem mass spectra. Since the ions are sorted
based on their intensity, it would be expected that peptides present at a higher
concentration in the cell—and therefore a higher concentration in the peptide
mixture—would be more likely to be selected for further analysis. Liu et al. actually
investigated this phenomenon during MudPIT analysis and came to the conclusion
that the selection of more abundant peptides over low-abundance peptides leads to
the ability to identify the relative abundance of a protein by looking at the spectral
count [11]. This has the potential to provide a fairly straightforward way to obtain
the relative abundance of proteins under different conditions. Improving the chroma-
tographic methods, in order to limit the number of peptides that coelute, can approach
the problem of being unable to identify low-abundance proteins in these complex
mixtures. In addition, it may be possible to use instruments that are more sensitive
to the identification of low-abundance proteins by having the ability to generate a
larger number of tandem mass spectra. 

Although a number of other proteomes have been analyzed by MudPIT and
other shotgun proteomic methods, the correlation between the detection of the
proteins and their relative abundance within those species is not readily available.
It is very likely though that the analysis of those proteomes resulted in an over-
representation of highly abundant proteins and an underrepresentation of low-abun-
dance proteins like transcription factors. The results from the analyses of the

 

S. cerevisiae

 

 proteome indicate that the current methods used to identify proteins in
complex mixtures are strongly skewed towards the identification of high-abundance
proteins and therefore do not reveal a truly complete picture of the status of a cell
under any given condition. The majority of the studies discussed previously come
from experiments in lower organisms. These problems will most likely be com-
pounded in higher organisms, which have more complex proteomes, so that the only
way to analyze changes in transcriptional regulatory proteins would be to study them
in a more enriched population, which will be discussed next. 

 

11.2.2 E

 

NRICHMENT

 

 

 

OF

 

 N

 

UCLEAR

 

 P

 

ROTEINS

 

 U

 

SING

 

 S

 

UBCELLULAR

 

 
F

 

RACTIONATION

 

In order to identify a large number of proteins in a complex mixture, it may be
necessary to enrich the protein samples in order to identify proteins involved in a
certain process like transcription. In fact, the isolation of cellular organelles has long
been a first step in the biochemical characterization of proteins with specific functions
in those organelles. This type of biochemical fractionation, in order to enrich proteins
of interest, has already been used by a number of groups to narrow down the proteins
identified by 2-D electrophoresis in various organelles (fig. 11.1), including the
endoplasmic reticulum, the Golgi apparatus, mitochondria, lysosomes, peroxisomes,
and the nucleus; a number of the proteins resolved by 2-D gels have been identified
by mass spectrometry [12–18]. The potential for these studies is attractive, since it
decreases the complexity of the cell and the fractionation of organelles has already
been optimized in a number of different cell types.
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To date, only a few examples of proteomic analysis of nuclear proteins using
two-dimensional electrophoresis, with the subsequent identification of protein spots
followed by mass spectrometry, have been reported in the literature. This is likely
due to the large number of high-abundance proteins that are present in the nucleus,
including various cellular chaperones and metabolic enzymes as well as abundant
structural proteins such as the lamins and the histones, which provide the building
blocks for chromatin structure in the nucleus. In fact, the histone proteins, which
are some of the most highly conserved proteins in eukaryotes, are expressed at a
concentration between 6 

 

×

 

 10

 

5

 

 and 3 

 

×

 

 10

 

4

 

 molecules per cell in 

 

S. cerevisiae

 

, as
determined by genome-wide analysis [1].

Because so many high-abundance proteins are present in the nucleus, it is not
surprising that an analysis of the 

 

Arabidopsis

 

 nuclear proteome under control and
cold-stress conditions only led to the identification of 184 proteins by 2D electro-
phoresis followed by matrix-assisted laser desorption/ionization time of flight
(MALDI-TOF) MS [16]. Of the proteins identified, approximately 39.7% were pro-
teins involved in signaling and gene regulation and 3.8% were proteins involved in
DNA repair, which was higher than that observed after purification from other
organelles in 

 

Arabidopsis

 

 [16]. Our analysis of the proteins annotated in SGD or in
one of the genome-wide GFP localization screens in 

 

S. cerevisiae

 

 found that approx-
imately 2,000 proteins are localized to, and therefore likely play a role in, the nucleus.
Also, it is expected that this number would only increase in more complex organisms
such as 

 

Arabidopsis

 

. Bae et al. also noted that many of the proteins in the basic
region of the 2D gel, which should be enriched in DNA binding proteins, were
present at low levels [16].

In another analysis of nuclear proteins from proliferating and differentiated
human colonic intestinal epithelial cells by 2D electrophoresis, 60 different proteins
were identified by MALDI-TOF MS [18]. This analysis was focused on the iden-
tification of changes in the expression of proteins from the two different cell types.
Of the 60 proteins identified, 13% of the proteins were classified as DNA/RNA
binding proteins and 1.7% were classified as transcription factors (which corre-
sponded to only one protein). In another study by Shakib et al., the effects of
hypoxia on the relative quantity of nuclear proteins from rat kidney fibroblasts
were studied [17]. In this analysis, nuclei were pelleted by centrifugation and the
nuclear proteins were extracted with high concentrations of KCl (~700–800 m

 

M

 

)
[17]. The extracted proteins were then separated by 2D electrophoresis, and a total
of 791 spots were resolved by 2D electrophoresis and monitored for changes in
their relative abundance. Following their separation, the 51 most abundant proteins
that showed changes in abundance on the 2D gels were isolated and identified by
mass spectrometry. In this study, 11 transcription factors were identified by mass
spectrometry, as well as a number of transcriptional cofactors. As seen in the other
two studies that we have discussed, the analysis also identified a number of
metabolic enzymes.

Although the three preceding analyses were performed with nuclei from very
diverse species under very different cellular conditions, a number of similar proteins
from related protein classes were identified. This includes a number of protein
chaperones, multiple ribosomal proteins, and various metabolic enzymes. Because
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a number of proteins in these families were found to be highly abundant in 

 

S. cerevisiae

 

,
it is possible that their identification in these different organisms is also a result of
their high expression levels in those cells. It also demonstrates that highly abundant
proteins such as the cytosolic eukaryotic initiation factors, of which a homolog was
identified in all three of these studies, can also easily contaminate organelle prepa-
rations due to their extremely high levels in the cell. Although it is possible that
these proteins also play a role in the nucleus, it is important to verify their localization
by other methods. These studies illustrate the challenges involved in the identification
of low-abundance transcriptional regulators in complex mixtures by 2D electrophoresis,
and stresses that more sensitive methods for isolation and detection of these proteins
are needed in order to use proteomic methods to study transcription factor complexes
and dynamics.

 

11.2.3 P

 

ROTEOMICS

 

 

 

AND

 

 S

 

UBNUCLEAR

 

 C

 

OMPONENTS

 

In order to study highly specialized processes in the cell, it is imperative that the
sample used for proteomic analysis is as enriched as possible for the proteins of
interest. Along these lines, a number of studies have been performed that take the
idea of subcellular fractionation one step further. These studies employ methods that
isolate various multiprotein clusters in the nucleus, which we will refer to broadly as
subnuclear components but include the nuclear pore complex, the nucleolus, Cajal
bodies, promyelocytic leukemia (PML) bodies, interchromatin granules, and the
clastosome (for review, see Lamond and Sleeman [19] and Spector [20]). These
specialized compartments likely form to facilitate some of the many functions that
occur in the nucleus, including nucleo-cytoplasmic transport, DNA transcription,
DNA replication, DNA repair, ribosome biogenesis, and pre-mRNA processing. Many
of these are intimately associated. Although it has been well documented that these
concentrated areas of proteins exist within the nucleus, for many of these compart-
ments neither their composition nor their exact role in nuclear function is well
understood. For this reason and because many of these compartments can be enriched
using biochemical methods, they are prime targets for proteomic analysis.

Nuclear pore complexes (NPCs) are located throughout the nuclear membrane
and play an essential role in regulating nucleo-cytoplasmic transport. NPCs consist
of a number of transmembrane proteins as well as a number of stably and transiently
associated proteins. In 2000, Rout et al. sought to determine the components of the
yeast nuclear pore complex using proteomic methods [21]. After purification of the
yeast NPC, the proteins were separated using various HPLC methods in order to
decrease the complexity of the sample prior to separation by 1-D electrophoresis on
SDS-PAGE gels. This biochemical fractionation helped to increase the number of
unique protein bands that could be isolated from the SDS-PAGE gels. After trypsin
digestion of the isolated proteins, the samples were analyzed by MALDI-TOF mass
spectrometry. Through their exhaustive analysis of the biochemical fractions, they
were able to identify 174 proteins, of which 40 were confirmed to be associated
with the nuclear pore.

In 2002, Cronshaw et al. continued the characterization of the NPC by purifying
the complex from rat liver nuclei in order to gain insight into the components of the
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mammalian NPC [22]. Following the enrichment of the nucleoporins from the rat liver
nuclei, the complex mixture of proteins was subjected to reverse phase chromatography
followed by analysis of the fractions by 1-D SDS-PAGE and MALDI-quadrapole-
quadrapole time of flight or MALDI-ion trap mass spectrometry. Although the
mammalian NPC complex had been shown to be significantly larger than the NPC
in yeast, the authors were able to identify a similar number of proteins from their
analysis (~94 total). Through their verification of the proteomic results, it was
determined that approximately 30 distinct proteins make up the mammalian NPC,
including a few with no discernible yeast homolog [22]. The proteomic analysis was
able to detect six novel nucleoporins not previously shown to associate with the
nuclear pore.

Studies on the purified nuclear pore provided much insight into the differences
between the proteins that make up the yeast and mammalian NPC complex. These
studies, however, were very focused on the identification of nuclear pore components
and therefore did not investigate the presence of other proteins in the nuclear envelope
that may also play important roles in regulating functions in the nucleus. In 2003,
Schirmer et al. undertook a slightly different approach in order to gain a compre-
hensive analysis of the nuclear envelope isolated from mouse liver nuclei [23]. In
this study, the 30 NPC components isolated in the Cronshaw et al. [22] study were
detected as well as a number of other nuclear transmembrane proteins. The authors
employed MudPIT analysis of the isolated proteins, which provided the afore-
mentioned advantages such as limited postisolation sample handling and loss of
yield due to chromatography and isolation of proteins from SDS-PAGE gels—of
particular concern when studying membrane proteins.

The authors also used an approach referred to as “subtractive proteomics,” which
took into consideration the high probability of contamination of the nuclear envelope
fraction by microsomal membranes. This approach was possible because purification
of nuclear-free microsomal membranes is possible, whereas isolation of nuclear
envelopes without contamination with microsomal membranes is much less likely.
Proteins were therefore only considered to be positively associated with the nuclear
envelope if the identified proteins were not detected in samples from isolated
microsomal membranes, which lacked any associated nuclear envelope. Analyzing
these different protein populations using MudPIT resulted in the identification of
337 proteins that were unique to the nuclear envelope fractions [23]. This study
helped to identify a large number of membrane proteins not previously known to
associate with the nuclear envelope in previous studies, indicating that 13 integral
membrane proteins were in the nuclear envelope, with this study identifying
67 additional proteins. 

We will now turn our focus from the nuclear membrane and its complexes to
the nucleoplasm and one of its most highly conserved subcompartments, the nucle-
olus. The nucleolus is one of the most commonly studied subnuclear components
and has recently been the focus of a number of proteomic studies. Nucleoli form
around ribosomal RNA gene clusters in the nucleus and serve as centers for the
synthesis of rRNA and the subsequent assembly of ribosomal subunits. These regions
are transcribed specifically by RNA polymerase I and contain a variety of specific
proteins involved in this highly specialized process. These structures have been
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isolated from nuclei from a number of different species, including 

 

Arabidopsis

 

 and
human cells (for review, see Lam et al. [24]).

In 2002, Andersen

 

 

 

et al. isolated nucleoli from HeLa cells that were verified
using electron microscopy [25]. The proteins were then resolved by 1D or 2D gel
electrophoresis and analyzed by MALDI-TOF or nanoelectrospray tandem mass
spectrometry. Using the combination of these methods, the authors were able to
identify 271 proteins from their nucleoli isolation, 30% of which encoded novel or
uncharacterized proteins with unknown localization patterns. Recently, Andersen
et al. took their analysis of the nucleolar proteome one step further by using pro-
teomic methods to determine the dynamics of nucleolar proteins when cells were
exposed to three different metabolic inhibitors that had previously been shown to
affect nucleolar structure [26]. For this analysis, proteins from the nucleoli isolation
were separated by one-dimensional gel electrophoresis, followed by multiple runs
of nanoscale liquid chromatography mass spectrometry on an ion trap-Fourier trans-
form mass spectrometer. In this study, the authors were able to detect changes in
the levels of 489 proteins that were isolated with the nucleoli by making use of
stable isotope labeling (using 

 

15

 

N-Arginine). 
A number of other subcomponents of the nucleus have also been studied using

proteomic methods. This includes interchromatin granules (ICGs), which are found
in proximity to a large amount of the DNA in the nucleus. A number of proteins
have been localized to these structures using immunofluorescent and immunoelectron
microscopy methods, including a number of pre-mRNA splicing factors. It is thought
that these regions of the nucleus may serve as storage or assembly sites for splicing
factors such that they would be readily accessible upon the activation of transcription
(for review, see Lamond and Spector [27]). Proteomic analysis of ICGs from mice
was performed using liquid chromatography and tandem mass spectrometry [28].
The analysis resulted in the identification of 146 ICG proteins, including a number
of known splicing factors and 32 novel protein candidates of unknown function.

These studies clearly show that the biochemical purification and characterization
of these different nuclear compartments can result in the identification of novel
protein components, which, it is hoped, will lead to a new understanding of their
function in the nucleus. At this time, it is still very difficult to isolate and characterize
the transcriptionally active portion of the nucleus that, for the most part, resides in
the nucleoplasm. For this reason, characterization of transcriptional regulatory
proteins remains a technically challenging area for proteomic study. The nucleus
contains a very dynamic subset of proteins that range in abundance from the very
abundant histone proteins to some transcription factors present at less than 100 copies
per cell in yeast, for which the identification and study of their dynamic behavior
would likely prove to be of great interest. 

 

11.2.4 A
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As discussed previously, highly abundant proteins can act to shield lower abundance
proteins when analyzing complex mixtures by mass spectrometry. For this reason,
the analysis of low-abundance proteins, such as transcriptional regulatory proteins,
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requires that the samples be enriched for the proteins of interest. Up to this point,
we have discussed a variety of ways in which researchers have achieved the enrich-
ment of proteins of interest, including organelle (in this case nuclear) purification
and subnuclear purification. When looking at the wide variety of proteins that play
important roles in the nucleus, however, we can see that there are still quite a number
of highly abundant proteins found in the nucleus, including histones and some
metabolic enzymes. For this reason, a highly successful approach to the proteomic
analysis of transcription factors and transcriptional regulatory proteins includes
purification of these proteins, along with their associated proteins, using systems
such as immunopurification or tandem affinity purification (TAP) [29,30]. When
purifying multiple subunit complexes, proteomic analysis can reveal valuable infor-
mation, such as identification of all of the complex subunits, the modification state
of the proteins in the complex, and even the stoichiometry of the complex. In fact,
using approaches such as stable isotope labeling, one could even use proteomic
approaches to study the dynamics of a protein complex under different conditions.

The combination of TAP [29,30] and mass spectrometry analysis has become a
common method for use in the determination of the subunits that make up a protein
complex. It is interesting to note, however, that the method by which the protein
complex is analyzed can have a great impact on the results. For instance, gel-based
analysis of protein complexes using 1D and 2D electrophoresis in order to separate
proteins prior to mass spectrometry can cause some complex components to be
overlooked. This includes, in many cases, very small proteins that may not be resolved
on SDS-PAGE gels and low-abundance proteins that may not be present at a 1:1 ratio
with other protein components. For instance, Lee et al.

 

 

 

used MudPIT analysis to study
the composition of the well-defined SAGA histone acetyltransferase complex and the
Swi/Snf complex from 

 

S. cerevisiae 

 

[31]. Although a number of components of these
complexes had been previously identified by mass spectrometry analysis, MudPIT
analysis identified Sgf11p as a novel component of SAGA, and Rtt102 as a novel
component of Swi/Snf and RSC. This information was also independently discovered
previously by two other laboratories using the MudPIT approach [6,32]. 

It is interesting to note here that although previous data had indicated that the
SAGA complex is recruited to active promoters 

 

in vivo

 

 by sequence-specific tran-
scription factors [33], no significant amount of any transcription factor copurified
with the SAGA complex. There are many possible explanations for this observation,
including that the sequence-specific factors are likely only associated with a small
subpopulation of SAGA and that, since their expression level is also very low, they
are likely not identified in the mass spectrometry analysis. It is possible, however,
that increased enrichment or more sensitive detection methods would be able to
facilitate the identification of low-level associated proteins. In fact, the isolation of
transcription cofactors associated with transcription factors has been demonstrated
when using the transcription factor as the bait for the purification.

In studies by Brand et al., the transcription factor MafK was isolated with a single-
step immunoprecipitation using MafK-specific polyclonal antibodies from differenti-
ated and undifferentiated murine erythroleukemia cells where MafK is active and
inactive, respectively [34]. Using cysteine-reactive ICAT reagents to label the differ-
entiated samples, the researchers combined the two immunoprecipitations and analyzed
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them by microcapillary reverse phase liquid chromatography electrospray ionization
tandem mass spectrometry. A total of 103 proteins were identified as potential MafK
interacting proteins; a number of them were confirmed as bona fide interacting
proteins by other methods. This analysis allowed for the identification of two different
multiprotein complexes that associate with MafK before and after differentiation and
contribute to its ability to regulate 

 

β

 

-major globin gene [34]. These studies illustrate
that the association of a transcription factor with cofactors such as Swi/Snf or SAGA,
which play very diverse roles in the cell, can be accomplished by purifying the
complexes by using the lowest abundance protein as bait.

One challenge that this type of sensitive proteomic analysis presents to researchers
is to determine whether the additional subunits are stable components of the complex,
transiently associated with the complex, or only associated with a subpopulation
of the complex. These issues can be addressed, however, using various biochemical
characterizations of the complexes. This type of analysis has also been commonly
performed and can be very valuable in determining different functions of a complex.
For instance, Sato et al. analyzed purified mediator complexes using MudPIT [35].
In their study, they were able to purify different populations of mediator, using
biochemical fractionation, which contained or did not contain a kinase module
containing CDK11. These different forms of mediator have been hypothesized to
play different functional roles in the cell, although their exact function has not
been described.

Another exciting role for proteomic analysis of transcriptional regulatory pro-
teins is the identification of dynamic modifications. The transcription factor Met4
is required to regulate the levels of S-adenosylmethionine in 

 

S. cerevisiae

 

. It has
been shown in previous work that Met4 was modified by ubiquitination, although
the exact nature of the modification was unknown. Studies by Flick et al. focused
on determining the sites of ubiquitin modification on this transcription factor, which
is expressed at a level of 1,300 molecules per cell in yeast [36]. Through purification
of Met4 and MudPIT analysis of the digested peptides, it was determined that Met4
was modified at K48 by a single ubiquitin molecule.

Studies on purified protein complexes using proteomic methods can also be com-
bined with other technologies in order to increase the amount of information that one
can obtain about their function. Recent studies by Tackett et al. illustrate this point,
with their analysis of protein complexes that form boundaries around silenced regions
of chromatin [37]. Following purification of these complexes and characterization of
their associated subunits, the DNA associated with these complexes was also purified
and then analyzed by microarray analysis. These studies allowed the authors to gain
insight into not only the composition of the complex, but also its localization within
the 

 

S. cerevisiae

 

 genome, which supported the hypothesized function of the complex. 

 

11.3 FUTURE PROSPECTS

 

A major challenge for the development of new proteomic tools and methods is to
determine ways to identify low-abundance proteins in complex mixtures. Low-
abundance proteins, such as transcription factors and other signaling molecules, play
a very dynamic role in the function of the cell. Being able to better monitor their
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association with different protein complexes and their post-translational modification
state would greatly increase the amount of information that we can gain from
proteomic analysis of complex mixtures. In the meantime, however, the analysis of
low-abundance proteins works very well using current proteomics techniques when
the proteins are highly enriched within a protein population. 

Proteomic analysis of protein complexes and other complex biological mix-
tures has increased our ability to understand how proteins cooperate with each
other within the context of the cell. Further advances that improve the identification
of proteins within a wide dynamic range of protein expression levels will greatly
improve our ability to understand dynamic biological pathways. This can be
accomplished with the development of more sensitive separation methods for
protein mixtures and with improved sensitivity of instrumentation. For example,
improvements in mass spectrometry are continually occurring with novel instru-
mentation systems occasionally introduced. If these systems prove more sensitive
than pre-existing systems, proteomic analysis of low-abundance proteins from
complex mixtures should improve. With new areas of proteomic research, such as
the ability to perform quantitative proteomic analysis of protein groups under
different cellular conditions (for review, see Julka and Regnier [38]), proteomics
has the potential to provide a snapshot of the cell, including information on protein
quantities and post-translational modification state.
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12.1 ABSTRACT

 

Electrophoretic nuclear magnetic resonance (ENMR) has the potential of becoming
an important proteomic technique. The method offers possible structural character-
ization of protein interactions in biological signaling processes. The proteomic
analyses currently employed offer separation-based methods using two-dimensional
gel electrophoresis or mass spectrometry to identify proteins. In these proteomic
analyses, information on protein structures is lost and therefore the methods cannot
be used to characterize protein conformational changes in biochemical reactions.
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Although mass spectrometry is a powerfully sensitive technique to identify proteins
from their peptide fragments, a reliable proteomic analysis based on this method
alone is subject to the limited accuracy for characterizing protein structure with
bioinformatic analysis. Therefore, novel proteomic techniques are needed to identify
proteins accurately as well as study their three-dimensional structural changes during
protein signaling events.

X-ray crystallography and multidimensional NMR spectroscopy are two methods
that are widely used for determining the three-dimensional structures of pure proteins
or strongly bound protein complexes. For multicomponent protein systems with
weak protein interactions, NMR spectroscopy holds an advantage over x-ray crys-
tallography for studying functional protein interactions 

 

in situ

 

 in aqueous solutions.
However, severe signal overlap has often prevented the full structural determination
of coexisting proteins in solution. Conventional NMR investigations of dynamic
protein interactions are limited to those multicomponent systems with resolvable
chemical shifts between proteins and small molecules. In this chapter, we will
illustrate the potential of ENMR in proteomic analysis with efficient characterization
of proteomic proteins and protein interactions in solution. Several important ENMR
techniques will be reviewed. These include structural characterization of protein
conformational changes in biochemical reactions; capillary-array ENMR techniques
to reduce heat-induced convection; application of the maximum entropy method to
resolve protein signals without truncation artifacts; and development of microcoil
ENMR to improve signal sensitivity.

 

12.2 INTRODUCTION

 

A new era of molecular medicine is arriving, as is demonstrated by the increasing
amount of genomic and proteomic research being conducted today. Effective analysis
of genomic and proteomic information from serum or cell extracts of tissue specimens
can now be performed on individual patients. As the disease protein profiles become
available for individual patients to tailor drug therapies, the idea of “personalized
medicine” may become a reality in the future [1]. Currently, proteomic techniques
are mostly based on separation methods using two-dimensional gel electrophoresis
[2] and mass spectrometry (e.g., MALDI-TOF) [3,4]. In the latter, bioinformatic
analysis is typically required in order to piece together mass spectral information
from protein fragments and to identify the proteomic proteins.

The major technical challenges reside not only in the extraction of reliable
disease markers from the overwhelming proteomic data matrix for the purposes of
clinical diagnosis, but also in the detection of protein conformational changes in
proteomic samples for studying biological signaling events. Novel high-throughput
proteomic technologies are needed in order to identify proteins and protein inter-
actions reliably in normal and pathological conditions. To address some of these
issues, we have proposed a proteomic electrophoretic NMR (ENMR) approach [5].
By sorting the NMR signals of individual proteins in the dimension of electrophoretic
flow, the ENMR technique may identify proteins based on their signature NMR
spectral patterns. The technique is potentially applicable to characterizing protein
interactions in biological signaling processes. 
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X-ray crystallography and multidimensional NMR spectroscopy are the two
primary methods used to determine the three-dimensional structures of pure proteins
or strongly bound protein complexes. For multicomponent protein systems, NMR
spectroscopy has an advantage in studying functional protein interactions 

 

in situ

 

 in
aqueous solutions, without the requirement of protein crystallization. However, the
characterization of proteomic samples is difficult using conventional NMR methods,
since severe NMR signal overlap from different protein components has prevented
full structural determination of coexisting proteins. Most NMR investigations of
weakly interacting protein systems are limited to those with resolvable chemical
shifts between proteins and small molecules.

In ENMR experiments, the NMR signals from different proteins or protein
conformations in solution can be displayed at distinct resonance frequencies in a
new dimension of electrophoretic flow [6–14], making it possible to study multiple
protein structures and identify proteins in proteomic samples from body fluid, cell
extracts, and tissue specimens. These ENMR proteomic profiles may be useful for
disease diagnosis and prognosis. The critical technical developments in this direction
include multidimensional ENMR to characterize protein mixtures; capillary array
ENMR (CA-ENMR) [15] and convection-compensated ENMR (CC-ENMR) [16],
to study proteins in biological buffer conditions; high-resolution ENMR signal
processing using maximum entropy method (MEM) [40]; and the development of
capillary-microcoil ENMR probes to meet the demands of signal sensitivity and flow
resolution in clinical proteomics. Structural visualization of protein reaction inter-
faces (or “active pockets”) by multidimensional ENMR may be used to monitor
protein conformational changes during biological signaling processes [5]. ENMR
applications in proteomics may give new insights into the molecular mechanisms of
human diseases, leading to discoveries of novel diagnostic markers and drug targets
and design of effective therapeutic interventions.

 

12.3 BASIC PRINCIPLES OF ELECTROPHORETIC NMR

 

Measurement of electrophoretic flow of ionic species was first attempted by Packer
et al. in 1972 [17], followed by the first successful demonstration by Holz et al. in
the 1980s using a horizontal-bore electromagnetic NMR spectrometer [18–21].
Johnson et al. later pioneered the development of the high-resolution 1D and 2D
ENMR techniques on a vertical-bore superconducting NMR spectrometer
[7–9,13,14,22–24]. More recently, He et al. extended 2D ENMR into multidimen-
sional ENMR in order to simultaneously examine structures of coexisting proteins
in aqueous solution and their structural changes during protein interactions
[5,10,11]. To study protein samples in high-salt biological buffer solutions, we
developed CA-ENMR and CC-ENMR techniques to remove the severe spectral
artifacts due to heat-induced convection [15,16]. The reader should consult several
reviews on this novel technique and its historical landmarks [5,12,25–29]. Diffusion
and flow measurements using NMR were established in Stejskal and Tanner’s
analysis of spin dynamics [30,31]. In the classic Bloch equations [32], modified
with flow and diffusion terms, the flow modulation of the nuclear spin magnetization
is described as: 

 

DK3714_C012.fm  Page 225  Tuesday, February 20, 2007  4:35 PM



 

226

 

Spectral Techniques in Proteomics

 

(12.1)

where  is the velocity vector and  is the diffusion tensor. The magnetic field gradient
 is uniform throughout the sample, nuclear magnetization 

is in an external magnetic field, and , assuming the spin–lattice
(

 

T

 

1

 

) and spin–spin relaxation (

 

T

 

2

 

) processes obey first-order kinetics. In a Hahn
spin–echo-based ENMR experiment [33] using pulsed field gradients (fig. 12.1),

(12.2)

with 

 

B

 

0

 

 field inhomogeneity  and the area of  remains finite, where
 and 

 

δ

 

 are the amplitude and duration of the pulsed magnetic field gradient. In
ENMR experiments, an applied DC electric field between the pulsed magnetic field
gradients drives ionic particles to move in the direction of the electric field (fig. 12.1).
Thus, the solution of equation 12.1 at the echo maximum (

 

τ′

 

 = 2

 

τ

 

) is [9,12,23]:

 

FIGURE 12.1

 

The spin–echo ENMR pulse sequence.

90°

RF

δ δ

τ

τD

φ1

φ1:        +x –x –x +x +y –y –y +y

φ2:        +y –y –y +y +x –x –x +x

ACQ:   +x –x –x +x +y –y –y +y

φ2

τ

Δ

G

g g

Edc

Phase cycling procedures:

EF

180°

∂
∂

= × −
+( )

+
−( )

− ∇ ⋅M

t
M B

M x M y

T

M M z

T
v

x y zγ
ˆ ˆ ˆ

2

0

1

M D M+ ∇ ⋅ ⋅∇

ν D
G t( ) M M x M y M zx y z= + +ˆ ˆ ˆ

B B r G z= + ⋅( )⎡⎣ ⎤⎦0 ˆ

G t

g t t

g g t t t

g for t( ) =

< <
+ < < + <

+ <

0 1

0 1 1

0 1

0

δ τ
δ tt t

g g t t t

g t

D

D D

D

< + >
+ + < < + + <

+ +

1

0 1 1

0 1

2

τ τ
τ τ δ τ

τ δδ <

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪ t

g0 0 0→ →,δ δg
g

 

DK3714_C012.fm  Page 226  Tuesday, February 20, 2007  4:35 PM



 

Electrophoretic NMR of Protein Mixtures and Its Proteomic Applications

 

227

 

. (12.3)

where 

 

E

 

dc

 

 and 

 

Δ

 

E

 

 are the amplitude and duration of the pulsed DC electric field and

 

μ

 

i

 

 is the electrophoretic mobility of the 

 

i

 

th molecular component in the solution.
The electric field is

where

 

σ

 

 is the conductivity of the electrolyte solution

 

A

 

 is the cross-sectional area of the sample tube

 

I

 

e

 

 is the DC electric current

 

K

 

 = 

 

γδ

 

g

 

 is the magnetization helix pitch

The electrophoretic migration of ionic charges can be measured by a modified
spin-echo procedure in which the DC electric field pulse is inserted between the
gradient pulses and applied along the gradient direction . Using a cylindrical tube,
ions flowing from one position to another along  during the time delay 

 

Δ

 

E

 

 expe-
rience a coherent phase change of 

 

φ

 

E

 

 = 

 

Kv

 

Δ

 

E

 

, which is recorded as a phase modulation
of the spin-echo signal as a function of electric field strength. Molecular diffusion
introduces an exponential decay of the ENMR signal, where 

 

D

 

i

 

 is the diffusion
coefficient of the 

 

i

 

th species. Since electrophoretic mobility is a molecular parameter,
NMR signals of a migrating molecule can be displayed at the same frequency in a
new dimension of electrophoretic flow by Fourier transformation with respect to the
electric field amplitude 

 

E

 

dc

 

 or electric field duration 

 

Δ

 

 in a 2D ENMR experiment.

 

12.4 ONE-DIMENSIONAL ELECTROPHORETIC NMR OF 
AMINO ACIDS, PEPTIDES, AND PROTEINS

 

ENMR techniques were developed using small charged molecules including amino
acids, metabolites, and small peptides [6,10,12,16]. To demonstrate the feasibility
of ENMR for studying biological samples, we acquired a series of 1D ENMR data
from a sample containing a mixture of 1 m

 

M

 

 Ala-Gly-Gly and 1 m

 

M

 

 ethylenediamine
(NH

 

2

 

CH

 

2

 

CH

 

2

 

NH

 

2

 

) in D

 

2

 

O (fig. 12.2) [6,12]. The distinctive chemical shifts of the
three molecules allowed us to monitor their electrophoretic migrations in an electric
field simultaneously. As the electric current was increased incrementally from 0 to
0.45 mA, the peptide and the protonated diamine generated different electrophoretic
flow oscillating patterns. From the oscillating frequencies, the electrophoretic mobil-
ities of the two charged molecules were determined as 

 

μ

 

(peptide) = 2.8 

 

×

 

 10

 

–4

 

cm

 

2

 

V

 

–1

 

s

 

–1

 

 and 

 

μ 

 

(amine) = 4.5 

 

×

 

 10

 

–4

 

 cm

 

2

 

V

 

–1

 

s

 

–1

 

. The water signal amplitude
remained constant, suggesting negligible heating and electroosmotic effects in
this experiment.
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Another ENMR experiment was successfully carried out using the transmembrane
segment S4 peptide of the 

 

shaker

 

 K

 

+

 

 channel protein (2.8 kDa). The S4 peptide,
which contains 23 amino acid residues [ILR

 

+

 

VIR

 

+

 

LVR

 

+

 

VFR

 

+

 

IFK

 

+

 

LSR

 

+

 

HSK

 

+

 

GL],
with six basic amino acids, is believed to control the gating of excitable ion channels
including sodium, potassium, and calcium channels. Our experimental design was
based on a hypothesis that the gating current of the 

 

shaker

 

 potassium channel
originates from conformational changes and charge movement of S4 in cell mem-
branes. Depending on the number of charges in S4 and its backbone flexibility, the
interaction of the electric field with charges in S4 may induce conformational
changes. The stable conformations of S4 in the presence and absence of an electric
field may be determined by high-resolution ENMR.

Experimentally, we tested the conformational difference of the positively
charged S4 peptide segments dissolved in D

 

2

 

O as well as in a mixture of solvent
CF

 

3

 

CF

 

2

 

OH and D

 

2

 

O at a 4:1 ratio in order to mimic the cell membrane environ-
ment. The conductivity of the S4 solution was 

 

κ

 

 = 0.16 m

 

Ω

 

–1

 

 in mixed solvent.
The different NMR spectral patterns of S4 were observed in the two solvent
conditions (fig. 12.3). The S4 in a 4:1 mixture of CF

 

3

 

CF

 

2

 

OH and D

 

2

 

O gave an
NMR spectrum of the folded S4 conformation (fig. 12.3a), which may be similar
to that in the cell membrane environment. The S4 in D

 

2

 

O appeared to be denatured
(fig. 12.3b). Both conformations migrated in the electric field, as observed by the
electrophoretic cosinusoidal interferograms (fig. 12.3).

The ENMR experiments were carried out at 25°C using an electric field generator
of 1 kV (maximum). Two Pt-electrodes were inserted into the S4 solution on two
ends of a large U-shaped glass tube connected to an electric wire descending from
the top of the magnet of a Bruker AM 500 MHz spectrometer. The S4 migration in
the electric field, for both solvent conditions, indicated that S4 segment in 

 

shaker

 

FIGURE 12.2

 

ENMR spectra acquired on a Bruker 250-MHz spectrometer, for a mixture of
1 m

 

M

 

 Ala-Gly-Gly and 1 m

 

M

 

 ethylenediamine in D

 

2

 

O. (Johnson, C.S., Jr., and He, Q. In

 

Advanced Magnetic Resonance

 

, vol. 13, ed. W.S. Warren. San Diego: Academic Press, 1989,
131–159. With permission.)
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(a)

(b)

 

FIGURE 12.3

 

ENMR spectra of the S4 peptide acquired at 25°C in different solvent condi-
tions with the stimulated-echo ENMR sequence. (a) ENMR of S4 in the mixed solvent of
CF

 

3

 

CF

 

2

 

OD and D

 

2

 

O at a volume ratio of 4:1. 

 

τ

 

 = 1.535 ms, 

 

τ

 

D

 

 = 0.6102 s. The electric current
changes from 0 to 0.4 mA. Other parameters are the same. (b) S4 peptide in D

 

2

 

O (0.5 m

 

M

 

).
The electric current was incremented from 0 to 1 mA with a duration 

 

Δ

 

 = 210.05 ms. Gradients

 

g

 

1

 

 = 

 

g

 

2

 

 = 48.72 G cm

 

–1

 

, δ1 = 1 ms, δ2 = 8 ms, T2 delay τ = 2.525 ms, diffusion delay τD =
214.6218 ms, and T1 delay TR = 5 s.
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K+ channel could move in lipid membranes, responding to the voltage gating of
membrane potential. The S4 movement in lipid membranes, which could couple to
any S4 conformational changes, may be responsible for the voltage gated opening
of the shaker K+ ion channels. The migration rates of S4 and its mutations may be
studied by ENMR in lipid membrane mimics using the 4:1 mixture of CF3CF2OH
and D2O. 

A series of proteins were investigated in order to determine the size and
concentration limits in ENMR studies. The electrophoretic motion of the positively
charged lysozyme (14.3 kDa) was detected in a D2O solution at 3.0 mM concen-
tration (pH = 7.89, pI = 11). Similar flow oscillation patterns were also observed
for the negatively charged pepsin (34.4 kD, 1.0 mM in D2O, pH = 4.19, pI = 2.86
at 4°C). The 66-kDa bovine serum albumin (BSA, pI = 5.85) had a very slow
electrophoretic flow rate in D2O; however, the negatively charged BSA migrated
when the solution pH changed to 9.72 following ethylenediamine treatment. The
largest protein we investigated was the 480-kDa urease treated with 1 mM ethylene-
diamine. Because of the signal superposition in the narrow proton chemical shift
range, only 20 μM (not 20 mM) urease in D2O was necessary for observation of
the electrophoretic motion of this protein. As in conventional NMR experiments of
proteins, the ENMR for protein structure determination requires a protein concen-
tration in the millimolar range.

The net charge of a protein can be tuned in order to obtain the desired electro-
phoretic interferograms. For example, at pH = 6.52, no observable electrophoretic
motion was detected for 1.09 mM ubiquitin (8.6 kDa) in D2O near its isoelectric point
(fig. 12.4a). However, after adding ethylenediamine (pKa1 = 10.7 and pKa2 = 7.5) to
the solution, the ubiquitin became negatively charged (pH = 10.4) and migrated in
the electric field (fig. 12.4b).

12.5 ENMR OF PROTEINS IN BIOLOGICAL BUFFER SOLUTIONS

In the earlier days of ENMR, when large glass tubes were used as sample chambers,
the study of proteins in biological buffer solutions of high salt concentration was
impossible due to the heat-induced convection. For such protein solutions, the electric
conductivity (σ) is high and the electric field (Edc = Ie/σA) is too low to drive the
electrophoretic motion of proteins in the large U-tube glass chambers of fixed cross-
sectional area (A). The high electric field required for this purpose would be accom-
panied by a relatively large electric current (Ie) and, subsequently, by large heat-induced
convection that would prevent accurate ENMR measurements of protein migration.
To control sample temperature, heat is removed in ENMR experiments by cooling air
or liquid outside the sample tube [11,23,34]. Since heat is more effectively removed
at the edge of the tube rather than the tube center, a temperature gradient is established,
which in turn produces a density gradient to cause bulk convective motion of the
solution. Obviously, the electrophoretic flow superimposed on an irregular convective
flow is very difficult, if not impossible, to measure. Two ENMR techniques—capillary
array electrophoretic NMR (CA-ENMR) [15] and convection compensated ENMR
(CC-ENMR) [16]—were designed to address this issue.
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In CA-ENMR, a capillary array sample chamber (fig. 12.5) is constructed to
break the convective current loops and the electrical eddy current because of the
limited physical space available for molecular motion. In the resulting smaller cross-
sectional area of the sample chamber, the strength of the electric field increases at
the same output voltage (~1 kV maximum). The electrophoretic oscillations of

(a)

(b)

FIGURE 12.4 The stimulated echo ENMR spectra of ubiquitin. (a) Without treatment with
ethylenediamine, the neutral ubiquitin does not move in the electric field (signal does not
oscillate); (b) after treatment with 10 mM ethylenediamine, the charged ubiquitin molecules
(0.5 mM) move in the electric field (signal oscillates). (He, Q. et al. J Am Chem Soc, 120,
1341–1342, 1998. With permission.)
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lysozyme were observed for the ENMR measurements. Dramatically reduced con-
vection in high-salt conditions was demonstrated using a solution of 1 mM lysozyme
in 50 mM NaH2PO4/D2O (fig. 12.6). The sample conductivity is σ = 4.21 mS•cm–1

in the pH = 5.89 solution. Alternatively, the CC-ENMR method was developed to
sensitize electrophoretic motion in the presence of bulk convective flow [16].
Gradient moment nulling and switching polarity of the applied DC electric field to
generate electrophoretic signal oscillations accomplished this task. The method was

FIGURE 12.5 Schematics of a CA-ENMR sample cell. Physical barriers are imposed to
block convective flow. (He, Q. et al. J Magn Reson, 141, 355–359, 1999. With permission.)

FIGURE 12.6 Electrophoretic interferograms of 1 mM lysozyme in a D2O solution of 50 mM
NaH2PO4. Data were obtained at 25°C with (a) a 12-bundle capillary array U-tube (I.D.=
250 μm) that gave electrophoretic signal oscillation; and (b) a conventional glass U-tube that
could not produce the same electrophoretic oscillation curve due to a weak electric field. (He,
Q. et al. J Magn Reson, 141, 355–359, 1999. With permission.)
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demonstrated using a high-salt solution containing 100 mM L-aspartic acid and
100 mM 4,9-dioxa-1,12-dodecanediamine in D2O.

12.6 TWO-DIMENSIONAL ENMR SIGNAL SEPARATION OF 
COEXISTING PROTEINS IN SOLUTION

A decade ago, the principle of 2D ENMR was demonstrated using a spin-echo
sequence on a high-resolution superconducting NMR spectrometer (fig. 12.1) [9].
A new dimension of electrophoretic flow was introduced as the second dimension;
the chemical shift was displayed in the first dimension [6–9,12]. Signals from different
ionic species can be separated in the new flow dimension according to different
electrophoretic mobilities. Two different approaches were developed to generate 2D
ENMR spectra (fig. 12.7) by Fourier transformation of the oscillating electrophoretic
interferogram with respect to the duration of electric field t1 (at a fixed electric field
amplitude Edc) or the electric field amplitude Edc (at its fixed duration t1).

12.6.1 MEASUREMENT OF ELECTROPHORETIC MOBILITY DISTRIBUTIONS BY 
2D ENMR

The first approach was successfully tested experimentally with an oil/water micro-
emulsion using a spin-echo 2D ENMR sequence (fig. 12.1). In the electrophoretic
flow dimension, the cyclohexane oil core presented the same resonance frequency
as the hydrophilic head group of the ionic surfactant because they belong to the
same microemulsion droplet [9]. Resonances S2 and S3 from the surfactant hydro-
phobic tail diminished due to fast T2-relaxation, and the water signal disappeared
due to diffusion broadening. When we replaced cyclohexane with 1,3,5-triisopropyl-
benzene (TIPB) in the oil core, we observed the split TIPB doublet signal in the
dimension of electrophoretic flow due to spin J-coupling interaction (fig. 12.8a) [8].
This is the first experimental evidence showing that 2D ENMR may be used to
obtain information for determining the chemical structures of migrating molecules,
including proteins (e.g., chemical shifts and J-coupling constants, etc.).

FIGURE 12.7 The ENMR signal intensity versus the duration (t1) and the amplitude (Edc) of
the electric field. (He, Q. and Johnson, C.S. Jr. J Magn Reson, 81, 435, 1989. With permission.)

Edct1

0

Si(t1, ω2)
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To measure electrophoretic mobility, this J-splitting effect in the flow dimension
was removed (fig. 12.8b) using the stimulated-echo ENMR sequence (fig. 12.9)
[8]. As compared with the spin-echo ENMR sequence, the stimulated-echo ENMR
sequence employed an additional 90° pulse that flipped half of the magnetization
helix into the z-direction, in which spins relaxed with the longer relaxation time
T1. The last 90° pulse was applied to convert the nonobservable z-magnetization
into a detectable stimulated echo in the transverse plane. The dephasing gradient
g1 was balanced by the refocusing gradient g3, whereas the spoiler gradient g2

dephased the undesirable signals. Using the stimulated echo ENMR sequence, we
recovered the missing S2 and S3 surfactant resonances from the hydrophobic tails
(fig. 12.8b). Interestingly, the recovered S2 and S3 resonances displayed a slower

FIGURE 12.8 (a) A 2D ENMR spectrum of an oil/water microemulsion made by mixing
1,3,5-triisopropylbenzene (TIPB), Brij 30, sodium dodecyl sulfate (SDS), and D2O. (b) A 2D
stimulated-echo ENMR spectrum from the same microemulsion. The conductivity κ = 0.121
mS•cm–1. S2 and S3 show two resonance components that have the same chemical shift; one
comes from the micelle and the other from the microemulsion droplets. (He, Q. and Johnson,
C.S., Jr. J Magn Reson, 85, 181–185, 1989. With permission.)

FIGURE 12.9 The stimulated-echo ENMR sequence designed to suppress resonance split-
ting due to spin scalar interactions and to recover the signal that has a fast T2 relaxation.
Primary (PE) and secondary (SE1, SE2, and SE3) echoes that may interfere with the
stimulated echo (STE) are suppressed by gradient g2 or by phase cycling procedures. The
second 90° pulse stores half of the magnetization helix in the z-direction so that spin relaxes
by T1, rather than by T2, during the ENMR experiment. The last 90° pulse converts the
nondetectable z-magnetization into an observable transverse magnetization. Gradient g1

labels the spin positions and g2 refocuses the recovered transverse magnetization into a
stimulated echo. (He, Q. et al. J Magn Reson, 91, 654–658, 1991. With permission.)
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flowing component in the second dimension (fig. 12.8b). The fast migrating com-
ponent had a diffusion coefficient D = 1.1 × 10–6 cm2s–1, corresponding to an
effective hydrodynamic radius of 23 Å; the slower flowing microemulsion had a
diffusion coefficient D = 2.6 × 10–6 cm2s–1, corresponding to a hydrodynamic radius
of 9 Å. These data suggest that the slow moving component is a micelle formed
from the excess of the nonionic surfactant Brij 30 in the microemulsion solution [8].

The second type of 2D ENMR was demonstrated by Fourier transformation of
the electrophoretic interferogram with respect to the electric field amplitude at
constant duration of electric field [7,22]. Since the evolution time was fixed for
diffusion and spin relaxation (fig. 12.7), the line broadening in the flow dimension
due to these processes was removed. Therefore, line width in the flow dimension
can be used to measure a continuous distribution of electrophoretic mobility. This
was demonstrated by using the polydisperse unilamellar phospholipid vesicles (about
0.22 μm) obtained by mixing 30 mL mixed egg phosphatidylcholine (EPC) and
dioleoyl phosphotidylglycerol (DOPG) (EPC:DOPG = 4:1), with or without 0.3 M
glucose in D2O [7]. These data were acquired with the two-dimensional stimulated
ENMR sequence (fig. 12.9). The vesicles with narrow size distribution (the ones
without glucose inside) gave an electrophoretic interferogram of lipid protons with
a slight damping as the amplitude of the electric field was increased (fig. 12.10a).
Conversely, the vesicles with a high degree of polydispersity (the ones with glucose
inside) gave a dramatic damping in the interferogram, due to the interfering glucose
signals carried by variously sized migrating vesicles (fig. 12.10b). Fourier transfor-
mation of the electrophoretic interferogram displayed the distribution of the electro-
phoretic mobilities (fig. 12.10c).

12.6.2 TWO-DIMENSIONAL ENMR OF PROTEINS AND PROTEIN MIXTURES

Electrophoretic mobility measurements of lysozyme (14 kDa) and BSA (67 kDa)
were successful in the early years of 1D and 2D ENMR development, using the
stimulated echo ENMR sequence (fig. 12.9) [6]. For example, the 2D stimulated
echo ENMR spectrum was acquired for a 0.2-mM lysozyme solution in D2O
(fig. 12.11), giving an electrophoretic mobility of lysozyme of 2.7 × 10–4 cm2V–1s–1

(25°C). In this experiment, the 2D data matrix was mapped by incrementing the
duration of the electric field, which was responsible for line broadening in the flow
dimension by the fast T2-relaxation of lysozyme. This line broadening effect can be
removed by incrementing the amplitude of the electric field or by using the CT-ENMR
technique that will be described later. Although the truncated ENMR data for small
molecules were successfully analyzed using the linear prediction algorithm [13,14],
the maximum entropy method (MEM) gives superior results for protein ENMR data,
as is shown in the next section.

A 2D ENMR study of noninteracting protein mixtures of BSA and ubiquitin in
D2O demonstrated that the overlapping protein signals can be separated by their
electrophoretic mobilities in the flow dimension [11]. The experiment proved the
feasibility of simultaneous structural determination of proteins using three-dimensional
electrophoretic NMR [10]. Maximum entropy method (MEM) or Fourier transforma-
tion (FFT) was applied in the electrophoretic flow dimension for a comparison, whereas

DK3714_C012.fm  Page 235  Tuesday, February 20, 2007  4:35 PM



236 Spectral Techniques in Proteomics

Fourier transformation was applied in the chemical shift dimension (fig. 12.12). No
physical separation of the proteins was necessary to obtain NMR spectra of BSA and
ubiquitin, different from the proteomic separation methods by gel electrophoresis. The
method can be employed to study protein interactions and biological signaling events
in proteomic ensembles of biomacromolecules in aqueous solution.

12.6.3 ENHANCED 2D ENMR RESOLUTION BY MAXIMUM ENTROPY METHOD

In our current ENMR experiments, the available electric field is limited to about
100 V•cm–1 before the onset of heat-induced conduction. The truncation in electrophoretic

FIGURE 12.10 Mapping the electrophoretic mobility distributions of phospholipid vesicles.
(a) The interferogram of the lipid protons (3.11 ppm) from a vesicle shows a narrow size
distribution. (b) The interferogram of glucose trapped inside a different vesicle shows a
heterogeneous size distribution. (c) The 2D ENMR data display mobility distribution in the
electrophoretic flow dimension from the more polydisperse vesicle. (He, Q. et al. J Magn
Reson, 91, 654–658, 1991. With permission.)
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interferograms often generates spectroscopic artifacts in the 2D ENMR spectra, with
reduced protein signal resolution in the flow dimension. Therefore, we have tested a
few ENMR signal processing methods, including linear prediction, wavelet denoising
algorithms, and the maximum entropy method (MEM), to obtain high-resolution
ENMR spectra of proteins. Among these, the MEM was the most effective and easiest
to use for removing electrophoretic truncation artifacts. This was demonstrated by
using the data matrix (1024 × 21) from the ubiquitin and BSA mixture solution
previously analyzed by the FFT method (fig. 12.12). MEM analysis in the electro-
phoretic flow dimension dramatically improved the spectral line shapes and signal
resolution (fig. 12.12a) [40]. When the MEM spectrum was compared to the two-
dimensional NMR spectrum obtained by FFT (fig. 12.12b), it was observed that the
spectral line broadening in the flow dimension (from severe truncation artifacts in the
FFT spectrum) could be removed with MEM analysis. The electrophoretic mobilities
of BSA and ubiquitin were measured as 1.9 × 10–4 and 8.7 × 10–5 cm2V–1S–1, respec-
tively, by the MEM analysis. The improved signal resolution in the flow dimension is
critical for high-resolution ENMR analysis of proteomic samples.

12.7 THREE-DIMENSIONAL ENMR

Two-dimensional NMR spectra of individual proteins in solution mixtures can be
separated in the dimension of electrophoretic flow without physical separation of
the proteins (fig. 12.13). Three-dimensional ENMR was developed to simultaneously
obtain the NMR structural parameters of multiprotein components in solution. To
prove the principle, we have developed the 3D EP-correlation spectroscopy (EP-COSY)
method for obtaining conventional 2D COSY spectra of several molecules in a single
ENMR experiment (fig. 12.14). An electric field pulse was applied between the
labeling magnetic field gradients to drive the electrophoretic flow of ionic species.
The COSY-type chemical shift correlation was generated in the first two dimensions
to observe chemical shift evolutions and spin J-coupling connectivities in the
evolution period (t1) and the detection period (t2). The electrophoretic motion of
molecules modulated their COSY resonances differently as the electric field was

FIGURE 12.11 Two-dimensional stimulated-echo ENMR spectrum of 0.2 mM lysozyme in
D2O. (He, Q. Ph.D. thesis, University of North Carolina at Chapel Hill, 1990.)
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FIGURE 12.13 Two-dimensional NMR spectra of four different proteins (represented by ♦,
●, �, and Δ, respectively) are sorted by their electrophoretic mobilities (μ) in a single 3D
ENMR experiment. (He, Q. et al. J Am Chem Soc, 120, 1341–1342, 1998. With permission.)

FIGURE 12.14 Pulse sequence for 3D electrophoretic COSY. Edc and Δ are the amplitude
and duration of the applied electric field pulse. (He, Q. et al. J Magn Reson, 147, 361–365,
2000. With permission.)
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progressively increased in the third flow dimension (fig. 12.15). If the 3D EP-COSY
sequence was applied to a proteomic sample solution, the 2D NMR spectra of
different protein components would then be displayed at different frequencies in
the flow dimension.

A 3D EP-COSY data matrix (256 × 156 × 28) was acquired from a solution
mixture containing 100 mM L-aspartic acid and 148 mM 4, 9-dioxa-1, 12-dodecanedi-
amine in D2O. The experiment was performed on a Bruker 500 MHz NMR spec-
trometer equipped with an actively shielded magnetic field gradient in the z-axis.

FIGURE 12.15 In the 3D electrophoretic COSY experiment of 100 mM L-aspartic acid and
100 mM 4,9-dioxa-1,12-dodecanediamine in D2O, the electrophoretic interferograms from
resonances of the two molecules were sorted into two groups by their electrophoretic migration
rates. (He, Q. et al. J Magn Reson, 147, 361–365, 2000. With permission.)
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Uncoated U-shaped CA-ENMR sample cells were used after treatment with 1 M HCl,
deionized water, and 1 M NaOH. The migration rates of L-aspartic acid and 4, 9-
dioxa-1, 12-dodecanediamine were the net result of electrophoretic motion and bulk
electroosmotic flow of the solution. Twenty-eight COSY spectra, each containing
resonances from both molecules, were obtained at different Edc in increments from
0 to 24.5 V•cm–1. Two electrophoretic cosinusoidal oscillation frequencies were
obtained that differentiated the COSY resonances of L-aspartic acid and 4, 9-dioxa-
1, 12-dodecanediamine (figs. 12.16a and 12.16b). In the 3D EP-COSY matrix, the
chemical shifts and J-coupling constants can be measured for the two molecules in
separate COSY planes (fig. 12.16).

12.8 EX-ENMR CHARACTERIZATION OF 
PROTEIN REACTION INTERFACES

ENMR experiments can be designed to visualize protein conformational changes
during protein interactions in the presence of other proteomic molecules. By applying
a DC electric field, multicomponent protein interactions can be studied by using
intermolecular nuclear Overhauser effects (NOEs) to identify interface residues in
polypeptide chains or, by mapping the altered chemical shifts, molecular dynamic
parameters and residual dipolar coupling patterns [35]. These exchange ENMR
(Ex-ENMR) methods have potential for use in high-throughput structural mapping
of protein reaction interfaces [5].

For a two-site protein exchange system, ,
where kAB and kBA are the chemical exchange rates. The ENMR signals from inter-
acting residues appear at the average migration rates at vexchange = 1/2(va + vb) in the
flow dimension when the chemical exchange rate is much faster than the difference
of the two protein migration rates (kAB = kBA >> 1/2⎜va – vb⎜), assuming that the two
states are equally populated and the reactive protein A and protein B have different
electrophoretic migration rates, va or vb. In the slow exchange limit when kAB = kBA

<< 1/2⎜va – vb⎜, the signals of the interacting proteins can be distinguished at va or
vb in the electrophoretic flow dimension. In practice, many protein reactions have a
fast exchange limit on the ENMR time scale (ca. 50–1000 ms). Therefore, the
exchanging spin resonances would be extracted into separate 2D ENMR planes in
a 3D ENMR spectrum for interacting proteins in a proteomic sample solution.

In most situations, protein interactions involve at least two proteins: A +
B  AB. To predict the spectral outcome in a 3D ENMR experiment, the two-
site exchange model needs to be applied twice to the two exchange reactions
A  AB and B  AB. When A and AB or B and AB are equally populated
(A:AB = 1:1 or B:AB = 1:1), ENMR planes will appear at the average resonance
frequencies of 1/2(v(A)+ v(AB)) and 1/2(v(B)+ v(AB)) in the flow dimension. If the
two states are not equally populated, the more populated molecule will contribute
more to its exchange spectral plane, with a location near its intrinsic migration rate
in the flow dimension. We can obtain NMR resonances of reaction interfaces in both
proteins by comparing NMR spectra from solutions containing different populations

A B
k

k

AB

BA
in protein A in protein B( ) ⎯ →⎯← ⎯⎯ ( )

⎯ →⎯← ⎯⎯

⎯ →⎯← ⎯⎯ ⎯ →⎯← ⎯⎯
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FIGURE 12.16 The two 2D COSY planes from the 3D EP-COSY matrix of (a) L-aspartic
acid; and (b) 4, 9-dioxa-1, 12-dodecanediamine in D2O solution. Each 2D COSY plane
displays the COSY spectrum of a component molecule. (c) A control 2D COSY spectrum
from the mixture using the conventional method. (He, Q. et al. J Magn Reson, 147, 361–365,
2000. With permission.)
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of interacting molecules. Thus, the 3D conformation of the active sites can be
determined for the interacting proteins in proteomic samples. In practice, this can
be achieved by titrating a protein (or a drug) into the solution of its interaction
partners (fig. 12.17). This ENMR approach can map multiple reactive proteins in a
signaling network without selective labeling.

12.9 MICROCOIL ENMR USING A SINGLE HORIZONTAL 
CAPILLARY

The low intrinsic sensitivity for NMR signal detection imposes a challenge for
proteomic ENMR. To address this issue, we are constructing a microsolenoidal-coil
ENMR probe using a single capillary, which will achieve unprecedented mass

FIGURE 12.16 (continued)
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sensitivity [36] (fig. 12.18a and 12.18b). Excellent NMR signal resolution can be
obtained by immersing the microcoil-capillary assembly into a perfluorocarbon
susceptibility matching fluid FC-43 (fig. 12.18c). The capillary is positioned
horizontally so that bubbles generated from water hydrolysis can escape in the
flanking reservoirs without disturbing the solution in the receiver region. Similar
to the CA-ENMR method, the single capillary produces a stronger electric field
compared to large glass tubes, thus allowing us to study proteomic samples with
high salt concentrations. A preliminary test of this microcoil-ENMR apparatus is
in progress on a Bruker Avance 11.7 T NMR spectrometer equipped with three-
axial gradients (fig. 12.18). 

12.10 CONSTANT-TIME MULTIDIMENSIONAL ENMR FOR 
HORIZONTAL SAMPLE TUBES

When horizontal ENMR sample cells are used, the electric current (Ie) applied
perpendicularly to B0 may produce an additional magnetic field gradient. The related
diffusion attenuation and undesirable phase changes of the xy-magnetization could
be superimposed on the electrophoretic phase modulations in the flow dimension.
Since increasing the amplitude of the electric field (EF) induces the magnetic field
gradient, special hardware compensations and careful signal processing algorithms
are required for reliable ENMR measurements. To remove signal distortions from

(a)

FIGURE 12.18 (a) The schematics of a microcoil ENMR probe and capillary sample chamber
with three reservoirs: two flanking sample reservoirs containing two Pt electrodes and one central
reservoir containing susceptibility-matching fluid to cover the microcoil and the capillary.
(b) Sample reservoirs were 1-mL syringes; matching reservoir was a 3-mL syringe. Reservoirs
were permanently connected and sealed with epoxy glue. (c) High-resolution NMR spectrum
of a solution of 50% 2-propanol and 50% saline. Obtained using horizontal capillary microcoil
ENMR on a Bruker Avance 500 MHz NMR spectrometer. A 600-MHz Varian probe (a gift
from Varian, Inc.) was modified to tune and match the microcoil at 500 MHz. The broad peak
on the left was from sample contamination. 
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the gradient induced by the DC electric field, we developed a novel constant-time
multidimensional (CT-ENMR) method (fig. 12.19a) [37]. A constant electric field
(Edc) was applied to the xy-magnetization. The electrophoretic signal modulations
were obtained by incrementing the duration of the electric field (tE) while simulta-
neously decrementing the flanking time delays (tv) between the gradient pulses and
the electric field pulse. The diffusion time delay (T) between the two gradient pulses
is constant (fig. 12.19a); therefore, the relaxation and diffusion decays of the ENMR
signal in a conventional ENMR method (fig. 12.19b) were removed (fig. 12.19c).
The electric current induced constant spectral phase modulations can be corrected
by routine NMR signal processing procedures. 

In the special case of the 2D STE-ENMR experiment (fig. 12.9) [8], the electric
field pulse is applied between the second and third 90° pulses when the magnetization
is stored in the z-direction. The electric current-induced magnetic field gradient does
not alter the pattern of electrophoretic phase modulation, but simply dephases the
remaining magnetization in the xy-plane (as a spoil gradient). Therefore, the electric
field can be applied in any orientation relative to the B0 field. The CT-ENMR strategy

(b) (c)

FIGURE 12.18 (continued)
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will be the method of choice to acquire ENMR data using the horizontal microcoil
ENMR probe and the capillary array sample chambers [37].

12.11 FUTURE PROSPECTS

Multidimensional electrophoretic NMR introduces another dimension, of electro-
phoretic flow, to separate individual 1D and 2D protein spectra, which contain the
conventional chemical shift and spin coupling parameters for the structural character-
ization of proteins. The electrophoretic mobilities of mixed amino acids, peptides,
proteins, microemulsions, and phospholipid vesicles have been simultaneously
measured in the flow dimension. The ENMR technique can be applied to studying
protein interactions in proteomic samples. Work is in progress to improve signal
sensitivity using microcoil ENMR probes with a single capillary to resolve signals of

(a)

FIGURE 12.19 (a) The CT-ENMR from a modified STE-ENMR pulse sequence. (b) A
control experiment with conventional time-incrementing STE-ENMR was carried out under
similar experimental conditions as CT-ENMR. Data were acquired at 25°C from a sample
solution containing 100 mM L-asp and 100 mM 4,9-dioxa-1,12-dodecanediamine in D2O. A
severe signal decay due to diffusion and relaxation was observed in the flow dimension as
the duration of the electric field pulse was increased from 8.510 to 1008.510 ms. The diffusion
time, tdiff, and relaxation time delay, T, were increased from 12.68 to 1012.68 ms and from
8.61 to 1008.61 ms, respectively. K = 570.2 cm–1, Edc = 57.7 V/cm. (c) A CT-ENMR spectral
interferogram obtained as a function of the duration of electric field pulse. The duration of
the DC electric field pulse (tE) was increased stepwise from 8.51 to 1008.51 ms while the
time delay, tv, was decreased stepwise from 500 ms to 5 μs in 26 steps, synchronized with
the tE increase. Constant diffusion and T1 relaxation time delays were obtained as Tdiff =
1012.58 ms and T = 1008.51 ms, respectively. The electrophoretic interferogram was obtained
at constant amplitudes, without diffusion and relaxation decays. (Li, E. and He, Q. J Magn
Reson, 156, 1–6, 2002. With permission.)
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migrating anions and cations [13,14]. Removal of the heat-induced convection artifacts
is the most important recent advance towards ENMR analysis of proteomic samples.
We have previously demonstrated that the effective electrophoretic mobility measured
in an n-quantum ENMR experiment is n times the real electrophoretic mobility mea-
sured in a single-quantum ENMR experiment (μeff = n μ) [6,12,38]. Therefore, selective
excitation of molecules into n-quantum states would differentiate these molecules from
those staying in SQ modes with similar electrophoretic mobilities. 

The ENMR approach has the intrinsic advantage of being able to identify the
chemical nature of the proteins in proteomic samples. The ENMR technique is applic-
able in the structural characterization of protein interactions and biological signaling
processes. With successful NMR measurements of protein abundance in vitro and in
vivo [39], the clinical significance of ENMR applications to biomarker discovery is
immense. In addition, proteins that undergo structural changes during protein inter-
actions can be detected in their native conformations. Therefore, proteomic ENMR

(b)

(c)

FIGURE 12.19 (continued)
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signatures associated with abnormal signaling networks and patient responses to drug
therapies may be discovered for early diagnosis, staging and prognosis of human
diseases. Cutting-edge nanotechnology may be employed to improve the detection
sensitivity of ENMR in proteomic analysis.

We are currently working on studying cancer proteomics by ENMR. It is well
known that cancer cells develop altered signaling networks of proteins, DNA/RNA,
and other biomolecules that allow uncontrolled growth and metastasis. The ensemble
shifts in a neoplastic proteome are heavily studied with mass spectrometry and gel
electrophoresis techniques. Again, these methods show high promise, but require
fractionation and do not report on the abundance of proteins in their native confor-
mations. We will perform “proof of principle” studies on the application of novel
ENMR technologies to the discovery of composite proteomic biomarker signatures
in cancer. For example, identification of protein conformations that can serve as
chemotherapeutic targets may be achieved to prevent chemotaxis of the migrating
tumor cells homing to distant organs or to reduce cancer drug resistance.
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13.1 INTRODUCTION

 

Proteome analysis has increasingly relied on mass spectrometry (MS) to identify
and elucidate protein function because it is has proven to be an effective and versatile
analytical tool for protein characterization. In addition to detecting and enumerating
the proteins expressed in an organism, the quantification of differences in the protein
profiles of cells, tissues, or body fluids of different origins or states is increasingly
being recognized as a key objective of mass spectrometry-based proteomics
research. Such differential analysis of protein expression provides a more accurate
and comprehensive view of the dynamic changes that occur within a cell under
different conditions, as compared to mRNA expression analysis using cDNA
microarrays. This is because regulation of protein expression is not solely dependent
upon regulation of the expression of genes coding for that protein, but also involves
a number of post-translational modifications (PTMs) that play a more decisive role
in cellular regulation.

The conventional method used for initial protein detection, characterization and
quantification has been two-dimensional (2D) gel analysis [1–3]. During two-dimen-
sional polyacrylamide gel electrophoresis (2D-PAGE) proteins are separated by
isoelectrophoresis in the first dimension and sodium dodecyl sulfate (SDS) PAGE
in the second dimension as illustrated in figure 13.1. The separated proteins are
visualized by implementing a myriad of staining techniques to produce a “spotted”
pattern that is reflective of the protein abundance profile for a given sample. When
two samples are compared, the differences in staining intensities for defined spots
are quantified by densitometry. For stained spots of interest, gel slices are excised
and in-gel proteolytically digested (normally using trypsin) to produce peptides
extracted from the gel matrix and analyzed by mass spectrometry.

Although there have been some significant advancements in 2D-PAGE analysis
to improve reproducibility and sensitivity of quantitative measurements, which
make it extremely useful as an initial screening technique, there still remain ana-
lytical limitations for its application in comprehensive proteomic analysis [4].
Highly acidic and basic proteins as well as very small and very large proteins cannot
be effectively separated. Hydrophobic membrane-bound proteins or proteins of low
abundance are usually not detected. The occurrence of multiple protein forms per
spot or multiple spots per protein—typically a result of PTMs—makes quantitative
analysis difficult and tends to produce low sequence coverage of in-gel digested
proteins for MS analysis.

During the past five years, alternatives to 2D-PAGE-based proteomic quantitative
analysis have been developed that rely on liquid chromatography-tandem mass
spectrometry (LC/MS/MS) to detect and quantify constituent peptides of enzymat-
ically digested proteins (fig. 13.2). These LC/MS/MS measurements can circumvent
the problems encountered with 2D-PAGE-MS analysis by providing enhanced pro-
teome coverage while enabling simultaneous identification and quantification to be
performed [5]. Although the sensitivity and accuracy of MS measurements are
improving, the immense complexity of biological samples, as well as of the proteome
itself, requires that the proteins and/or peptides be fractionated prior to MS analysis
to facilitate more accurate measurements. This fractionation can include isolation of
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cellular organelles or protein complexes coupled with a combination of labeling and
liquid chromatography techniques [6].

One of the more important and continually evolving techniques to facilitate the
identification and quantification of proteins in proteomic mixtures is the use of
isotope-coded mass spectrometry [7]. This strategy takes advantage of specifically
labeling proteins and peptides using a variety of chemical, metabolic, and enzymatic
stable isotope coding strategies. By covalently labeling with different mass tags,
MS-based quantitation of protein abundances and their PTMs can be performed.

 

13.2 ISOTOPE CODING AND MS DETECTION FOR 
RELATIVE PROTEIN QUANTIFICATION

 

Isotope coding of proteins is the process by which proteins (or their corresponding
peptides) are labeled with a combination of stable isotopes used to differentiate control
from treated samples while permitting relative quantification between proteins of two
distinct proteomes to be determined. These “chemical tagging” or “chemical labeling”
strategies involve the modification of functional groups of amino acid side chains and

 

FIGURE 13.1

 

Two-dimensional gel-based approach to identify and quantify protein abun-
dance changes for proteomic analysis. Proteins obtained from control and treated samples are
separated based on their isoelectric point in the first dimension (isoelectric focusing) and their
molecular mass in the second dimension (SDS-PAGE). Spot intensity detected by differential
protein staining is used to quantify protein abundance. Spots of varying intensity, reflecting
a measurable change in protein abundance (a few are indicated with circles), are excised, and
the proteins contained in each gel slice are subjected to in-gel proteolysis. The resulting
peptides are extracted and analyzed by mass spectrometry. Based on the mass spectral data
acquired, a variety of database-searching algorithms are used to identify the peptides, which,
in turn, identify the proteins present in the sample.
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various PTMs in proteins and peptides [7,8]. In this gel-free approach, chemical
modifications are used to attach an affinity tag (e.g., a biotin moiety) to the functional
group of interest and permit the sample to be purified by affinity chromatography.
Affinity tagging combined with stable isotope labeling of proteins/peptides allows
reduction of sample complexity using chromatography while providing a means for
relative quantitation using MS analysis.

The principal steps to quantify protein abundance using stable-isotope labeling
are illustrated in figure 13.3. Two proteome samples that are to be compared are
digested separately and individually labeled with chemically identical but mass-
differentiated stable isotope tags. One sample is labeled with an isotopically “light”
tag (containing 

 

1

 

H, 

 

12

 

C, 

 

14

 

N, or 

 

16

 

O atoms) and the other sample with the “heavy”
tag (containing, 

 

2

 

H, 

 

13

 

C, 

 

15

 

N, or 

 

18

 

O atoms). After isotope labeling, the samples are

 

FIGURE 13.2

 

Mass spectrometry-based proteomics using liquid chromatography-tandem
mass spectrometry (LC/MS/MS). Proteins obtained from a given sample are proteolytically
digested, and the resulting peptides are separated by reversed-phase LC. Using electrospray
ionization, the eluting peptides are detected and produce a mass spectrum (MS). Detected
peptide ions at measured mass-to-charge (

 

m

 

/

 

z

 

) ratios of sufficient intensity (an example is
shown as 

 

m

 

/

 

z

 

 862.1) are selected for collision-induced dissociation (CID), which fragments
the peptide to produce a product ion spectrum (i.e., MS/MS spectrum). The CID fragmentation
of the intact peptide preferentially occurs at amide bonds to generate N-terminal fragments
(b ions) and C-terminal fragments (y ions) at specific 

 

m

 

/

 

z

 

 ratios that provide structural informa-
tion regarding amino acid sequence and sites of modification. Matching the b- and y-ion patterns
to a peptide sequence present in a translated genomic database is used to identify the protein
present in the sample and is performed using a variety of database-searching algorithms. 
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combined and analyzed by mass spectrometry. The mass difference between the two
samples (due to the incorporation of different isotopes) produces readily measurable
changes in mass-to-charge (

 

m

 

/

 

z

 

) ratios. Because light and heavy forms serve as
mutual internal standards, the relative intensities of the mass-differentiated forms
should accurately reflect the ratios of the peptides (and therefore the proteins) in the
original samples.

Currently, most proteomic studies using stable isotope coding strategies rely on
LC/MS/MS employing electrospray ionization (ESI) to identify and quantify con-
stituent peptides of enzymatically digested proteins. This is in contrast to the two-
dimensional gel approach where quantification is performed by measuring stained
spots using densitometry, and identification is performed by in-gel digestion and
peptide mass fingerprinting using matrix-assisted laser desorption/ionization
(MALDI) time-of-flight (TOF) mass spectrometry. With ESI, the peptides are ionized
in a liquid-to-gas phase transition using an applied voltage, whereas in MALDI the
transition occurs from a solid-to-gas phase facilitated by matrix molecules. Conse-
quently, peptides do not necessarily ionize with the same efficiency with each
method; this affects the ability to measure the abundance of isotope-coded peptides
present within a given sample. The advantage of ESI is the improved ionization
efficiency of labeled peptides, which increases the dynamic range of quantitative
peptide measurements provided by a single analysis; however, some peptides will
only be detected by MALDI. Although both methods provide distinct advantages,
ESI is more attractive due to efficient coupling of LC separations to MS instrumen-
tation; the precision of quantitative proteomic measurements is on the order of 20%
error using a variety of mass analyzers [7].
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13.2.1.1 Cysteinyl Residues

 

For years, cysteinyl residues (Cys-residues) have been attractive sites of chemical
modification because they are relatively rare residues for most proteins and can be
targeted for specific modification due to the distinctive pH of the side chain sulfhydryl
group (pK

 

a

 

 8.3). Consequently, Cys-residues have been targeted for amino acid-
specific labeling with stable isotopes for proteomic analysis. One of the first uses
of cysteinyl specific tags for proteomic analysis was the isotope-coded affinity tag
(ICAT) approach developed by Aebersold and coworkers [9]. The original ICAT
reagents consisted of (1) a biotin moiety (the affinity tag); (2) a polyether linker that
serves as the isotope-coded region in the tag (containing eight 

 

1

 

H (

 

d

 

0

 

) atoms or 

 

2

 

H
(

 

d

 

8

 

) atoms); and (3) a thiolate-reactive iodoacetyl group that allows the specific
attachment of the label to Cys-residues of proteins (fig. 13.4A). The biotin moiety
allows specific isolation of Cys-peptides by affinity chromatography using immobi-
lized avidin, thereby significantly reducing the complexity of the peptide mixture
prior to LC/MS/MS analysis. Since its introduction, the ICAT approach has been
used to perform quantitative proteomic measurements [10–14].

As the first generation of 

 

d

 

0

 

/

 

d

 

8

 

-ICAT reagents became commercially available
and used in a number of quantitative proteomics applications, several analytical
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FIGURE 13.3

 

Stable isotope-coded mass spectrometry for relative protein quantification. Two
protein samples, control and experimental, are individually labeled with a “light” (

 

▫

 

) or
“heavy” (

 

�

 

) isotope-coded reagent, respectively, by covalent modification to a preferred func-
tional group (R). The two samples are then combined in a 1:1 ratio and proteolytically digested.
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issues pertinent to the 

 

d

 

0

 

/

 

d

 

8

 

-ICAT labeling strategy for proteomic quantitation
became apparent [7]. Some of these include:

• Complications in quantitation due to a 

 

2

 

H isotope effect result in differ-
ential elution between the 

 

d

 

0

 

-ICAT and 

 

d

 

8

 

-ICAT peptides during liquid
chromatographic separation [15]. 

• Enrichment of non-Cys-peptides via nonspecific binding occurs during
affinity chromatography. There could also be irreversible adsorption of
some Cys-peptides during affinity chromatography [16]. 

 

FIGURE 13.3 (continued)

 

The labeled peptides are selectively enriched using affinity chromatography or an alternative
selection technique based on the incorporated functionality of the labeling reagent. The
isotope-coded peptides are subjected to liquid chromatography-tandem mass spectrometry
analysis (LC/MS/MS). Labeled peptides are identified by matching the MS/MS spectra (lower
right) against a translated genomic database. By integrating the signal intensity for each
isotope-coded peptide (lower left), the ratio of protein abundances (L/H) between the two
samples can be determined. In this manner, the control acts as an internal reference to
normalize the level of protein abundance for comparative analysis. The increase or decrease
in the abundance ratio provides information regarding protein expression or degradation.

 

FIGURE 13.4

 

Isotope-coded reagents for quantifying protein abundance.
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• The hydrophobic biotin moiety of the ICAT label influences the retention
behavior of the peptides during reverse-phase chromatographic separa-
tion; this can cause a relatively narrow elution zone of all tagged peptides
[17].

• The ICAT label could undergo fragmentation due to collision-induced
dissociation (CID) and interfere with the accurate identification of mod-
ified peptides [18]. 

Because of these studies with 

 

d

 

0

 

/

 

d

 

8

 

-ICAT reagents, more effective ICAT labeling
strategies were developed. The problem of differential elution using the 

 

1

 

H/

 

2

 

H coding
system was overcome by employing 

 

12

 

C/

 

13

 

C isotope coding as demonstrated for
cysteinyl reactive tags similar to ICAT in which the 

 

12

 

C/

 

13

 

C-labeled peptides did not
exhibit chromatographic fractionation (i.e., a shift in retention) [19,20]. This coding
change significantly improves the determination of relative abundances of tagged
peptides from any point in the elution profile. It was also observed that the 

 

d

 

0

 

/

 

d

 

8

 

-
ICAT reagents produced label-specific fragments upon CID [18], so a smaller tag
can reduce the potential for label dissociation and enhance the identification of larger
peptides or those containing multiple Cys-labeled residues.

As a result, improved ICAT reagents called “cleavable ICAT” have been made
commercially available (Applied Biosystems, Inc., www.appliedbiosystems.com).
These tags use 

 

12

 

C/

 

13

 

C coding while still providing a biotin moiety and a thiolate-
reactive functionality. After removal of nonretained peptides, the labeled peptides
bound to the immobilized avidin are selectively released by acid cleavage. This
results in a smaller tag being attached to the peptide while providing a 9-Da mass
difference between the 

 

12

 

C and 

 

13

 

C labels. The application of non-isotope-coded
biotin affinity tags have also been used for the isolation of Cys-peptides in a number
of proteomic studies [21–23]; this can aid in identification of low-abundance proteins
and serve as a good model for method development prior to using more expensive
isotope-coded reagents.

Although the biotin–avidin interaction has been exploited for affinity chroma-
tography of Cys-labeled peptides, a more effective isolation is immobilization to
solid-phase supports. The “solid-phase ICAT” reported by the Aebersold laboratory
[24] used an isotope-coded tag containing a photocleavable linker immobilized on
glass beads via an amide bond (fig. 13.4B). With this reagent, Cys-peptides are
captured and tagged with the 

 

d

 

0

 

/

 

d

 

7

 

 label and subsequently released by UV irradiation.
When compared to the 

 

d

 

0

 

/

 

d

 

8

 

-ICAT labeling method, the solid-phase approach for
stable isotope tagging is comparatively simpler, more efficient, and more sensitive,
as demonstrated on measuring galactose-induced changes in protein abundance in

 

Saccharomyces cerevisiae

 

. 
Similar approaches to the solid-phase ICAT strategy have also been introduced

by other laboratories. ALICE (acid-labile isotope-coded extractants), developed by
Qiu et al. [25], consists of (1) a thiolate-reactive maleimido group; (2) a perproteo
(

 

d

 

0

 

) or perdeutero (

 

d

 

10

 

) 6-aminocaproic acid linker; and (3) a nonbiological polymer
with an acid-labile attachment (fig. 13.4C). The isotopomers of this linker are
connected to the polymeric resin via an acid-labile amide. Once the Cys-peptides
have been captured, they are cleaved off the resin with 5% trifluoroacetic acid. As
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reported, this isotope coding method was able to capture a Cys-peptide at 90%
efficiency at neural pH and was successfully implemented to demonstrate the isola-
tion and relative quantitation of standard protein mixtures.

In a method developed by Shi et al. [26], Cys-peptides are captured by a solid-
phase tag that includes a thiolate-reactive iodoacetyl group encoded with 

 

d

 

0

 

/

 

d

 

3

 

-
alanine attached to the resin by an acid-cleavable linker. A major drawback of this
reagent is that it requires highly acidic conditions (50% trifluoroacetic acid) for
labeled Cys-peptide cleavage off the resin, thus limiting its use for proteins or
peptides containing labile PTMs. Another cysteinyl-specific isotope-coding reagent
called the element-coded affinity tag contains a chelate binding moiety that can be
loaded with different rare earth elements [27]. The rare earth elements are heavy
elements whose mass defects produce tagged peptide mass values that are not
normally shared by molecules that contain only light elements. The differentially
labeled Cys-peptides are enriched by a special column containing antibodies that
recognize the metal chelate moiety.

Using a variant of the solid-phase tagging method, Cys-peptides can also be
enriched by covalent chromatography that promotes covalent disulfide bond formation
between the thiolate side chains of Cys-peptides to thiopropyl-Sepharose [28,29].
Following disruption of disulfide bridges with 2,2

 

′

 

-dipyridyl disulfide, the experi-
mental and control samples were digested with trypsin and acylated with succinic
anhydride. Cys-peptides were then selected from the acylated digest by disulfide
exchange with sulfhydryl groups on the thiopropyl Sepharose gel. Captured Cys-
peptides were eluted under reducing conditions and alkylated with iodoacetic acid
prior to their chromatographic separation by reversed-phase LC. The fractions
collected were analyzed by MALDI-MS. Differential labeling of peptides from
experimental and control samples with 

 

d

 

0

 

- and 

 

d

 

4

 

-succinic anhydride, respectively,
allowed the quantification of the relative concentration of each peptide species
between the two samples. This method significantly reduces the complexity of the
protein digest and greatly simplifies database searching. It was successfully applied
to proteins obtained from 

 

Escherichia

 

 

 

coli

 

 cell lysates to determine which proteins
were upregulated when the expression of plasmid proteins was induced. 

Alternative strategies to reduce sample complexity utilizing Cys-peptide capture
are continually being developed. Ren et al. established a tagging method that utilizes
a quaternary amine moiety [30]. Following reduction of disulfide bonds, Cys-residues
of proteins are tagged with (3-acrylamidopropyl)-trimethylammonium chloride
(APTA) to generate labeled peptides (fig. 13.4D). After trypsin digestion, APTA-
labeled peptides are enriched by strong cation exchange chromatography (SCXC).
Using model peptides and the protein transferrin for method development, it was
determined that the main advantage of this charged tag was to increase the ionization
efficiency in positive ion mode for ESI and for MALDI.

In another method, a “HysTag” has been synthesized and used to identify and
quantify proteins from enriched plasma membrane preparations from mouse fore-
and hindbrain [31]. The derivatized peptide tag (fig. 13.4E) consists of a hexa-
histidinyl (His

 

6

 

) sequence, a tryptic cleavage site, a 

 

d

 

0

 

/

 

d

 

4

 

-coded alanyl residue, and a
pyridyl disulfide moiety. The pyridyl moiety is used to tag the Cys-residues in the
protein via disulfide exchange. The differentially tagged proteins are initially digested
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with endoprotease Lys-C and enriched by immobilized metal affinity chromatography
(IMAC) or SCXC by virtue of the His

 

6

 

 sequence. A second digestion with trypsin
reduces the mass of the label to produce a dipeptide tag containing the

 

 d

 

4

 

/

 

d

 

0

 

-coded
alanyl residue.

As described in this section, a wide variety of stable isotope labeling techniques
can be used to analyze cysteinyl proteins and perhaps additional innovative labeling
and enrichment methods will be developed to examine this protein class.

 

13.2.1.2 Lysyl Residues

 

While the thiolate group of Cys-residues will continue to remain one of the preferred
targets for isotope coding, the 

 

ε

 

-amino group of lysyl residues (Lys residues) can
also be targeted for specific modification using reagents such as O-methylisourea or
2-methoxy-4,5-dihydro-1

 

H

 

-imidazole that do not react with the amino-termini
(N-termini) of peptides [32]. In a method termed “quantitation using enhanced signal
tags” (QUEST) [33], differential amidination of Lys-residues using 

 

S

 

-methylthio-
acetimidate or 

 

S

 

-methyl thiopropionimidate results in a 14 Da mass difference due to
an additional methylene group in the larger tag that can be measured by MALDI-MS.
Although QUEST was only applied to model protein samples, alternative reagents
containing stable isotope coding could be used for LC/MS/MS.

Mass-coded abundance tagging (MCAT), described by Cagney and Emili [34],
uses differential guanidination of C-terminal Lys-residues on tryptic peptides without
requiring two distinct isotope coding reagents. Differential guanidination (i.e., the
conversion of lysyl residues to homoarginyl residues) is carried out using O-methyl
isourea for one sample while the other sample remains untreated, thus leading to a
mass tag differential that can be detected with LC/MS/MS. This approach was vali-
dated by monitoring protein abundance changes in extracts obtained from a control
strain of 

 

S. cerevisiae

 

 and a strain expressing an exogenous recombinant protein. 

 

13.2.1.3 Tryptophanyl Residues

 

Tryptophan, like cysteine, is a relatively rare amino acid that has been exploited
for affinity chromatographic prefractionation of tryptophanyl peptides from com-
plex protein digests. Kuyama et al. [35] describe differential isotope labeling using
2-nitrobenzenesulfonyl chloride coded with either 

 

12

 

C

 

6

 

 or 

 

13

 

C

 

6

 

 stable isotopes. The
mass differential of 6 Da between samples serves as a mass signature for all
tryptophan-containing peptides in a pool of proteolytic digests to facilitate protein
identification through peptide mass mapping. This approach was used to compare
the protein expression profiles in rat sera between a normal (control) and a hyper-
glycemic rat. 

 

13.2.2 N-Terminal and C-Terminal Isotope Labeling

 

As shown, modification of specific amino acid residues present in a protein or peptide
has several advantages. It allows simplification of the affinity matrix used for enrich-
ment and permits the presence of certain amino acids to be applied as a constraint
in database searches; both lead to more accurate identification of low-abundance
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proteins. However, these labeling approaches could lead to reduced sequence and
proteome coverage since only those proteins possessing the designated modified
amino acid residues will be detected. Tagging of the N- and C-termini of peptides
has an advantage in isotope-coded mass spectrometry because it does not rely on
the presence of any specific residue for labeling. Since all peptides released by
proteolytic digestion are susceptible to N- and C-terminal modification procedures,
more sophisticated separation steps like multidimensional chromatography or high-
resolution MS are required due to the higher sample complexity [8].

Several methods for N-terminal tagging are reported in the literature, many of
which have been successfully applied to standard protein mixtures and also used in
relative quantitation of proteins by incorporating stable isotope labeling techniques.
The “global internal standard technology” (GIST) describes several methods for stable
isotope labeling of amino groups. Most methods involve using N-acetoxysuccinimide
[36–38] or succinic anhydride [28,29] and their respective deuterated isotopomers. 

Prefractionation techniques are used to reduce sample complexity and include
IMAC for selecting histidinyl peptides, disulfide exchange chromatography for
selecting cysteinyl peptides, or lectin affinity chromatography to enrich glycosylated
peptides. N-terminal isotope labeling has also been performed with 

 

d

 

0

 

/d3-acetic
anhydride to quantify relative abundance changes in neuropeptides in mice [39].
Münchbach et al. [40] implemented a two-step tagging strategy to label the N-termini
of peptides isotopically. First, the proteins are treated with succinic anhydride to block
all Lys residues prior to digestion with Asp(Glu)-C protease. Second, the peptides are
specifically labeled at the N-termini with d0- or d4-nicotinoyloxysuccinimide. 

Stable isotope coding of the C-termini of peptides was demonstrated by converting
carboxylate groups (along with the carboxylate side chains of aspartyl and glutamyl
residues) to their corresponding methyl esters [41,42]. The labeling was accomplished
using d0- or d3-methanol to aid in de novo sequencing and to verify results from
MS/MS database searching. A possible limitation of this reaction is the partial hydrol-
ysis of the esters during chromatography when using acidic mobile phase.

13.2.3 METABOLIC STABLE ISOTOPE LABELING

In addition to modifying proteins and peptides with isotope-coded reagents chemi-
cally, isotope coding can also be performed metabolically during in vivo translation.
This can be accomplished by either growing cultured cells on stable isotope-labeled
media [43–48] or by supplementing the growth media with stable isotope-coded
amino acids [49–53]. Although in vivo labeling has several advantages, this technique
is not amenable for many types of samples, particularly those obtained from body
fluids and tissues. 

13.2.3.1 Stable Isotope-Coded Amino Acids for in Vivo Labeling

In the “stable isotope labeling by amino acids in cell culture” (SILAC) method
designed by Mann and coworkers, cells are metabolically labeled with perproteo-
and perdeutero-amino acids that permit relative protein abundance measurements.
A combination of d0/d3-leucine has been used for the relative quantitation of changes
in protein abundance during the process of muscle cell differentiation [54]. A more
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extensive study regarding the quantitative aspects of measuring protein abundance
was reported [55] where proteins from S. cerevisiae grown in the presence of d0-
and d10-leucine were separated by 2D-PAGE. Protein spots were excised, in-gel
digestion performed, and the extracted peptides analyzed by MALDI-TOF-MS.
Despite the complexity of the resulting MS spectrum (which would be alleviated
if LC were used), the measurements displayed standard errors of approximately
25%, values consistent with those previously reported for other stable isotope
labeling techniques [7].

Chen and colleagues have used stable isotope-coded amino acids in in-vivo label-
ing to enhance identification of recombinant proteins from E. coli using d2-glycine,
d3-methionine [49], or d2-tyrosine mass tags [51]. This group also implemented d0/d3-
serine coding and immunoprecipitation to identify protein phosphorylation in a histone
protein (H2A.X) from human skin fibroblast cells in response to low-dose radiation
[56]. Other amino acids, such as [13C6]arginine and [13C6]lysine, have been used to
label the proteomes of E. coli and S. cerevisiae [57]. The application of 12C6/13C6-
lysine coding has been utilized in conjunction with Fourier transform ion cyclotron
resonance (FTICR) mass spectrometry to assess global proteomic tryptic digestion
efficiency [53] and to discriminate between peptides containing a lysine to
glutamine amino acid substitution [52]. The implementation of stable isotope label-
ing using specific amino acids seems to have its greatest application in characterizing
abundance changes of specific proteins of interest as opposed to comprehensive
proteome analysis. 

13.2.3.2 14N/15N Stable Isotope Coding for in Vivo Labeling

Metabolic stable isotope labeling for comparative quantification of proteins from
cell cultures can also be performed by growing cells in 14N-minimal media or
15N-enriched media, which provides for complete proteome coverage. Yates and
coworkers utilized this labeling technique to label the proteome of S. cerevisiae and
assess the dynamic range of quantitation using multidimensional protein identifica-
tion technology (MudPIT) [45]. MudPIT is a method for separation of peptides
obtained from proteolytic digestion of proteins using microscale two-dimensional
liquid chromatography (SCXC and reversed-phase chromatography) coupled to tan-
dem mass spectrometry; this allows for the relatively rapid analysis of a large proteome.
Based on their results, any protein abundance changes greater than 30% covering one
order of magnitude can be confidently measured with an ion trap mass spectrometer.

Smith and coworkers have used metabolic labeling for measuring changes in
protein abundance at the intact protein level using FTICR-MS [58] and 14N/15N
labeling in conjunction with a thiolate-specific affinity labeling reagent to isolate
and quantify Cys-peptides from bacterial (Deinococcus radiodurans) and mammalian
(mouse) proteomes [43]. The Smith group is also developing methods for global
quantitative proteomics using peptides as unique biomarkers and the 14N/15N coding
system for internal standardization in the quantification of protein abundance changes
[59,60]. The continued development of new FTICR-MS technology [61] coupled with
high mass measurement accuracy and advanced LC separation platforms will continue
to increase the coverage and precision of quantitative global proteome measurements.
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13.2.3.3 16O/18O Stable Isotope Coding Using Proteolysis

Enzymatic digestion of proteins can be used to code proteome samples isotopically
by performing the proteolysis in the presence of “normal” water (predominately as
the H2

16O isotope) or “heavy” water (enriched in H2
18O). After one protein sample

is digested in normal water and the other in heavy water, the two peptide samples
are mixed, processed, and analyzed by MS, where the ratios of the relative intensities
of the 16O-labeled peptide peak to the 18O-labeled peptide peak are used to quantify
the protein abundance between samples. This isotope coding strategy differs from
chemical labeling (sections 13.3.1 and 13.4.1) and metabolic labeling (section 13.5.1)
since it can accommodate many types of proteomic investigations, such as serum
and tissue samples, and provides for complete proteome coverage. Because the
peptides are labeled at the C-terminus during protease cleavage, artifacts inherent
during chemically stable isotope labeling are avoided, an asset for MS measurements.

Enzymatically stable isotope labeling with 16O/18O water has been used to char-
acterize proteins and proteomes on a variety of levels. This labeling strategy has
been implemented to examine the C-terminal regions of rat liver proteins [62],
identify disulfide bond networks of specific proteins [63], characterize cross-linked
peptides in protein cross-linking experiments [64], and probe the Rad6-Rad18 com-
plex involved in DNA repair [65]. It has also been used to evaluate proteomic sample
preparation methods like tryptic digestion efficiency, solid-phase extraction, and
absorptive losses and recovery after lyophilization [66], thus demonstrating the
versatility of this labeling technique.

Because it can be readily applied to a wide variety of samples, enzymatic digestion
in the presence of H2

16O or H2
18O has been frequently implemented in isotope-coded

proteomic analyses. Fenselau and coworkers have used enzymatic labeling to study
serotypes Ad2 and Ad5 of adenovirus [67]. Using high-performance liquid chroma-
tography (HPLC) separation of peptides in which collected fractions were desalted
and then analyzed by MALDI-FTICR-MS, ratios between proteins (Ad2 labeled
with 18O and Ad5 with 16O during proteolysis) could be determined with a precision
greater than 25% when multiple peptides were used to quantify the corresponding
precursor protein (18O incorporation being approximately 90% complete). Smith and
coworkers have used the technique to study changes in the human plasma proteome
upon administration of lipopolysaccharides by reversed-phase LC-FTICR-MS [68]. 

To facilitate more confident identification of completely degraded or newly
synthesized proteins while improving relative protein abundance measurements,
inverse stable isotope coding of two distinct samples can be performed in a manner
analogous to the dye labeling techniques used in transcriptome analysis. Wang and
coworkers have performed “inverse labeling” by conducting two converse isotope
coding experiments in parallel (lightlabel-control × heavylabel-experimental and
heavylabel-control × lightlabel-experimental) with 16O/18O enzymatic [69] and 14N/15N
metabolic labeling [46]. When samples from each experiment are compared, an
inverse labeling pattern reflecting a characteristic mass shift is observed between the
two parallel analyses for proteins that are differentially expressed.

This strategy allows more effective screening of peptides that dramatically
change (threefold or greater) since ambiguities associated with extreme changes in
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protein abundance are eliminated. It can be employed with other isotope labeling
strategies described in this chapter and may assist in identifying potential protein
markers and targets of disease states as well as provide new insights regarding drug
action and toxicity. Although 18O-labeling is a simple procedure, incomplete incor-
poration of 18O would limit the mass shift between the two samples and lead to
significant overlap of the isotopic distribution for the light and heavy forms [8].
Recently, quantitative 18O labeling has been achieved by using immobilized trypsin
after in-solution digestion in H2

18O to promote exchange of both oxygen atoms in
the C-termini of peptides [70]. Combining 16O/18O labeling with other separations
like SCXC and/or reverse-phase LC prior to TOF-MS or FTICR-MS analysis will
increase the coverage of proteins quantified with this technique.

13.3 ANALYSIS AND QUANTIFICATION OF
POST-TRANSLATIONAL MODIFICATIONS USING 
ISOTOPE CODING

Protein function is highly modulated by post-translational modifications (PTMs).
The complexity of these modifications, which vary between organisms and during
modulation of cellular function, present the most challenging aspect of proteomic
analysis. Because of their diversity, there are many methods to enrich and label
particular PTMs for quantitative analysis using stable isotope-coded mass spec-
trometry. In this chapter, we will focus on just two of the more important PTMs:
phosphorylation and glycosylation. 

13.3.1 PHOSPHORYLATION

The reversible phosphorylation of proteins plays a major role in many vital cellular
processes by modulating protein activity that propagates signals within cellular
pathways and signal transduction networks [71,72]. Because phosphorylation is
dynamic, the sites of phosphorylation cannot be predicted by an organism’s genome
and thus require proteomic measurements (termed “phosphoproteomics”) using mass
spectrometry to identify sites of and quantification of changes in protein phospho-
rylation. Typical phosphoproteins tend to be of low abundance and challenge the
dynamic range of present analytical technologies. Characterizing phosphorylation
events, even for a modest number of proteins, is an analytical challenge. If more
efficient peptide capture and fractionation techniques could be effectively employed,
the MS detection of phosphopeptides would be enhanced. To address these issues,
various isotope coding methods have been developed to determine the phosphory-
lation states of proteins qualitatively and quantitatively [73–75].

One approach to increase MS detection of phosphoproteins is to enrich sample
preparations from proteomic mixtures by utilizing noncovalent binding and recog-
nition of phosphate groups. Enrichment of phosphoproteins from complex mixtures
can be performed by affinity chromatography using immobilized antibodies specific
for phosphotyrosyl (pTyr), phosphoseryl (pSer), and phosphothreonyl (pThr)
residues. Another technique more amenable to LC/MS/MS analysis is the use of
immobilized metal affinity chromatography (IMAC) for phosphopeptide enrichment.
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IMAC relies on the affinity of phosphate groups for certain metal ions (e.g., Fe3+ or
Ga3+) bound to tethered chelating reagents present on solid-phase supports. After
proteolytic digestion, phosphopeptides are isolated by IMAC and subsequently
analyzed using LC/MS/MS.

However, nonspecific binding of aspartyl- and glutamyl-containing peptides
occurs and can complicate downstream analysis. Hunt and coworkers have addressed
this issue by converting the carboxylic acid groups of peptides to their corresponding
methyl esters in order to attain higher specific binding of phosphopeptides [76], a
modification amenable to stable isotope labeling with d0/d3-methanol [77]
(fig. 13.5A). A possible limitation for effective quantification of phosphorylation
using this isotope coding method is the partial hydrolysis of the esters during various
chromatographic separations that would produce a mixture of differentially esterified
forms for each phosphopeptide.

FIGURE 13.5 Isotope coding for phosphoproteomics. Phosphopeptides obtained from pro-
teolytic digests can be isotopically labeled using two strategies. (A) Esterification using
d0/d3-methanol. After global proteome digestion, the carboxylic acid groups of peptides (Asp,
Glu, and C-terminus) are esterified in acidic methanol. Comparative proteomics is performed
by differential esterification using d0-methanol (L = 1H) and d3-methanol (L = 2H) to label
control and experimental samples, respectively. This neutralization of the carboxylate func-
tionalities facilitates immobilized metal affinity chromatography (IMAC) enrichment of
phosphopeptides for subsequent MS analysis. (B) Beta-elimination/Michael addition using
isotope-coded reagents. Phosphoseryl (pSer, R = H) and phosphothreonyl (pThr, R = CH3)
peptides are subjected to β-elimination in order to remove the phosphate moieties and create
electrophilic α, β-unsaturated double bonds that can be selectively labeled by reagents that
contain a reactive nucleophile (Nu), an isotope-coded linker (ICL) for quantifying relative
changes in protein phosphorylation, and an affinity tag or reactive functionality (Tag) to
enable selective enrichment of labeled peptides for MS analysis.
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The IMAC procedure was successfully applied in a number of phosphoproteomic
studies. Ficarro et al. [77] mapped more than 60 phosphorylated sequences in a
whole protein digest from capacitated sperm by MS/MS. He et al. [78] used d0/d3-
methanol coding and IMAC to compare enriched phosphopeptides from in vitro
cultured human lung cells under control and starvation conditions. Salomon et al. [79]
applied this method to identify pTyr sites during the activation of human T cells and
measure changes in phosphorylation upon treatment of chronic myelogenous leuke-
mia cells with the inhibitor of the oncogenic BCR-ABL kinase activity. Brill et al.
[80] used IMAC to assign 70 tyrosine-phosphorylated peptides from human T cells’
lysate. Ren et al. [81] utilized IMAC columns loaded with Cu2+ and N-acetylation
of peptides to enrich for histidinyl peptides from protein digests, and Bieber et al.
[82] used immobilized metal-affinity pipette tips to enrich for phosphoproteins
obtained from human saliva.

Isotope coding by 14N/15N metabolic labeling was also used to study phospho-
rylation as reported by Chait and coworkers [83]. This method determines the relative
abundance of the phosphorylation state of proteins by measuring the intensity ratio
(14N:15N) of the detected unphosphorylated and phosphorylated peptides. Since the
presence of other peptides makes analysis of only the phosphopeptides more difficult,
the combination of IMAC and 14N/15N metabolic labeling could prove rather useful
in phosphoproteomics. 

In addition to their low abundance, phosphoproteins present unique challenges
to mass spectrometry analysis. Peptide fragmentation for MS/MS analysis is almost
exclusively performed using CID. However, CID of phosphopeptides typically
results in the loss of the phosphate moiety and can prevent unequivocal identification
of the phosphorylated residue [84]. The use of electron capture dissociation [85]
instead of CID for phosphopeptide analysis [86], in which the phosphate moiety
remains intact during peptide fragmentation, holds much promise for IMAC-based
LC/MS/MS phosphoproteomics. 

The strategy of using chemical labeling of phosphate groups to enable enrich-
ment of phosphopeptides through covalent modification has also been explored. One
approach utilizes high-affinity avidin–biotin coupling to immobilized supports,
allowing removal of nonphosphorylated peptides during washing. The method
reported by Chait and coworkers [87] involves a base-catalyzed β-elimination of the
phosphate group from pSer and pThr residues and subsequent Michael addition of
ethanedithiol (EDT). The new thiolate moiety serves as a linker for the attachment
of a biotinylated affinity tag containing a maleimide group, thereby allowing avidin
affinity chromatography to be used to isolate the modified phosphopeptides. The
main disadvantages of this phosphoproteomic method are that it is not applicable to
tyrosine phosphorylation and the maleimide group undergoes partial hydrolysis,
resulting in two products for each modified peptide.

Another approach using covalent chromatography based on disulfide exchange
(similar to that described in section 13.2.1.1) captured phosphopeptides on a solid-
phase support [88]. Following base-catalyzed β-elimination of the phosphate groups
and subsequent Michael addition of dithiothreitol (DTT) for pSer and pThr peptides,
the DTT-labeled peptides were covalently attached via disulfide exchange to an
immobilized thiolate resin. The covalently linked peptides were released using an
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excess of DTT and analyzed by MALDI-MS. The application of this strategy was
demonstrated by the analysis of the in vitro phosphorylation of bovine synapsin I
by Ca2+/calmodulin-dependent kinase II.

In the solid-phase method developed by Zhou et al. [89], phosphopeptide capture
is independent of the nature of the phosphorylated side chain, making it applicable
to studying tyrosine phosphorylation. This method involves blocking amino groups
of proteolytically digested peptides using tBoc chemistry. This is followed by
carbodiimide catalyzed condensation of ethanolamine with the phosphate and
carboxylate groups of the peptide to form phosphoramidate and amide bonds, respec-
tively. Phosphate groups are regenerated by treatment with diluted trifluoroacetic
acid that selectively cleaves ethanolamine from the phosphate groups. Following the
addition of the cystamine to the regenerated phosphate group and reduction of the
disulfide bond to release a free thiolate group, the phosphopeptides are captured
with glass beads containing a thiolate-reactive immobilized iodoacetamide function-
ality. Cleavage of phosphoramidate bonds with concentrated trifluoroacetic acid
releases the captured phosphopeptides and simultaneously removes the tBoc-
protecting groups from the amines while the modified carboxylate groups remain
intact. This covalent coupling of the phosphopeptides allows stringent washing
conditions, resulting in highly enriched mixtures of phosphopeptides. Although we
have not used this method, using isotopic variants of ethanolamine to block the
carboxylate groups of the proteins (similar to the isotope coding strategy used in
IMAC) could help quantify the relative phosphopeptide abundance. 

Stable isotope coding using affinity tags to quantify protein levels, as demonstrated
with ICAT, has been extended to phosphoproteins (fig. 13.5B) as described by Goshe
et al. with the development of a phosphoprotein isotope-coded affinity tag (PhIAT)
[90,91]. In this method, Cys-residues are blocked by performic acid oxidation, and
the phosphate groups of pSer and pThr residues are removed by hydroxide ion-
mediated β-elimination to produce thiolate-reactive sites (i.e., α, β-unsaturated double
bonds). When the relative phosphorylation states of phosphopeptides from two
distinct samples are compared, these thiolate-reactive sites are modified with isotopic
versions of 1,2-ethanedithiol (EDT) that contain four alkyl hydrogens (d0-EDT) or
four alkyl deuteriums (d4-EDT).

Once isotopically labeled, the d0/d4-EDT-labeled residues are biotinylated using
(+)-biotinyl-iodoacetamidyl-3,6-dioxoctanediamine. The phosphorylated peptides
are purified and concentrated using affinity chromatography and quantified by MS
analysis. Identification of the PhIAT-labeled peptides is performed by LC/MS/MS.
The relative stability of the PhIAT label during CID enables the localization of the
site of phosphorylation to be identified from the product ion spectrum and permits
the state of phosphorylation to be quantified [91]. The method was initially developed
on casein phosphoproteins and was used to label the soluble phosphoproteins present
in a complex protein mixture from S. cerevisiae. A PhIAT reagent, which contains
a nucleophilic sulfhydryl and an isotopic label covalently linked to a biotin moiety,
was synthesized and could be implemented to reduce the pSer and pThr derivatization
into a one-step process [90].

The PhIAT approach for phosphoprotein analysis has several limitations as
shared with the ICAT approach (section 13.2.1.1). Due to the use of immobilized
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avidin during affinity chromatography, there is difficulty in removing all nonspecif-
ically bound peptides, and sample recovery is reduced because of irreversible binding
of a subpopulation of the biotinylated peptides. In addition, the use of deuterium
atoms in isotope coding causes differential elution of isotopomers during LC, and
peptides containing multiple pSer and pThr residues are difficult to fragment and
analyze using CID due to the mass of the additional PhIAT labels.

To address these issues, the Goshe and Smith labs have reported an improved
solid-phase-based version of PhIAT, termed phosphoprotein isotope-coded solid-phase
tag (PhIST) [92]. The tagging strategy is similar to the PhIAT approach: β-elimination
of the phosphate moiety followed by the Michael addition of 1,2-ethanedithiol.
However, the biotin affinity tag is replaced by an isotope-coded solid-phase reagent
containing light (12C6, 14N) or heavy (13C6, 15N) stable isotopes and a photocleavable
linker that is used to capture and label the phosphopeptides in a single step. The
captured peptides are released from the solid-phase support by UV photocleavage and
analyzed by LC/MS/MS. The efficiency and sensitivity of the PhIST labeling approach
for identification of phosphopeptides from mixtures were determined using a mixture
of casein proteins and applied to the quantification of soluble phosphoproteins from
a human breast cancer cell line.

Unfortunately, the reaction conditions employed for the β-elimination/Michael
addition of some protein samples can be substoichiometric and difficulties associated
with the low solubility of the EDT compound in aqueous solutions can cause protein
precipitation [73]. Recently, Goshe and coworkers have addressed these issues by
improving their PhIST approach to yield quantitative labeling of pSer and pThr
residues using β-elimination and Michael addition of (R,R)-dithiothreitol as the
thiolate linker [93]. In addition, the improved PhIST labeling method using [12C6,
14N]leucine and [13C6, 15N]leucine isotope-coded solid-phase reagents was applied
to an in vitro model of Parkinson’s disease [94].

13.3.2 GLYCOSYLATION

Protein glycosylation is a common post-translational modification where carbo-
hydrates are covalently attached to seryl or threonyl residues (O-linked glycosyla-
tion) or asparagyl residues (N-linked glycosylation). It has significant effects on
protein folding, stability, and structure and consequently affects protein function
[95]. Glycoproteins are prevalent in the plasma membrane, secreted proteins, and
proteins present in body fluids (e.g., blood, serum, cerebrospinal fluid, saliva, and
breast milk) and play a vital role in biological processes such as molecular recog-
nition and inter- and intra-cellular signaling. Several approaches to characterize
glycoproteins have been used successfully, including fast atom bombardment,
MALDI, and ESI using a wide variety of mass analyzers. However, the identification
of glycopeptides in complex mixtures as encountered in proteomic studies still
remains a challenge due to the poor ionization efficiency and rapid degradation of
glycopeptides. Many strategies have been developed to analyze the structure of the
glycans and their modification sites, including derivatization techniques of the reduc-
ing ends and protection of the functional groups [96].
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For proteomic studies, glycoproteins can be enriched from complex mixtures by
lectin affinity chromatography. Lectins are a diverse group of plant proteins that bind
to glycan moieties of glycosylated proteins and peptides. Many studies have shown
that the combination of “tagging” strategies using stable isotope coding with lectin
affinity chromatography allows the simultaneous enrichment and relative quantita-
tion of glycosylated proteins. Geng et al. [37] used lectin affinity chromatography
to select for glycosylated peptides from a tryptic digest of a complex mixture of
proteins that were further fractionated by reversed-phase LC. For quantification,
peptides from tryptic digests were acylated using N-acetoxysuccinimide and com-
pared to internal standard peptides modified with the trideuterated analogue.

A similar approach combining lectin affinity selection and MALDI was used to
analyze different types of glycoproteins in complex mixtures derived from either
human blood serum or a cancer cell line [97]. In this study, deglycosylation with
peptide-N-glycosidase F (PNGase F) enabled N-type glycoproteins of unknown
structure to be identified. PNGase F is a glucosidase, specific for N-linked glycans,
that hydrolyzes the β-aspartylglycosylamine bond of asparagine-linked glyco-
peptides that generates an aspartyl residue. Sample digestion with PNGase F in the
presence of H2

16O or H2
18O has also been used to specifically label the carboxylate

side chains of newly formed aspartyl residues with 16O or 18O, as demonstrated on
the identification of glycopeptides from lactoferrin, mammaglobin, and the ion pairs
of fetuin glycopeptides [98].

The isotope-coded glycosylation-site-specific tagging (IGOT) strategy described
by Kaji et al. [99] was used to characterize N-linked high mannose and hybrid type
N-glycans from a protein extract of Caenorhabditis elegans. Glycoproteins were
enriched on a ConA lectin-affinity column and then subjected to trypsin digestion.
The resulting mixture of glycosylated peptides was purified by a second affinity step
using the same column. N-glycosylation sites were specifically labeled during
digestion with PNGase F in the presence of either H2

16O or H2
18O and identified by

2D-LC/MS/MS analysis. A similar approach using lectin affinity chromatography
and 16O/18O enzymatic labeling of asparagyl residues carrying glycan moieties iden-
tified 87 proteins and 33 glycosylation sites in the human bile proteome [100].
Fenselau and coworkers have also applied inverse isotope labeling (described in
section 13.2.3.3) to characterize N-linked glycoproteins [101] in which sequential
16O/18O enzymatic labeling using Glu-C and PNGase F enabled the site of N-
glycosylation to be determined based on the differences in peptide isotopic patterns.

A slightly different approach for the identification of glycosylation sites by
Aebersold and his group [102] involves a solid-phase enrichment of glycoproteins.
The specific capture of glycoproteins is based on the periodate oxidation of the
vicinal diol groups to aldehydes present in carbohydrate-containing residues. The
newly formed aldehyde functionalities are then covalently coupled to immobilized
hydrazine groups present on an agarose support. On-resin tryptic digestion produces
nonglycosylated peptides that are present in solution, which are washed away, to
leave the glycopeptides retained on the solid support. Isotope coding is achieved by
differentially labeling each immobilized glycopeptide sample with d0/d4-succinic
anhydride. Following isotope coding, the peptides are released from the solid-phase
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support by PNGase F treatment and analyzed by LC/MS/MS. This method was
applied to analyze human serum proteins and enabled identification of 145 glyco-
sylation sites. It allows a broad range of N-glycosylated isoforms of glycoproteins
to be selected but cannot be used to differentiate between them.

O-linked glycosylation sites have been analyzed in a manner analogous to
the analysis of N-glycosylated peptides for various proteins. As mentioned by
Goshe et al. [90], the PhIAT method could be applied to identify and quantify
O-linked glycoproteins by utilizing a combination of phosphatases and glyca-
nases. The method of Wells et al. [103] utilizes base-catalyzed β-elimination to
cleave the O-linked N-acetylglucosamine (O-GlcNAc) modifications on seryl and
threonyl residues, followed by Michael addition of DTT or biotin pentylamine
to modify these specific sites for subsequent enrichment using disulfide exchange
covalent chromatography or avidin affinity chromatography, respectively. The
methodology was validated by mapping several previously known residues
containing the O-GlcNAc modification on synapsin I and was used to identify
O-GlcNAc modification sites on proteins obtained from a purified nuclear pore
complex preparation. By incorporating isotope-coded DTT reagents or utilizing the
improved PhIST approach [93,94], differential states of O-linked glycosylation sites
could be quantified.

13.4 ABSOLUTE QUANTIFICATION USING INTERNAL 
STABLE ISOTOPE-CODED STANDARDS

The use of multidimensional chromatography coupled with tandem mass spectrometry
allows the identification of a large number of proteins from complex biological
mixtures. However, due to a number of variables, the intensity of a peptide ion signal
is not necessarily an accurate representation of the amount of peptide in a sample
and thus requires a method of normalization. According to stable isotope dilution
theory, two peptides with identical chemical structure that differ in isotopic compo-
sition are thought to generate the same response detected by the mass spectrometer
such that their relative ion signals reflect the relative concentrations in the sample.
The stable isotope coding techniques described thus far can be used to determine
the relative concentration of many proteins in one sample versus another by mea-
suring the abundance of isotopically labeled proteolytic peptides. Although these
stable isotope coding techniques are useful in characterizing changes occurring from
one sample to another, they do not provide information regarding the absolute
abundance levels contained in each sample due to the lack of true internal standards. 

The absolute concentration of a protein in the cellular pool is an important
quantitative measurement that has several important biological applications. For
example, in functional proteomics the determination of the absolute amount of a
specific enzyme can be used to determine its specific activity. The measure of the
relative abundance of a given enzyme in different tissues can be used to determine
its differential activity and provide insight regarding its biological role. Another
application of absolute quantification is in the area of mRNA/cDNA expression
profiles using microarrays. Following the identification of candidate genes as disease
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markers during the study of expression profiles at the mRNA level, the next logical
step involves measuring the abundance levels of the corresponding proteins in the
available samples. Since techniques such as ELISA are expensive, elaborate, and
time consuming to develop, the application of isotope-coded internal standards in
conjunction with MS analysis would allow rapid, economical, and sensitive detection
and quantification of these candidate disease markers. 

Several methods have been developed that enable the absolute quantification of
proteins to be measured. One method involves the use of the “visible” ICAT (VICAT)
reagent [104] to determine the absolute abundance of the human group V phospho-
lipase A2 [105]. This reagent covalently attaches to cysteinyl-thiolates or thioacety-
lated amino groups. Protein mixtures are proteolytically digested and tagged with
the VICAT reagent. A known quantity of the internal standard tagged with the
isotopically heavy version of the VICAT reagent (14C-VICATSH) is doped into the
peptide sample labeled with the light version of VICAT (12C-VICATSH). An iso-
electric focusing (IEF) marker, prepared by treating the same synthetic peptide as
that used for the internal standard but labeled with a 14C-VICATSH reagent that
contains a shorter diamino linker, is added to the biological sample. The IEF marker
enables tracking of the peptide of interest during isoelectric focusing in order to
identify regions of the gel for excision and subsequent peptide elution. The biotin
tag allows enrichment of VICAT-labeled peptides by affinity chromatography using
immobilized streptavidin, and the nitrobenzyl photocleavable linker allows the
VICAT-labeled peptides to be photochemically cleaved from the immobilized sup-
port. The released peptides contain the isotope-coded portion of the tag to enable
quantification by MS analysis. 

A method of isotope dilution using synthetic isotope-coded peptides as internal
standards for absolute protein abundance measurements by MS has also been devel-
oped and is referred to as AQUA (absolute quantification) [106]. In the AQUA
approach, peptides identical to their native counterparts formed by proteolysis are
synthesized with stable isotope-coded amino acids that provide a detectable mass
shift. Prior to use, the synthetic peptides are evaluated by LC/MS/MS analysis to
provide qualitative information regarding peptide retention during reversed-phase LC,
ionization efficiency, and fragmentation propensity during CID in order to eliminate
any errors resulting from peptide mass degeneracy. The basic strategy involves
prefractionation of whole-cell lysates by SDS/PAGE, excision of the bands of interest,
and in-gel proteolytic digestion in the presence of the AQUA internal peptide standard.
However, other nongel-based fractionation techniques could be employed prior to
adding the AQUA peptide. Peptides are separated by reversed-phase LC and analyzed
by MS using selected reaction monitoring to selectively detect the peptides of interest
and increase the sensitivity for low-abundance measurements. Since a known quantity
of the synthetic peptide is added, the measured ratio of the synthetic to endogenous
peptide intensity can be used to determine the absolute amount of the peptide present
in the sample, which is reflective of absolute protein abundance.

The AQUA internal standards can also be synthesized with covalent modifica-
tions to probe PTMs, such as adding phosphate groups to peptides in order to
measure in vivo phosphorylation events. The AQUA strategy has been used to
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quantify two low-abundance yeast proteins involved in gene silencing, quantify
cell-cycle dependent phosphorylation of Ser-1126 of human separase protein, and
identify the kinase that phosphorylates at Ser-1501 of separase [106]. In a similar
manner, membrane proteins have been quantified by comparing their concentration
to that of a chemically synthesized peptide present in the solvent-accessible region
of the protein [107].

13.5 ISOBARIC TAGS FOR ABSOLUTE AND 
RELATIVE QUANTIFICATION

The various isotope-coded labeling methods described thus far used differential mass
labeling for determining the absolute or relative abundance of proteins. However,
inherent limitations are imposed by mass-difference labeling techniques. For these
measurements, a binary set of reagents is used and precludes simultaneous differential
comparison of more than two samples (e.g., time course studies, different conditions,
several controls in the same study) while increasing MS complexity; this is further
exacerbated when comparing data from multiple binary labeling experiments.

These factors have led to the development of a new quantification technique—
isobaric tags for relative and absolute quantitation (iTRAQ)—that is an enhancement
of the ICAT approach [108]. The iTRAQ labeling strategy uses a set of four amine-
reactive isobaric reagents, enabling four different conditions to be multiplexed
together in one experimental analysis. Each isobaric tag consists of a reporter group
(based on N-methylpiperazine), a mass balance group (carbonyl group), and an amine-
reactive group (N-hydroxysuccinimidyl ester). The overall mass of each of the four
tags is kept constant by using different isotopic enrichments of 13C, 15N, and 18O
within the reporter and mass balance groups. The amine reactive group derivatizes
lysyl side chains and the N-terminus of all peptides obtained from a protein digest.

When four samples are individually labeled with one of the four isobaric tags,
combined, and analyzed by LC/MS/MS, the labeled peptides of the same amino acid
sequence have identical mass and appear as a single unresolved precursor ion at the
same m/z in the MS spectrum. Upon CID, the amide linkage within the tag fragments
in a manner similar to backbone peptide amide bonds to produce a neutral loss of
the mass balance group and low molecular mass reporter ions at m/z 114.1, 115.1,
116.1, and 117.1 that are unique to the tag used to label the peptides of each sample.
Measurement of the intensity of these reporter ions enables relative quantification
of the peptides in each digest and the generated b- and y-ions are used for identifi-
cation of the labeled peptides and hence their corresponding proteins.

In addition to allowing simultaneous analysis of up to four distinct biological
samples, the iTRAQ labeling approach has several other advantages. Unlike the
ICAT approach, labeling is global and enhances overall proteome coverage while
retaining important information regarding PTMs. The use of isobaric tags improves
the overall sensitivity compared to mass-difference labeling and reduces ambiguity
due to differential labeling of peptides. The multiplexing ability of this labeling
strategy allows replicates of a given sample to be performed in a single experiment
and hence increases the statistical relevance needed for quantitative measurements.
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Absolute quantification can be achieved by using known amounts of internal standards
tagged with one of the four-plex reagents. 

The benefits of this multiplexed protein quantification approach were first dem-
onstrated by comparing the global protein expression of proteins in wild-type and
two mutant yeast strains that are defective in the nonsense-mediated mRNA decay
[108]. The iTRAQ reagents are commercially available (Applied Biosystems, Inc.,
www.appliedbiosystems.com) and are being used in a variety of applications, such
as to quantify the protein expression in E. coli expressing rhsA elements [109] and
to assess the effects of diurnal variation on the composition of human parotid saliva
[110]. In an application of PTM analysis, Zhang et al. have used the iTRAQ fragment
ion ratios to quantify tyrosyl phosphorylation of specific residues simultaneously on
dozens of key proteins in a time-resolved manner, downstream of epidermal growth
factor receptor activation [111]. Undoubtedly, the use of iTRAQ combined with
additional fractionation techniques such as SCXC and enrichment techniques for
phosphopeptides using IMAC or titanium oxide will further promote the use of this
labeling strategy.

13.6 CONCLUSION

The application of chemical, metabolic, or enzymatic incorporation of stable isotopes
into peptides or proteins provides a platform to quantify protein abundances and
their post-translational modifications using mass spectrometry. With the onset of
more advanced separation and mass spectrometry innovations, more comprehensive
biological investigations using isotope coding in global and in targeted proteomic
analyses may be achieved. The difficulties in stable isotope labeling, particularly for
phosphorylation, have prompted measurements of protein abundance to be performed
without resorting to isotope coding by comparing MS signal intensities between the
two samples [112–115] or using database identification scores [116] that would
complement stable isotope-coded mass spectrometry. The ability to quantify changes
in protein expression and modification, especially for those events occurring at low
stoichiometries, will continue to be an analytical challenge for proteomics and
systems biology for many years to come. 

13.7 FUTURE PROSPECTS

The variety of methods described in this chapter using chemical, metabolic, or enzy-
matic incorporation of stable isotopes into peptides and proteins provides a platform
to tailor a global or a targeted approach to proteomic analysis and quantification,
including the characterization of post-translational modifications. With the continued,
rapid advancement of mass spectrometry instrumentation and the innovations for
more advanced chromatographic separations, the ability to quantify the changes of
low-abundance proteins and their modifications may soon be realized. Although the
use of isotope-coded mass spectrometry as a discovery tool for elucidating novel
expression pathways and signaling networks is promising, there is an overwhelming
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demand to enhance data analysis and confidence in order for the results of any isotope-
coding measurement to be considered valid.

Currently, most MS data are analyzed by the specialized software provided by
the vendor who provided the instrument. However, a number of open source tools
are available for further validation and analysis, such as ASAPRatio [117] to
quantify isotopically labeled peptides and proteins and ZoomQuant [118] to analyze
the mass spectra of 18O labeled peptides generated by ion trap mass spectrometers.
Efforts such as “the transproteomic pipeline”—a platform that enables a uniform
analysis of product ion spectra generated from a variety of different instruments
and database searching programs [119]—illustrate the trend to consolidate MS data
and provide a means for assessing accuracy and validation in quantitative proteomic
measurements. In this manner, more comprehensive global proteome analysis in
complex systems will be achieved and “mining” of large datasets for biologically
relevant information can be performed.
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14.1 INTRODUCTION

 

With expanding interest in proteomics, we are faced with the daunting task of literally
connecting all the “dots.” Even the protein maps of relatively simple organisms such
as 

 

Drosophila melanogaster

 

 reveal tens of thousands of potential interactions, which
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are represented in most proteomics maps by tiny dots interconnected by lines
(fig. 14.1) [1]. But, of course, proteins are not dots and, more importantly, the
connections between them are not simply lines. Proteins are dynamic, and their
relationships are complex. They interact with themselves, other proteins, nucleic

 

FIGURE 14.1

 

(See color insert.) Protein interaction map that depicts 

 

∼

 

30% of the proteins
and 

 

∼

 

10% of the interactions identified in 

 

Drosophila melanogaster

 

. Proteins are grouped by
predicted subcellular localization. In addition, proteins are coded according to protein family
and interactions. The most probable interactions are joined by the darkest lines. (Reprinted
from Giot, L. et al., 

 

Science

 

, 302, 1727, 2003. With permission from the American Association
for the Advancement of Science 
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 2003.)
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acids, substrates, cofactors, membranes, and other biomolecules. It is the dynamics
of protein interactions that define their activity but, unfortunately, dynamics is the
one thing that is often missing from protein interaction maps. If we intend to put
proteome maps to use, we will need to supplement these static representations of
pathways with kinetic information that reveals the time scale of binding events.

Fortunately, surface plasmon resonance (SPR) biosensors have the potential to
provide access to the dynamic information about protein interactions. SPR biosensors
monitor in real time how binding partners interact, and they do it without labeling,
which saves time and money. SPR can be used qualitatively to screen protein panels
to identify binding pairs or quantitatively to provide detailed information on reaction
kinetics. Since SPR biosensors were commercially released 17 years ago, they have
become well established as a robust, valid, and versatile technology for character-
izing protein interactions [2,3]. 

Biosensors are routinely used on a pairwise scale to interpret binding mecha-
nisms and to help correlate structure with function [4,5]. In addition, biosensors can
be used as biophysical tools to better understand how environmental factors (e.g.,
buffer components, pH, temperature, and cofactors) influence an interaction [5].
Within multimolecular complexes, biosensors help to define which components are
required for complex formation, as well as the order of assembly and disassembly
[6–9]. Also, in interaction networks and pathways, biosensors can establish the
stability of each complex [10] and indicate the 

 

in situ

 

 protein concentrations neces-
sary for binding to occur.

 

14.2 TECHNICAL ASPECTS OF SPR

14.2.1 H

 

OW

 

 SPR W

 

ORKS

 

In a typical protein/protein interaction study, one binding partner (ligand) is immo-
bilized on a surface and the other partner (analyte) in solution interacts with this
ligand (fig. 14.2A). In the most frequently used SPR instruments, the analyte is
flowed across the ligand surface and, as protein complexes form and break down,
the detector monitors the intensity of the light reflected from the surface (fig. 14.2B).
Changes in the intensity spectra (fig. 14.2C) are monitored over time to produce a
binding response referred to as a “sensorgram” (fig. 14.2D). The binding response
is flat prior to injection of analyte and increases as analyte binds to the ligand; if
the association phase is long enough, the interaction will reach equilibrium, which
is indicated by a plateau in response. Finally, it decreases as buffer is flowed over
the surface and analyte dissociates from the ligand surface.

 

14.2.2 O

 

BTAINING

 

 K

 

INETIC

 

 P

 

ARAMETERS

 

 

 

In general, biomolecular binding events can be described by straightforward inter-
action models, either a simple 1:1 model or a 1:1 model that includes a transport
parameter to account for analyte diffusion to the surface (fig. 14.3A). To obtain
precise kinetic rate constants, we collect binding data for a range of analyte con-
centrations flowed over a ligand surface and globally fit the chosen interaction model
to the entire set of sensorgrams (fig. 14.3B). The overlay of the model fit with the
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response data indicates how well the chosen model describes the binding interaction.
Alternatively, we can test analytes in a higher-throughput format to identify binders
and compare binding rates. For example, the kinetic screen of six analytes (shown
in fig. 14.3C) revealed four binders, each of which interacts with the ligand with
distinctive kinetic profiles (the greatest differences are detectable in the dissociation
phase). Together, the two complementary analysis formats highlighted in figure 14.3B
and 14.3C illustrate the biosensor’s unique role in interpreting the dynamics of
protein/protein interactions.

 

14.2.3 U

 

SING

 

 

 

A

 

 S

 

URFACE

 

 

 

Critics of SPR technology have long argued that immobilizing one binding partner
on a surface affects the analyte/ligand interaction. In our experience, however, we
find that when the experiments are set up properly, the kinetic rate constants and
affinity constants determined from the surface-based biosensor assay match solution-
based binding constants (e.g., obtained from isothermal calorimetry, stopped-flow
fluorescence, analytical ultracentrifugation, KinExA, or electromobility shift assays).

 

FIGURE 14.2

 

SPR biosensor analysis of proteins. (A) Assay design. One binding partner
(analyte) in solution is flowed across the other partner (ligand), which is immobilized on the
biosensor chip surface. (B) Cartoon of the flow cell and detector used in the Biacore 2000 and
3000 instruments. Ligand is immobilized on the top surface of the flow cell. Analyte is injected
through the flow cell and across this surface. As the analyte binds to the ligand, the refractive
index of the buffer near the surface changes. This induces a shift in the angle of refracted light
recorded by the SPR detector. (C) Raw spectral data. The dark line depicts the baseline spectrum
before the analyte binds; the dashed line depicts the spectral shift induced by analyte binding
to the ligand surface. The amount of bound analyte corresponds to the shift of the spectrum’s
minimum (arrow). (D) Features of a typical binding cycle. Prior to injection of the analyte,
the baseline is flat. The response intensity increases during the association phase as the analyte
binds to the ligand. A plateau in response during the association phase indicates the
ligand/analyte interaction has achieved equilibrium. During the dissociation phase, buffer is
flowed over the ligand surface and the response decreases as analyte dissociates from the
surface. If necessary, a short injection of a regeneration solution (usually weak acid or base)
can be flowed over the ligand surface to strip away remaining analyte.
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This correlation has been demonstrated for several different systems ranging from
protein/protein [11,12] and antibody/antigen [8,13,14] interactions to DNA [15] and
even small-molecule (<500 Da) inhibitor/enzyme interactions [16,17]. Surface- and
solution-based binding constants agree because, in the biosensor assay, molecules are
not actually affixed directly to the flat chip surface. Instead, the chip is coated with
a carboxy-dextran hydrogel and the ligand is suspended in solution, tethered to this
hydrophilic matrix. The matrix helps maintain the entropic properties of the system
so that the immobilized protein, for example, can rotate and experience translational
motion to some degree. More importantly, potential binding partners can approach
this protein from all directions because it is suspended in three-dimensional space.

The biosensor surface, rather than being a drawback, is in fact a significant asset
for studying interactions that occur at surface/solution interfaces, as well as for
interpreting the relationships within multicomponent complexes. The biosensor chip
can be used to imitate membrane- and other surface-based biology. For example,
we can use SPR to characterize analytes binding to membrane proteins reconstituted

 

FIGURE 14.3

 

Applying interaction models to biosensor data. (A) Simple 1:1 interaction
model (top) and 1:1 model that includes a mass transport parameter (bottom). A represents
the analyte, B is the immobilized ligand, and Ao is the analyte in bulk solution. (B) Rigorous
kinetic analysis of an enzyme/inhibitor interaction. Triplicate injections of the inhibitor (at 0,
0.078, 0.156, 0.313, 0.625, 1.25, 2.50, 5.00, and 10.0 

 

μ

 

M

 

) were flowed over the immobilized
enzyme. Binding responses (black lines) were globally fit to a 1:1 interaction model that
included a mass transport parameter (gray lines) to yield rate constants. (C) Kinetic screen
of six inhibitors (all tested at 4 

 

μ

 

M

 

) flowed over the enzyme surface. Two inhibitors did not
bind to the surface. The four binders exhibit a range of kinetic profiles.
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within a lipid layer [6,9] or to a framework of collagen or other rigid extracellular
matrix components [18], or to examine how fibrils grow to form plaques [19,20].
In addition, using the biosensor surface permits multicomponent complexes to be
constructed via sequential injections of each component, thereby providing the
opportunity to acquire kinetic data for each step of complex formation. 

 

14.2.4 A

 

DDITIONAL

 

 A

 

DVANTAGES

 

 

 

OF

 

 SPR 

 

While the SPR biosensor’s ability to monitor binding events in real time without
reagent labels is its hallmark, this technology has several other important advantages
over other methods to examine protein/protein interactions. Unlike other interaction
technologies that examine interactions within only a relatively narrow kinetic/affinity
range, this single technology measures a wide span of rate constants (

 

k

 

a

 

 = 100 to
10

 

8

 

 M

 

–1

 

s

 

–1

 

, 

 

k

 

d

 

 = 1 to 10

 

–6

 

 s

 

–1

 

) that correspond to dissociation constants from 10

 

–2

 

 to
10

 

–14

 

 

 

M

 

. The ability of biosensors to monitor complex formation in the presence of
free material makes it possible to measure very weak or transient interactions that
would otherwise be missed by techniques that require washing steps. Also, for some
systems, protein ligands can be extracted from crude samples, thereby eliminating
purification/concentration steps. Today’s biosensors can track multiple binding pairs
simultaneously, and most instruments are highly automated. Automation improves
data quality and increases sample throughput. Currently available platforms (e.g.,
Biacore S51 and FLEXchip) can analyze several hundred interactions per day.

 

14.2.5 L

 

IMITATIONS

 

 

 

OF

 

 SPR

 

SPR biosensors have limitations like any other biophysical technique. Unlike fluores-
cence- or radioligand-based detection methods, biosensors are not particularly sensitive
instruments. SPR-based studies therefore require protein preparations that are highly
active. Obtaining active material is the most common challenge we face when
performing biosensor analyses. The biosensor’s sensitivity also limits the size of
molecules we can study. Historically, the technology was utilized to study only
macromolecular interactions, but with improvements in hardware, experimental
technique, and data processing software, the analysis of small molecule analytes
(500–200 Da) is now fairly routine [23]. The two greatest challenges experimentally
have to do with how the ligand is immobilized and how any bound complexes are
regenerated. There are in fact a number of methods for addressing both issues by
using a variety of surface attachment chemistries or testing regeneration conditions
empirically. In the end, if the molecules of interest are active to begin with, the
success rate of biosensor analysis is high.

 

14.3 SPR’S ESTABLISHED AND DEVELOPING ROLES IN 
PROTEOMICS

14.3.1 I

 

DENTIFYING

 

 B

 

INDING

 

 P

 

ARTNERS

 

Often, the first step in characterizing a protein is finding its binding partners.
Traditionally, this has required stepwise fractionation of complex solutions (e.g.,
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sera or cell lysates) to isolate putative binders. By coupling SPR with mass spec-
trometry (MS) (using the MS-compatible sample preparation/recovery unit available
in Biacore 3000 platform) we can efficiently extract and identify binding partners
from these mixtures. First, the sensor chip, which has a larger contact surface than
standard chips (to maximize analyte capture), serves as a miniature affinity chroma-
tography column: a mixture is flowed across the ligand surface, a binding partner
is captured by the ligand, and the surface is washed to remove nonspecifically bound
material. Then, the isolated binding partner is eluted directly onto a MALDI target
and identified using MS. Experimental details of these methods are outlined in Buijs
and Natsume [31]. Using this integrated approach, Zhukov et al. isolated and identi-
fied a kinase binding partner from bovine brain extract [30]. 

 

14.3.2 I

 

NTERPRETING

 

 B

 

INDING

 

 M

 

ECHANISMS

 

 

 

The ability to determine binding kinetics is the bread and butter of biosensor tech-
nology. Kinetic data provide mechanistic information that is not available from
structural analyses or equilibrium assays. For example, it was unclear until recently
how agonist and antagonist ligands, which bind with similar affinities at the same
site in estrogen receptor (ER), induce opposite biological effects. The difference is
in the kinetics: as a class, antagonists bind ER 500–1,000 times more slowly than
agonists do (fig. 14.4A) [21]. This difference in 

 

k

 

a

 

 suggested that agonists and
antagonists induce or trap different conformational states of the receptor. Additional
studies revealed the antagonist-bound conformation cannot recognize coactivator
proteins that fully activate ER [22]. These functional studies complemented structural
data (fig. 14.4B) to provide the basis for interpreting the ligand-binding mechanisms
of ER and other nuclear receptors. 

 

14.3.3 I

 

NTERFACE

 

 M

 

APPING

 

 

 

Kinetic parameters also contribute to defining binding interfaces. For example, in
their structure/activity characterization of transferrin (Tf) binding to its receptor (TfR),
Gianetti et al. examined how pH and iron affect the mutant and wild-type receptor’s
activity [5]. From a visual inspection of the sensorgram sets shown in figure 14.4C,
it is apparent how different mutations and buffer conditions affected the receptor’s
Tf recognition. For example, the slow decay in response at >120 sec in the sensor-
grams obtained for the wild-type TfR/Tf interaction indicate this complex dissociates
slowly. The square-shaped responses for holo-Tf binding to R651A TfR, on the other
hand, indicate this complex dissociates within seconds (this same mutation eliminates
apo-Tf binding completely). Fitting the entire panel of kinetic data to interaction
models yielded thermodynamic information about the binding interface residues.
Coupled with structural characterization, this revealed that the residues required for
apo- and holo-transferrin binding are overlapping but not identical (fig. 14.4D). 

 

14.3.4 M

 

ULTICOMPONENT

 

 C

 

OMPLEX

 

 A

 

SSEMBLY

 

 

 

Figure 14.5A illustrates the two-step assembly of the multisubunit interleukin-2
receptor (IL-2R). First, IL-2 binds to IL-2R 

 

α

 

 and 

 

β

 

 subunits; second, the IL-2

 

γ
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subunit binds to the IL2R

 

αβ

 

/IL-2 complex. Using the biosensor chip as a mimic of
the cell surface, Ciardelli and coworkers determined the order of component addition
and the kinetics of each step in assembly of the IL-2R/IL-2 complex [7,8]. In one
set of experiments, these researchers examined how IL-2 binds to surfaces of 

 

α

 

alone, 

 

β

 

 alone, and the 

 

αβ

 

 heterodimer (cartoons in fig. 14.5, panels B through D).
Binding data shown in figure 14.5B through 14.5D demonstrate that IL-2 bound to
the individual 

 

α

 

 and 

 

β

 

 monomer surfaces with rapid dissociation rates and lower
affinities compared to the 

 

αβ

 

 dimer surface. These data established that the 

 

αβ

 

subunit exists as a preformed heterodimer on the cell surface and 

 

α

 

 and 

 

β

 

 together
bind IL-2 [8].

In a second set of experiments, these researchers tested 

 

γ

 

 binding to different
permutations of the IL-2/IL-2R

 

αβ

 

 complex preassembled on the biosensor chip
surface. The binding data shown in figure 14.5E demonstrate that 

 

γ

 

 binds to IL-2/IL-
2R

 

αβ

 

 (

 

γ

 

 also bound to IL-2/IL-2R

 

β

 

, but not to surfaces lacking either IL-2 or IL-2R

 

β

 

or both). Combined, these kinetic studies determined the roles of the 

 

α

 

, 

 

β

 

, and

 

γ

 

 subunits within the IL-2/IL-2R complex: 

 

α

 

 contributes to IL-2 binding; 

 

β

 

 partici-
pates in binding of IL-2 and the 

 

γ

 

 subunit; and 

 

γ

 

 binds after the initial IL-2/IL-2R

 

αβ

 

complex has formed (fig. 14.5F). 

 

14.3.5 C

 

ONFIRMATORY

 

 P

 

ROTEOMICS

 

 M

 

APPING

 

 

 

From yeast two-hybrid and GST pull-down assays, Sundquist and coworkers
constructed a protein network of human class E proteins involved in human multi-
vesicular body (MVB) biogenesis (fig. 14.6A) [10]. They are now using SPR to
(1) establish which of the postulated, but previously uncharacterized, interactions
are valid; (2) obtain kinetic and affinity parameters for each confirmed interaction;
and (3) identify critical residues within binding pairs. For example, a kinetic screen
of potential AIP1/CHMP interactions indicated AIP1 binds to CHMP4 proteins, but
not to CHMP proteins from other families. Figure 14.6B depicts a more in-depth
analysis of one interaction (AIP1 + TSG101): wild-type TSG101 binds AIP1 with
affinity of 

 

∼

 

140 

 

μ

 

M

 

, but mutation of one residue (M95A) completely disrupts this
interaction. Refining this map not only defines the roles of the individual proteins
within the native MVB biogenesis pathway, but is also proving relevant to HIV
research. This pathway is hijacked by the virus as it buds from the host cell, but
release of HIV is arrested by deletion or mutation of eight different proteins within
this network. Continued analysis of this pathway should aid in understanding and
inhibiting HIV and related viral pathogens.

 

14.4 NEW SPR TECHNOLOGIES AFFECTING PROTEOMICS

 

The most commonly used commercial SPR biosensor technology is manufactured
by Biacore AB in Uppsala, Sweden. Their most widely used instruments, Biacore
2000 and Biacore 3000, have four flow cells that are arranged in series. This allows
three different reactants to be immobilized on three of the surfaces, while one surface
serves as an internal reference to correct for bulk refractive index changes, non-
specific binding, and instrument drift (fig. 14.7A). While these instruments are widely
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FIGURE 14.5

 

SPR-based characterization of a multicomponent complex: interleukin-2
(IL-2) interaction with three interleukin-2 receptor (IL-2R) subunits 

 

α

 

, 

 

β

 

, and 

 

γ

 

. (A) Cartoon
of the two steps involved in complex assembly. (B) Kinetic analysis of IL-2 binding to
immobilized IL-2R

 

α

 

 to yield 

 

k

 

a

 

 = 1.1 

 

×

 

 10

 

7

 

 M–1s–1, kd = 0.30 s–1, and KD = 28 nM. (C) Kinetic
analysis of IL-2 binding to immobilized IL-2Rβ to yield ka = 5.8 × 105 M–1s–1, kd = 0.31 s–1,
and KD = 530 nM. (D) Kinetic analysis of IL-2 binding to immobilized heterodimeric IL-
2Rαβ to yield ka = 1.7 × 107 M–1s–1, kd = 0.018 s–1, and KD = 1.1 nM. (E) Kinetic analysis of
IL-2Rγ binding to immobilized IL-2/IL-2Rαβ to yield ka = 3.4 × 104 M–1s–1, kd = 5.1 × 10–3

s–1, and KD = 150 nM. (F) Summary of IL-2/IL-2R interactions examined using SPR. In panels
B and C, the binding responses (black lines) are superimposed with the fit (gray lines) of a
partially mass transport-limited 1:1 interaction model. In panels D and E, the binding
responses are superimposed with the fit of interaction models described in references 8 and
7, respectively. (The data shown in panels B through D are reproduced from Myszka, D.G.
et al., Prot. Sci., 5, 2468, 1996, and the data in panel E are reproduced from Liparoto, S.F.
et al., Biochemistry, 41, 2543, 2002. With permission from the Protein Society and the
American Chemical Society, respectively, © 1996 and 2002.)
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used (data shown in the examples described so far in this chapter were obtained
using them), the interest in high-throughput screening systems and the proteomics
revolution is driving the development of higher-capacity, more-specialized SPR
biosensor technology [28].

14.4.1 BIACORE T100

The T100 incorporates Biacore AB’s latest developments in instrumentation intended
for general biophysical applications. This platform, released in 2005, has a flow cell
format similar to the 2000 and 3000 platforms. Unlike the complex three-dimensional
flow paths of these earlier versions, however, the transitions between flow cells in
the T100 occur within the same plane. This simpler path better maintains the integrity
of the sample plug across the four flow cells and allows for efficient system washing
between analyte injections. Other important features of the T100 include improved
instrument control and data processing software, an in-line buffer degasser, and a
buffer selector that provides for automated analysis of binding events in up to four
different buffer conditions. Papalia et al.’s recent Biacore T100-based characteriza-
tion of a Fab panel demonstrated how this platform can contribute unique information
to a protein therapeutic discovery program [27].

14.4.2 BIACORE S51

Biacore S51, released in 2001, incorporated several design changes that dramatically
improved the biosensor’s sensitivity. The most significant change was the development
of the Y-shaped flow cell, which contains two reaction spots and a reference spot
(fig. 14.7B). The internal reference spot is sandwiched between the two reaction spots
and each reaction spot can be addressed independently by adjusting flow through the
two inlets. Sampling the reaction and reference spots in parallel ensures that the analyte
concentration remains constant and reduces systematic microfluidics-dependent noise
(e.g., changes in response that arise from pump and/or valve switching), which in turn
improves the data quality and therefore the reliability of low-intensity responses. 

As illustrated by the data shown in figure 14.7C, the increased sensitivity permits
Biacore S51 to generate interpretable signals of less than 1 RU [23]. This platform
can therefore be used to analyze protein preparations of lower activity. For example,
a sample preparation that is 100% pure may produce the response levels shown in
the top panel of figure 14.7C, whereas a preparation of only 3% active protein would
produce response levels like those shown in the bottom panel. The similar kinetic
parameters obtained from these two surfaces confirm that ultralow binding responses
are valid.

Alternatively, if the protein preparation is mostly active and of high purity, this
instrument’s sensitivity means that we can immobilize the ligand at very low densities,
which requires less material for immobilization and minimizes mass transport effects
(mass transport influences binding responses when diffusion of the analyte to the
ligand surface is comparable to or slower than analyte binding to the ligand). Also,
another benefit of the S51’s parallel sampling is that it allows measurement of faster
on and off rates (up to 107 M–1s-1 and 2 s–1, respectively). Finally, the S51’s advanced
robotics and microfluidics reduce the sampling time per analyte. For example, we

DK3714_C014.fm  Page 298  Thursday, February 15, 2007  7:29 AM



Surface Plasmon Resonance Biosensors’ Contributions to Proteome Mapping 299

FI
G

U
R

E 
14

.7
A

na
ly

te
 fl

ow
 p

at
h 

co
nfi

gu
ra

tio
ns

 in
 B

ia
co

re
 in

st
ru

m
en

ts
. (

A
) 

C
ar

to
on

 o
f 

th
e 

bi
os

en
so

r 
ch

ip
 in

 B
ia

co
re

 2
00

0 
an

d 
30

00
 in

st
ru

m
en

ts
.

L
ig

an
ds

 c
an

 b
e 

im
m

ob
ili

ze
d 

on
 th

e 
su

rf
ac

es
 o

f 
th

re
e 

flo
w

 c
el

ls
 (

th
e 

un
m

od
ifi

ed
 fl

o w
 c

el
l s

er
ve

s 
as

 a
 r

ef
er

en
ce

).
 A

na
ly

te
 is

 fl
ow

ed
 s

er
ia

lly
 th

ro
ug

h
th

e 
fo

ur
 fl

ow
 c

el
ls

. 
(B

) 
Fl

ow
 c

el
l 

sc
he

m
at

ic
s 

fr
om

 B
ia

co
re

 S
51

. 
L

ig
an

ds
 c

an
 b

e 
im

m
ob

ili
ze

d 
w

ith
in

 t
w

o 
re

ac
tio

n 
sp

ot
s 

of
 t

he
 fl

ow
 c

el
l 

an
d 

th
e

ce
nt

ra
l 

sp
ot

 s
er

ve
s 

as
 a

 r
ef

er
en

ce
. A

na
ly

te
 i

s 
flo

w
ed

 i
n 

pa
ra

lle
l 

ac
ro

ss
 t

he
 t

hr
ee

 s
po

ts
. (

C
) 

D
at

a 
fr

om
 B

ia
co

re
 S

51
: 

ki
ne

tic
 a

na
ly

si
s 

of
 a

n 
in

hi
bi

to
r

bi
nd

in
g 

to
 a

n 
en

zy
m

e 
im

m
ob

ili
ze

d 
at

 d
en

si
tie

s 
of

 1
50

 (
sp

ot
 1

) 
an

d 
50

00
 R

U
 (

sp
ot

 2
).

 A
pp

ly
in

g 
a 

1:
1 

in
te

ra
ct

io
n 

m
od

el
 (

gr
ay

 li
ne

s)
 to

 th
e 

bi
nd

in
g

re
sp

on
se

s 
(b

la
ck

 l
in

es
) 

fr
om

 t
he

 t
w

o 
su

rf
ac

es
 y

ie
ld

ed
 t

he
 s

am
e 

ki
ne

tic
 r

at
e 

co
ns

ta
nt

s.

F
lo

w
 

F
lo

w
 

F
lo

w
 

F
lo

w
 

2
0

 

1
5

 

1
0

 

 k
a 

=
 4

0,
 4

00
 M

–
1 s

–
1

k
d
 =

 0
.0

3
3

 s
–

1

K
D

 =
 0

.8
 μ

m

k
a 

=
 4

0
, 4

0
0

 M
–

1
s–

1
 

k
d
 =

 0
.0

3
3

 s
–

1
 

K
D

 =
 0

.8
 μ

m

5
 

0
 

2
0

 

1
5

 

1
0

 

5
 

0
 

0
5

0
1

0
0

1
5

0
2

0
0

2
5

0

R
x

n
 2

 

R
x

n
 1

 

R
ef

er
en

ce
 s

p
o

t

T
im

e 
(s

) 

1
5

0
 R

U
 

5
0

0
0

 R
U

 

Response (RU) 

R
ea

ct
io

n
 s

p
o

t 
2

:

L
ig

an
d

 2

R
ea

ct
io

n
 s

p
o

t 
1

:

L
ig

an
d

 1

R
ef

 

F
lo

w
 

F
lo

w
 c

el
l 

1
 

A
 

B
 

C
 

F
lo

w
 c

el
l 

1
:

L
ig

an
d

 1

F
lo

w
 c

el
l 

2
:

L
ig

an
d

 2

F
lo

w
 c

el
l 

4
:

L
ig

an
d

 3

F
lo

w
 c

el
l 

3
:

R
ef

er
en

ce

F
lo

w
 c

el
l 

2
 

F
lo

w
 c

el
l 

3
 

F
lo

w
 c

el
l 

4
 

DK3714_C014.fm  Page 299  Thursday, February 15, 2007  7:29 AM



300 Spectral Techniques in Proteomics

can now test a 384-well plate of potential binders against two immobilized proteins
in 24 hours.

14.4.3 BIACORE FLEXCHIP

Traditionally, biosensor analyses have been limited by the number of flow cells or
spots available for ligand immobilization (typically, up to four). Characterizing protein
binding interfaces, as well as identifying binding partners, would be more efficient
if SPR was applied in a multiplexed format. Biacore’s FLEXchip system is the first
commercially available high-density array SPR platform. This instrument’s detector
is capable of monitoring analyte (≥ ∼3000 Da) binding up to 400 ligands at one time.
Ligands are immobilized on the surface of a single, large (1 cm2) flow cell and
unmodified areas between the ligand spots are used for reference. Figure 14.8A shows
a 12 × 13 array of protein and reference spots within the FLEXchip flow cell. Since
in this configuration every ligand spot has a neighboring reference spot, high-quality
kinetic information can be obtained across the entire surface (fig. 14.8B).

Also, the FLEXchip’s novel fluidics allows analyte solution to be recirculated
over the chip surface. This allows collection of association phase data for hours
(fig. 14.8C) rather than minutes, which is a limitation in other biosensor platforms.
By recirculating the analyte, we can acquire interpretable data from very low-
response surfaces and/or analyze much lower analyte concentrations. This feature is
also proving particularly critical for rigorous analysis of high-affinity (e.g., KD ∼
picomolar) interactions [24].

Demonstrating FLEXchip’s utility in epitope mapping, Stern and coworkers
examined antibody binding to an array of peptides derived from a major histo-
compatibility complex class II protein to identify critical contacts within the binding
interface [25,26]. While FLEXchip technology significantly decreases the analysis
time needed for mapping studies, the drawback is that ligand immobilization uses
solid-pin spotting. These spotting methods require ligands that are unaffected by
drying or adsorption onto a surface and that are available in pure and concentrated
preparations. This limits current array applications to analysis of peptides, oligo-
nucleotides, antibodies, and other stable proteins. Flow-based sample-delivery methods
under development will facilitate immobilization of a wider range of ligands (i.e.,
ligands that must remain in solution, require more complex linking chemistries, or
need to be captured from crude mixtures) [29].

14.4.4 BIACORE A100

Biacore AB’s most recent technology development is a system that allows for parallel
processing of multiple analytes at the same time. This parallel array platform has
four flow cells addressed with independent flow systems. Within each flow cell are
five spots: four reaction spots and one reference spot (similar to Biacore S51). This
configuration provides for internal referencing and thereby produces high-quality
data even at ultralow response levels. This unit may be used in a 4 × 4 format that
is optimal for biophysical characterization. For example, four analyte solutions would
be injected through the flow cells to evaluate how different buffer conditions affect
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the ligand/analyte interactions against four different targets. Alternatively, in a 4 × 16
screening format, four different analytes would be flowed over 16 different ligands
immobilized in the four flow cells to identify binders and obtain kinetic information.
Typical applications for this platform will include mAb screening [32] and higher-
throughput small-molecule analyses.

14.5 SUMMARY

To understand the relationships within a proteome fully requires not only identifying
all combinations of binding partners, but also determining the kinetics of each
interaction (and, of course, establishing whether the partners are simultaneously
present in vivo). SPR is now routinely applied to examine protein binding pairs and
its impact in the analysis of multisubunit complexes is ever increasing. Where this
technology is poised to make the greatest breakthrough contributions, however, may
be on the larger, proteome-wide scale. By revealing the time scale of binding events
in networks and pathways, SPR biosensors will provide critical dynamic information
to enrich ongoing protein mapping projects. 

14.6 FUTURE PROSPECTS

Developments in SPR technology will most likely focus on increasing the biosensor’s
sampling rate, lowering its detection limits, and expanding its range of applications.
For example, Biacore A100, with its versatile assay design features and parallel
analysis capabilities, represents the next wave of developments: platforms that effec-
tively couple high sensitivity and high throughput. In addition, FLEXchip’s next
generation of chip surfaces, which may be coated with carboxymethyldextran, should
improve immobilization efficiency and ligand stability (the charged dextran layer
promotes ligand immobilization by concentrating the ligand at the surface and
provides a solution-like environment for the tethered ligand). Also, combining the
FLEXchip’s flow cell format and recirculating fluidics with Biacore AB’s proprietary
dextran surface chemistries and flow-based immobilization methods will greatly
extend the utility of this instrument. These ongoing advances in biosensor technology
assure that SPR will become increasingly applied in a variety of formats to interpret
the proteome. 
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15.1 INTRODUCTION

 

Of all the biophysical methods currently available for obtaining high-resolution
structural information of biological macromolecules, nuclear magnetic resonance
(NMR) is the only one that can provide this information in solution under near-
physiological conditions. Recently, we and others have extended the scope of NMR
applications by investigating conformation and dynamics of biological macro-
molecules not only under near physiological conditions but also directly inside living
cells [1–8]. These investigations are made possible by the noninvasive character of
the NMR technique. The aim of these in-cell NMR experiments is not to determine
three-dimensional structures. For a full structure determination, which takes many
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days of measurement time, an 

 

in vitro

 

 sample of a purified protein provides far better
conditions. The strength of in-cell NMR experiments lies in their ability to monitor
changes in the conformation, binding status, and dynamic properties relative to the

 

in vitro

 

 state of the macromolecule.
The most frequently used biophysical technique employed to study proteins inside

cells is fluorescence. Labeling of macromolecules with fluorophores can reveal their
intracellular localization, their rotational as well as translational diffusion, and, in the
form of FRET measurements, also binding events. The enormous importance of
fluorescence techniques in cell biology is based on their sensitivity, which even enables
the observation of single macromolecules under certain conditions. Compared with
fluorescence, NMR spectroscopy is very insensitive, requiring minimal concentrations
of the investigated macromolecule in the micro- to millimolar range. However, the
unique advantage of NMR spectroscopy over all other techniques is its ability to detect
structural changes, measure dynamic parameters, and investigate binding events, with
an unparalleled structural resolution. The only other technique that offers similarly
detailed information is x-ray crystallography; however, it requires three-dimensional
crystals and cannot be applied to investigations of macromolecules in cells.

NMR experiments can be used to detect binding between two molecules in
general and can also precisely define where on the surface of a macromolecule the
binding site is located [9–11]. In particular, for the investigation of proteins with
potential drugs, obtaining information about the exact binding site is absolutely
crucial. This ability to monitor binding events with high structural resolution is based
on the fact that NMR spectroscopy allows us to observe distinct signals from
individual protons. The exact resonance position of a given proton or NMR active
nucleus in general—called chemical shift—is a very sensitive function of its exact
magnetic environment. Changes in the local environment due to structural rearrange-
ments or binding events result in changes in the magnetic environment, thus leading
to changes in the resonance position. Through comparison of the chemical shifts of
a particular protein in a spectrum measured with a purified 

 

in vitro

 

 sample with the
corresponding chemical shifts obtained with an in-cell sample of the same protein
inside living cells, it is possible to determine whether the conformation of the protein
under both conditions is the same or if differences exist. In this way, NMR spec-
troscopy can be used for very detailed investigations of conformational changes.
Since binding events also change the local magnetic environment of the binding site,
they result in detectable changes of the chemical shifts and can thus be monitored
by NMR spectroscopy (fig. 15.1).

One example that has revealed that conformational differences between the 

 

in
vitro

 

 state and the 

 

in vivo

 

 state of a protein exist and can be detected by in-cell NMR
experiments is the investigation of the intracellular behavior of the protein FlgM by
the research group of Gary Pielak [6]. FlgM is a 97-residue protein that regulates
flagellar synthesis by binding the transcription factor 

 

σ

 

 in bacteria. 

 

In vitro

 

 NMR
and circular dichroism investigations have demonstrated that this protein is intrinsi-
cally disordered. Comparison of an amide proton detected NMR spectra of a purified

 

in vitro

 

 sample with a corresponding spectrum of FlgM inside living 

 

Escherichia
coli

 

 bacteria has revealed significant differences, suggesting that FlgM gains some
secondary structure inside living bacteria.
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Pielak and coworkers simulated the 

 

in vivo

 

 conditions in the 

 

in vitro

 

 sample by
adding 400g/L of BSA or 450g/L of ovalbumin. Adding high concentrations of these
proteins resulted in the same spectral features that were observed in the in-cell
spectra. In order to test whether the formation of secondary structure in FlgM is
dependent on the presence of high concentrations of other proteins or the same effect
could also be produced by small molecules, they added 450 g/L glucose to the 

 

in
vitro

 

 sample. This experiment resulted again in the formation of secondary structure
in FlgM. Based on these results, they concluded that the structural differences
between the 

 

in vitro

 

 and 

 

in vivo

 

 forms of the protein are induced by molecular
crowding [6,12–14]. These results have a significant impact on the interpretation of
experiments with intrinsically disordered proteins. 

Another example of the application of in-cell NMR experiments to the investi-
gation of the behavior of proteins inside cells is FKBP [15,16]. Originally, we were
unable to observe the backbone amide proton NMR signals of FKBP in in-cell NMR
experiments despite the fact that this small, 10-kDa protein is highly expressed in

 

E. coli

 

 and behaves well 

 

in vitro

 

. Disruption of the bacterial membrane by adding
lysozyme to the bacterial slurry in the sample, however, allowed us to observe the
normal two-dimensional HSQC spectrum of FKBP [4]. In general, NMR resonances
become undetectable if the molecule tumbles very slowly in solution. The slower

 

FIGURE 15.1

 

Examples of potential applications of in-cell NMR experiments. Post-trans-
lational modifications, conformational rearrangements, and binding of small molecules change
the magnetic environment of the observed nuclei and lead to changes in their chemical shifts.
Schematic NMR spectra are shown next to each cell. (Reprinted with permission from
Serber, Z. and Dötsch, V., 

 

Biochemistry

 

, 40, 14317, 2001.)
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the tumbling is, the broader the resonance lines will become until they are no longer
distinguishable from the surrounding noise.

FKBP is a peptidyl-prolyl isomerase and the disappearance of its resonance lines
in in-cell NMR experiments suggests that FKBP is involved in larger complexes inside
the bacterial cell with tumbling rates that are sufficiently slow to broaden its resonance
lines beyond the detection limit. Disrupting the cellular membrane releases FKBP from
these complexes and makes it observable. Methyl groups show a very high intrinsic
rotation rate [9,17,18], thus allowing their observation in NMR experiments even with
slowly tumbling proteins or complexes undetectable in amide proton-based experi-
ments [19]. Methyl group-based NMR experiments enabled us to detect the NMR
signals of two of the three methionine methyl groups of the protein in in-cell NMR
experiments [4]. These results are in agreement with the interpretation that FKBP is
never free inside the bacterial cytoplasm, but instead is constantly interacting with
other proteins, trying to act as a peptidyl-prolyl isomerase. 

NMR spectroscopy is also a very well established technique to investigate the
dynamics of proteins, and many different techniques have been developed to study
dynamics ranging from picosecond motions to millisecond motions [20]. We have
used longitudinal and transverse relaxation experiments to investigate the dynamics
of the bacterial protein NmerA. NmerA is a key factor in the most common bacterial
pathways for detoxification of mercurials [21] and is expressed at levels up to 6% of
the total soluble protein of the cell upon induction of the mer operon by mercury
compounds [22,23]. The bacterial cytoplasm is therefore the natural environment for
this protein. Interestingly, our experiments have indicated that the dynamics of amino
acids in the metal binding loop of the protein differs between an 

 

in vitro

 

 sample and
an in-cell sample. While the cause of this result is still subject to an ongoing investi-
gation, the example shows that dynamic differences between the 

 

in vitro

 

 and 

 

in vivo

 

forms of a protein can exist and can be investigated by in-cell NMR spectroscopy. 

 

15.2 BINDING STUDIES

 

The examples described in the previous section demonstrate how NMR spectroscopy
can be used as a tool to study the behavior of proteins inside living cells and that
significant differences between the 

 

in vitro

 

 and 

 

in vivo

 

 behavior of a protein can
exist. Furthermore, the sensitivity of the chemical shift to changes in the chemical
environment of a nucleus can also be used to study binding events such as the
interaction of proteins with small molecules or with metal ions [10]. This feature
has made high-resolution liquid-state NMR spectroscopy a widely used tool for
screening protein–drug interactions in the pharmaceutical industry. 

 

In vitro

 

 NMR
screens have, however, the disadvantage that an interaction that is observed might
not occur in the same way 

 

in vivo

 

. Binding of a drug to its intended target protein

 

in vivo

 

 could, for example, be prevented due to the inability of the drug to cross the
cellular membrane, its rapid metabolism inside the cell, its binding to other cellular
components with higher affinity than to its intended target, or differences in the
target protein’s conformation between its 

 

in vitro

 

 and 

 

in vivo

 

 states.
Using NMR spectroscopy to monitor the interaction of a protein inside a cell

with a drug that is added to the extracellular environment can in principle overcome
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these problems. Chemical shift changes observed in in-cell NMR experiments indicate
that the drug molecules can cross the cellular membrane and interact with the target
protein. A good example of the investigation of a particular drug-binding event was
reported by Hubbard et al. [7]. By observing virtually identical chemical shift changes
in 

 

in vitro

 

 and in-cell spectra of CheY upon adding the drug BRL-16492PA, they
could show that the drug that binds to the bacterial two-component signal transduction
protein CheY 

 

in vitro

 

 also binds to the same protein inside the bacterial cytoplasm. 
In addition to amide protons, which are normally used to monitor drug–protein

interactions due to their high chemical shift dispersion, methyl groups are excellent
indicators for interaction [9]. Interestingly, an investigation has found that within a
set of 191 crystal structures of protein–ligand complexes, 92% of the ligands had a
heavy atom within 6 Å of a methyl group while only 82% had a heavy atom within
the same distance of an amide proton [24]; this makes methyl groups very attractive
alternatives to amide protons for monitoring protein–drug interactions. As an
example, we had investigated the interaction of calmodulin with the drug phenoxy-
benzamine hydrochloride in living bacteria. Calmodulin binds to several drugs that
mimic its interaction with peptides [25]. The main site of interaction is a hydrophobic
pocket lined with methionines, which makes the methionine-methyl group an excel-
lent indicator for drug–calmodulin interactions.

While no differences in chemical shift could be detected between an 

 

in vitro

 

sample and the in-cell sample, upon addition of the drug to a bacterial culture
expressing calmodulin, some of the peaks in the in-cell spectrum showed increased
line broadening, which is indicative of a weak interaction with the drug [4] (fig. 15.2).
Phenoxybenzamine binds to calmodulin only in the calcium-bound form of the
protein. Analysis of the backbone amide-based spectra of calmodulin in bacterial
cells, however, revealed chemical shifts characteristic of the apo-form of the protein,
showing that the intracellular Ca

 

2+

 

 concentration is not high enough to make the
calcium-bound form the major conformation in the bacterial cytoplasm [3]. This
result explains the observed weak interaction between calmodulin and phenoxyben-
zamine. In order to investigate if and how much of the drug had been taken up by
the bacteria, we removed the cells from the sample by centrifugation and measured
a proton 1D spectrum of the supernatant, which showed no sign of the drug. In
contrast, the resuspended bacteria pellet showed strong drug signals [4].

Further investigations demonstrated that after cell lysis, almost all of the drug
was still associated with the cell debris, suggesting that phenoxybenzamine is mainly
associated with the bacterial membrane. The high local concentration of phenoxy-
benzamine near the bacterial membrane is most likely responsible for the observed
weak interaction between the calcium-free calmodulin and the drug. While the
example reported here—calmodulin expressed in 

 

E. coli

 

—is not a biologically
relevant system, it demonstrates the advantages of in-cell NMR experiments, which
are able to detect the protein resonances as well as the drug resonances.

As already mentioned, in-cell NMR experiments are also capable of determining
whether the ion-binding sites of a protein are occupied in a certain cellular environ-
ment. The example of the interaction between phenoxybenzamine and calmodulin
also demonstrates that the ion-binding state of a protein can be important for its
potential interaction with a drug. During their in-cell NMR drug-binding study
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between CheY and BRL-16492PA, Hubbard et al. also investigated the ion-binding
status of the protein [7]. Through comparison of the in-cell spectrum with 

 

in vitro

 

spectra of the protein complexed with different ions, they could show that CheY
preferentially binds Mg

 

2+

 

 ions in the 

 

E. coli

 

 cytoplasm. Small additional changes in
the chemical shifts might indicate further interactions with other components;
however, this could not be conclusively interpreted so far. 

 

15.3 TECHNICAL ASPECTS

 

Classical 

 

in vivo

 

 NMR spectroscopy is a well established technique and has been
used for many years for the observation of metabolites and the investigation of
metabolic fluxes in systems ranging from suspensions of bacteria and other cells to
entire perfused organs [26–32]. So far, investigations of macromolecules in living

 

FIGURE 15.2

 

Comparison of two in-cell [

 

13

 

C, 

 

1

 

H]-HSQC spectra of methionine methyl
group labeled calmodulin. The sample in B contained 40 mg/L of phenoxybenzamine hydro-
chloride while the sample in A did not contain any additives. The spectra were measured on
a 500-MHz NMR spectrometer equipped with a cryogenic probe. (Reprinted with permission
from Serber, Z. et al., 

 

J. Am. Chem. Soc

 

., 126, 7119, 2004.)
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cells have been possible only in a few very special cases [33–36]. Recently, however,
we and others have demonstrated that magnetic resonance spectroscopy can be used
to study proteins and other biological macromolecules inside living cells. The main
difference between these in-cell NMR techniques to study macromolecules and the
classical 

 

in vivo

 

 NMR spectroscopy to investigate metabolites and other small
molecules is in how one distinguishes the resonance lines of the molecule of interest
from the background of all other molecules present in a cell.

In the case of small molecule 

 

in vivo

 

 NMR this distinction is often achieved because
the molecule of interest is highly abundant and has the most prominent resonances of
the entire spectrum. Alternatively, the resonances can be made visible by adding
molecules labeled with NMR-active isotopes (mainly 

 

13

 

C) to the cell suspension, where
they diffuse through the cellular membrane or are actively transported into the interior
of the cells. Due to the small number of resonance lines of the labeled molecules, one-
dimensional spectra are normally sufficient to monitor changes in their intracellular
concentration and investigate their interactions with other cellular components. In
contrast, in-cell NMR spectroscopy of macromolecules relies on expressing these
molecules and labeling them with NMR-active isotopes directly in the cells.

This requirement for labeling the protein inside the cells that are also used during
the experiments makes efficient labeling strategies a very important technical aspect
of in-cell NMR spectroscopy. In most cases, the protein or other macromolecule of
interest will be labeled with the stable and NMR active isotopes 

 

15

 

N and/or 

 

13

 

C. In
some cases 

 

19

 

F labeling has also been employed [37,38]. The advantage of 

 

19

 

F
labeling is the virtually zero background due to the low abundance of fluorine
compounds in cells. For example, fluorine labeling with 5-fluorotryptophan of phospho-
glycerate kinase in yeast was used to investigate the binding of nucleotides to this
protein 

 

in vivo

 

 [38]. An advantage of fluorine NMR is the high sensitivity that almost
reaches the sensitivity obtained in 

 

1

 

H NMR and enables direct detection schemes.
On the other hand, a strong disadvantage of fluorine-based in-cell NMR spectroscopy
is its requirement for chemical modification of amino acids by replacing hydrogen
with fluorine. This modification changes the chemical properties of the amino acid
and can potentially lead to a different behavior of the protein. In addition, fluorine-
labeled amino acids are toxic for certain cell types [38].

Observation of macromolecules without chemical modification requires labeling
either with 

 

15

 

N or with 

 

13

 

C. The specific labeling scheme will depend on the kind of
scientific question that should be investigated by the in-cell NMR experiment. 

 

15

 

N
labeling allows the observation of the amide protons of a macromolecule, which mainly
provides information about the backbone of the molecule. Exceptions are the amide
groups in the side chains of glutamine and asparagine, the indole proton of tryptophan,
the 

 

δ

 

1 (or 

 

ε

 

2) proton of histidine, and the 

 

ε

 

-proton of arginine. All other nitrogen-
bound protons in amino acids (the guanidinium group of arginine and the amino group
of lysine) are usually not observable (or only as very broad peaks) in NMR experiments.

While these nitrogen-bound side chain protons present important functional
groups that are involved in many catalytic reactions, obtaining information on side
chains—for example, during binding studies—requires labeling with 

 

13

 

C. In addition,
the particular labeling scheme to be used depends on the types of cells selected for
the experiment. In some cases (e.g., xenopus oocytes), it is possible to microinject
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a labeled protein directly into the cell. Injection has the advantage that the only
background signals are the signals produced by the natural abundance of 

 

15

 

N and

 

13

 

C. Of these, only the natural abundance of 

 

13

 

C (1.1%) plays a significant role. In
most cases, however, the macromolecule of interest will be expressed directly inside
the cells, which, depending on the labeling scheme, can cause severe problems with
background signals due to labeling of other cellular components. 

Experience with 

 

15

 

N labeling in 

 

E. coli

 

 so far has shown that only a minimum
background level is produced, which does not interfere with most protein resonances
[1–3] (fig. 15.3). The only requirement for the observation of a protein’s backbone
resonances in the in-cell NMR experiment is that the protein be expressed above a
certain threshold [2]. This threshold is approximately 1–2% of the entire soluble
protein content of a cell or roughly 200–300 

 

μ

 

M

 

 intracellular concentration. This
minimal background level can be further suppressed to virtually zero by using amino
acid type selective labeling schemes [2].

Unfortunately, not all amino acids can be used for selective labeling procedures
in standard 

 

E. coli

 

 strains such as BL21. Good candidates for labeling are lysine,
arginine, and histidine, which are at the end of a biosynthetic pathway and do not
serve as precursors for other amino acids [39]. Labeling with other amino acid types
has to rely on special media [40] that contain not only the labeled amino acid but
also unlabeled amino acids that suppress cross-labeling. Alternatively, specialized
auxotrophic bacterial strains can be used that have been created for all 20 amino
acids [39–41]. In addition, yeast geneticists have engineered many different auxo-
trophic yeast strains, albeit not for NMR labeling purposes. One drawback, at least

 

FIGURE 15.3

 

Comparison of an in-cell [

 

15

 

N, 

 

1

 

H] spectrum of NmerA (left) with an 

 

in vitro

 

spectrum of the same protein (right). In these spectra each amide proton is represented by
one peak. With the exception of the larger line width observed in the in-cell spectrum, both
spectra are very similar, demonstrating the low background level observed in amide proton-
detected in-cell NMR experiments. One-dimensional slices are shown at the bottom of each
spectrum taken at the indicated position. Each spectrum was measured on a 500-MHz NMR
spectrometer equipped with a cryogenic probe and four scans in less than 10 minutes.
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of the auxotrophic bacterial strains, is that they often show a reduced expression
level, which reduces the quality of the in-cell NMR spectra. 

As mentioned previously, the observation of most side chain resonances requires
carbon-based labeling schemes. 

 

13

 

C-based in-cell NMR experiments provide several
advantages over 

 

15

 

N-based experiments. First, the sensitivity of detecting methylene
and methyl groups is higher due to the larger number of protons directly attached
to the heteronucleus as compared to the single amide proton. Second, carbon-bound
protons do not chemically exchange with protons of the bulk water as amide protons
do. This exchange can significantly reduce the signal intensity and even broaden the
resonance beyond detection. Finally, methyl groups belong to the slowest relaxing
spins, based on their fast internal rotation, which further increases the sensitivity of
methyl group detection [17,18]. Since methyl groups also show the best proton-to-
heteronucleus ratio, they are the most attractive side chain probes for in-cell NMR
experiments; we used 

 

13

 

C methyl group-labeled methionine to observe FKBP. Analysis
of spectra of doubly 

 

15

 

N and 

 

13

 

C labeled in-cell NMR samples has revealed that the
sensitivity of methyl group-detected experiments is indeed approximately three times
higher than the sensitivity of amide group-detected spectra [4] (fig. 15.4).

Unfortunately, 

 

13

 

C-based labeling schemes also suffer from disadvantages. Full
carbon labeling with 

 

13

 

C-labeled glucose produces such a high background level that,
with the exception of a few high field-shifted methyl groups of calmodulin, no other
protein resonances could be unambiguously identified [4]. The greater abundance of
carbon than nitrogen in small molecules is the most likely reason for the high 

 

13

 

C
background level as compared to the minimal background observed with 

 

15

 

N labeling.
In addition, many nitrogen-bound protons in these small molecules will exchange
very fast with the bulk water, thus effectively broadening their resonances beyond
detection. More selective labeling schemes—for example, based on using 

 

13

 

C-labeled
pyruvate [42]—improve the situation but still produce a high level of background
signals [4]. The lowest level of background signals can be achieved by amino acid
type selective labeling. As mentioned earlier, labeling of methyl groups is, with regard
to the sensitivity of the experiments, the most attractive labeling option. However,
similar to the 

 

15

 

N-based amino acid type selective labeling, not all amino acids can
be used equally well. While methyl group-labeled methionine produces virtually zero
background, the high background level caused by methyl group-labeled alanine has
to be suppressed by using special media composition [4,40]. 

 

13

 

C-based labeling schemes also offer the possibility of observing other bio-
logically important macromolecules besides proteins. The research group of Guy
Lippens has used 

 

13

 

C labeling to observe cyclic osmoregulated periplasmic glucan
in 

 

Ralstonia solanacearum

 

 [5]. Similar to experiments with proteins, they observed
a high background level when using fully 

 

13

 

C-labeled glucose but could reduce it
by using glucose that was selectively 

 

13

 

C labeled on the C

 

1

 

 position. 

 

15.4 TUMBLING RATE OF PROTEINS INSIDE CELLS

 

A prerequisite for the observation of macromolecules by liquid state NMR spectros-
copy is that they tumble freely in solution with a rotational correlation time that is
not longer than a couple of tens of nanoseconds. Slow tumbling of a molecule causes
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broadening of the resonance lines, which can lead to their complete disappearance—
for example, as observed with the amide proton resonances of FKBP. For in-cell
NMR experiments, the intracellular viscosity, which determines the tumbling rate
of a macromolecule inside a cell, becomes an important parameter. Several different
techniques, including 

 

19

 

F- and 

 

13

 

C-based relaxation measurements, fluorescence

 

FIGURE 15.4

 

Comparison of in-cell [

 

15

 

N, 

 

1

 

H] HSQC spectra (A-C) with in-cell [

 

13

 

C, 

 

1

 

H]-
HSQC spectra (D–F) of calmodulin selectively labeled with 

 

15

 

N lysine and with 

 

13

 

C methyl
group methionine. The spectra A and D were measured simultaneously 25 minutes after
induction, the spectra B and E 50 minutes after induction, and the spectra C and F 75 minutes
after induction. One-dimensional slices taken at the indicated position are shown on top of
each spectrum. These spectra demonstrate that detection of methyl groups is approximately
three times more sensitive than the detection of amide protons in in-cell NMR experiments.
The strong peak at 129 ppm in the [

 

15

 

N, 

 

1

 

H] HSQC spectrum is not a calmodulin resonance.
Spectra were measured on a 500-MHz NMR spectrometer equipped with a cryogenic probe
in an interleaved mode. (Reprinted with permission from Serber, Z. et al., 

 

J. Am. Chem. Soc

 

.,
126, 7119, 2004.)
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polarization experiments, and investigations of the NMR line width of protons and
electron spin experiments have been used to study the intracellular viscosity in a
wide variety of cell types [43–50]. All these experiments have shown that the
intracellular viscosity is at most twice as high as the viscosity of water.

These measurements are in agreement with our investigations. Measurements
of the longitudinal relaxation time of the backbone nitrogen spins of NmerA in the
bacterial cytoplasm and in an 

 

in vitro

 

 sample showed an increase in the rotational
correlation time by a factor of two for the 

 

in vivo

 

 sample. It is important to
distinguish this rotational correlation time from the translational diffusion, which
can be dramatically reduced in the intracellular environment—for example, due to
the presence of a cytoskeleton. For NMR investigations, however, only the rotational
correlation time is relevant. Based on the linear relationship among the viscosity,
rotational correlation time, and molecular mass of a protein, this twofold increase
in the viscosity leads to a twofold increase in the apparent molecular mass of a
macromolecule. Fortunately, the molecular weight limit of macromolecules that
can be studied by NMR spectroscopy has been significantly extended by the intro-
duction of relaxation optimized pulse sequences such as TROSY (transverse relax-
ation optimized spectroscopy) [51] and similar techniques [52,53]. With these
methods, NMR investigations of even the 900-kDa complex consisting of GroEL
and GroES were possible [54].

The availability of these techniques in combination with the rather modest
increase in the rotational correlation time for proteins inside the cellular environment
predicts that the intracellular viscosity will not be a limiting factor for in-cell NMR
experiments. However, binding of a protein to other cellular components can signif-
icantly increase the rotational correlation time and can lead to the disappearance of
its resonances, as described for FKBP. In these cases, the detection of methyl groups
might still be possible due to their very fast internal rotation [4]. For even larger
complexes with slower correlation times, solid-state NMR experiments might be the
method of choice. 

 

15.5 CELLULAR SURVIVAL DURING NMR EXPERIMENTS

 

Another parameter that strongly influences the applicability of in-cell NMR experi-
ments is the survival rate of the cells in the NMR tube. In particular, the high cell
density can lead to oxygen starvation and lack of nutrients. If the sensitivity of the
selected system (mainly the overexpression level) is high enough, the NMR spectra
can be measured relatively fast (less than an hour). During longer experiments or
series of experiments such as relaxation studies, however, significant changes in the
cellular status can occur. These changes can range from shifts of the intracellular pH
in 

 

E. coli

 

 cells to cell death, which is observed, for example, with insect cell samples.
On the other hand, in classical 

 

in vivo

 

 NMR experiments cell cultures have been
kept alive for long time periods [55–57]. Cell survival can be increased by using
modified NMR sample tubes that enable a continuous exchange of the media, thus
providing the cells with nutrients and oxygen. In order to ensure that the continuous
flow of media through the NMR tube does not remove the cells, several different
designs have been tested. While solutions with semipermeable fibers and microcarriers
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have been used, the easiest method for keeping nonattached cells in an NMR tube is
to encapsulate them—for example, with low melting agarose [55,58]. Previous 

 

in vivo
NMR experiments have shown that bacteria can be kept alive in these gels for long
periods of time. In addition, our experiments with E. coli bacteria expressing 15N-
labeled NmerA have demonstrated that the spectral quality of the in-cell NMR spectra
is not affected by encapsulation with low melting agarose [59]. 

15.6 FUTURE PROSPECTS

In-cell NMR experiments are aimed at investigating the behavior of a protein or other
macromolecule in its natural environment—for example, the cellular cytoplasm.
Results from several research groups have demonstrated that biological macromole-
cules can indeed be observed in cells ranging from bacteria and yeast to insect cells.
The inherent insensitivity of the NMR method, however, requires a high intracellular
concentration of the macromolecule of interest. Of course, overexpression of a
protein can have a significant impact on its behavior. In order to investigate the
true natural behavior of a macromolecule, it is necessary to keep its concentration
as close to its natural level as possible. The current detection limit for proteins in
in-cell NMR experiments is 200 μM for amide proton-based and 70 μM for methyl
group-based experiments.

Fortunately, the introduction of cryoprobes has dramatically increased the sensi-
tivity of NMR instruments over the past years and further increase in the sensitivity
are expected. However, while cryogenic probes are very useful for increasing the
sensitivity, they are not strictly a prerequisite for the observation of proteins in in-cell
NMR experiments with bacteria. In particular, for in-cell NMR experiments with
eukaryotic cells, which usually do not reach the same protein expression levels as
bacteria, further enhancement of the sensitivity will be of paramount importance.
Additional improvements—again, in particular for eukaryotic cells—can be expected
from the use of modified NMR tubes that enable a continuous exchange of media.
With these devices, longer experiments will become possible and will therefore
extend the scope of in-cell NMR spectroscopy to more detailed studies of the
behavior of biological macromolecules inside living cells. 
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16.1 INTRODUCTION

 

The determination of the human genome sequence has spurred a great deal of interest
in using changes in levels of gene expression in individuals to discover the basis of
disease and to identify new drug targets. While this process has been successful and
there are indeed specific gene changes in certain diseases, it has also recently been
shown that variation in life span and longevity in identical and nonidentical twins
is mainly explained by environmental effects such as smoking and diet [1]. This new
approach has been incorporated into drug discovery programs in pharmaceutical
companies and although some significant advances have been made—notably in
some aspects of understanding cancer susceptibility [2,3]—it often remains difficult
to relate any changes seen to conventional end points used in disease diagnosis and
to optimize efficacy and minimize toxicity in pharmaceutical development. For
example, in toxicogenomics studies, candidate drugs can give rise to many gene
expression changes that have no actual pathological consequences.
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The simultaneous measurement of many gene expression changes is termed
transcriptomics and is mainly carried out in an automatic fashion using a technology
known as gene microarrays (gene chips) based on fluorescence changes when
extracted RNA binds to specific nucleotide sequences on the chip [4]. Since the
identified genes from this process can code for protein synthesis, much effort has
subsequently been focused on the consequent protein level changes in tissues, cells,
and biofluids (known as proteomics), and these matters form the subject of this book
[5]. Since the techniques and applications of proteomics are covered extensively in
this volume and the advantages and disadvantages are well discussed, it is not
necessary to elaborate on this subject.

However, another approach provides data sets of similar high information content.
This is metabonomics, the systemic profiling of metabolites and metabolic pathways
in whole organisms through the study of biofluids and tissues [6]. A parallel approach
has led to the term metabolomics also [7], but the two disciplines and their definitions
are highly convergent. This approach holds out the promise of a means by which
real disease and drug effect end points can be obtained. In this chapter, the main
technologies used in metabonomics are summarized, brief details of the types of
samples used are given, and the applications of metabonomics are described.

In complex organisms, the three levels of biomolecular organization and control
(transcriptomic, proteomic, and metabonomic) are highly interdependent, but all of
them can have very variable time scales of change. This makes it difficult to correlate,
mathematically, time courses that can be very rapid (e.g., some gene switching
events), require much longer time scales (protein synthesis), or encompass enormous
ranges of time scales (metabolite levels). Additionally, such biochemical changes do
not always occur in the order—transcriptomic, proteomic, metabolic—because, for
example, pharmacological or toxicological effects at the metabolic level can induce
subsequent adaptation effects at the proteomic or transcriptomic levels.

In addition, as captured in figure 16.1, environmental and lifestyle effects have
a large effect on gene and protein expression and metabolite levels, and these have
to be considered as part of intersample and interindividual variation. Interpretation
of genomic data, in terms of real biological end-points, is a major challenge because
of the conditional interactions of specific gene expression levels with environmental
factors that nonlinearly change disease risks. The measurement and modeling of
such diverse information sets poses significant challenges at the analytical and
bioinformatic modeling levels. Highly complex animals such as man can be consid-
ered as “superorganisms” with an internal ecosystem of diverse symbiotic microbiota
and parasites that have interactive metabolic processes and for which, in many cases,
the genome is not known. The many levels of complexity of the mammalian system
and the diverse features that need to be measured to allow “-omic” data to be utilized
fully have been reviewed recently [8]. Novel approaches continue to be required to
measure and model metabolic compartments in different interacting cell types and
genomes connected by cometabolic processes in the global mammalian system [9].

All metabonomics studies, which rely on analytical chemistry methods, result
in complex multivariate data sets that require a variety of chemometric and bio-
informatic tools for effective interpretation. The aim of these procedures is to produce
biochemically based fingerprints that are of diagnostic or other classification value.
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A second stage, crucial in such studies, is to identify the substances causing the
diagnosis or classification; these become biomarkers that reflect actual biological
events. Thus, metabonomics allows real-world or biomedical end-point observations
to be related to the measurements provided by all of the -omic technologies. To carry
out metabonomics studies, it is not necessary to have the genome sequence of all
of the organisms involved. 

The main areas where metabonomics has an impact include:

• validation of animal models of disease, including genetically modified
animals

• preclinical evaluation of drug safety studies, allowing ranking of candidate
compounds

• assessment of drug side effects in humans in clinical trials and for mar-
keted drugs

• quantitation, or ranking, of the beneficial effects of pharmaceuticals, in
development and clinically

• improved understanding of the causes of highly sporadic idiosyncratic
toxicity of marketed drugs

• improved, differential diagnosis and prognosis of human diseases, partic-
ularly for chronic and degenerative diseases and for diseases caused by
genetic effects

• better understanding of large-scale human population differences through
epidemiological studies

• patient stratification for clinical trials and drug treatment (pharmaco-
metabonomics)

• sports medicine and lifestyle studies, including the effects of diet, exercise,
and stress

 

FIGURE 16.1

 

The relationships among the genome, gene expression levels, protein expres-
sion levels, and metabolite concentrations. The influence of environmental effects such as
food, gut microflora, and drugs are included.
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• evaluation of the effects of interactions between drugs, and between drugs
and diet

• identification of new drug targets
• metabolic profiles of plants, including genetically modified species and

quality-control studies (essential equivalence)
• microbiological characterization
• forensic science, including the biochemical effects of drug overdose
• environmental effects of pollutants monitored using marker terrestrial and

aquatic species

Importantly, because many metabonomics studies can use biofluids that can be
collected noninvasively or minimally so, metabonomics also allows time-dependent
patterns of change in response to disease, drug effects, or other stimuli to be
measured. In complex multicellular organisms, there will be a wide variety of time
scales of change, not always predictable even in order, varying according to the
involved genes, proteins, pathways, and tissues. One important potential role for
metabonomics, therefore, is to direct the timing of proteomic and genomic analyses
in order to maximize the probability of observing -omic biological changes relevant
to functional outcomes. 

Metabonomics has been formally defined in a biological context as the quanti-
tative measurement of the dynamic multiparametric metabolic response of living
systems to pathophysiological stimuli or genetic modification [6]. It provides an
approach that is complementary to other -omic measurements, and in general it gives
real-world end points since biochemical changes at the metabolite level (usually
measured in a univariate manner in the past) can be related to health and disease
and are changeable by therapeutic intervention. 

A number of reviews of metabonomics have described the various techniques
used and summarized the main areas of application. These provide more detail
than can be given here and also serve to act as pointers to the original literature
studies [10–15].

 

16.2 METABONOMICS ANALYTICAL TECHNOLOGIES

 

The two principal methods that can produce metabolic profiles of biomaterials
comprise 

 

1

 

H nuclear magnetic resonance (NMR) spectroscopy [10] and mass spec-
trometry (MS) [16], the latter usually including a separation stage such as gas
chromatography (GC) or high-performance liquid chromatography (HPLC). Both
of these disciplines are also used heavily in proteomics; MS is one of the mainstay
techniques for protein identification [17] and NMR spectroscopy is widely used for
determination of the three-dimensional structures of proteins [18].

NMR spectroscopy is a nondestructive technique that provides detailed infor-
mation on molecular structure for pure compounds and in complex mixtures. In
addition and uniquely, NMR spectroscopic methods can also be used to probe
metabolite molecular dynamics and mobility as well as substance concentrations
through the interpretation of NMR spin relaxation times and by the determination
of molecular diffusion coefficients. MS is considerably more sensitive than NMR
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spectroscopy, but in complex mixtures of very variable composition such as biofluids,
it is generally necessary to employ different separation techniques for different
classes of substances. MS is also a mainstay technique for molecular identification
purposes, especially through the use of MS

 

n

 

 methods for fragment ion studies.
Analyte quantitation by MS in complex mixtures of highly variable composition can
also be impaired by variable ionization and ion suppression effects, although
improved chromatographic resolution such as that offered by UPLC can reduce this
problem considerably. Chemical derivatization might be necessary to ensure vola-
tility and analytical reproducibility in complex mixtures such as biofluids. Most
published metabonomics studies on mammalian biological systems have used NMR
spectroscopy, but HPLC-MS techniques are increasing in use, particularly using
electrospray ionization. 

Typically, metabonomics is carried out on biofluids, since these can provide an
integrated systems biology view. The biochemical profiles of the main diagnostic
fluids—blood plasma, cerebrospinal fluid (CSF), and urine—reflect normal variation
and the impact of drug toxicity or disease on single- or multiple-organ systems [19].
Urine and plasma are obtained essentially noninvasively and hence are most appro-
priate for monitoring clinical trials and diagnosing disease. However, a wide range
of fluids can be and has been studied, including seminal fluids, amniotic fluid,
cerebrospinal fluid, synovial fluid, digestive fluids, blister and cyst fluids, lung
aspirates, and dialysis fluids [19].

A standard 

 

1

 

H NMR spectrum of urine, as seen in figure 16.2, typically contains
thousands of sharp lines from hundreds of predominantly low molecular weight
metabolites. The position of each spectral band (its chemical shift) gives information
on molecular group identity (e.g., methyl group, olefinic hydrogen, phenyl ring,
aldehyde, etc.). The splitting pattern on each band (J-coupling) provides information
about nearby protons, their through-bond connectivities, and molecular conforma-
tions. The band areas relate directly to the number of protons giving rise to the peak
and hence to the relative concentrations of the substances in the sample. Absolute
concentrations can be obtained if an internal standard of known concentration is
added to the sample [20]. 

Plasma and serum separated from whole blood contain low and high molecular
weight components, and these give a wide range of signal line widths. Broad bands
from protein and lipoprotein signals contribute strongly to the 

 

1

 

H NMR spectra, with
sharp peaks from small molecules superimposed on them. Standard NMR pulse
sequences, where the observed peak intensities are edited on the basis of molecular
diffusion coefficients or on NMR relaxation times (

 

T

 

1

 

, 

 

T

 

1

 

ρ

 

, 

 

T

 

2

 

), can be used to select
only the contributions from proteins and other macromolecules and micelles or,
alternatively, to select only the signals from the small molecule metabolites, respec-
tively. Typical 

 

1

 

H NMR spectra from human blood serum are shown in figure 16.3,
showing a complete profile and a series of edited spectra. In some cases, it is also
possible to investigate molecular mobility and to study intermolecular interactions
such as the reversible binding between small molecules and proteins [21,22]. 

Standard NMR spectra typically take only a few minutes to acquire using robotic
flow-injection methods, with automatic sample preparation involving buffering and
addition of D

 

2

 

O as a magnetic field lock signal for the spectrometer. For large-scale
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studies, bar-coded vials containing the biofluid are used and the contents of these
can be transferred and prepared for analysis using robotic liquid-handling technology
into 96-well plates with the whole process under LIMS system control. The large
interfering NMR signal arising from water in all biofluids is easily eliminated by
use of standard NMR solvent suppression methods. Using NMR flow probes, the
capacity for NMR analysis has increased enormously recently, and around 200
samples per day can be measured on one spectrometer. 

A major improvement in the scope of metabonomics has been made possible
by the commercialization of miniaturized NMR probes. Now it is possible to study
metabolic profiles by NMR using as little as 2–20 

 

μ

 

L of sample and examples have
been published using CSF and blood plasma [23,24].

Cryogenic NMR probe technology where the detector coil and preamplifier are
cooled to around 20 K, provides an improvement in spectral signal–noise ratios of
up to four to five times by reducing the thermal noise in the circuits. This allows
use of less material or, conversely, shorter data acquisition times by up to a factor
of 20–25 for the same amount of sample. This technology has also permitted routine
use of natural abundance 

 

13

 

C NMR spectroscopy of biofluids, such as urine or plasma,

 

FIGURE 16.2

 

800-MHz 

 

1

 

H NMR spectrum of control human urine with a series of expan-
sions to show the spectral complexity. The peaks arise from different chemical types of
hydrogen in the biochemicals present. The peak areas are related to molar concentrations and
the peak positions and splittings allow information to be obtained, after expert interpretation,
on the molecules responsible for the peaks. Many of these peaks have been assigned to specific
metabolites and a list of these can be found in the literature [10,19]. The signal from water
has been suppressed by an NMR procedure in order to avoid problems of dynamic range in
the detection process.
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with acquisition times that enable a high throughput of samples. Information-rich

 

13

 

C NMR spectra of urine can be obtained using appropriately short acquisition times
suitable for biochemical samples when using a cryogenic probe [25]. 

More recently, the use of mass spectrometry has enjoyed a resurgence in meta-
bonomics with the commercialization of directly coupled HPLC-MS [26], although
the first use of pattern recognition for interpreting mass spectra was recognized many
years earlier [27]. Thus, for metabonomics applications on biofluids such as urine,
an HPLC chromatogram is generated with MS detection, nowadays using electro-
spray ionization, and usually both positive and negative ion chromatograms are
measured. At each sampling point in the chromatogram, there is a full mass spectrum,
so the data are three-dimensional in nature (i.e., retention time, mass, and intensity).
Given this very high resolution, it is possible to cut out any mass peaks from drug
metabolites without compromising the data set. The data can then be used as input
to pattern recognition studies, as for NMR spectra [26].

Within the last few years, the development of a technique called high-resolution

 

1

 

H magic angle spinning (MAS) NMR spectroscopy has made feasible the acquisition
of high-resolution NMR data on small pieces of intact tissues with no pretreatment
[28–30]. Rapid spinning of the sample (typically at ~4–6 kHz) at an angle of 54.7°
relative to the applied magnetic field serves to reduce the line-broadening effects seen
in heterogeneous, nonliquid samples such as tissues. These are caused by sample
heterogeneity and residual anisotropic NMR parameters normally averaged out in

 

FIGURE 16.3

 

1

 

H NMR spectra of rat serum. (a) Standard water-suppressed spectrum, show-
ing all metabolites; (b) CPMG spin–echo spectrum, with attenuation of peaks from fast
relaxing components such as macromolecules and lipoproteins; (c) diffusion-edited spectrum,
with attenuation of peaks from fast diffusing components such as small molecules; and
(d) a projection of a two-dimensional J-resolved spectrum onto the chemical shift axis, show-
ing removal of all spin–spin coupling and peaks from fast relaxing species. This illustrates
the various NMR responses possible through the use of different pulse sequences, which edit
the spectral intensities.
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free solution where molecules can tumble isotropically and rapidly. NMR spectros-
copy on a tissue matrix in an MAS experiment is the same as solution-state NMR,
and all common pulse techniques can be employed in order to study metabolic changes
and to perform molecular structure elucidation. Typical 

 

1

 

H NMR spectra from a range
of tissue types are shown in figure 16.4. In most cases, a standard set of one-
dimensional sequences is used to describe the biochemical changes in the pool of
low molecular weight metabolites and lipids. The different spin properties of macro-
molecules and small molecules can also be exploited using spectral editing techniques
to filter out certain subgroups of peaks, as in solution-state NMR spectroscopy.

MAS NMR spectroscopy has straightforward sample preparation, although this still
has to be carried out manually. Samples of as little as ~10 mg can be prepared; initially,
snap-frozen tissue samples, which have been stored at –80°C, are defrosted and cut in

 

FIGURE 16.4

 

High-resolution 400-MHz 

 

1

 

H MAS NMR spectra of various tissues, with sample
spinning at 4.2 kHz.
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order to select the region of interest. The original samples should be frozen rapidly
using small specimens in liquid nitrogen to avoid microcrystallization of the water in
the cells and consequent cell damage. Then, the tissue is rinsed with about 50 

 

μ

 

L of
0.9% D

 

2

 

O/saline in order to wash off remaining blood, and the specimen is trans-
ferred into a 4-mm diameter zirconia rotor. A Teflon spacer is used in order to restrict
the sample volume, eliminate trapped air bubbles, and increase sample homogeneity.

As soon as the sample has been transferred into the rotor, a trace volume of 0.9%
D

 

2

 

O/saline is added to provide a field-frequency lock for the 

 

1

 

H MAS NMR data
acquisitions. In cases where the chemical shifts of signals have not been identified
previously, it is necessary to add a reference standard such as 3-(trimethylsilyl)
[2,2,3,3-

 

2

 

H

 

4

 

] propionic acid, sodium salt (TSP) in the saline solution, although some-
times it is possible to use a well characterized peak of an easily assigned compound,
such as the 

 

1

 

H resonance of 

 

α

 

-glucose, as a secondary chemical shift standard. 
A number of studies have shown that diseased or toxin-affected tissues have

characteristically different metabolic profiles relative to those taken from healthy
organs. In addition, 

 

1

 

H MAS NMR spectroscopy can be used to access information
regarding the restriction of metabolites in different compartments within cellular
environments. NMR-based metabonomics can also be applied to 

 

in vitro

 

 systems such
as tissue extracts [29,30], Caco-2 cells [31], or spheroids [32]. A combined metabo-
nomic analysis of biofluids such as urine and plasma, tissue extracts, and intact tissues
is possible, thus providing a comprehensive view of the biochemical responses to a
pathological situation, an approach termed “integrated metabonomics” [29,30].

Identification of the biomarkers of a pharmacological, toxicological, or disease
situation detected in a biofluid can involve the application of a range of techniques
including two-dimensional NMR experiments [20]. Although all of the armory of
the usual analytical physical chemistry can and should be used, including mass
spectrometry, 

 

1

 

H NMR spectra of urine and other biofluids, even though they are
very complex, allow many resonances to be assigned directly based on their chemical
shifts, signal multiplicities, and by adding authentic material. Further information
can be obtained by using spectral editing techniques, as described previously. 

Two-dimensional NMR spectroscopy can be useful for increasing signal disper-
sion and for elucidating the connectivities between signals, thereby enhancing the
information content and helping to identify biochemical substances [20]. These
include the 

 

1

 

H–

 

1

 

H 2D J-resolved experiment, which attenuates the peaks from
macromolecules and yields information on the multiplicity and coupling patterns of
resonances, a good aid to molecule identification. Other 2D experiments known as
COSY and TOCSY provide 

 

1

 

H–

 

1

 

H spin–spin coupling connectivities, thus giving
information about which hydrogens in a molecule are close in chemical bond terms.

Use of other types of nuclei such as naturally abundant 

 

13

 

C or 

 

15

 

N or, where
present, 

 

31

 

P can be important to help assign NMR peaks. In this case, heteronuclear
correlation NMR experiments, usually 

 

1

 

H–

 

13

 

C, can also be obtained by use of appro-
priate NMR pulse sequences [20]. These benefit by the use of so-called inverse
detection, where the lower sensitivity or less abundant nucleus NMR spectrum (such
as 

 

13

 

C) is detected indirectly using the more sensitive/abundant nucleus (

 

1

 

H) by
making use of spin–spin interactions such as the one-bond 

 

13

 

C–

 

1

 

H spin–spin coupling.
These yield 

 

1

 

H and 

 

13

 

C NMR chemical shifts of CH, CH

 

2

 

, and CH

 

3

 

 groups, useful
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again for identification purposes. There is also a sequence that allows correlation of
protons to quaternary carbons based on long-range 

 

13

 

C–

 

1

 

H spin–spin coupling
between the nuclei. These NMR approaches are well known also in the field of protein
structure determination, where the situation is usually eased by ensuring that the
protein under study has been fully enriched with 

 

13

 

C and 

 

15

 

N by production of the
protein from a genetically modified bacterium, such as 

 

Escherichia coli

 

 grown in
medium enriched in isotopically labeled precursors.

It is also possible to separate substances of interest from a complex biofluid
sample using techniques such as solid-phase extraction or HPLC. For metabolite
identification, directly coupled chromatography-NMR spectroscopy methods can be
used. The most powerful of these “hyphenated” approaches is HPLC-NMR-MS [33]
and this can provide the full array of NMR- and MS-based molecular identification
tools. These include tandem MS (MS-MS) for identification of fragment ions and
Fourier transform (FT)-MS or time of flight (TOF)-MS for accurate mass measure-
ment and hence derivation of empirical molecular formulae.

Some systematic biochemical changes in 

 

1

 

H NMR spectroscopic profiles of
biofluids can be obscured in pattern recognition analyses by interfering factors such
as variations in pH, which can cause changes in NMR chemical shifts because of
differences in degree of protonation of some molecules. In NMR spectroscopy of
urine, one means of limiting the effects of pH on the chemical shift of sensitive
moieties is to add a standard amount of buffer to the sample prior to NMR spectro-
scopic analysis. Another widely used procedure is the segmentation of the NMR
spectra into regions of equal chemical shift ranges (typically, each is 0.01–0.04 ppm
wide) followed by signal integration within those ranges [34].

Automatic data reduction of 2D NMR spectra can be performed using a proce-
dure similar to that for 1D spectra, in which the spectrum is divided by a grid
containing squares or rectangles of equal size and the spectral integral in each volume
element is calculated. The intensity in some spectral regions, such as those containing
water or urea, is highly variable due to water NMR peak suppression artifacts. In
addition, many drug compounds or their metabolites are excreted in biofluids and
these can obscure significant changes in the concentration of endogenous compo-
nents. Therefore, it is usual to remove these redundant spectral regions prior to
chemometric analysis. 

Other approaches are possible and have been used, including shifting peak
positions using mathematical methods to take into account small pH-dependent
variations in chemical shift, in which case the full NMR spectrum can be used for
PR (pattern recognition) [35,36]. More recently, in studies where large numbers of
samples are analyzed, the variation in peak positions can be modeled explicitly,
especially when the whole spectra are used without any segmentation of the NMR
signal intensity into “bins” [37].

 

16.3 DATA INTERPRETATION USING CHEMOMETRICS

 

In chemistry, the term chemometrics is generally applied to describe the use of PR
and related multivariate statistical approaches to chemical numerical data. The
general aim of PR is to classify an object or to predict the origin of an object based
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on identification of inherent patterns in a set of experimental measurements or
descriptors. PR can also be used for reducing the dimensionality of complex data
sets—for example, by 2D or 3D mapping procedures—to enable easy visualization
of any clustering or similarity of the various samples. Alternatively, multiparametric
data can be modeled using PR techniques so that the class of separate samples
(a “validation set”) can be predicted based on a series of mathematical models
derived from the original data or “training set” [13].

The complex data that arise from, for example, an NMR spectrum of a sample
can be thought of as an object with a multidimensional set of metabolic coordinates,
the values of which are the spectral intensities at each data point. Thus, each spectrum
becomes a point in a multidimensional metabolic hyperspace. Similarity or differ-
ences between samples can then be evaluated using multivariate statistical methods
or other pattern recognition (PR) approaches, such as those based on interpoint
distances. In general, the methods allow the quantitative description of the multi-
variate boundaries that characterize and separate each class of sample in terms of
their metabolic profiles [13]; some provide a level of probability for the classification.

Principal components analysis (PCA), one of the simplest techniques used exten-
sively in metabonomics, allows for the expression of most of the variance within a
data set using a smaller number of factors or principal components (PCs). Properties
of PCs are such that each PC is a linear combination of the original data parameters
whereby each successive PC explains the maximum amount of variance possible,
not accounted for by the previous PCs. Each PC is orthogonal and therefore inde-
pendent of the other PCs. Thus, the variation in the spectral set is usually described
by many fewer PCs than the original data point values because the less important
PCs simply describe the noise variation in the spectra.

Conversion of the data matrix to PCs results in two matrices known as scores
and loadings. Scores are the coordinates for the samples in the established model
and may be regarded as the new variables; these are linear combinations of the
original variables. In a scores plot, each point represents a single NMR spectrum.
The PC loadings define the way in which the old variables are linearly combined to
form the new variables. The loadings define the orientation of the computed PC
plane with respect to the original variables and indicate which variables carry the
greatest weight in transforming the position of the original samples from the data
matrix into their new position in the scores matrix. In the loadings plot, each point
represents a different NMR spectral region. Thus, the cause of any spectral clustering
observed in a PC scores plot is interpreted by examination of the loadings that
leverage the cluster separation.

Unsupervised methods such as PCA are useful for comparing pathological sam-
ples with control samples, but supervised analyses that model each class individually
are preferred where the number of classes is large. Supervised methods are used
also in regression analysis where a quantitative figure can be provided for a biological
endpoint, and this can be a univariate end point or a multivariate end point matrix. 

A widely used supervised method is partial least squares (PLS). This is a method
that relates a data matrix containing

 

 

 

independent variables from samples (an X
matrix) to a matrix containing dependent variables (or measurements of response)
for those samples (a Y matrix). PLS can also be used to examine the influence of
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time on a data set, which is particularly useful for biofluid NMR data collected from
samples taken over a time course for the progression of a pathological effect. PLS
can also be combined with discriminant analysis (DA) to establish the optimal
position in which to place a discriminant surface that best separates classes. Finally,
because biofluid samples are often collected over a period of time from the same
animals as subjects, the analysis can take this into account by utilizing the principles
of batch processing [38].

Apart from the methods described here that use linear combinations of param-
eters for dimension reduction or classification, other methods exist that are not
limited in this way. For example, neural networks comprise a widely used nonlinear
approach for modeling data. A training set of data is used to develop algorithms that
“learn” the structure of the data and can cope with complex functions. The basic
software network consists of three or more layers, including an input level of neurons
(spectral descriptors or other variables); one or more hidden layers of neurons that
adjust the weighting functions for each variable; and an output layer, which desig-
nates the class of the object or sample. Recently, probabilistic neural networks, which
represent an extension to this approach, have shown promise for metabonomics
applications in toxicity [39]. Other approaches currently being tested include genetic
algorithms, machine learning, and Bayesian modeling [13].

Biochemical changes, whether naturally induced by diet or lifestyle or artificially
by beneficial or adverse effects of drugs, develop and recover over time and, as a
consequence, there can be complex, time-related changes in metabolic profiles as
detected by NMR spectroscopy of biofluids. Hence, in order to develop automatic
classification methods, it has proved efficient to use supervised chemometrics
approaches that explicitly take time into account [40,41]. 

It is possible to use such supervised models to provide classification probabilities
or even quantitative response factors for a wide range of sample types. However,
given the strong possibility of chance correlations when the number of descriptors
is large, it is important to build and test such chemometric models using independent
training data and validation data sets.

An initiative has been under way to investigate the reporting needs and to
consider recommendations for standardizing reporting arrangements for metabonom-
ics studies, and to this end a standard metabolic reporting structures (SMRS) group
has been formed (see www.smrsgroup.org). This has produced a draft policy docu-
ment that covers all of those aspects of a metabolic study recommended for recording,
from the origin of a biological sample, the analysis of material from that sample,
and chemometric and statistical approaches to retrieve information from the sample
data. The various levels and consequent detail for reporting needs, including journal
submissions, public databases, and regulatory submissions, have also been addressed. 

 

16.4 SELECTED APPLICATIONS OF METABONOMICS 

16.4.1 G

 

ENETIC

 

 D

 

IFFERENCES

 

 

 

AND

 

 O

 

THER

 

 P

 

HYSIOLOGICAL

 

 E

 

FFECTS

 

 

 

In order to determine therapeutic or toxic effects or to understand the biochemical
alterations caused by disease, it is necessary first to understand any underlying
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physiological sources of variation. To this end, metabonomics has been used to
separate classes of experimental animals such as mice and rats according to a number
of inherent and external factors based on the endogenous metabolite patterns in their
biofluids [42]. Such differences may help explain differential toxicity of drugs
between strains and interanimal variation within a study. 

For example, the importance of gut microfloral populations on urine composi-
tion has been highlighted by a study in which axenic (germ-free) rats were allowed
to acclimatize in normal laboratory conditions and their urine biochemical makeup
was monitored for 21 days [43]. Recently, the influence of parasitic infections on
urinary metabolite profiles has been elucidated [44]. Many other effects can be
distinguished using metabonomics, including male/female differences, age-related
changes, estrus cycle effects in females, diet, diurnal effects, and interspecies
differences and similarities [42].

Metabonomics has also been used for the phenotyping of mutant or transgenic
animals and investigation of the consequences of transgenesis such as the transfection
process [45]. Genetic modifications used in the development of genetically engi-
neered animal models of disease are often made using transfection procedures and
it is important to differentiate often seen unintended consequences of this process
from the intended result. Metabonomic approaches can give insight into the meta-
bolic similarities or differences between mutant or transgenic animals and the human
disease processes that they are intended to simulate and hence their appropriateness
for monitoring the efficacy of novel therapeutic agents. This suggests that the method
may be appropriate for following treatment regimes such as gene therapy.

 

16.4.2 P

 

RECLINICAL

 

 D

 

RUG

 

 C

 

ANDIDATE

 

 S

 

AFETY

 

 A

 

SSESSMENT

 

Despite the huge investment by pharmaceutical companies in safety testing in
animals, unexpected results are sometimes observed in the clinic and drugs occa-
sionally still have to be withdrawn from the market place. This is an indication that
drug safety assessment approaches used in the pharmaceutical industry can still fail,
and hence there is a need for methodologies that can detect potential problems earlier,
faster, more cheaply, and more reliably. A recent survey of market withdrawals during
the period 1960–1999 identified the most common reason for withdrawal as hepato-
toxicity [46]. The selection of robust candidate drugs for development based upon
minimization of the occurrence of adverse drug effects is therefore one of the most
important aims of pharmaceutical R&D, and the pharmaceutical industry is now
embracing metabonomics for evaluating the adverse effects of candidate drugs. The
National Center for Toxicological Research, a part of the U.S. Food and Drug
Administration, is also investigating the usefulness of the approach.

In this application, NMR-based metabonomics can be used for (1) definition of
the metabolic hyperspace occupied by normal samples; (2) the consequential rapid
classification of a biofluid sample as normal or abnormal (this enables NMR spec-
trometer automation for data acquisition); (3)

 

 

 

if abnormal, classification of the target
organ or region of toxicity; (4) biochemical mechanism of that toxin; (5) identifica-
tion of combination biomarkers of toxic effects; and (6) evaluation of the time course
of the effect (e.g., the onset, evolution and regression of toxicity). An example of a
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metabolic trajectory is shown in figure 16.5 where each spectrum, following a single
dose of a toxin, is plotted as a single point in a principal component scores plot
[47]. There have been many studies using 

 

1

 

H NMR spectroscopy of biofluids to
characterize drug toxicity. The role of metabonomics in particular and magnetic
resonance in general in toxicological evaluation of drugs has been comprehensively
reviewed recently [15].

Metabonomics has already been applied in fields outside human and other
mammalian systems. For example, studies in the environmental pollution field have
highlighted the potential benefits of this approach by studies of caterpillar
hemolymph [48] and earthworm biochemical changes as a result of soil pollution
by model toxic substances [49]. In addition, a study of heavy metal toxicity (As

 

3+

 

and Cd

 

2+

 

) in wild rodents living on polluted sites has been concluded successfully
[50]. Finally, in terms of monitoring water quality, one study has evaluated adverse
effects in abalone using NMR-based metabonomics [51].

The usefulness of metabonomics for the evaluation of xenobiotic toxicity effects
has recently been comprehensively and successfully explored by the Consortium
for Metabonomic Toxicology (COMET). This was formed between five pharma-
ceutical companies and Imperial College, London [52], with the aim of developing

 

FIGURE 16.5

 

Principal components scores trajectories (PC1 vs. PC2) for 600-MHz 

 

1

 

H NMR
spectra of urine from hydrazine-treated rats and mice illustrating the differences in metabolic
starting positions between the rat and the mouse and different magnitudes of toxic response
to hydrazine dosing. (Bollard, M.E. et al. 

 

Toxicol. Appl. Pharmacol

 

., 204, 135–151, 2005.)
Key: 

 

×

 

 = control mice; 

 

+

 

 = low-dose mice (100 mg/kg); 

 

▲

 

 = high-dose mice (250 mg/kg);
0 = control rats; 

 

■

 

 = low-dose rats (30 mg/kg);  = high-dose rats (90 mg/kg).
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methodologies for the generation and evaluation of metabonomic data generated
using 

 

1

 

H NMR spectroscopy of urine and blood serum for preclinical toxicological
screening of candidate drugs. The successful outcome is evidenced by the databases
of spectral and conventional results for a wide range of model toxins (147 in total)
that serve as the raw material for computer-based expert systems for toxicity
prediction. The project goals for the generation of comprehensive metabonomic
databases (now around 35,000 NMR spectra) and multivariate statistical models
(expert systems) for prediction of toxicity—initially for liver and kidney toxicity
in the rat and mouse—have now been achieved, and the predictive systems and
databases have been transferred to the sponsoring companies. 

A feasibility study was carried out at the start of the project, using the same
detailed protocol and the same model toxin, over seven sites in the companies and
their appointed contract research organizations. This was used to evaluate the levels
of analytical and biological variation that could arise through the use of metabo-
nomics on a multisite basis. The intersite NMR analytical reproducibility revealed
the high degree of robustness expected for this technique when the same samples
were analyzed at Imperial College and at various company sites. This gave a multi-
variate coefficient of regression between paired samples of only about 1.6%. This
is illustrated in figure 16.6, which shows a principal components scores plot for

 

FIGURE 16.6

 

Principal components scores plot where each point represents a 

 

1

 

H NMR
spectrum of rat urine taken at various times as shown after a single acute dose of hydrazine,
with each urine sample split and measurements made at 600 MHz at Imperial College, London,
and at 500 MHz at Roche, Basel, Switzerland. (Keun H.C. et al. 

 

Chem. Res. Toxicol

 

., 15,
1380–1386, 2002.) This is a plot of the first and second PC scores for all NMR spectra.
Triangles and circles represent NMR spectra measured at IC and Roche, respectively. The
ellipse denotes the 95% significance limit. Samples appear as pairs showing similarity of
biochemical profiles. The asterisk denotes a sample that gave an anomalous spectrum when
measured automatically at IC, due to an instrumental artifact. The multivariate coefficient of
variation for 250 paired samples is 1.6%.

4

3

2

1

0

t(
2

)

−1

−2

−4

−3

−5

−10 −8 −6 −4 −2 20

t(1)

4 6 8

 

DK3714_C016.fm  Page 335  Thursday, February 15, 2007  7:45 AM



 

336

 

Spectral Techniques in Proteomics

 

1

 

H NMR spectra from split urine samples from a toxicity study following a single
dose of hydrazine, a model liver toxin. Each point represents a single NMR spectrum
with the triangular and circular points measured at different sites, one in Switzerland
and the other in the United Kingdom.

The biological variability was evaluated by a detailed comparison of the ability
of the six companies to provide consistent urine and serum samples for an in-life
study of the same toxin, with all samples measured at Imperial College. There was
a high degree of consistency between samples from the various companies and dose-
related effects could be distinguished from intersite variation [53]. 

As a precursor to developing the final predictive expert systems, metabonomic
models were constructed for urine from control rats and mice, enabling identification
of outlier samples and the metabolic reasons for the deviation. To achieve the project
goals, new methodologies for analyzing and classifying the complex data sets were
developed. For example, since the expert system takes into account the metabolic
trajectory over time, a new way of comparing and scaling these multivariate trajec-
tories was required and has been developed [37]. Additionally, a novel classification
method for identifying the class of toxicity based on all of the NMR data for a given
study has been generated. This has been termed “classification of unknowns by density
superposition (CLOUDS)” and is a novel non-neural implementation of a classifica-
tion technique developed from probabilistic neural networks [54]. Modeling the
urinary NMR data according to organ of effect (control, liver, kidney, or other organ),
using a model training set of 50% of the samples and predicting the other 50%, over
90% of the test samples were classified as belonging to the correct group with only
a 2% misclassification rate between these classes. This work showed that it is possible
to construct predictive and informative models of metabonomic data delineating the
whole time course of toxicity—the ultimate goal of the COMET project.

The value of obtaining multiple NMR data sets from various biofluid samples
and tissues of the same animals collected at different time points has been demon-
strated. This procedure has been termed “integrated metabonomics” [11] and can be
used to describe the changes in metabolic chemistry in different body compartments
affected by exposure to toxic drugs [29,30]. An illustration of the types of information
that can be obtained from a study of the acute toxicity of 

 

α

 

-naphthylisothiocyanate,
a model liver toxin, is shown in figure 16.7. Such timed profiles in multiple com-
partments are characteristic of particular types and mechanisms of pathology and
can be used to give a more complete description of the biochemical consequences
than can be obtained from one fluid or tissue alone. 

Integration of data and findings from other multivariate techniques in molecular
biology, such as from gene array experiments, is also feasible. Thus, it has been
possible to integrate data from transcriptomics and metabonomics to find common
metabolic pathways implicated by both gene expression changes and changes in
metabolism after acetaminophen administration to mice [55].

 

16.4.3 D
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Many examples exist in the literature of the use of NMR-based metabolic profiling
to aid human disease diagnosis, including the use of plasma to study diabetes; CSF
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FIGURE 16.7

 

(See color insert.) The types of biochemical information that can be obtained
from an integrated metabonomics study of the acute toxicity of the liver toxin 

 

α

 

-naphthyl-
isothiocyanate. The figure illustrates the major fluctuations in metabolite profiles observed
by 

 

1

 

H NMR spectroscopy over the experimental time course in the liver, blood plasma and
urine. Key: 

 

↑

 

, above control levels; 

 

↓

 

, below control levels; LDL, very low-density lipoprotein.
Metabolite changes in purple were observed in both extract and MAS NMR spectra. L, P,
and U refer to sampling of liver, blood plasma and urine, respectively [29].
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for investigating Alzheimer’s disease; synovial fluid for osteoarthritis; seminal fluid
for male infertility; and urine in the investigation of drug overdose, renal transplan-
tation, and various renal diseases. Most of the earlier studies using NMR spectros-
copy have been reviewed [19]. For example, a promising use of NMR spectroscopy
of urine and plasma, as evidenced by the number of publications on the subject, is
in the diagnosis of inborn errors of metabolism in children caused by single gene
defects [56] with an example shown in Figure 16.8.

More recently, some studies have been undertaken in the area of cancer diagnosis
using perchloric acid extracts of various types of human brain tumor tissue [57] and
the spectra could be classified using neural network software giving ~85% correct
classification. Tissues can be studied by metabonomics through the magic-angle-
spinning technique and published examples include prostate cancer [58,59], renal
cell carcinoma [60], breast cancer [61,62], and various brain tumors [63,64]. Other
recent studies include an NMR-based urinary metabonomic study of multiple sclero-
sis in humans and nonhuman primates [65].

Currently, the “gold standard” diagnostic method for coronary heart disease
(CHD) requires the injection of x-ray opaque dye into the blood stream and visual-
ization of the coronary arteries using x-ray angiography. This is both expensive and
invasive with an associated 0.1% mortality and 1–3% of patients experiencing
adverse effects. Recently, metabonomics has been applied to provide a method for
diagnosis of CHD noninvasively through analysis of a blood serum sample using
NMR spectroscopy [66]. Patients were classified, based on angiography, into two
groups: those with normal coronary arteries and those with triple coronary vessel
disease. Around 80% of the NMR spectra were used as a training set to provide a
two-class model after appropriate data filtering techniques had been applied and the
samples from the two classes were easily distinguished. The remaining 20% of the
samples were used as a test set and their class was then predicted based on the
derived model with a sensitivity of 92% and a specificity of 93% calculated according
to standard methods, based on a 99% confidence limit for class membership.
Sensitivity is defined as the number of true positives, divided by the sum of the
numbers of true positives and false negatives, while specificity is defined as the
number of true negatives divided by the sum of the numbers of true negatives and
false positives.

It was also possible to diagnose the severity of the CHD that was present by
employing serum samples from patients with stenosis of one, two, or three of the
coronary arteries. Although this is a simplistic indicator of disease severity, separa-
tion of the three sample classes was evident even though none of the wide range of
conventional clinical risk factors that had been measured was significantly different
between the classes. The visualization of the separation of patients with no, one,
two, or three coronary arteries occluded is shown in figure 16.9.

One of the long-term goals of using pharmacogenomic approaches is to under-
stand the genetic makeup of different individuals (their genetic polymorphism) and
their varying abilities to handle pharmaceuticals for their beneficial effects and for
identifying adverse effects. If personalized health care is to become a reality, an
individual’s drug treatments must be balanced so as to achieve maximal efficacy and
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avoid adverse drug reactions. An alternative approach to understanding intersubject
variability in response to drug treatment has been proposed that uses a combination
of system multivariate metabolic profiling and chemometrics (metabonomics) to
predict the metabolism, disposition, efficacy, toxicity, and other effects of a dosed
substance, based solely on the analysis and modeling of a predose metabolic profile
[67]. This new approach, which has been termed “pharmacometabonomics,” should
be sensitive to genetic and modifying environmental influences, such as the pres-
ence of different types of gut microflora [43] that determine the basal metabolic
“starting position” of an individual and that will in turn determine the outcome of
a chemical intervention. This approach has recently ben exemplified [68].

FIGURE 16.8 1H NMR spectra showing the abnormal metabolic profile observed from
patients with inborn errors of metabolism, (a) dimethylglycine dehydrogenase deficiency, (b)
a polyol disease involving arabitol and ribitol, and (c) ureidopropionase deficiency (c). These
diseases were first recognized as novel inborn errors of metabolism using NMR spectroscopy
of body fluids [56].
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16.5 FUTURE PROSPECTS

Although there continues to be a need for advances in metabonomic analytical
technologies in NMR and MS, NMR is likely to remain the method of choice for a
broad impartial survey of metabolic profiles, especially given recent gains in sensi-
tivity through the use of cryoprobe detectors. MS coupled to a separation stage is
always likely to yield better detection limits for specific classes of metabolites.

NMR-based metabonomics is now recognized as an independent and widely
used technique for evaluating the toxicity of drug candidate compounds, and it has
been adopted by a number of pharmaceutical companies in their drug development
protocols. For drug safety studies, it is possible to identify the target organ of toxicity,
derive the biochemical mechanism of the toxicity, and determine the combination
of biochemical biomarkers for the onset, progression and regression of the lesion.
Additionally, the technique has been shown to be able to provide a metabolic
fingerprint for an organism (“metabotyping”) as an adjunct to functional genomics,
and hence has applications in design of drug clinical trials and for evaluation of
genetically modified animals as disease models. 

Using metabonomics, it has proved possible to derive new biochemically based
assays for disease diagnosis and to identify combination biomarkers for disease that
can then be used to monitor the efficacy of drugs in clinical trials. Thus, based on
differences observed in metabonomic databases from control animals and from animal
models of disease, diagnostic methods and biomarker combinations might be deriv-
able in a preclinical setting. Similarly, the use of databases to derive predictive expert

FIGURE 16.9 Partial least squares discriminant analysis model for the classification of blood
plasma samples in terms of coronary artery disease, based on their 1H NMR spectra with
visualization of the degree of coronary artery occlusion. Each point is based on data from a
1H NMR spectrum of human blood plasma from subjects with different degrees of coronary
artery occlusion. Key: circles, no stenosis; triangles, stenosis of one artery; inverted triangles,
stenosis of two arteries; squares, stenosis of three arteries. (Brindle, J.T. et al. Nat. Med., 8,
1439–1445, 2002.)
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systems for human disease diagnosis and the effects of therapy requires compilations
from normal human populations and patients before, during, and after therapy.

The ultimate goal of systems biology must be the integration of data acquired
from living organisms at the genomic, protein, and metabolite levels. In this respect,
transcriptomics, proteomics, and metabonomics will play an important role.
Through the combination of these and related approaches will come an improved
understanding of an organism’s total biology and, with this, better understanding
of the causes and progression of human diseases and, given the 21st century goal
of personalized health care, the improved design and development of new and better
targeted pharmaceuticals.
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17.1 INTRODUCTION

 

Structural proteomics (often called structural genomics) is the systematic investiga-
tion of the three-dimensional structures of the protein products of genes. Because
gene sequencing has become automated and inexpensive, our knowledge of predicted
sequences of proteins far overshadows what we know of their three-dimensional
structures and functions. Owing to the enormity of the challenge of determining
structures of large numbers of proteins, the field of structural proteomics is driving
the development of economic, high-throughput methodology. Although the major
sites involved are large centers, much of the new technology they are developing is
applicable to the general field of protein biochemistry. 

 

17.1.1 S

 

TRUCTURAL
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ROTEOMICS
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ENTERS
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ITES
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AND

 

 
I

 

NFORMATION

 

A list of structural proteomics centers along with their goals and technologies is
maintained on the “structural genomics” web pages at the Protein Data Bank
(http://sg.pdb.org). Of the 24 centers listed as contributing to the TargetDB
(November, 2006), 15 are cited as using NMR spectroscopy in addition to x-ray
crystallography as a method for structure determination. Several structural proteom-
ics centers focus exclusively on x-ray crystallography, primarily because it is a
more mature and high-throughput approach. However, centers that are using both
x-ray and NMR platforms are finding that the two methods are highly complemen-
tary. Many proteins that can be prepared in soluble form in adequate quantities for
structural analysis fail to crystallize; however, some of these prove to be suitable
for NMR structural analysis. Conversely, some proteins that fail as NMR structural
targets can be crystallized to yield x-ray structures. 

A recent volume of 

 

Methods in Enzymology

 

 (vol. 394) devoted to “nuclear
magnetic resonance of biological macromolecules” contains a number of useful
chapters relevant to NMR-based structural proteomics [1–4]. The several structural
proteomics centers that make extensive use of NMR are making important tech-
nological contributions. This chapter provides a snapshot of the advantages of,
current state of, and future potential for NMR-based structural proteomics. While
focusing primarily on the approaches being used at the Center for Eukaryotic
Structural Genomics (CESG), this chapter attempts a general survey of the field.
In addition to the publications cited, each of the CESG protocols referred to here
is supported by a detailed written description available from the CESG Web site
(http://uwstructuralgenomics.org).

 

17.1.2 A

 

DVANTAGES

 

 

 

OF

 

 NMR-B

 

ASED
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TRUCTURAL

 

 P

 

ROTEOMICS

 

As documented in greater detail, the major roles that NMR spectroscopy is playing
in structural proteomics are (1) to determine structures of smaller proteins that fail
to form crystals suitable for structure determination by x-ray crystallography; (2) to
screen structural candidates (full-length proteins, protein domains, or re-engineered
proteins) for folding and aggregation state as a function of solution conditions; and
(3) to screen proteins for binding of metal ions, cofactors, or other small molecules.
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Unlike x-ray crystallography where months may be spent in testing various crystal-
lization approaches, screening for the suitability of a protein for structure determi-
nation takes at most a week. NMR screening includes solvent optimization and
testing for long-term stability of the protein under the conditions proposed for the
structural study.

 

17.2 STEPS IN NMR-BASED STRUCTURAL PROTEOMICS

 

Structural proteomics centers have developed pipelines (fig. 17.1) leading from target
selection to structure determination and data deposition. 

 

17.2.1 I

 

NFORMATION

 

 M

 

ANAGEMENT

 

The pipeline typically covers many steps and involves different investigators per-
forming separate operations at different sites. In the interest of quality control and
capturing information that can be used to improve procedures, it is essential to record
information about decisions, protocols, and intermediate as well as final results.
Given the magnitude of these projects, the information must be in digital form. Many
groups have developed their laboratory information management systems indepen-
dently, with site-specific formats and different granularity of the data collected. With
support and encouragement from the NIGMS, the public databases (PDB and

 

FIGURE 17.1

 

Schematic view of the pipeline in use at the Center for Eukaryotic Structural
Genomics. A specialized laboratory information management system (LIMS), “Sesame” [5],
developed at CESG is used to track operations at the center. Thick arrows indicate flow of
materials and products; thin arrows indicate information flow.
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BMRB) have participated in workshops designed to develop standards for data
representation and interchange for structural proteomics. These efforts have resulted
in the published standards used by two Web sites developed by the U.S. National
Institute of General Medical Sciences (National Institutes of Health) and maintained
at the Protein Data Bank (PDB).

One of these, TargetDB (http://targetdb.pdb.org/) is a target registration database
that provides the status of and tracking information on the progress of the protein
production and structure determinations. Many of the worldwide structural proteomics
centers provide information to this site, which is aimed at avoiding duplication of effort
in structure determinations. The second Web site, PEPCdb (http://pepcdb.pdb.org/),
has been created initially for use by all of the NIH-supported centers under phase
2 of the Protein Structure Initiative. PEPCdb aims to capture the protocols used by
these centers for a given target, along with information about the failures or successes
of these protocols when applied to the target. In addition, the Research Collaboratory
for Structural Biology (RCSB), which includes the PDB and BMRB, has indepen-
dently been working to extend its data models and data dictionaries with the goal
of capturing all information that normally would go into a journal article describing
a structure determination. Although provision of this level of detail will be optional,
it soon will be possible to archive information on this scale as part of the deposition
of an x-ray or NMR structure. The structural proteomics centers are developing the
capability of depositing information at increasing levels of detail from their labora-
tory information management systems (LIMS).

The LIMS developed at CESG, named “Sesame” [5], is an extensive suite of
applications that supports various phases of structural proteomics and center activ-
ities. The software has been adopted by several other centers and is being made
available in “open source” format. Sesame is easily configured by the user and can
be used to support information management needs of a single laboratory, a center,
or a far-flung consortium. Information on Sesame is available from its Web site
(http://www.sesame.wisc.edu/). 

Sesame is designed to organize and record data relevant to complex scientific
projects, to launch computer-controlled processes, and to help decide about subse-
quent steps on the basis of information available. The Sesame system, which is
based on the multitier paradigm, consists of a framework and application modules
that carry out specific tasks and can support high-throughput centers and small labs
(down to individual users). Users interact with Sesame through a series of Web-
based Java applet applications designed to organize data generated by projects in
structural genomics, structural biology, and shared laboratory resources. Sesame
allows collaborators on a given project to enter, process, view, and extract relevant
data, regardless of location, so long as Web access is available. Sesame serves as
a digital laboratory notebook and allows users to attach numerous files and images.
It can launch computations that utilize local computers or distributed computer
clusters. The system has the capability of printing and reading barcodes relevant
to various parts of the pipeline. Sesame can create reports and output data as XML
files, including those used in generating CESG’s weekly contributions to the
TargetDB and PEPCdb.
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17.2.2 T

 

ARGET

 

 S

 

ELECTION

 

The criteria for selecting proteins whose structures are to be determined differs
among structural proteomics centers. Focus areas of established centers include
determination of structures of proteins that (1) enlarge our knowledge of sequence-
fold space (generally proteins with 

 

≤

 

30% sequence identity with any protein with a
structure in the PDB); (2) represent the set of proteins from a given organism; (3) are
related to human health and disease; (4) are produced by particular pathogenic
organisms; (5) are involved in specific functions, such as signaling or gene expres-
sion; (6) are targets for drug discovery; and (7) correspond to more difficult protein
targets, such as membrane proteins or proteins from humans or other eukaryotes.

In practice, the rate of success from a chosen target to a sequence can be very
low—as low as 2–3% for eukaryotic proteins with sequence identity <30% to a
known structure in the Protein Data Bank and with unknown function. Thus, one of
the strategies in target selection is to improve the success rate by enriching the target
list with proteins more likely to generate structures [6]. CESG, along with other
structural proteomics centers that work with unknown gene products, uses bioinfor-
matics tools to remove targets that have low complexity, are predicted to have large
regions of dynamic disorder, or are predicted to be membrane proteins. Genes coding
for proteins with leader sequences are redesigned so as to remove these. Generally,
gene targets destined for NMR spectroscopy are limited to those coding for proteins
of 20 kDa or less. Larger genes are broken into domains for NMR structural analysis.
As discussed, as new NMR methods for dealing with larger proteins are developed,
this limit may be relaxed.

 

17.2.3 C

 

HOICE

 

 

 

OF

 

 P

 

ROTEIN

 

 P

 

RODUCTION

 

 P

 

LATFORMS

 

Protein NMR spectroscopy requires ~1- to 5-mg samples of purified protein, and the
protein must be labeled with stable isotopes (uniformly with nitrogen-15, [U-

 

15

 

N]; and
uniformly with carbon-13, [U-

 

13

 

C]) to enable multinuclear spectroscopy. Most of the
major structural proteomics centers currently rely nearly exclusively on protein produc-
tion from 

 

Escherichia coli

 

 cells [1]. An exception is the RIKEN Structural Genomics
Initiative, which produces most of its proteins with an 

 

E. coli

 

 cell-free platform [7,8].
CESG uses two platforms for production of its eukaryotic gene products for

NMR analysis (fig. 17.2): heterologous expression in 

 

E. coli

 

 cells [9] and

 

 in vitro

 

enzymatic transcription followed by translation by wheat-germ cell-free lysates [10].
These platforms were chosen on the basis of comparisons with other options, includ-
ing protein production from 

 

Pichia pastoris

 

, insect cells, and 

 

E. coli

 

 cell-free
approaches. The two platforms used by CESG have proved to be complementary
[11]. Overall, the wheat-germ cell-free system provides greater coverage in terms
of successful expression of soluble proteins than the cell-based method. Although
few targets are found to be produced in

 

 E. coli 

 

cells that are not expressed in the
cell-free system, the 

 

E. coli 

 

cells approach can provide significantly higher protein
yields at a given cost. Currently, CESG’s wheat-germ cell-free protocol for small-
scale screening for protein production and solubility is more highly automated and
more economical than the corresponding screening with 

 

E. coli

 

 cells.
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CESG has concluded from this experience that cell-free screening should be
used first to test constructs for expression and solubility. Then, constructs that pass
these tests should be evaluated by small-scale screening in

 

 E. coli 

 

cells. The com-
parative outcome then is used to decide which approach to use for large-scale protein
production (fig. 17.2). Constructs that fail the initial cell-free screen can be
redesigned with the goal of rectifying problems with expression or solubility. 

Cell-free platforms have certain advantages for NMR spectroscopy, as described
in recent reviews of an 

 

E. coli 

 

cell-free platform [12] and a wheat-germ cell-free
platform [13]. Although cell-free protein production required labeled amino acids
rather than the less expensive precursors utilized by 

 

E. coli

 

 cell-based platforms
([U-

 

13

 

C]-glucose and 

 

15

 

NH

 

4

 

Cl), the level of incorporation of the amino acids is
relatively high (~10%). Because isotopic exchange is minimal, cell-free platforms
support selective labeling. The volumes involved in cell-free protein production
tend to be small. Sufficient protein for a structure determination can be prepared
from a 4- to 12-mL reaction volume. The preparation of labeled protein is fast and
efficient and can be automated. 

 

17.2.4 C

 

LONING

 

 

 

AND

 

 C

 

ONSTRUCT

 

 P

 

RODUCTION

 

Structural proteomics centers have three options for obtaining DNA coding for
protein targets; the gene of interest can be (1) cloned from a cDNA library (prepared

 

FIGURE 17.2

 

(See color insert.) Platforms for protein production for structure determination
at the Center for Eukaryotic Structural Genomics. The red arrows represent flow of proteins
produced by cell-free and cell-based platform. This scheme emphasizes the complementa-
rity of the cell-based and cell-free platforms and the ways in which NMR spectroscopy
and x-ray crystallography can be used to attempt structures of proteins that fail with the
other approach. 
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in house or purchased); (2) obtained from another laboratory or gene repository; or
(3) synthesized on the basis of the sequence in the genome model. CESG developed
its own 

 

Arabidopsis thaliana

 

 cDNA library and found that roughly 80% of selected
genes could be obtained by PCR from that library. Interestingly, about 25% of the
resulting genes, when sequenced, revealed differences from the published gene
models. Most of the differences concerned exon/intron boundaries, but others
included termination sites and amino acid substitutions. CESG has demonstrated
that the odds for successful cloning can be improved by using results from gene
chip analysis of the cDNA library to remove targets unlikely to be present at levels
required for PCR amplification [14].

Gene repositories or other sources of cloned and sequenced DNA offer very
convenient sources for target genes. Although currently expensive, DNA synthesis
provides a way to produce any gene from its sequence. As the costs go down,
DNA synthesis may reach a level where it offers a very attractive alternative for
structural studies of domains or full-length proteins. Aside from permitting the
production of proteins not represented in cDNA or gene libraries, gene synthesis
allows the sequence of the synthesized DNA to be engineered to maximize protein
yields by minimizing mRNA secondary structure and/or by incorporating optimal
codon frequencies.

A powerful approach to the production of constructs is to insert the gene of
interest into an entry clone, which then can be easily transferred to multiple destination
clones so as to support protein production from multiple platforms (e.g., cell-free,

 

E. coli

 

 cells, 

 

Pichia pastoris

 

, insect cells) and multiple constructs (e.g., N-terminal
(His)

 

x

 

 tag, N-terminal GST tag, N-terminal MBP tag). CESG initially used the
Gateway® system from Invitrogen for this purpose [15]; however, it was limited in
that a suitable Gateway destination construct was unavailable for wheat-germ cell-
free system. Recently, CESG, in collaboration with Promega, has found through
extensive tests that Promega’s Flexi®Vector system will support both of CESG’s
protein production platforms (B. G. Fox et al., personal communication). This
approach enables a single cloning step to support both approaches. As a quality-
control step, all entry clones must be sequenced.
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To achieve economical, high-throughput results, it is necessary to identify targets in
the pipeline that ultimately will fail to yield structures as soon and as accurately as
possible. One key step is, therefore, the screening of each target for protein expres-
sion, cleavage (if the construct produces a fusion protein), and solubility of the
protein product. Failed expression, low-level production, and insolubility each indi-
cate that the protein likely will not yield a structure. These tests should be rapid and
inexpensive so as to conserve resources, yet need to reflect accurately what will
happen during large-scale protein production and labeling.

CESG routinely uses the wheat-germ cell-free system on a 50-

 

μ

 

L level to screen
NMR target constructs [10]. The transcription/translation product is analyzed by
SDS PAGE for total protein, soluble protein (supernatant following centrifugation),
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and insoluble protein. If the protein is being made as a cleavable fusion, a cleavage
step is also inserted to determine its success rate. In our experience, this test correlates
extremely well with large-scale (4–12 mL) cell-free protein production runs. The
default procedure for cell-free production of proteins for NMR spectroscopy is to
incorporate a noncleavable, N-terminal (His)

 

6

 

 tag. If this fails, we have the option
of trying a cleavable N-terminal His tag or a cleavable GST tag (3C protease). Only
proteins that are produced in high yield (~2 mg/mL) and are more than 75% soluble
are carried forward.

Small-scale trials are carried out to test the 

 

E. coli 

 

cell-based approach. Here
our default construct is an N-terminal maltose binding protein (MBP) with a cleav-
able linker (tobacco etch virus protease). This has been chosen following extensive
trials with a variety of alternative tags and cleavage options. Protein targets are scored
as high (H), medium (M), and low (L) on the basis of cleavability, yield of cleaved
protein, and solubility of cleaved protein. The goal of small-scale screening is to
identify proteins that have at least an 80% probability of success in a subsequent
large-scale production run. Any protein with one or more “L” values is excluded.

 

17.2.6 S

 

CREENING

 

 

 

OF

 

 [U-

 

15

 

N]-P

 

ROTEIN

 

 

 

FOR

 

 S

 

UITABILITY

 

 

 

AS

 

 

 

AN

 

 
NMR T

 

ARGET

 

Screening is the first in a number of steps leading to an NMR structure (fig. 17.3).
Although 

 

1

 

H NMR screening has been advocated as an approach for screening targets
in NMR-based structural proteomics [16,17], in our experience 

 

15

 

N-

 

1

 

H HSQC analysis
provides the most reliable predictor of success. The screening is carried out more
economically with a 

 

15

 

N-labeled protein than with a more expensive double-labeled
protein. CESG’s cell-free and cell-based platforms for producing 

 

15

 

N-labeled proteins
have been described in detail in the literature, and current protocols are available from
the CESG Web site. A 0.5-mL sample is prepared in a concentration of about 1 m

 

M

 

.
The volume can be reduced to 0.3 mL if susceptibility-matched NMR cells are used
or to 0.15 mL if a 3-mm NMR tube is used. It is important to screen at the concen-
tration that will be used for subsequent data collection for the structure determination
so as to detect possible solubility or stability problems. A 2D 

 

15

 

N-

 

1

 

H HSQC spectrum
of the protein is acquired, along with a 1D 

 

1

 

H NMR spectrum. These spectra provide
a good diagnostic for whether the protein, under the conditions tested, will be a

 

FIGURE 17.3

 

NMR steps leading to a protein solution structure. Also shown are some of
the software packages available to support individual steps in the pipeline.
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suitable target for an NMR structural investigation. Only targets that pass the screens
are prepared as more expensive 

 

13

 

C/

 

15

 

N-labled protein.
What one looks for (fig. 17.4) are (1) good dispersion of the NMR chemical

shifts, particularly in the 

 

1

 

H NMR dimension; (2) a peak count that matches that
expected from the protein sequence (fewer peaks may indicate partial disorder and
more peaks may indicate multiple conformational states or covalent structural het-
erogeneity); (3) uniformity of HSQC peak intensities; (4) lack of regions containing
broad overlapped signals); and (5) presence of high-field methyl signals in the 

 

1

 

H
NMR spectrum. In addition, the protein must exhibit stability over a period (generally
7–10 days) comparable to that required for the full collection of NMR spectra. 

Targets that do not pass these tests may be salvageable. It may be possible to
improve the solubility, the appearance of the HSQC fingerprint, or the stability of
the protein by varying the solution conditions (buffer, pH, salt concentration, tem-
perature, addition of a reductant such as DTT or a protease inhibitor) or by adding
a metal ion (Zn

 

2+

 

, Ca

 

2+

 

). A microdrop analysis approach [18] makes it possible to
screen a large set of solution conditions for protein solubility and stability with very
little protein. One or more of the successful conditions can then be evaluated by

 

15

 

N-

 

1

 

H HSQC screening. If the solvent optimization approach fails, the protein
product can be altered by removing or changing a tag, by trimming residues off one
or both ends (fig. 17.4D), or by mutating one or more residues. 

 

17.2.7 P

 

RODUCTION

 

 

 

OF

 

 [U-

 

13

 

C, U-

 

15

 

N]-P

 

ROTEIN

 

Double-labeled protein is produced by the same platform used for [

 

15

 

N] protein and
is transferred to the optimal solution conditions previously determined. If a protein
has been shown to have limited stability, it may be advantageous to prepare enough
protein for multiple NMR samples.

 

17.2.8 NMR D

 

ATA

 

 COLLECTION

The best strategy is to collect all data required for a structure at one time on one
sample and one NMR spectrometer. This minimizes difficulties associated with
differences between samples and calibration differences between spectrometers; the
strategy presupposes that the sample is stable over the data collection period. A
standard protocol developed for CESG by Brian Volkman’s group at the Medical
College of Wisconsin is available from the CESG Web site. Under favorable condi-
tions, all data for a structure can be collected in one week on a 600-MHz NMR
spectrometer with a cryogenic probe. All data sets are acquired on a [U-15N, U-13C]
protein (≥0.5 mM) in H2O solution: 2D 15N-1H HSQC, 3D 15N-1H NOESY-HSQC,
2D 1H-13C HSQC (aromatic), 2D 1H-13C CT-HSQC (aliphatic), 3D HNCO, 3D
HNCA, 3D HNCOCA, 3D HNCACO, 3D CCONH, 3D HCCONH, 3D HNCACB,
3D HBHACONH, 3D HCCH-TOCSY, 3D 1H-13C NOESY-HSQC (aliphatic), and
3D 1H-13C NOESY-HSQC (aromatic).

The National Magnetic Resonance Facility at Madison (NMRFAM) in collabo-
ration with CESG is developing a new generation of tools to support a comprehensive
probabilistic approach to protein NMR data collection and analysis. On the data
collection side, an adaptive reduced-dimensionality approach to fast data collection
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FIGURE 17.4 Sample results from 15N-1H HSQC screening of targets. (A) Example of a
target judged to be suitable for high-throughput structure determination (HSQC+). This protein
is from Arabidopsis thaliana (gene At1g77540) with a predicted pI of 8.2. Solution conditions
were 10 mM KH2PO4, 50 mM KCl, 2 mM DTT, and pH = 6. The protein contains 103 residues
(7 Pro, 0 Gln, 4 Asn, 2 Trp). Thus, the theoretical number of backbone resonances is 96.
After subtracting side chain resonances from the observed number of cross-peaks, the
observed backbone peak number is 89. Thus, 89/96 = ~92% of the expected peaks are resolved.
(B) Example of a target judged to be unsuitable for structure determination (HSQC–). The
target is from the mouse genome (gene Mm295552) and has a predicted pI of 5.6. The solution
conditions were 10 mM Bis Tris,100 mM NaCl, 2 mM DTT, and pH = 7. The protein contains
110 residues (4 Pro, 4 Gln, 3 Asn, and 0 Trp). The ratio of observed/theoretical backbone
resonances is 73/106 = 68%. The poor dispersion indicates that the protein is dynamically
disordered. (C) Example of a target with problems that may be overcome by changing the
solvent or redesigning the protein construct (HSQC+/–). The protein is from zebrafish (gene
Dr15775). The solution conditions were 10 mM Bis Tris, 100 mM NaCl, 2 mM DTT, and
pH = 6. The protein has a predicted pI of 5.9 and contains 176 residues (4 Pro, 8 Gln, 5 Asn,
0 Trp). The ratio of observed/theoretical backbone resonances is 150/172 = 87%. The presence
of very intense peaks suggested that the protein contains unstructured regions. (D) The target
shown in C following truncation to improve its degree of foldedness. After removal of the
first 17 and last 29 residues, the ratio of observed/theoretical backbone resonances is 103/114
= 90%. The modified protein is an excellent candidate for structure determination.
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(high-resolution iterative frequency identification [HIFI]-NMR) promises to reduce
data collection time requirements by a factor of 5 or more [46]. The approach used
by HIFI is to collect 3D spectral information in the form of tilted planes. Peaks are
identified in each plane collected; information from a spectra model is used to
determine whether an additional experimental plane would improve that model and,
if so, the optimal tilt angle for the next plane.

The mathematical and computational tools used in HIFI-NMR are sufficiently
general to allow the combination of information from various sources into a single
model. This will make it possible to improve the overall process through the inte-
gration of data from multiple experiments. For example, by combining data from
3D experiments with common data planes (for example, CBCA(CO)NH, HNCACB,
and HNCO), it should be possible to improve the discrimination between signal and
noise. Most importantly, the direct output from HIFI-NMR is a probabilistic peak
list that can be used as input to automated assignment software packages.

17.2.9 BACKBONE AND SIDE-CHAIN ASSIGNMENTS

CESG initially chose Garant [19,20] as the software tool for semiautomated assignments.
The first step is to generate backbone resonance assignments by Garant, using peak lists
generated from NMR spectra HNCA, HN(CO)CA, CCONH, HNCACB, HNCO,
HN(CA)CO, and 15N-1H-HSQC as input. The assigned peak lists are then inspected,
corrected, and amended using the XEASY or Sparky programs. Upon completion of the
backbone assignments, the side chain 1H and 13C resonances are assigned by a second
run of Garant that adds peak lists generated from H(CCO)NH, HBHA(CO)NH, and
HCCH-TOCSY data. Manual intervention after this run may be needed to resolve
ambiguities. In order to achieve the combination of manual and automated assign-
ment, simple software tools have been built for interconverting data (peak lists and
resonance list) formats between Sparky (sparky@cgl.ucsf.edu) and XEASY [21].

A new software package was developed at NMRFAM with the goal of achieving
fully automated probabilistic assignment of protein NMR data [19]. PISTACHIO
(probabilistic identification of spin systems and their assignments including coil-helix
inference as output) uses as input peak lists from 2D and 3D NMR experiments and
the sequence of the protein. Currently, 15 different experiments are supported, and
the data can be used in any combination or order. PISTACHIO recasts the NMR
assignment problem, which normally has been posed as a constrained weighted bipar-
tite graph-matching problem, as an energetic model. PISTACHIO provides assign-
ments in terms of probabilities. Since its run time is short compared to data collection
times, one can analyze the results as they come out and decide when sufficient data
are on hand for the assignments. PISTACHIO screens input data and provides a rapid
assessment of the level of assignment supported by the peak lists provided. PISTA-
CHIO, along with other NMRFAM tools discussed later, is available from the Web
site http://bija.nmrfam.wisc.edu. With typical data sets, PISTACHIO yields backbone
assignments at greater than 90% and side chain assignments at greater than 75%.

As a second step in the probabilistic analysis of NMR data, the assigned data
are run through the LACS (linear analysis of chemical shifts) software, which tests
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for possible referencing problems and assignment outliers [20]. Following correc-
tions, the data are rerun through PISTACHIO to refine the assignments.

The third step is to use the assigned chemical shifts along with the protein
sequence to determine the secondary structure of the protein. A new tool for accom-
plishing this is PECAN (protein energetic conformational analysis) [21], which has
been shown to outperform other available approaches. The level of correctness and
the small variance of predictions make PECAN a particularly reliable tool. Once the
secondary structure has been determined, another round of PISTACHIO analysis
can be used to refine the assignments further.

The most widely used software tool for determining dihedral angle restraints
from assigned NMR chemical shifts is the TALOS package developed at the NIH
[22]. TALOS generates constraints representing ranges of φ and ψ dihedral angles
from 1Hα, 13Cα, 13Cβ, 13Cγ, and 15N secondary shifts. As a next-generation tool,
NMRFAM and CESG are developing an algorithm that uses the results from PECAN
to provide robust probabilistic dihedral angle restraints to be used as input for NMR
structure determinations.

A recent structure determination from CESG (fig. 17.5) made use of this novel
technology. Peak lists from CBCA(CO)NH, HNCACB, HNCO, and 15N-1H-HSQC

FIGURE 17.5 (See color insert.) NMR solution structure of AAH26994.1. (Singh, S. et al.
Protein Sci., 14, 2095–2102, 2005.) (A) Stereo view of the ensemble of 20 conformers that
represent the structure (backbone of residues 1–101). Coloring scheme: β-strand residues,
blue; α-helical residues, red; other residues, green. (B) Ribbon view of the representative
AAH26994.1 structure (that closest to the average) showing residues1–101. Numbers repre-
sent the order of β-strands, and the N- and C-termini of the protein are indicated. The
molecular graphics program MOLMOL [76] was used in generating these views of the
structure. (C) Backbone (N, Cα, C′) atomic root mean square deviation plotted as a function
of residue number. In solving this structure, the NMR data sets were processed with NMRPipe
[74] and peak picked using NMRView [75].
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experiments were provided as input to PISTACHIO [19] for the initial assignment
step. The assigned peak lists were verified and corrected by manual intervention by
use of NMRView software. Upon completion of the backbone assignments, the side
chain 1H and 13C resonances were assigned by a second run of PISTACHIO, with
peak lists generated from H(CCO)NH, CCONH, 15N-1H-HSQC, and HBHACONH
as input. Again, ambiguities were resolved by manual intervention. Assignments
were verified and corrected with a CCH-TOCSY data set. TALOS constraints
[22] and 3D 15N-edited and 13C-edited NOESY spectra with ~100-ms mixing
time for NOE constraints were used for structure calculations. The nuclear
Overhauser enhancement (NOE) peak lists were then submitted to ARIA [23]
for automated assignment and for structure calculation [24]. This structure determi-
nation took a total of two weeks from the start of data collection to the completion
of PDB-ready structures.

17.2.10 NOE ASSIGNMENTS AND DISTANCE CONSTRAINTS

Proton–proton nuclear Overhauser enhancements (NOEs) are the most widely used
source of distance constraints used in protein structure determinations. Typically,
NOE distance constraints are generated from 3D 15N-edited NOESY and 3D 13C-
edited NOESY spectra collected with mixing times of ~125 ms. 

The most widely used NMR structure determination packages are CYANA [25],
ARIA [23], and X-PLOR-NIH [26]. The recent versions of these contain algorithms
for dealing with ambiguously assigned NOE data. They use as input experimental
NOESY results plus peak assignments. Tolerance levels are assigned for the 1H,
13C, and 15N chemical shifts. Assignments are refined iteratively along with the
structure refinement. 

17.2.11 ADDITIONAL NMR DATA COLLECTION

Residual dipolar couplings (RDCs) provide another valuable source of information
for structure determination [3,27]. Although structures can be determined with RDC
data alone (without NOEs), our experience has been that they are more useful for
refining structures and for validating structures determined with NOE constraints.
It is useful to collect relaxation data and/or NMR diffusion data to determine whether
a protein target is multimeric. It is fairly common for structural proteomics proteins
to be homodimers. If the protein is dimeric, it may be useful to prepare a sample
containing a 1:1 mixture of unlabeled protein and [U-13C,15N] protein. The protein
needs to be incubated under conditions where equilibration of the subunits can take
place. Then intra- and intersubunit NOEs can be distinguished from the analysis of
13C-filtered/edited and 15N-filtered/edited NOESY data sets.

Additional information may be required to complete the structure of a homo-
dimeric or homo-oligomeric protein. Generally, evidence for a complex comes from
gel filtration chromatography during protein purification, from a low-angle light
scattering assay or from NMR diffusion or relaxation measurements. Software pack-
ages, such as ARIA and CYANA, provide assistance with determining structures of
homo–subunit complexes. Usually, the surest method is to prepare a complex by
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mixing unlabeled protein with double-labeled protein and to use NOE filtering/edit-
ing [28] to distinguish between intra- and intersubunit NOEs.

17.2.12 APPROACHES TO STREAMLINING THE STRUCTURE 
DETERMINATION PROCESS

CESG has explored various approaches to NMR structure determination based on
different combinations of available software packages. Algorithms and software are
evolving rapidly, so we have maintained an interest in comparing different
approaches. The NESGC has developed their platform [1] around the AutoAssign
and AutoStructure packages developed in the Montelione laboratory. AutoStructure
makes use of XPLOR/CNS or DYANA as its structure calculation module.

The CESG-MCW group has tested and applied a comprehensive method that
makes use of SPSCAN (www.molebio.uni-jena.de/~rwg/spscan/), Garant [29],
CANDID/CYANA [30], and XPLOR-NIH [31] to perform peak picking, chemical
shift assignment, and structure refinement and validation in a series of fully auto-
mated steps (fig. 17.3). This approach has been described in recent publications
[10,32] and is documented in the NMR structure determination protocol deposited
in the CESG protocol library.

17.2.13 VALIDATION OF NMR STRUCTURES

A final water refinement [33,34] generally is carried out prior to the validation steps.
PROCHECK-NMR [35], WhatCheck [36,37], and Wattos [38,39] are useful pro-
grams for validating coordinates based on prior knowledge. PROCHECK-NMR and
Wattos look at the agreement between the coordinates and distance and dihedral
angle restraints. A recent analysis has shown that factors such as root mean square
deviations (RMSDs), agreement of restraints with structures, NOE completeness,
and number of restraints are not statistically valid predictors of the quality of NMR
structures [34]. A better approach is to compare back-calculated chemical shifts as
done by SHIFTS [40], SHIFTX [41], PROSHIFT [42], and a module in NMRPipe
(Frank Delaglio, personal communication) versus the experimentally measured
values. The chemical shifts of the backbone atoms in proteins are commonly used
to define the two backbone dihedral angles φ and ψ. The chemical shifts of side-
chain nuclei (e.g., the methyl protons and carbons), however, normally are not used
in structure calculation; they may be used as truly independent validation criteria
and can be back-calculated with some of the previously mentioned tools.

17.2.14 DATA DEPOSITION

The Worldwide Protein Data Bank (wwPDB) recently established a single site for
the deposition of all data relevant to a biomolecular NMR structure. This obviates
the need for separately depositing the coordinates and restraints at PDB and the
assigned chemical shifts and other NMR parameters at BMRB and streamlines the
process considerably. At this new site, it is possible to deposit assignments first and
then a structure later without having to reenter information common to both. It is
possible to bypass the normal data deposition process by preparing files compliant
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with the formats used by PDB and BMRB. The Northeast Structural Genomics
Consortium first demonstrated their capability to do this for NMR data in 2005. The
approach is to create the deposition from the contents of the center’s information
management system. Files constructed in this way still require validation by the
wwPDB but avoid much manual work. BMRB is accepting primary data (free induc-
tion decay data sets) associated with structure depositions. These data sets provide
the means for recalculating structures as methods improve, and they also are useful
for software developers and persons learning to determine structures.

17.2.15 FUNCTIONAL STUDIES

One of the motivations for structural proteomics is to use structure determination as
a shortcut for developing hypotheses about the function of a target. In some cases,
the structure may reveal a bound metal ion or cofactor that gives a clue to the
function. In other cases, a search for structural homologues by submitting the
coordinates to the VAST (www.ncbi.nlm.nih.gov/Structure/VAST/vast.shtml) and
DALI (www.ebi.ac.uk/dali/) servers may reveal a match that may lead to a functional
hypothesis. One of the advantages of carrying out an NMR structure determination
is that NMR screening can be used to rapidly test hypotheses about binding of
substrate-like molecules or suspected cofactors. 

An example is the putative protein from Arabidopsis thaliana (At2g24940.1),
whose structure [43] unexpectedly revealed that it has a cytochrome b5 fold. Although
the biochemical function of At2g24940.1 was unknown, it has a sequence similarity
(~40% sequence identity) with mammalian MAPR. This suggested that At2g24940.1
may act as a steroid-binding protein. At present, no structure of an MAPR is available
from the Protein Data Bank. Thus, we suggested that the structure of At2g24940.1
may provide clues to the function of a class of steroid-binding proteins in plants. To
test the hypothesis that this protein binds steroids, the HSQC spectrum of 15N-labeled
protein was monitored on the addition of progesterone. The results (fig. 17.6) clearly
show binding and identify the predicted sterol binding site [43] as correct.

17.2.16 PUBLICATION

The major goal of most structural proteomics centers is to solve and deposit
structures. Such centers may not have the time or the means to prepare lengthy
articles describing the structures. Although many proteins are represented only by
wwPDB depositions, it is useful to produce at least a structure note (for example,
for Protein Science, Proteins, or the Journal of Biomolecular NMR) so that the
structure will show up in a literature search. Structure notes contain information
about the biological relevance, how the sample was prepared, and how the data
were collected and analyzed.

17.3 FUTURE PROSPECTS

Structural proteomics has demonstrated the ability to develop high-throughput
pipelines capable of lowering the costs of protein structure determinations. These
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projects have greatly expanded our knowledge of sequence/3D structure relationships
and have enabled the prediction of structures for many more protein families. The
pilot projects have also demonstrated how structures can provide valuable insights
into function. Structures can provide starting points for more interesting investigations
of mechanisms of action and inhibition. Several structural proteomics groups, includ-
ing CESG, incorporate outreach efforts aimed at putting new structures into the hands
of biochemists who may be interested in following up on the initial steps taken.

The major challenges for the future are to decrease the costs of protein production
and structure determination still further and to enlarge the scope of proteins and
protein domains amenable to a high-throughput approach. Costs will be lowered as
processes become more standardized and automated. Reduced dimensionality NMR
data collection approaches offer ways of speeding up one of the most serious

FIGURE 17.6 (See color insert.) Ribbon diagram (red) showing the three-dimensional struc-
ture of Arabidopsis thaliana putative protein At2g24940.1. (Song, J. et al. J. Biomol. NMR
30, 215–218, 2004.) Sites exhibiting the largest 15N-1H chemical shift perturbations upon
progesterone binding (ΔHN > 0.15 ppm, where ΔHN = {((ΔH)2 + (ΔN/5)2)/2}1/2) are highlighted
in blue. (J. Song et al., unpublished.) This identifies the sterol binding pocket.
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bottlenecks [44,45]. The basic approach is to collect lower dimensionality data for
use in reconstructing higher dimensionality spectra. A promising alternative is to
determine peak positions as the two-dimensional planes are collected and to use a
dynamic model of the peaks in the higher dimensional spectrum to choose the optimal
next plane to be collected; data collection is terminated when the addition of another
two-dimensional plane is not predicted to improve the model peak list [46].

The more challenging targets include protein domains, protein:ligand complexes,
protein:protein complexes, and membrane proteins. Success in high-throughput
approaches to these more difficult targets hinges on the development of efficient
small-scale screening appropriate to the task.

17.3.1 PROTEIN DOMAINS

Many proteins are unsuitable for NMR structural analysis in their intact, full-length
forms because they are too large or contain elements (such as transmembrane
domains or highly degenerate regions) that reduce solubility or are unstructured.
When independent domains can be separated from disordered or dynamic regions,
they often become highly desirable targets for NMR structural studies. Thus, there
is significant opportunity for developing methods to identify and produce protein
domains. Two possible approaches are de novo prediction of the boundaries of
domains and experimental definition of domains from intact, full-length targets that
do not exhibit suitable properties for structure determination. 

17.3.2 PROTEIN–LIGAND COMPLEXES

It will be important to the field of structural proteomics to develop routine and reliable
methods for screening all targets against a panel of common cofactors and metal ions.
High-throughput methods are needed to detect binding and/or increased folding or
stability of the protein. Hypotheses developed in this way can be tested by HSQC
screening of [U-15N] protein upon addition of the ligand. The simple screen usually
identifies the ligand binding site and provides a measure of the magnitude of any
accompanying conformational change. Depending on these results, it may be of
interest to use NMR spectroscopy to determine the structure of the complex.

17.3.3 PROTEIN–PROTEIN COMPLEXES

Past structural proteomics efforts have focused on preparing proteins one by one.
Hence, as noted above, homo-oligomers are generally the only protein:protein com-
plexes discovered. For NMR, these are most often homodimers, given the molecular
weight limitations. As bioinformatics tools for predicting protein:protein interactions
improve, it should be possible to develop high-throughput coproduction of proteins
likely to interact with one another and to assay for their interaction by a gel filtration
step followed by mass spectrometric analysis of the proteins. Structures of AB protein
complexes are most efficiently determined by making two differentially labeled com-
plexes: [U-13C, U-15N]-A:[NA]-B and [NA]-B:[U-13C, U-15N]-B where NA stands for
natural abundance. The first is used to determine the conformation of A and the second
is used to determine the conformation of B in the complex. Then filtered/edited
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experiments [28] and docking methods [47] are used to determine and refine the
structure of the complex.

17.3.4 LARGER PROTEINS

The NMR structural biology field has recently developed a number of approaches
for dealing with larger proteins [48]. These include data collection approaches and
specialized labeling patterns. In collecting data with larger proteins, lines can be
narrowed by pulse sequences, such as TROSY (transverse relaxation optimized
spectroscopy) and CRINEPT (cross relaxation-enhanced polarization transfer) that
engineer the destructive interference of different relaxation pathways [49]. Alterna-
tively, data can be read out on carbon signals, which tend to be sharper in larger
proteins than the much more commonly used proton signals [50,51]. In addition,
spectra can be simplified and lines can be narrowed by residue selective labeling
[52], perdeuteration [53], perdeuteration with methyl labeling [54], segmental label-
ing [55], or stereo array isotope labeling [56]. It will be of interest to see which
approach or combination of these approaches may be adaptable to high-throughput
structural proteomics applications.

17.3.5 MEMBRANE PROTEINS

NMR methods for determining structures of membrane proteins are evolving steadily
[57]. The most general NMR approach is to solubilize labeled proteins in detergent
or lipid micelles as described in recent publications. Initial NMR structures were of
β-sheet membrane proteins, but more recent success has been achieved with α-helical
membrane proteins [58]. 

17.3.6 PROTEIN DISORDER–ORDER

One of the dividends of NMR-based structural proteomics is the capture of experi-
mental information on sequences that are dynamically disordered or exist in two or
more interconverting conformations. Keith Dunker has set up a Database of Protein
Disorder (DisProt) (www.disprot.org/), which is designed to capture relevant exper-
imental data on protein disorder. This has the potential of organizing useful infor-
mation largely outside the purview of the Protein Data Bank. DisProt has the potential
of becoming a valuable resource for research on the connection between disorder
and physical properties, such as NMR chemical shifts and relaxation parameters.
It will also be a place where scientists can obtain information to refine the already
useful predictors of protein disorder [59–67].

Information coming from structural proteomics should catalyze experiments
designed to investigate the biology of why proteins are disordered or contain disordered
domains [68,69]. Documented cases exist for proteins that fold only when presented
with a metal ion [70], nucleic acid [71], or second peptide chain. This is a challenging
area of structural biology, but some fundamental principles are emerging. For example,
a peptide chain may fail to fold because its sequence does not contain the hydrophobic
amino acids needed to form a hydrophobic core; however, when it is complemented
by a second chain containing the needed residues, the two may form a stable fold [72]. 
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18.1 INTRODUCTION

 

In structure-based drug design (SBDD), x-ray structures of small-molecule inhibitors
bound to protein targets are used to guide the synthesis of increasingly potent and
selective inhibitors in an iterative process. Traditionally, this iterative design method
is applied to one target at a time. If the target of interest belongs to a large family
of proteins with related sequences and structures, new opportunities and challenges
arise. Lessons learned from one protein may be used to speed progress on others.
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Specifically, similar structural features of related proteins may be exploited to under-
stand and predict ligand binding across targets within the gene family, while subtle
differences may be used to design compounds that are selective. Here, we present
a gene-family approach for the design of new inhibitors of protein kinases, with
emphasis on computational methods that maximize the ability to leverage structural
data from one protein-inhibitor structure across related proteins in the family. 

 

18.2 X-RAY CRYSTALLOGRAPHY—ADVANTAGES OF
A GENE-FAMILY APPROACH

 

The steps necessary to produce the initial x-ray structure of a protein in a gene-family
approach are similar to those in a single-target approach: design of the expression
construct, cloning, protein expression and purification, crystallization, x-ray data
collection, and structure determination. While high-throughput and parallel methods
have improved the efficiency of all these steps, only 

 

expression construct design

 

 and

 

structure determination

 

 become dramatically more efficient when working with sub-
sequent targets in a gene family. For instance, high-throughput parallel cloning, protein
expression, and protein purification methods have greatly reduced the cost and time
required to produce protein suitable for crystallization [1–4]. Likewise, automation in
crystallization screening has reduced the quantity of protein needed to produce
diffraction quality crystals [5–7]. Such automation, however, is not unique to any
given protein or protein family and does not generally rely on reuse of information.
For example, proteins with similar tertiary structure do not necessarily crystallize
under similar conditions. This observation is not surprising since the surface residues
that form protein crystal lattice contacts are not as highly conserved as buried residues
in the hydrophobic core of the protein. Efforts are under way, however, to better predict
the outcome of crystallization experiments based upon prior data [8,9].

In contrast, the design of protein expression constructs is directly aided by prior
data. Gene-family sequence homologies and existing crystal structures may be used
to guide the identification of the catalytic domain and flanking sequences desired
for crystallization trials. Typically, multiple expression constructs are designed,
differing in their N- and C-termini with the goal of producing a protein that is folded
and soluble and lacks disordered regions [10].

Beyond construct design, the process of crystallographic structure determination
is also accelerated when structures of related proteins are known. This productivity
enhancement results from the ability to employ molecular replacement methods
routinely for phasing of crystallographic data. When protein crystal x-ray diffraction
data are collected, only part of the information needed to solve the structure is
observable. One part of the x-ray data, the phase of the x-rays, cannot be directly
observed; instead, it must be inferred from additional experiments or calculated using
prior knowledge of the protein structure. The phases can be determined experimen-
tally by collecting x-ray data using crystals modified with heavy metals, halides, or
incorporation of selenomethionine in place of methionine during protein expression.

However, if an approximate model of the protein structure exists, molecular
replacement can be used [11]. Molecular replacement is a computational method
that is significantly less cumbersome and consequently much faster than heavy atom
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methods, since it does not require chemical modification of crystals or additional
data collection. The protein model is usually based upon the structure of a homol-
ogous protein such as another member of the same gene family. Here, rotation and
translation searches are performed to determine whether a particular placement
(orientation and position) of the model is consistent with the observed x-ray data.
The success of molecular replacement depends upon the structural similarity
between the protein in the crystal and the model.

When working within a gene family where a large number of related structures
have been determined, many different starting models are available. Typically, the
structure of the protein with the most similar sequence to the target of interest is
evaluated first as a molecular replacement model. Also, many models can be eval-
uated in parallel or can be combined into a single model where a larger emphasis
is placed upon regions of the protein with the highest degree of similarity. A number
of computer programs that perform molecular replacement are available. One such
program, PHASER, uses an ensemble of models and iterates through the models to
determine the best solution [12]. As the number of structures in a gene family
increases, the ability to use known structures to solve new structures is enhanced,
greatly reducing the amount of time required for structure determination.

 

18.3 PROTEIN KINASES

18.3.1 K

 

INASES

 

 

 

AS

 

 T

 

HERAPEUTIC

 

 T

 

ARGETS

 

Protein phosphorylation is one of the major post-translational modifications required
for regulation of cellular activities, and kinases that catalyze these reactions comprise
a large family of enzymes in eukaryotic cells. Protein kinases mediate diverse cellular
processes such as signal transduction, metabolism, cell-cycle control, apoptosis, and
cytoskeletal rearrangement. Disruption of a kinase activity through mutation or
deregulation may have profound consequences on the functioning of a cell, leading
to a wide variety of disease states. Further, since kinases play a regulatory role in
many pathways, modulation of kinase function presents opportunities for therapeutic
intervention. It follows that significant resources in the pharmaceutical industry have
been focused on the discovery and development of small-molecule kinase inhibitors. 

The human genome encodes more than 500 protein kinases, which constitute 1.7%
of all human genes [13]. It has been estimated that within this set of proteins, there
are 130–300 therapeutically relevant targets [14,15]. Some of these are well validated
as pharmacological targets for which small-molecule inhibitors have demonstrated
clinical efficacy, such as p38 for rheumatoid arthritis and Abl (Abelson tyrosine kinase)
in chronic myeloid leukemia [16]. Most kinases, however, are not so well established
as therapeutic targets and instead may be implicated to be relevant for a particular
disease through indirect evidence, such as regulation of a related signaling pathway.

 

18.3.2 C

 

OMMON

 

 S

 

TRUCTURAL

 

 F

 

EATURES

 

 

 

OF

 

 K

 

INASES

 

The catalytic domains of protein kinases share a common fold: two lobes joined
by a hinge region (fig. 18.1). The N-terminal lobe contains a twisted five-stranded
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β

 

-sheet and an 

 

α

 

-helix (referred to as the C-helix). The C-terminal lobe is largely

 

α

 

-helical. The cleft between the two lobes forms the ATP binding site, which includes
the hinge region, two 

 

β

 

-strands in the N-terminal lobe called the glycine-rich loop,
and an extended strand in the C-terminal domain referred to as the activation loop.
The conformation of the activation loop varies widely among kinase structures. In
some inactive kinase conformations, the activation loop blocks the active site and
interferes with peptide and ATP substrate binding, while in active kinases this loop
adopts a conformation in which the active site is accessible [17,18].

Since protein kinases share structural and sequence similarities in their active
sites as well as a common catalytic mechanism, one of the largest challenges in
kinase inhibitor design is achieving selectivity [19]. The main obstacle to selectivity
prediction appears to be the highly flexible nature of the ATP binding site, which
includes a wide range of side chain motions within the active site and the presence
of flexible loops such as the activation loop and the glycine-rich loop, as well as
domain motions [20]. Indeed, the extent of structural variation between different
kinases is comparable to the variation found in different structures of a single kinase
[21]. Only when the sequence identity is 60% or more can the binding site variations

 

FIGURE 18.1

 

A: Overall structure of a protein kinase catalytic domain. The structure of
c-AMP dependent kinase (PKA) bound to ATP and a peptide substrate is drawn with 

 

β

 

-sheets
as arrows and 

 

α

 

-helices as cylinders (Protein Data Bank accession number: 1ATP). N- and
C-terminal residues outside the limits of the kinase domain have been omitted for clarity.
The ATP binding site is indicated by a box. Within this region, the hinge between the
N- and C-terminal lobes is on the left. ATP and the main chain of the peptide substrate are
drawn with bonds represented as sticks. The two 

 

β

 

-strands connected by a short loop, directly
above the ATP, comprise the glycine-rich loop. This figure and subsequent molecular graphics
figures were prepared using Pymol. (DeLano, W.L. The Pymol molecular graphics system.
DeLano Scientific, San Carlos, CA, 2002.) B: Kinase frequent-hitter pharmacophore. The
ATP binding site is enlarged with the hinge drawn as sticks (left). Hydrogen bonds between
the hinge and the ATP are shown as dotted lines. The frequent-hitter pharmacophore elements
are shown as spheres, labeled A for hydrogen bond acceptor, D for hydrogen bond donor,
and Ar for aromatic.
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of related kinases be distinguished from variations observed for the binding sites of
the same kinase, thus making structure-based kinase selectivity prediction extremely
challenging [22].

Pursuing ligand potency for a particular kinase target often leads to the synthesis
of compounds that exhibit promiscuous behavior across the gene family. Staurospo-
rine is perhaps the archetypal example of a “kinase frequent hitter”—a compound
that exhibits potent ATP-competitive inhibition across much of the kinase gene
family. Elucidation of structural features characteristic of this class of compounds
constitutes an alternative approach to kinase selectivity prediction: the prediction of
ligand “unselectivity.” Utilizing x-ray structural information for promiscuous kinase
inhibitors, a five-point pharmacophore was proposed for kinase frequent hitters that
includes two hydrogen bond donors, two hydrogen bond acceptors, and an aromatic
ring feature (fig. 18.1) [23]. This pharmacophore is able to discriminate between
frequent hitters and selective ligands and captures the molecular features that coin-
cide with a propensity for nonselective inhibition of multiple kinase targets. Chemical
space information about the kinase frequent hitters can then be related to the bio-
logical space (i.e., contacts with conserved residues within the active site that
predispose a kinase ligand to promiscuous behavior). Knowledge of the kinase
frequent-hitter pharmacophore should enable medicinal chemists to make more
informed decisions in the context of predicting cross-kinase reactivity.

 

18.4 APPLICATION OF STRUCTURAL 
INFORMATION—MOLECULAR MODELING

 

In any SBDD project, it is obviously inefficient and unnecessary to determine an
x-ray structure for every synthesized compound bound to the protein target. Rather,
molecular modeling methods are used to analyze one structure to draw conclusions
for similar compounds and to guide decisions for the synthesis of subsequent
molecules. The information from a particular structure can be used more efficiently
if it can be applied broadly to understand more varied inhibitors or related protein
targets. When working simultaneously on multiple targets within a gene family, there
are opportunities to reuse information from one protein–ligand structure and apply
it to the design of inhibitors for another protein. The extent to which protein–ligand
structures can be used to predict the binding mode of similar ligands depends upon
how often similar ligands bind in similar ways. For kinase inhibitors, one ligand
structure can often be used reliably to predict the conformation of related ligands
(see following discussion) [24,25]. Further, compounds can be selected for crystal-
lographic studies when their experimentally measured activity deviates from predic-
tions (“outliers” in terms of their inhibition potency), thus increasing the likelihood
of obtaining novel structural information.

Reuse of structural information in an SBDD project can be applied in two ways:
“target hopping” and “scaffold morphing” (fig. 18.2). We define target hopping as
the use of information from one protein–ligand structure to modify a compound,
creating or enhancing inhibition of a related protein. Target hopping often involves
changes to the periphery of the ligand and is typically used when a new target is
pursued. This is conceptually similar to the concept of “latent hits”—inactive
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compounds that could potentially become inhibitors after simple chemical modifi-
cations are applied [26]. Scaffold morphing is a process of molecular recombination
by which several protein–ligand structures are used to generate a novel inhibitor for
the same target. Scaffold morphing usually utilizes changes to the core structure of
the ligand and is used when new scaffolds with similar binding but different physico-
chemical properties are desired.

Modeling the conformation of inhibitors in protein complexes is typically per-
formed using computational docking methods [27,28]. The three-dimensional struc-
ture of a protein–ligand complex is predicted by optimizing the ligand in the protein
active site using all of the conformational, translational, and rotational degrees of
freedom available to the ligand. These methods use fairly general criteria to select
the most likely model from all of the possible orientations. However, if the orientation
of a similar inhibitor is already known from an x-ray structure, that knowledge can
be applied to the ligand of interest instead of evaluating all possibilities. In the three
ligand modeling methods described next, existing structural data are directly utilized
to predict new ligand conformations and to design novel inhibitors rapidly. CORES
(complexes restricted by experimental structures) is a method used to model
compounds accurately based upon similar x-ray structures [24]. The program
BREED is a procedure by which three-dimensional fragments from existing inhibitor
structures are combined to create novel compounds [29]. The program COREGEN
builds upon this idea by altering the scaffold to create and predict new molecules [30].

 

18.4.1 CORES

 

To determine whether one protein–ligand structure could be used directly as a
template for similar ligands, published and proprietary structures were analyzed to

 

FIGURE 18.2

 

Within a gene family, structural data can be used to model and design new
ligands for the same target (scaffold morphing) and to understand similar ligands in related
protein targets (target hopping).
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quantitate the frequency with which related ligands bind in the same orientation in
the kinase active site. For 74 different inhibitor scaffolds, we have determined
multiple protein–ligand x-ray structures per scaffold. For some of these scaffolds,
ligand structures were determined in complex with more than one protein kinase.
We found that most compounds containing a common scaffold bind to protein kinases
in the same orientation. In fact, greater than 75% of the scaffolds are always observed
to bind in a single orientation. Larger scaffolds bind in a single orientation more
frequently than smaller scaffolds. For instance, an analysis of public protein kinase
x-ray structures revealed that more than 80% of scaffolds containing three or more
rings bind in a single orientation [24]. In contrast, only 20% of scaffolds containing
fewer than three rings bind in a single orientation. 

The propensity of similar ligands to bind in similar ways enables the use of
three-dimensional structures of protein–ligand complexes for model building related
complexes using a procedure called CORES (complexes restricted by experimental
structures). In the CORES method, ligands are first reduced to frameworks that are
used as the modeling templates. Ligand frameworks are a representation of ligand
atoms consisting only of rings and the linkers between the rings; side chains are
ignored [31]. The ligand templates are then used to build models that constrain the
ligand conformation in the active site of the target protein (fig. 18.3).

The CORES method is accurate and widely applicable. The accuracy of the
method was shown in a test case where 15 out of 19 CDK2-ligand complexes from
the Protein Data Bank built using this method deviated from the x-ray structure by
less than 2 Å root mean square (RMS) [24]. The method can be used to build models

 

FIGURE 18.3

 

Comparison of the conformations sampled by traditional docking and
CORES. The inhibitor SU-5271 was modeled in the active site of EGFR (PDB code: 1M17).
The resulting predicted ligand structures obtained with molecular docking (GLIDE 2.5,
Schrodinger, Inc., NY) are shown in panel A. Molecular modeling of the same compound
using CORES is shown in panel B.
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for over 70% of small-molecule protein kinase inhibitors published in the 

 

Journal
of Medicinal Chemistry 

 

since 1993 using templates extracted from kinase structures
in the Protein Data Bank. Templates containing at least three rings are available in
the protein databank for 87% of the small-molecule inhibitors in the 

 

Journal of
Medicinal Chemistry 

 

database that can be modeled using the CORES method. Also,
the CORES method can be used to model about 80% of kinase inhibitors in the
Vertex corporate database.

To reuse structural information in gene families other than protein kinases, we
may be able to use natural ligands for predicting the size of molecular templates
that will likely adopt unique binding orientations in a protein binding pocket. For
instance, molecules containing the ATP framework (e.g., ATP analogs and adenosine)
bind in the same orientation in kinase complex structures. Endogenous cofactors
and substrates may have to bind in a single orientation since nonproductive orienta-
tions could inhibit biological pathways.

 

18.4.2 BREED

 

As advances in technology have facilitated the more routine determination of
protein–ligand crystal structures, the amount of structural information used for ligand
design has grown rapidly. Unfortunately, as this information has become more
abundant, it has become increasingly difficult to utilize fully. While it may be
relatively easy to draw conclusions from examination of a single protein–ligand
structure, extracting all relevant data from a pair of structures is more difficult. With
larger numbers of structures, simultaneous comparison becomes virtually impossible.
However, in a gene-family SBDD approach, many protein–ligand complexes may
be available for analysis for a particular project. For instance, approximately
300 ligand-bound structures of protein kinases are publicly available [32]. There is
a clear need for methods to handle this quantity of information efficiently, extracting
as much guidance as possible for the design of novel ligands.

One simple method for taking advantage of structural information is to combine
fragments from two known ligands to generate a novel inhibitor. This is a common
medicinal chemistry strategy where the hope is that this new ligand will be struc-
turally complementary to the ligand binding site of the enzyme so that binding
affinity can be maintained. While recombining fragments of ligands can be based
upon two-dimensional chemical structures, presumably the results will be improved
when ligands are compared in three dimensions in the context of the protein active
site. In this manner, the relative positions of substituents on the two initial ligands
can be accurately compared to determine which substituents can be transferred
among scaffolds while still maintaining a good fit within the active site. Typically,
recombining fragments in this manner requires that each pair of ligands be manually
inspected for all possible recombinations—a process that becomes difficult and error
prone as the number of input ligand structures increases. 

BREED was developed to automate this process, comparing three-dimensionally
superimposed structures and making all structurally appropriate recombinations
among an arbitrarily large collection of starting ligands [29]. The bond-matching
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and fragment-swapping algorithm used by BREED is similar to one developed earlier
by Ho and Marshall [33] and provides additional enhancements in order to maximize
the creation of novel structures. Because the fragment recombination is automated
and the BREED-produced ligands are still in the protein active site reference frame,
the process can be applied recursively. The “offspring” of the original ligands can
be added into the pool of input compounds for further recombination into a third
generation of ligands. In this manner, a small number of input structures can be
processed, combining scaffold and side chain elements from multiple lead com-
pounds, to generate a very large set of novel inhibitors, many of which bear little
resemblance to any of the starting ligands.

In this respect, the method has some capabilities of 

 

de novo

 

 design techniques,
though obviously it can only be applied in cases where several structurally charac-
terized ligands exist. Though this is a disadvantage, the method is applicable in cases
where initial lead classes prove unusable or where a second-generation compound
is sought. The value to such projects more likely will apply to problems other than
binding affinity (e.g., insolubility, cell permeability, metabolism, toxicity, etc.) that
can be addressed by modifying the ligand. Gene family-based projects should also
be well served by BREED, where structures from prior targets can be used to design
new inhibitors. Further, methods such as BREED may be applied to ligand design
where structures are available from proteins sharing topologically similar active sites
that do not have similar sequences [34].

BREED has been applied to a single target (HIV protease) and to a family of
targets (protein kinases). The HIV protease results demonstrated that novel scaffolds
could be generated when there are a large number of high-quality x-ray structures
available from the Protein Data Bank [32]. The kinase gene-family example showed
that by branching out into closely related enzyme structures, this method is still able
to produce structurally relevant ligands. The output from both studies produced
several useful categories of molecules: entirely novel scaffolds, known scaffolds
with novel substituents, and known scaffolds that were not included in the BREED
input set. These results confirmed that BREED is able to use the wealth of structural
information available to contemporary medicinal chemists to design compounds of
high relevance to a structure-based project automatically.

 

18.4.3 COREGEN

 

Most pharmaceutically interesting ligands can be represented in terms of the ring-
linker frameworks that comprise them [31]. Recent analysis of 119 published kinase
inhibitors from at least 18 different targets illustrated that a basis set of four rings and
eight linkers is sufficient to describe about 90% of ring and linker occurrences, respec-
tively. A similar result was derived from a larger set of approximately 40,000 kinase
inhibitors from curated patents [30]. Tools that combine elements of 

 

de novo

 

 molecular
design with experimental structural information are becoming increasingly important
in processing the avalanche of structural data.

COREGEN is a novel method for stepwise ring linker-based scaffold assembly,
which integrates fragment-by-fragment ligand design approaches with high-throughput
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virtual library screening [30]. It utilizes experimental structural information for weak
ligands and the framework-based fragment libraries to guide the optimization process
from the small fragments to drug-like molecules. The goal of COREGEN is not to
generate completely new scaffolds 

 

de novo

 

, but rather to derive novel scaffold classes
using the experimental information about the orientation of known anchor fragments
within the site of interest. By starting from a known binding mode of an anchor
fragment, speed and accuracy of COREGEN benefit from the constrained docking
approach to searching over the available chemical space. The utility of this approach
was demonstrated on a set of reported inhibitors of the kinases Bcr-Abl, CDK2, and
Src [30]. COREGEN reproduced predominant structural features of a number of
known kinase inhibitors for these targets, as well as proposed a number of novel
ligand structures. It is expected that design such as this will benefit from a gene
family-specific approach to fragment selection, making scaffold libraries built from
kinase inhibitor fragments more kinase inhibitor-like and libraries assembled from
protease inhibitor fragments more protease inhibitor-like, etc.

 

18.4.4 P

 

ROTEIN

 

 H

 

OMOLOGY

 

 M

 

ODELING

 

In the absence of an x-ray structure for a particular protein, structures of related
proteins can be used to make a homology model. The kinase catalytic domains are
suitable subjects for comparative modeling since they all adopt similar folds. Com-
parative modeling uses a three-dimensional structure of a protein with the same fold
as a modeling template. The backbone conformation of the template structure is
preserved, and side chains of the target protein are built onto the template. Side
chain rotamers are selected that provide good packing and minimal clashes with
other side chains and with the backbone. Typically, the model is refined using
molecular dynamics to minimize bad contacts. 

The abundance of protein kinase x-ray structures creates the opportunity to select
among multiple modeling templates. A typical approach is to choose as a template
the structure with highest sequence similarity to the target sequence. The distribution
of similarities between all human protein kinase sequences and the most closely
related protein kinase with an x-ray structure is shown in figure 18.4. For most
kinases, however, the most closely related structure has less than 50% sequence
identity, and frequently multiple structures with nearly the same sequence similarity
are available. In these cases, using ligand binding data may aid the selection of a
suitable modeling template.

Automated approaches for incorporating ligand binding data into homology
modeling have been described previously [35]. Rather than using automated
approaches, more often ligand information is incorporated manually by identifying
compounds that bind the target kinase and utilize pockets unique to particular
conformations. For example, shifts in the C-helix [36] and activation loop [37]
expose unique spaces that are not present in active kinase conformations. Knowl-
edge that a ligand binds to a target kinase and utilizes a unique space in the active
site implies that the kinase can adopt a conformation that makes the unique space
accessible. A structure with the appropriate conformation can then be selected as
a modeling template.
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18.5 DESIGNING LIGAND SELECTIVITY

 

To apply and reuse protein and ligand structural data from one target to another,
features common to gene family members can be exploited to make predictions
applicable to multiple members of the family. However, to design a selective inhib-
itor, sequence and structural differences among the gene family members must be
utilized. Traditionally, the design of kinase inhibitors has targeted the ATP binding
site of the kinase. Such inhibitors often contain an anchor element that binds to the
kinase via hydrogen bonds to the main chain atoms of the hinge region. While the
ATP binding sites of protein kinases are generally conserved, there are several ways
to design potent and selective kinase inhibitors. To make a selective inhibitor, one
can utilize contacts with uncommon residues in the ATP site or contact residues
outside the ATP binding site. Also, selectivity can be achieved when a ligand is made
that binds to a protein conformation that only a small subset of kinases can adopt
(depicted schematically in fig. 18.5).

Nonconserved residues and uncommon features in the ATP binding site have
been targeted to design selective inhibitors. For example, nonconserved residues in
the ATP binding site have recently been exploited in the design of inhibitors of p90
ribosomal protein S6 kinase (RSK) [38]. A structural bioinformatics approach was

 

FIGURE 18.4

 

The distribution of amino acid sequence identity between each human kinase
domain and the most closely related kinase domain with an x-ray structure. The sequence of
each human kinase domain was compared to the sequences of the subset of human kinase
domains with x-ray structures using BLAST. (Altschul, S.F. et al., 

 

J Molecular Biol

 

 215(3),
403–410, 1990.) The most closely related sequence was identified as the highest scoring
BLAST hit, and the percent sequence identity was calculated using the BLAST alignment.
The right-most bar in the histogram includes kinase sequences with a known x-ray structure.
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taken to identify two “selectivity filters.” One filter was a threonine residue located
at the entrance to a lipophilic pocket adjacent to the ATP binding pocket. Typically,
a residue with a larger side chain occupies this position [39]. The smaller amino
acid side chain, as the gatekeeper to this hydrophobic pocket, allows the placement
of bulky ligand side chains. The second selectivity filter was that of a rarely occurring
cysteine residue in the glycine-rich loop of the kinase. Using the two selectivity
filters reduced the number of kinases with these features from 491 to 3, all members
of the RSK family of kinases. Compounds were made that would have an electro-
philic group designed to interact with the cysteine side chain and a hydrophobic
group to occupy the lipophilic pocket. The resulting inhibitor had an IC

 

50

 

 of 15 n

 

M

 

and appeared to be selective for RSK1 and RSK2.
The idea of using nonconserved residues and uncommon structural features was

also exploited in the design of inhibitors of p38 MAP kinase [40]. The quinazolinone
and pyridol-pyrimidine classes of p38 MAP kinase inhibitors have a high degree of
selectivity for p38 over other MAP kinases. These compounds bind to a p38 protein
conformation that has undergone a main chain peptide flip between two residues in
the hinge, M109 and G110 (fig. 18.6). In other MAP kinases, including the 

 

δ

 

 isoform
of p38, bulkier side chains occupying the position corresponding to G110 prevent
the peptide backbone from adopting a similar conformation. The local conforma-
tional change provides an avenue to pursue selectivity using an additional hydrogen
bond donor not present in other kinases.

Another selectivity design strategy is to contact amino acid positions distal from
the ATP binding site. It is expected that the amino acid sequence becomes more
diverse once residues not required for catalysis are examined. This is exemplified
in the structure of a bisubstrate inhibitor bound to insulin receptor kinase (Irk)
(fig. 18.7) [41]. The inhibitor was synthesized by linking ATP

 

γ

 

S with a peptide

 

FIGURE 18.5

 

Schematic of strategies for selective kinase inhibitor design. The kinase ATP
side is depicted as a curved line. ATP is shown as an oval while inhibitors are represented
as rectangles.
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FIGURE 18.6

 

p38 ligand-induced hinge conformations. In panels A and B, the hinge region
is shown on the left as sticks. Hydrogen bonds between the hinge and the ligand are shown
as dotted lines. The main chain conformational change is highlighted with an arrow. The
structure of p38 bound to a pyridinylimidazole inhibitor (PDB code: 1OUK) is shown in
panel A, and a dihydropyrido-pyrimidine inhibitor (PDB code: 1OUY) is shown in panel B.

 

FIGURE 18.7

 

Insulin receptor kinase (Irk) bound to a bisubstrate inhibitor. The structure
of Irk bound to a bisubstrate inhibitor (PDB code: 1GAG) is drawn in an orientation similar
to that of figure 18.1. The inhibitor is drawn as sticks and the ATP and peptide binding sites
are labeled.

M109

G110

A B

ATP

Peptide

 

DK3714_C018.fm  Page 385  Thursday, February 15, 2007  7:50 AM



 

386

 

Spectral Techniques in Proteomics

 

substrate analog via a 2-carbon spacer. The design of this inhibitor was aided by the
high-resolution structure of the enzyme bound to an ATP analog and a peptide
substrate [42]. The resulting compound binds the protein more tightly than either of
the two substrates; the binding energy of the bisubstrate inhibitor is 8.9 kcal mol

 

–1

 

,
while the binding energies for the peptide and for ATP

 

γ

 

S are 4.1 and 5.1 kcal mol

 

–1

 

,
respectively. Although the low bioavailability of peptides limits the use of such
inhibitors in the clinic, it provides a template for the design of peptidomimetic
compounds, a method used successfully in the design of protease inhibitors [43].

While active kinase conformations share a common structure since they must all
catalyze the same reaction, a large variety of inactive conformations has been observed.
Often the activation loop adopts a conformation that blocks the peptide and ATP
binding sites. One inhibitor, Gleevec, appears to gain selectivity by binding to an
inactive kinase conformation. Gleevec is a small-molecule inhibitor of a number of
kinases including the Abl kinase. It is a potent inhibitor of the unphosphorylated form
of the enzyme, but binds rather poorly to the active, phosphorylated form of Abl
[37,44,45]. The crystal structure of the Abl kinase domain in complex with Gleevec
revealed that the pyrimidine and the pyridine rings of the drug overlap with the ATP
binding site (fig. 18.8). However, the rest of the molecule is wedged between the
activation loop and the C-helix, locking the kinase in an inactive conformation [44].

Recently the structure of Gleevec bound to the activated form of spleen tyrosine
kinase, Syk, has been determined [46]. In this structure, Gleevec binds in the active
site adopting a 

 

cis

 

- rather than 

 

trans

 

-conformation (as observed in Abl) and occupies
space similar to traditional ATP site inhibitors (fig. 18.8) [44,47]. The molecule is a
poor inhibitor of this form of Syk, which has a structure similar to that of activated Abl. 

 

FIGURE 18.8

 

Gleevec binding orientations. The ATP binding site of the Abl/Gleevec complex
is shown in panel A (PDB code: 1IEP). Gleevec contacts the hinge (left) and binds between
the C-helix (upper right) and the activation loop (lower right). Gleevec bound to Syk is shown
in panel B (PDB code: 1XBB). The chemical structure of Gleevec is drawn in panel C.
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Finally, there has been increased interest in the discovery and design of non-
competitive ATP inhibitors. PD184352 was identified as an inhibitor of the kinases
MEK1 and MEK2. This ligand is noncompetitive for ATP and the protein substrate
MAP kinase [48]. The resulting crystal structure of MEK1 bound to ATP and
PD318008 (an analog of PD184352) provides a starting point for the design of future
MEK inhibitors. These structures revealed a unique binding pocket adjacent to the
ATP binding site (fig. 18.9). The binding of the ligand induces a conformational
change in the protein that locks the protein into a closed, catalytically inactive state,
with ATP bound in the active site.

 

18.6 FUTURE PROSPECTS AND CONCLUSIONS

 

While the overall structure of protein kinases is generally conserved among members
of the family, structural variations exist that allow us to design selective inhibitors.
Several selective ligands have been shown to distinguish between different confor-
mations of the same kinase. This kind of selectivity seems to have often been
discovered by chance, most likely by pursuing novel experimental observations
inconsistent with structure-based predictions. By extension of this idea, one could
attempt to systematically force conformational changes where none have been pre-
viously observed (reviewed by Teague [49]).

Many variations on this theme are possible. For kinases, one could start with a
tight binding ligand and systematically alter positions on the periphery of the inhib-
itor with the aim of disrupting the protein structure without abolishing inhibitor
binding. Optimization of “hits” from this approach would then follow traditional
medicinal synthetic chemistry approaches. Alternatively, one could take the “slinky”
approach, where a readily derivatizable side chain is attached to the inhibitor in a
position structurally consistent with ligand binding. A large variety of substituents
could then be attached with the hope of drastically enhancing binding. A variation
of this approach is the 

 

in situ

 

 “click” chemistry of Sharpless and coworkers used to
prepare acetylcholinesterase inhibitors [50,51]. In these experiments, two libraries

 

FIGURE 18.9

 

Mek1/ATP/PD318088 complex. The structure of Mek1 bound to ATP is drawn
as sticks, and the noncompetitive inhibitor PD318088 is shown as sticks highlighted with a
surface (PDB code: 1S9J). The chemical structure of PD318088 is shown on the right.
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of compounds with complementary reactive functional groups are combined with
the protein target. When two compounds bind in the protein active site simulta-
neously, they can react with one another to form a single molecule. These reaction
products can then be identified by mass spectroscopy. Here, the protein active site
serves as a template, selecting compounds from the two libraries for chemical
addition. Once tight binding to the target has been established, the large and unwieldy
inhibitors produced by this method could be trimmed back. Ultimately, novel inhib-
itors with divergent binding characteristics could be produced by this approach. 

In SBDD, protein–ligand complex structures of one ligand are used in the design
of subsequent compounds. While many improvements in efficiency have come from
automation and parallel approaches and the rate at which data can be generated has
increased, the nature of the drug discovery process has not changed. In a gene family-
based approach, however, structural data from one target can be used to predict
ligand binding orientations for other related targets, and the structure of one protein
can be used to model the active site of other proteins. Further, inhibitors from multiple
protein–ligand structures can be recombined to form novel molecules. Thus, when
working on targets within a gene family, the application rather than the generation
of structural data is transformed.
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19.1 INTRODUCTION 
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Electron paramagnetic resonance (EPR), also known as electron spin resonance or
electronic magnetic resonance spectroscopy, is a means of investigating para-
magnetic molecules (i.e., those containing unpaired electrons) [1]. The majority of
molecules are diamagnetic, having all their electrons paired in atomic or molecular
orbitals. As a result, EPR is a selective technique capable of yielding specific
molecular information. EPR spectroscopy has many different applications in
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biochemistry and molecular biology. These include the observation of transient free
radicals by spin trapping and the observation of molecular motion and environment
by spin labeling—methods that involve the introduction of a paramagnet to the
biological system. However, this chapter will focus principally on the application of
EPR spectroscopy to observe naturally occurring stable paramagnetic complexes of
transition metals, such as iron, copper, molybdenum, or nickel. Examples of these
are found in the active sites of metalloenzymes and metalloproteins [2–5]. 

EPR spectroscopy is a quantitative spectroscopic technique. If measured under
the appropriate conditions, the integrated EPR signal of a species with spins of

 

S

 

 = 1/2 is proportional to concentration, independent of the type of paramagnet.
Unlike optical spectroscopy, quantitative measurements do not require prior knowl-
edge of a proportionality constant or extinction coefficient. Thus, EPR can be used
to estimate the concentration of spins, even for unidentified species [6]. 

The sample may be a homogeneous solution or a cell suspension and may include
membranes and precipitates such as inclusion bodies. Therefore, EPR may be used
to monitor the purification of paramagnetic molecules. The method is nondestructive,
so materials can be recovered after measurement and used for other purposes.

EPR is not just a method for measuring the metal content of protein preparations;
it can provide detailed information about the metal’s state of coordination. There
are a considerable number of conserved metal-binding motifs [7], and each tends to
produce a characteristic EPR signature.
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Electron paramagnetic resonance is the resonant absorption of microwave radiation
of frequency 

 

ν

 

 by a paramagnetic material in an applied magnetic field, 

 

B

 

0

 

(fig. 19.1a). The condition for resonance is given by

 

h

 

ν

 

 = 

 

g

 

μ

 

B

 

B

 

0

 

(19.1)

where 

 

h

 

 is Planck’s constant and 

 

μ

 

B

 

 is the Bohr magneton, two physical constants;

 

g

 

 is a parameter known as the 

 

g

 

-factor or 

 

g

 

-value, which is a characteristic of the
paramagnetic species. The 

 

g

 

-factor for the unpaired electron is approximately 2.0023,
but in transition ions this can be very different.

For instrumental reasons, the EPR spectrum is recorded by following the absorption
of microwave energy as a function of magnetic field 

 

B

 

0

 

, as illustrated in figure 19.1b.
The 

 

g

 

-factor is inversely proportional to the magnetic field where resonance is
observed. A characteristic feature of the conventional EPR spectrum is that it appears
as the first derivative of microwave absorption with respect to 

 

B

 

0

 

 (

 

dP

 

abs

 

/

 

dB

 

0

 

). This
is because it is acquired by modulation of 

 

B

 

0

 

 and phase-sensitive detection. The
conventional absorption spectrum may be obtained by integration of the spectrum,
but this is usually only done when quantifying the spin concentration.

The strength of the EPR signal depends on the population difference between
the 

 

m

 

S

 

 = 

 

+1/2 and 

 

m

 

S

 

 = 

 

–1/2 electron energy levels, which is determined by the
Boltzmann distribution,
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(19.2)

and maintained by electron spin-lattice relaxation. The signal decreases if the pop-
ulations become equalized, which tends to happen if too much microwave power is
applied, a phenomenon known as 

 

power saturation

 

. 
EPR spectroscopy is analogous to the more familiar nuclear magnetic resonance

(NMR) method used in chemistry of organic compounds. However, there are some
significant differences from NMR. Unpaired electrons are generally much more rare
than nuclear spins, so fewer species are present in the spectrum. Also, the magnetic
moment of the electron is much greater than that of the proton, so the spectra are
more intense. Moreover, EPR spectra of proteins show considerable broadening due
to anisotropy of the hyperfine parameters.

The electron-spin relaxation of unpaired electrons is generally more rapid than
for protons. If relaxation is too fast, the spectra become too broad for detection. In

 

FIGURE 19.1

 

Principles of EPR spectroscopy. (Cammack, R. In 

 

Encyclopedia of Spectroscopy
and Spectrometry

 

, ed. Tranter, G. and Holmes, J. London: Academic Press, 1999, 457–470.)
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order to record spectra for fast relaxing paramagnets, including most transition metal
ions, it is usually necessary to cool the sample to cryogenic temperatures. As a result,
EPR spectroscopy is often applied to materials in the frozen state. This inconvenience
has the compensating advantage that the sensitivity is enhanced by the Boltzmann
distribution factor (equation 19.2).
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Figure 19.2 illustrates some EPR spectra of transition metals and metal clusters in
biological systems. Most transition metal ions are paramagnetic in certain oxidation
states. Examples are given in table 19.2. Although this paramagnetism is stable, in
most cases the sample has to be cooled to low temperatures, using liquid nitrogen or
liquid helium, for the EPR signal to be observed. There are a few exceptions, such
as Mn

 

2+

 

, which may be observed in solution at physiological temperatures (fig. 19.2d).

 

Organic free radicals

 

 can be produced by one-electron oxidation or reduction
reactions, by irradiation processes, or by homolytic cleavage of a chemical bond.
Organic radicals in solution give complex EPR spectra and tend to be unstable,
decaying rapidly by recombination processes. However, some radicals in proteins are
relatively stable; some are stabilized by the presence of metal ions. A notable example

 

FIGURE 19.2

 

EPR spectra of transition metal ions. Mn

 

II

 

: a 5-

 

μ

 

M

 

 solution of MnCl

 

2

 

, measured
in a flat cell at room temperature. Spectra of various transition metals in proteins were recorded
in the frozen state at the temperatures indicated: high-spin Fe

 

III

 

 in transferrin (12 K); low-spin
Fe

 

III

 

 in myoglobin azide (30 K); Mo

 

V

 

 in xanthine oxidase (150 K); Cu

 

II

 

 in plastocyanin (60 K);
[4Fe-4S] cluster in 

 

Desulfovibrio africanus

 

 ferredoxin, reduced with dithionite (17 K). Calcu-
lated 

 

g

 

-factors are presented for comparison at the top of the figure, but this is for guidance
only; the abscissa of EPR spectra should be magnetic field.
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is the dinuclear iron-containing ribonucleotide reductase, which contains a tyrosyl
cation radical and can readily be examined by conventional EPR spectroscopy. 

Just as in NMR, EPR spectra are strongly influenced by the magnetic interaction
of the unpaired electron with nuclear spins, which is known as the hyperfine inter-
action (fig. 19.1c). Examples of nuclei with nuclear spins are shown in table 19.1.
The natural abundance of the isotope represents the proportion of nuclei of the
element having that particular nuclear spin, which determines the proportion of the
paramagnetic material undergoing that splitting. The signal is split into a number of
lines, depending on the nuclear spin, 

 

I

 

; a nucleus with spin 

 

I

 

 will split the spectrum
into [2

 

I

 

+1] lines. If the transition metal ion has a nuclear spin, a large and measurable
splitting will usually result.

A clear example is shown in figure 19.2d, where the EPR spectrum of manga-
nese is split by the interaction with the naturally abundant 

 

55

 

Mn (

 

I

 

 = 5/2) nucleus.
Similarly, the EPR spectrum of copper (fig. 19.2c) is split by nuclear hyperfine
interactions with the naturally abundant 

 

63

 

Cu + 

 

65

 

Cu (both 

 

I

 

 = 3/2). In this case the
magnitude of the splitting is 

 

anisotropic

 

; it depends on the orientation of the
molecule relative to the 

 

B

 

0

 

 field, so in a randomly distributed sample, some parts
of the spectrum are split more than others. This strong splitting can be seen on the

 

TABLE 19.1
Elements with Nuclear Spins and the Expected Splittings in 
EPR Spectra

 

Isotope % Natural abundance Nuclear spin 

 

I

 

No. hyperfine lines

 

1

 

H

 

2

 

H
99.985

0.015
1/2
1

2
3

 

13

 

C 1.11 1/2 2

 

14

 

N

 

15

 

N
99.63

0.37
1

1/2
3
2

 

17

 

O 0.037 5/2 6

 

19

 

F 100 1/2 2

 

31

 

P 100 1/2 2

 

33

 

S 0.76 3/2 4

 

35

 

Cl

 

37

 

Cl
75.53
24.47

3/2
3/2

4
4

 

51

 

V 99.76 7/2 8

 

53

 

Cr 9.55 3/2 4

 

55

 

Mn 100 5/2 6

 

57

 

Fe 2.19 1/2 2

 

59

 

Co 100 7/2 8

 

61

 

Ni 1.134 3/2 4

 

77

 

Se 7.58 1/2 2

 

63

 

Cu

 

65

 

Cu
69.09
30.91

3/2
3/2

4
4

 

95

 

Mo

 

97

 

Mo
15.72

9.46
5/2
5/2

6
6
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left-hand side of the spectrum in figure 19.2c. Hyperfine interactions may also be
observed with nuclei of ligands to the metal ion, such as 

 

15

 

N; this is sometimes
referred to as 

 

superhyperfine

 

 coupling. Hyperfine interactions are very useful for
identifying paramagnetic species.

EPR spectra tend to be spread over a much wider bandwidth than in NMR.
Instead of parts per million, the signal may cover most of the spectrum. This is
particularly the case for paramagnets with spins greater than 

 

S

 

 = 1/2, such as high-
spin Fe

 

III

 

 (fig. 19.2e), where internal electrostatic fields cause the so-called zero-field
splitting. When spectra are measured in frozen samples, further broadening is caused
by the anisotropy of the 

 

g

 

-factor and hyperfine interactions. This is due partly to the
random distribution of molecules with different orientations relative to the 

 

B

 

0

 

 field,
which gives a characteristic rhombic or axial line shape to the spectrum. Such
anisotropy is not usually observed in NMR, where rapid motion leads to motional
narrowing of the spectra. In EPR, motional narrowing of spectra in solution occurs
only in small molecules (less than 1 kDa). Another cause of line broadening is a
random structural perturbation of the molecules due to freezing of the sample, a
phenomenon known as 

 

strain broadening

 

. 
In summary, EPR can be used to identify paramagnetic materials and to measure

the amount present. Many complex factors lead to the shape of the EPR spectrum
of a particular paramagnet, but what is important for biological EPR is that the
resulting spectrum often behaves as a characteristic fingerprint for a particular
paramagnet. Moreover this fingerprint is often remarkably conserved in evolution,
so spectra of the same protein from widely differing species are the same. If distor-
tions of the paramagnetic center occur, they will usually reveal themselves as changes
in the EPR spectrum. We will now briefly examine the type of instrument in which
the spectra are measured.

 

19.1.4 E

 

QUIPMENT

 

 N

 

EEDED

 

The type of commercial EPR spectrometer most often used is the continuous-wave
spectrometer operating at X-band microwave frequency, approximately 10 GHz. A
helium cryostat is employed to control the temperature. For a sample with a 

 

g

 

-factor
near two, the required magnetic field as calculated from equation 19.1 is of the order
of 0.35 T (3500 G). This is conveniently obtained with an electromagnet. Note that,
unlike in optical spectroscopy, one can choose the frequency one uses by varying
the magnetic field. The choice of frequency is a compromise: Higher frequencies
give a larger Boltzmann distribution and larger transition probability, but a smaller
cavity and sample volume; as a result, fewer spins are present and the signal is
smaller. This is in contrast to NMR, where increased magnetic fields result in
considerable improvements in sensitivity and resolution. 

There is another contrast with the NMR spectrometer, in that the application of
pulsed radiation and Fourier transformation offers no improvement in sensitivity in
EPR spectroscopy. There are two fundamental reasons for this. First, the relaxation
time of the electron is much shorter than that of the proton, so the spectrum can
only be observed very transiently (less than a microsecond). Second, in contrast to
NMR, a microwave pulse cannot excite the broad bandwidth of the typical EPR
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spectrum. But, pulsed EPR spectrometers certainly do exist [8]. They have many
specialty applications, such as the resolution of weak hyperfine interactions with
quadrupolar nuclei such as 

 

14

 

N, but they require very concentrated samples and are
not used for screening biological materials. 

 

19.2 APPLICATIONS IN PROTEOMICS

 

In view of its application to a wide range of paramagnetic centers, EPR provides a
potential screening method for metal-containing centers in proteins of unknown
function. It is able to provide some structural information about the proteins through
the analysis of spin–spin interactions. As in many aspects of proteomics, the proper
interpretation of spectra ultimately requires specialized expertise.

Interpretation of genomes usually relies on comparison of predicted gene
sequences with those of proteins of known function. In order to check whether the
protein function is as predicted, the usual procedure is to express the gene, often in
a heterologous system, with a suitable tag for easy purification. Inherent in these
techniques are a number of assumptions: that the protein has been expressed com-
pletely and correctly; that it is correctly folded; and that any necessary post-trans-
lational processing has been correctly performed. When a native protein containing
a cofactor or metal ion is heterologously expressed, spectroscopic methods are an
invaluable aid to the characterization of the expressed product. 

The same considerations apply in structural genomics when the structure of a
protein is to be determined [9]. Metalloproteins containing complex metal centers
or clusters are quite common, but they are probably underrepresented in the Protein
Databank. This is because the incorrect or incomplete assembly of metal centers
makes them more difficult to crystallize [10,11]. EPR provides a means of checking
samples of metalloproteins to verify that the paramagnetic cofactors are correctly
assembled, prior to crystallization. 
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Often a combination of techniques is advantageous. For example, optical (UV/visible
absorption) spectroscopy is useful where the protein is expected to contain a chro-
mophoric prosthetic group. EPR spectroscopy is particularly useful to establish the
correct insertion of transition metal ions and/or stable free radicals [12].

 

Identification of cofactors. 

 

As already noted, the EPR spectrum of a particular
paramagnetic species represents the combined effects of 

 

g

 

-factors, hyperfine split-
tings, and zero-field splitting. These effects are also influenced by the distortions in
the active site due to strains in the protein. For metal centers in proteins, the shapes
of the spectra are often highly characteristic; moreover, they are often conserved
over evolution. They can be used to identify the molecular species by comparison
with other known metalloproteins. Where a new type of paramagnetic species is
encountered, it may be identified from hyperfine interactions to the metal center or
to its ligands. Substitution with stable isotopes that have different nuclear spins is
an unambiguous way of identifying the species involved. This can be done by
expressing the protein in growth medium enriched with the particular isotope.
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Correct folding and assembly of proteins. 

 

The EPR spectra of a metal center
in a protein are often indicative of a native conformational state. Any denaturation
may lead to a distortion of the signal, loss of the signal, or induction of new signals
that are not characteristic of the native state. EPR may be used to estimate the
proportion of protein molecules that contain the paramagnetic cofactor and those
that are distorted.

 

19.2.2 P

 

ARAMETERS

 

 T

 

HAT AFFECT DETECTION OF AN EPR SPECTRUM 

Before carrying out a series of measurements on a particular compound in a batch
of samples, it is necessary to find the optimum conditions for high sensitivity for the
spectrum, without loss of spectral detail. This requires some experimentation. Once
found, the optimum conditions provide further characteristics that identify the species
being studied. When presenting EPR spectra of metalloproteins, these parameters
should be specified.

Sample temperature. The optimum measurement temperature depends on the
type of paramagnetic material. The Boltzmann distribution, upon which the signal
amplitude depends, increases as the inverse of temperature in Kelvin (equation 19.2).
In addition, if the temperature is too high, the spectrum may broaden out due to fast
relaxation; if is too low, the signal may become saturated with microwave power.
Therefore, it is necessary to explore variations in temperature and microwave power.

Microwave power. The amplitude of the signal should be proportional to the square
root of applied microwave power, until at higher power the signal becomes saturated.

Microwave frequency. Normally, the resonant frequency of the EPR cavity deter-
mines the frequency at which the EPR spectrum is taken. Spectrometers can operate
at higher frequencies such as Q-band (35 GHz) or W-band (95 GHz). These can
resolve features such as g-factors that are hidden under the line width at X-band [13].

Field modulation amplitude and field modulation frequency. These parameters
result from the use of field modulation and phase-sensitive detection in EPR, which
gives rise to the first-derivative line shape. Too low a modulation amplitude will
produce a weak signal and too high will broaden and distort the spectrum. For
modulation frequency, the higher the better, until electron-spin relaxation becomes
limiting and the spectra are distorted. Generally, the modulation amplitude should
be less than 1/3 of the line width, and a modulation frequency of 100 kHz is standard.

Quantification. EPR spectroscopy is a quantitative technique; the amplitude of
the signal is proportional to the number of spins present in the sample. Usually this
is determined by comparison with a standard sample of known concentration. It is
generally possible to determine the spin concentration of a sample from the double
integral of a first-derivative spectrum, comparing the integral with that of a standard
sample such as a copper standard or a stable radical compound such as a nitroxide.
Quantitative estimates are typically accurate to about 10%, and to obtain this, careful
attention must be paid to consistency of sample geometry and position, temperature,
and other measurement conditions.

Chemical state. For radicals, the type of radical can often be determined. For
transition-metal ions, EPR provides information about the coordination geometry
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and types of ligands. For example, figure 19.2e shows the spectrum of a protein,
oxidized transferrin, containing FeIII (S = 5/2). Many different types of nonheme
iron proteins give signals of this type. The exact shape of such spectra depends on
the coordination geometry. It may be noted that a signal in this region of the spectrum
is observed in most biological samples, due partly to contaminant iron and partly to
iron in particulate matter or glassware. The signal is particularly prominent because
the paramagnet is high spin and partly because, statistically, there is a higher prob-
ability in a powder sample that there will be a prominent feature around g = 4.27.
Therefore, a small quantity of this material will give a strong signal.

19.2.3 OXIDATION—REDUCTION STATE 

Most proteins involved in oxidation-reduction reactions can be studied by EPR in
their reduced or oxidized state. By following the magnitude of the EPR signal as a
function of applied reduction potential, it is possible to estimate the redox potentials
of the individual redox centers in a protein [14]. In many cases, detection by EPR
is a good indication of the oxidation state of the species observed—for example,
quinone radicals in their semireduced state and metal ions in their paramagnetic
oxidation states. A case that is sometimes difficult to resolve is nickel, where NiI

and NiIII can show similar types of spectra.
Some redox centers can undergo two one-electron reduction steps and are only

detectable in their intermediate oxidation states. Examples are shown in table 19.2.
In these cases, it is not possible in general to obtain the center quantitatively in
the intermediate state. The state may be obtained by stoichiometric titration with
an oxidant or reductant, monitored by spectroscopy, or by careful poising of the
redox potential [15].

Spin–spin interactions. EPR spectra are also sensitive to magnetic interactions
between an electron spin and a nucleus or between electron spins; they can be
interpreted to give a measure of the distance between the spins. This information is

TABLE 19.2
Examples of Paramagnets Detectable in Their Intermediate Oxidation States

Center Oxidation states Paramagnetic state

Flavin FAD ↔ FADH. ↔ FADH2 FADH. 

Manganese MnII ↔ MnIII ↔ MnIV MnII

Cobalt CoI ↔ CoII ↔ CoIII CoII

Heme- or nonheme iron FeII ↔ FeIII ↔ FeIV=O FeIII

Nickel NiI ↔ NiII ↔ NiIII NiI, NiIII

Copper CuI ↔ CuII CuII

Molybdenum MoVI ↔ MoV ↔ MoIV MoV 

Oxo-bridged dinuclear iron clusters FeIII-FeIII ↔ FeIII-FeII ↔ FeII-FeII FeIII-FeII 

[4Fe-4S] Clusters [4Fe-4S]+ ↔ [4Fe-4S]2+ ↔ [4Fe-4S]3+ [4Fe-4S]+, [4Fe-4S]3+

Cupredoxin Cu2 clusters CuI-CuI ↔ CuII-CuI CuII-CuI

DK3714_C019.fm  Page 399  Thursday, January 4, 2007  7:34 AM



400 Spectral Techniques in Proteomics

provided by the dipolar component of the spin–spin interaction. At short distances,
the interactions are observed as changes in the shape of the EPR signal. At longer
distances, electron spin–spin interactions are detected by changes in microwave
power saturation. 

EPR is particularly useful for resolving the spectra of samples containing mul-
tiple iron-sulfur clusters, as well as copper and molybdenum, which do not give
sharp optical absorption peaks. 

19.2.4 LIMITATIONS OF THE METHOD

EPR does not detect diamagnetic metal ions such as zinc or calcium; there has to
be paramagnetism. Moreover, if the paramagnet has an even spin, such as S = 1, 2,
3…, the detection of a spectrum is not guaranteed. This applies to ions such as high-
spin ferrous FeII (S = 2). The same applies to paramagnetic systems that are strongly
spin coupled, such as dimeric CuII–CuII centers or oxidized [2Fe-2S] clusters. The
paramagnet may usually be converted to a state with odd spin, such as S = 1/2, 3/2,
5/2, by one-electron oxidation or reduction—for example, oxidation of high-spin
ferrous (FeII) to high-spin ferric (FeIII) or reduction of the iron-sulfur cluster. FeII

can also be rendered EPR detectable by nitric oxide, a stable free radical that forms
paramagnetic nitrosyl iron complexes.

19.3 SAMPLE PREPARATION

Liquid water absorbs at microwave frequencies, so aqueous solutions have to be
contained in very thin flat cells or capillaries. An advantage of using frozen samples
in EPR spectroscopy is that they do not suffer from this problem. Samples are typically
of 100- to 200-μL volume, with a concentration of the paramagnet of 1–100 μM.
They are prepared in pure quartz sample tubes of 3-mm diameter and can be stored
frozen in liquid nitrogen. Most of them will have optical absorption in the visible
region, so the density of color gives an indication of the signal strength expected. 

Samples may be prepared in the EPR-detectable redox state by addition of
substrates, oxidizing agents such as K3Fe(CN)6, or reducing agents such as sodium
dithionite. In the latter case, the protein should be maintained under an inert atmo-
sphere such as argon or nitrogen prior to freezing. Some proteins from anaerobes,
such as certain iron-sulfur proteins, are sensitive to oxygen and require isolation
under strictly anaerobic conditions. This requires the use of anaerobic glove-boxes
and so far has not been widely used in high-throughput investigations.

Once conditions have been optimized for measurement of the signal of interest,
a spectrum typically requires a few minutes to record. Preliminary screening—for
example, by UV/visible absorption spectroscopy—is required to select the samples
likely to give EPR signals. Cell preparations sometimes contain significant amounts
of free Mn2+. The signal can be alleviated by addition of EDTA, which forms a
complex with a broad EPR signal.

When a sample contains a mixture of paramagnetic species, the spectra may
be difficult to resolve. This may occur when a sample is of a protein with multiple
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centers or a mixture of EPR-active proteins. When the overlapping spectra are
resolved, it is sometimes helpful to add substrates, which should reduce the
relevant enzymes specifically, or to control the redox potential of the sample to
select for individual centers. It is possible to use spectral subtraction to extract the
desired spectrum from composite spectra recorded on samples poised at different
redox potentials [14,15]. 

19.4 WHOLE-CELL STUDIES

When proteins are highly expressed in host cells (e.g., Escherichia coli), it is of
great assistance to be able to measure their EPR spectra without the need for
purification. This provides the means of screening for the presence of metal centers
in expressed proteins. An example is the expression of the iron-containing protein,
benzene dioxygenase from Pseudomonas putida, encoded on a plasmid [16]. This
protein contains a Rieske iron-sulfur cluster, which is a [2Fe-2S] cluster that has
histidine and cysteine coordination. The protein could be expressed to represent
more than 40% of the cellular protein, making it possible to observe the spectra of
the unstable iron-sulfur clusters without the need for purification (fig. 19.3). 

As can be envisaged from figure 19.2, the presence of several paramagnetic
centers in a sample leads to overlapping spectra. Various methods can be used to
resolve them. The first is to try to render some of the centers EPR silent by adjustment
of the redox potential. It is also possible to exploit the different temperature

FIGURE 19.3 EPR spectrum of the Rieske iron-sulfur cluster in benzene dioxygenase,
expressed in extract from E. coli cells, expressing the α-subunit of ISP, purified catalytic iron-
sulfur protein. Samples were reduced with dithionite before freezing. Conditions of measure-
ment: temperature, 15 K; microwave frequency, 9.35 GHz; modulation amplitude, 1 mT.
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dependence of the signals. Variation of other measurement conditions, such as
microwave power, may also be used.

19.5 INTERPRETATION OF RESULTS

It is important to be aware that paramagnetism may be associated with denatured
proteins. Occasionally, sophisticated EPR studies have been carried out on essentially
dead enzyme systems; the active systems are EPR silent under the conditions used.
It is also important to select the appropriate host organism for expression of gene
products. If it does not have the necessary machinery, the metal center or cofactor
will not be inserted or the wrong one will be inserted.

19.5.1 NO INSERTION OF METAL CENTER

An example is the active site or H-cluster of the iron-containing hydrogenases. When
the hydrogenases from Desulfovibrio vulgaris were expressed in E. coli, EPR spec-
troscopy showed that the [4Fe-4S] clusters were assembled correctly, but not the
complex H-cluster in the active site [17,18]. 

19.5.2 INSERTION OF INAPPROPRIATE METAL IONS

Another possible outcome of heterologous cloning studies is the insertion of inap-
propriate metals into expressed gene products. This may take place, for example,
when individual subunits of a multisubunit protein are expressed, exposing potential
ligands that would normally be protected from metal binding by the other subunits.
This can lead to heterogeneity, making protein crystallization very difficult. EPR
spectroscopy provides a means to observe when this happens. An example is the
observation of CuII in proteins from the hyperthermophilic archeaon Pyrococcus
furiosus, when expressed in E. coli (fig. 19.4). P. furiosus is an anaerobe and is
not known to contain any CuII proteins, suggesting that E. coli may mistake a
feature of the foreign protein as a copper-binding site. A possible location for the
metal-binding site is the polyhistidine tag on the protein, introduced for ease of
purification. Such a situation appears to be relatively rare, however: EPR studies
have been carried out on many other proteins containing His tags, but copper
binding has not been reported.

Iron-sulfur proteins are commonly found in electron-transfer proteins, as well
as other proteins such as hydrolases. There are numerous different types of iron-
sulfur cluster in these proteins. Depending on the host organism, they are assembled
in one or more of three different generic systems: nif, isc, and suf [19]. It has been
found that under some circumstances, these systems may operate inappropriately on
heterologously expressed proteins. The cysteine-rich zinc-finger region of a Lim
transcription factor from Caenorhabditis elegans, when expressed in E. coli, was
found in inclusion bodies containing iron-sulfur clusters [20]. Inclusion bodies
formed from cysteine-rich proteins tend to have a brown color and it may be a
common occurrence that iron-sulfur clusters are inserted inappropriately. The soluble
form of the same protein, when cloned in E. coli, contained only zinc [21]. 
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19.6 FUTURE PROSPECTS

Spectroscopic methods are an invaluable aid for the characterization of expressed
proteins. Application of EPR spectroscopy to the large-scale screening of proteomics
samples is possible and likely to produce unique information. It has not been carried
out so far, but EPR has a special part to play in studies of proteins, such as iron-
sulfur proteins, that are difficult to investigate by other methods. The method can
be scaled up to genome-wide studies, provided that appropriate selection of samples
is first carried out. The EPR spectrum will monitor the correct insertion of the metal
cofactor and indirectly reports on the correct folding and assembly of the protein.
It is to be expected that EPR will play a role in the functional characterization of
metalloproteins identified from the genome data. 

The insertion of inappropriate metal ions into proteins that are expressed in a
foreign host is an intriguing observation. Such investigations may help to elucidate
the signals that are employed by the host organism to direct the appropriate metals
into proteins. 
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FIGURE 19.4 EPR spectrum for a polypeptide from Pyrococcus furiosus, expressed in
E. coli. Conditions of measurement: temperature, 10 K; microwave power, 20 mW; frequency,
9.603 GHz; modulation amplitude, 1 mT; frequency, 100 kHz.
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20.1 PART I. THE SCOPE OF PROTEOMIC AND 
CHEMICAL PROTEOMIC STUDIES

 

Proteomic studies strive to characterize groups of proteins in a systematic manner.
This can involve studies of pools of proteins isolated from tissue extracts or subsets
(subproteomes) of these protein mixtures (part II). Studies can also be of individual
purified proteins, but carried out in a highly parallel way, as in structural proteomics.
In both cases, studies are “systems based” (chapter 1) because they focus on groups
of proteins that are related by the networks of interactions they participate in or by
similarities in their binding sites. 
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In order to simplify the complexity of a proteome, it is often useful to group proteins
into families based on similarities in their binding sites. Once this is done, many of
the spectral techniques presented in this book (reviewed in chapter 3) can be used to
characterize protein–protein (part III) or protein–ligand (part IV) interactions, one
protein family at a time. To achieve the full benefit of this approach to proteomic
studies, Villar et al. (chapter 2) noted the need for more sophisticated tools to extract
information on protein interactions and to “identify the relationships across datasets
and disciplines.” They note the importance of striving towards this goal, since it is
crucial to understanding the selectivity issues associated with “drug–drug interactions,
environmental challenges, and toxicological risk assessment.” The interface of chem-
istry and the proteome is defining the field of chemoproteomics (chemical proteomics)
and is an underlying theme in many chapters of this book. The fact that small molecules
can be used to classify proteomes (and vice versa) has led to the affinity-based sepa-
ration methods (e.g., surface-enhanced laser desorption/ionization [SELDI], discussed
in chapters 7 and 8) that are being integrated with spectral-analysis methods. 
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20.2 PART II. MASS SPECTRAL STUDIES OF PROTEOME AND 
SUBPROTEOME MIXTURES
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Efficient analysis of protein mixtures often requires in-line separation technology
before the mass spectral analysis. In this regard, capillary electrophoresis-mass
spectrometry (CE-MS) is complementary to liquid chromatography (LC)-MS. It
offers an orthogonal separation strategy, usually coupled to electrospray ionization
(ESI). It also offers advantages in situations where sample is limited or when fast
separation is needed. Different variations are possible, but capillary zone electro-
phoresis (CZE) is presented in greatest detail by Neusüß and Pelzing. CZE-MS
offers very good ionization in micro- and nanospray, with sharp peaks and attomolar
sensitivity. In comparison, capillary isoelectric focusing (CIEF) offers extremely
high separation capability that, when combined with the high resolution of Fourier
transform ion cyclotron resonance (FTICR), can produce powerful separations in a
two-dimensional (pI vs. mass) experiment analogous to 2D electrophoresis.

Furthermore, 2D separations such as CIEF-LC(-MS), CIEF-CZE(-MS), reverse
phase liquid chromatography (RPLC)-CZE(-MS) and others are possible. Neusüß
and Pelzing note the important role CZE-MS will continue to play in 2D separations,
coupled with in-line MS analysis. They also note that CE separation techniques may
play a dominant role in interfacing with the microfluidics associated with chip-MS
coupling and with “lab-on-a-chip” approaches as that technology develops. CE is
well suited to meet the future demands of “miniaturization and multidimensional
analysis.” Finally, although CE-MALDI-MS is also possible, this off-line approach
loses the benefit of the fast CE separation, which is realized with the more commonly
implemented CE-ESI-MS approaches. Still, there are benefits to coupling CE to
matrix-assisted laser desorption/ionization (MALDI), enabled by recent advances in
MALDI MS/MS automation (chapter 5).
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The primary methods of ionization used in protein/peptide mass spectrometry are
ESI and MALDI. Sachon and Jenson briefly compare these methods and then provide
a thorough overview of mass spectrometers in general, followed by a detailed
explanation of MALDI technology along with various approaches for preparing
samples. One of the most exciting applications of MALDI in proteomics is protein
sequencing with tandem MS, which is described in detail. Sachon and Jensen note
advances on the horizon relating to continued improvements in sample preparation
strategies and MALDI hardware, along with bioinformatics and data analysis tools
for sequence analysis. Studies of increasingly complex protein mixtures are also
being enabled by the coupling of CE and LC (e.g., chapter 4), along with automated
MALDI MS/MS. 
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Glycosylation is one of the most prevalent post-translational modifications to proteins,
with importance in immunity, cell signaling, and cell adhesion. Hägglund and Larsen
present the application of MALDI and ESI MS methods to the analysis of glycosylated
proteins, especially for identifying sites of glycosylation, and for defining the com-
position and structure. They emphasize the use of tandem MS-based fragmentation
and enzymatic cleavage coupled to MS analysis and separation techniques. It is
anticipated that new sensitive hybrid MS instruments, performing fragmentation with
electron capture dissociation (peptide sequencing) and infrared multiphoton photo-
dissociation, will contribute significantly to the field of glycomics. The authors note
the importance of quantifying the glycosylation state of a proteome and that this can
only be accomplished with proteomic methods since post-translational modifications
cannot be detected by RNA/array-based technology. 
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Although many MS techniques require additional in-line separation techniques, such
as CE or LC, SELDI is unique in that separation is integral to the chip and the
method. Surface arrays are derivatized with commonly used chromatographic sep-
aration groups, including reverse phase, ion exchange, immobilized metal capture,
or normal phase supports. They can even be tagged with a ligand of interest for
chemical proteomic applications. Weinberger et al. present a thorough description
of SELDI technology, with applications in biomarker discovery and assay creation
for clinical studies, drug discovery, and basic research. Analysis can be of crude
samples (mixtures) because separation occurs on the chip. The authors expect future
advances in surface chemistry, protein purification technology, bioinformatics, and
laser desorption-based MS to further improve the SELDI technique. One exciting
advance on the horizon is the use of “microscale multidimensional fractionation
schemes” based on solid-phase combinatorial chemistry libraries used to affinity
purify subproteomes in a way that favors less abundant proteins, thereby addressing
the dynamic range problems that plague proteomic studies. 
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Given the potentially important role of SELDI profiles in identifying and applying
biomarkers in a clinical setting, there is a need to develop statistical measures of
reproducibility. To this end, Liggett et al. analyzed 88 SELDI mass spectra, replicate
measurements of a human serum standard, and assessed scores of variation in the
measurement system. Their approach was to find long-distance correlations between
peaks of very different mass-to-charge ratios (m/z) using a functional canonical
correlation analysis (CCA). Although they did succeed in identifying a source of
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variation relating to the sample preparation step, they note that there is a need to
expand the technique more broadly, as well as to address key questions such as
(1) What are the sources of variation in SELDI results between labs? and (2) Is a
SELDI profile sufficiently reproducible to serve as a biomarker?

 

20.3 PART III. PROTEIN–PROTEIN (OR PEPTIDE) INTERACTIONS: 
STUDIES IN PARALLEL AND WITH MIXTURES
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Purcell et al. present a clear and thorough background for the field of immunopro-
teomics, along with some of the significant challenges it faces. For example, since
MHC classes I and II can present as many as 10,000–100,000 peptides on the
surface of antigen presenting cells, the diversity needing analysis is immense. This
collection of peptides is called the immunoproteome. Various methods of separating
and analyzing the immunoproteome are reviewed, with in-depth discussion of
multidimensional chromatography (capillary reverse phase high-performance liquid
chromatography [RP-HPLC]; immunoaffinity) followed by MALDI-time-of-flight
(TOF) MS/MS.

Many of the challenges faced in immunoproteomics are similar to those faced
in the broader field of proteomics: quantitation, data management/mining, sensitivity,
and dealing with complex mixtures. The authors feel that although there will continue
to be hardware advances providing improved sensitivity and resolution, the real
power of MS in immunoproteomics can only be realized with better approaches to
sample preparation. To this end, they feel that immunochemical reagents (antibodies,
major histocompatibility complex [MHC] tetramers) may actually drive future
immunoproteomics research. Besides permitting the purification of peptide sub-
proteomes, such reagents would permit the isolation of homogeneous cells from
tissues. Also important in this regard will be isolation and fractionation techniques
like cell sorting, flow cytometry, and laser capture microscopy.
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Protein antigens or antibodies can be immobilized on solid supports, permitting the
microarray-based studies of antigen–antibody interactions. Vehary and Garabet present
the use of near-infrared (NIR) fluorescence, using labeled probes to detect such inter-
actions in direct binding and competition assays. Especially exciting applications
include the monitoring of changes in phosphorylation state in breast cancer cell lines,
using immobilized antibodies raised against phosphopeptides. A similar strategy to
detect the phosphyorylation of 62 signaling components was performed, this time with
immobilized cell extracts in a “reverse phase protein array.” Antigen arrays are also
used to detect viral infections (HIV, hepatitis) as well as cancer (prostate, lung).

Methods for addressing specificity issues and the value of doing subproteome
analysis are also discussed. These examples demonstrate that NIR fluorescence-based
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detections will likely play an increasingly important role in disease diagnosis and
in the identification of new biomarkers. But an important challenge to be addressed
is the simplification of protein samples, since concentrations can vary by up to
12 orders of magnitude, which is clearly a dynamic range problem. Another challenge
noted by Vehary and Garabet is the organization and statistical analysis of the large
volume of data generated from antibody and antigen microarrays. Finally, they note
the importance of the complementary use of other multiplexed methods and bio-
informatic tools, in order to make sense of the complexity of biological systems. 
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Shotgun proteomics, often referred to as MudPIT (multidimensional protein identi-
fication technology), permits the analysis of crude protein mixtures, such as cell
lysates or multiprotein complexes. It typically involves proteolysis of the protein
mixture (e.g., with trypsin), then separation on a microcolumn packed with reverse
phase and strong cation exchange resins, with various configurations possible.
Proteins are then identified by sequencing with tandem MS. Mosley and Washburn
provide an overview of shotgun proteomics, with applications to proteins in the
nucleus, especially those involved in transcriptional regulation. These studies present
a significant challenge for proteomics because these proteins are often present at
extremely low levels. Indeed, one study showed that, of proteins expressed at levels
of <1,000 molecules per cell, only 15% were identified by MudPIT. Mosley and
Washburn discuss efforts to address this dynamic range challenge, which is thought
to be most significant in eukaryotic cells.

One of the most effective strategies is to purify organelles (e.g., endoplasmic
reticulum, Golgi apparatus, peroxisomes, mitchondria, lysosomes, and the nucleus)
to enrich in a subproteome of interest and to eliminate highly abundant proteins that
can mask the less abundant proteins of interest. This fractionation can be carried even
further, to components within an organelle such as structures within the nucleus:
nuclear pore complex, nucleolus, interchromatic granules, clastosome, promyelocytic
leukemia bodies, and Cajal bodies. Various MudPIT studies are presented, including
the identification of 337 proteins unique to the nuclear envelope. Methods such as
tandem affinity purification (TAP)/MS to characterize multiprotein complexes are
also presented. Thus, the dynamic range challenge is largely addressed by enriching
proteins of interest by purifying organelles or multiprotein complexes. Future
improvements in MS hardware may also help to address the dynamic range challenge.
The long-term goal is to obtain increasingly detailed and sensitive dynamic snapshots
of the cell in terms of protein quantities and post-translational modification state,
under different cellular conditions. 

 

20.3.4 C

 

HAPTER

 

 12: E

 

LECTROPHORETIC

 

 NMR 

 

OF

 

 PROTEIN MIXTURES AND 
ITS PROTEOMICS APPLICATIONS

Electrophoretic NMR (ENMR) permits the study of protein mixtures, without the need
for physical separation, by resolving proteins in situ based on electrophoretic mobility.
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He et al. present recent advances in the technique, including new hardware, pulse
sequences, signal processing strategies, and applications. The technique has now
matured, with recent innovations such as development of a microsolenoidal-coil
ENMR probe, development of capillary array ENMR, and use of the maximum entropy
method (MEM) for processing. Especially exciting are 3D ENMR experiments, with
correlation spectroscopy (COSY) and heteronuclear single quantum coherence
(HSQC) 2D planes resolved in a third dimension of electrophoretic mobility.

The truly unique aspect of this method is that proteins can be visualized separately,
based on electrophoretic mobility, but without actually separating the proteins. In that
sense, it is a powerful complement to traditional proteomic studies in gels because
ENMR permits the study of protein–ligand interactions in solution. Applications are
presented for proteins ranging in size from 14 kDa (lysozyme) up to 480 kDa (urease).
Promising applications on the horizon include studies of protein–ligand and
protein–protein interactions, especially towards the goal of characterizing signaling
cascades and for discovery of cancer biomarkers. 

20.4 PART IV. CHEMICAL PROTEOMICS: STUDIES OF 
PROTEIN–LIGAND INTERACTIONS IN POOLS AND 
PATHWAYS

20.4.1 CHAPTER 13: CHARACTERIZING PROTEINS AND PROTEOMES USING 
ISOTOPE-CODED MASS SPECTROMETRY

Central to the field of chemical proteomics is the use of chemical probes to label
categories of proteins specifically. To this end, Aebersold introduced the ICAT
(isotope coded affinity tag) approach to isotopically encode two separate proteome
samples that are later mixed and relative abundances of proteins determined. The
ICAT technique has since been extended significantly to include labeling of cysteine
as well as lysine and tryptophan residues and N- and C-termini. Kota and Goshe
describe these advances, along with various labeling schemes (1H/2H, 12C/13C,
14N/15N, and 16O/18O) using chemical, metabolic, and enzymatic approaches for
labeling. Especially exciting applications are in monitoring changes in phosphory-
lation or glycosylation state across a proteome. They cite data analysis as a key
future challenge and note the importance of the “transproteomic pipeline,” which
will permit “a uniform analysis of MS/MS spectra” from various sources and instru-
ments. This will enable more efficient data mining and data validation. 

20.4.2 CHAPTER 14: SURFACE PLASMON RESONANCE BIOSENSORS’ 
CONTRIBUTIONS TO PROTEOME MAPPING

The complete systems-based view of a proteome would include a description of all
protein–protein, protein–DNA, protein–ligand, and enzyme–substrate interactions.
Rich and Myszka provide a description of how advances in SPR technology are
permitting increasingly high throughput characterization of these interactions in terms
of kinetics and thermodynamics. This is moving us closer to the goal of obtaining a
comprehensive and dynamic picture of the proteome. Recent coupling of SPR to MS
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has allowed downstream identification of many proteins involved in these interactions.
Microfluidics coupled to multiplexed/arrayed chips permit analysis of up to
400 ligands at a time, spanning a broad range of affinities. Future improvements in
sampling rate, detection limits, chip surfaces, and an expanded range of applications
can be expected. It is hoped that it provides a more comprehensive and well-defined
(systems-based) picture of the proteome and its dynamic state. 

20.4.3 CHAPTER 15: APPLICATION OF IN-CELL NMR SPECTROSCOPY TO 
INVESTIGATION OF PROTEIN BEHAVIOR AND LIGAND–PROTEIN 
INTERACTION INSIDE LIVING CELLS

Since chemical proteomics is devoted to the study of protein–ligand interactions, it
requires techniques that can describe them with as much structural detail as possible.
While only NMR and x-ray crystallography can provide high-resolution structural
characterizations, NMR is unique in its ability to probe structural differences in vitro
and inside cells. This is important because it gives additional biological relevance
to structural characterizations. Such studies are the focus of the in-cell NMR tech-
nique developed and reviewed here by Volker Dötsch. Different labeling schemes
are presented (15N, 13C, 19F) and the sensitivity benefits of labeling the methyl groups
of specific amino acids (especially Met) are presented. Examples of structural
changes seen inside cells are presented, including the important observation that
some proteins, which appear unfolded in vitro, may actually adopt a folded state
inside cells, due to molecular crowding. In-cell NMR has been applied in bacteria,
yeast, and insect cells, with a detection limit of 70 μM. While NMR cryoprobes
have improved sensitivity to this level, additional NMR hardware improvements,
combined with developments in NMR tubes capable of maintaining viable cells for
longer periods, may increase sensitivity further. This would permit more studies in
eukaryotic cells, where it is difficult to obtain high protein concentrations. 

20.4.4 CHAPTER 16: AN OVERVIEW OF METABONOMICS TECHNIQUES AND 
APPLICATIONS

A complete systems biology view of an organism would include quantification of
all protein (proteomics), mRNA (transcriptomics), and metabolite (metabonomics)
levels. Although this book is focused on proteomics, all metabolites are made by
the proteome and bind the enzymes that make or metabolize them, so a discussion
of metabonomics is fitting. In fact, one could view the complete description of how
the metabolome relates to the proteome as being squarely in the realm of chemical
proteomics, defining all the protein–ligand (enzyme metabolite) interactions in a
proteome. Lindon et al. define metabonomics as “the systematic profiling of metab-
olites and metabolic pathways in whole organisms through the study of biofluids.”
The methods used include LC-MS, magic angle spinning NMR of tissue samples,
and solution NMR—usually, automated/flow NMR of biofluids. Various pattern
recognition/chemometric strategies have been used to analyze biofluid data to diag-
nose coronary heart disease, various cancers, inborn metabolic disorders, and many
other pathologies. As a result of numerous studies validating it as a diagnostic tool
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in clinical and research settings, it is expected that metabonomics will play an
increasingly prominent role in:

assessing drug toxicity
choosing proper animal models for clinical studies
diagnosing disease/biomarkers 
assessing drug efficacy
personalized medicine—treating based on metabolic fingerprint

From a basic research perspective, a complete metabonomic profile provides a
more comprehensive systems-based view of an organism when integrated with
proteomic and other data. A significant step in this direction has been made by the
Consortium of Metabonomic Toxicology (five pharmaceutical companies and
Imperial College, London), which has worked to generate a metabonomic database
of ~35,000 NMR spectra to define the effects of 147 model toxins. Continued growth
and integration of metabonomic databases in a consistent format is being facilitated
by the “standard metabolic reporting structures” (SMRS) group.

20.5 PART V: STRUCTURAL PROTEOMICS: PARALLEL STUDIES 
OF PROTEINS

20.5.1 CHAPTER 17: NMR-BASED STRUCTURAL PROTEOMICS

Protein function can include binding to other proteins, ligands, and DNA, as well as
catalysis of reactions, signal transduction, and mechanical motion, among other possi-
bilities. But, function cannot be fully understood in the absence of high-resolution
three-dimensional structures. For this reason, much emphasis has recently been placed
on structural proteomics efforts using x-ray crystallography or NMR, with 30 centers
involved. John Markley provides an overview of NMR-based structural proteomics,
with emphasis on future potential and technological advances, as well as tools used
at the Center for Eukaryotic Structural Genomics (CESG).

NMR is the method of choice for small proteins (<20 kDa) that are not easily
crystallized and serves as a complementary technique to x-ray crystallography.
Advantages of NMR include the ability to rapidly screen for protein folding and
aggregation state, as well as ligand binding. Many methods and software tools are
presented for automating all aspects of structure determination so that, in ideal cases,
it is possible to go from protein expression to deposited structure in only two weeks.
Emphasis of structural proteomics projects is usually on proteins with ≤30%
sequence identity to other proteins already in the PDB and on proteins involved in
human disease.

Advances on the horizon include better tools to predict and prepare protein
domains for NMR studies and the use of rapid screening against ligands and cofactors
to profile proteins for functional characterizations, as with chemical proteomics. A
reduced dimensionality approach to data collection (high-resolution iterative fre-
quency identification [HIFI] NMR) is able to accelerate data collection fivefold or
more. NMR approaches to studying protein–protein interactions will help to identify
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systems-based relationships, and the challenges of characterizing larger and mem-
brane-bound proteins are being increasingly addressed, albeit slowly. Finally, the
recent creation of the Database of Protein Disorder (DisProt) will help to increase
our understanding of why proteins are disordered. 

20.5.2 CHAPTER 18: LEVERAGING X-RAY STRUCTURAL INFORMATION IN GENE 
FAMILY-BASED DRUG DISCOVERY: APPLICATION TO PROTEIN KINASES

An efficient and systems-based way to approach the structural characterization of
proteins is by focusing on families with related structures and binding sites (chapter 2).
Protein kinases share the same backbone fold and have similar binding sites, since
they all bind the same ligand, ATP. They are a large gene family, with ~500 protein
kinases (1.7% of all genes) in the human genome. Already, over 300 structures of
complexes comprising 74 ligand scaffolds have been obtained with x-ray crystal-
lography. Jacobs et al. present a systems-based structural characterization of protein
kinases from the perspective of inhibitors they bind (~40,000 inhibitors are known
from the patent literature). Although their focus is on drug design, the approaches
that are described apply equally well to the design of chemical proteomic and
chemical genetic probes tailored to protein kinases.

Advantages of a family-centered approach to x-ray crystallography include more
efficient design of optimized protein expression constructs for making protein and
more efficient structure determination using molecular replacement. Further effi-
ciency improvements, common to other structural proteomic approaches like NMR,
come from dramatic improvements in the high-throughput and parallel approaches
to protein expression and crystallization due to technological advances in automation
and liquid handling. Jacobs et al. note that the complexity of characterizing protein
kinase binding sites is confounded by the conformational variability within a given
kinase. For example, when sequence identity is >60%, there is often more confor-
mational variability in a given kinase than there is between different kinases.

For this reason, their approach to categorizing binding sites focuses on categorizing
ligand complexes with computational analysis to find common pharmacophores, often
performing fragment swapping of known complexes to design new inhibitors. Inhib-
itor design efforts can be for more cross-reactivity, targeting common binding site
features and conformations, or for more specificity, targeting binding site differences.
The ongoing innovation in this field pertains not so much to the increasing speed of
structure determination with x-ray crystallography via automation, but rather to the
approaches and computational tools to analyze the abundance of data on gene family-
related protein–ligand complexes.

20.5.3 CHAPTER 19: EPR SPECTROSCOPY IN GENOME-WIDE 
EXPRESSION STUDIES

EPR is a powerful spectroscopic tool for characterizing paramagnetic species
(especially metal ions and cofactors) bound to purified proteins. Richard Cammack
provides a cogent description of EPR methodology, theory, hardware, and sample
preparation considerations. The scope of EPR applications in protein studies and
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their limitations are also presented. Relevant for proteomics is the ability to study
protein mixtures with EPR and to assess proper folding and assembly of metallo-
proteins expressed in Escherichia coli. The latter is especially important as functional
and structural proteomics projects ramp up the parallel expression and production of
many new genomics-derived proteins, often of unknown function. Given the precedent
for misincorporation of metal ions into proteins expressed in E. coli, EPR-based
characterization of potential metalloproteins may become an important complemen-
tary step in x-ray crystallography and NMR-based structural genomics efforts. This
may be especially true for the iron-sulfur proteins.
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Fluorescence-based detection, 3
subproteome quantification by, 8

Fluorescence detection, 189
as cornerstone of microarray technology, 200
effect on properties of target proteins, 193
near-infrared, 185–187
one- 

 

vs.

 

 two-color, 191, 192
Fluorescence labeling, in-cell experiments with, 306
Fluorescence lifetime, 32
Fluorescence polarization (FP) experiments, 34, 

314–315
Fluorescence resonance energy transfer (FRET), 

34, 35
Fluorescent polarization (FP), 34
Fluorescent staining, future developments, 40
Fluorine labeling, for in-cell NMR investigations, 

311
Food and Drug Administration (FDA), 333
Forensic science, metabonomics in, 324
Fourier transform-ion cyclotron resonance

(FT-ICR), 30, 59–60, 217
coupling to CE, 49
metabolic labeling with, 266

Fourier transform MS, fragment ion identification 
with, 330

Fractionation, 103, 256
with affinity hexapeptide beads, 114–116
of body fluid samples, 113
for decreased sample complexity, 112–114
and experimental performance, 197
to identify binding partners, 292–293
prior to array binding, 117
subcellular, 213–215
of yeast proteins, 215

Fragment-based inhibitor design, 13
Fragment ions, 86

antigen identification and, 158
identifying with tandem MS, 330

Fragment-swapping algorithms, 381
Fragmentation nomenclature, 87
Fragmentation patterns, use with tandem MS, 30
Front end separation tools, 158
FT-ICR. 

 

See

 

 Fourier transform-ion cyclotron 
resonance (FT-ICR)

Functional canonical correlation analysis (CCA), 
135, 136, 138, 139–142

data-driven nature of, 149
and instrument-related peak distortion, 149
for specific intervals, 147

Functional proteomics, absolute quantification in, 
274

Functional studies, in NMR-based structural 
proteomics, 363

 

G

 

g-factors in EPR, 36, 397
G-values. 

 

See

 

 g-factors
Gas chromatography (GC) MS, 26

in metabonomics, 324
Gateway system, 355
Gene family-based drug discovery, 373–374. 

 

See also

 

 Drug discovery
COREGEN method, 381–382
CORES method, 378–380
future prospects, 387–388
leveraging x-ray structural information in, 416
and ligand selectivity design, 383–387
molecular modeling and, 377–378
x-ray crystallography in, 374–375

Gene repositories, use in NMR-based structural 
proteomics, 355

Gene therapy, metabonomics role in, 333
Genetic differences, metabonomics studies of, 

332–333
Genetic modifications, 333
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Genome-wide expression studies, by EPR 
spectroscopy, 416–417

Glass slides, protein binding to, 188
Gleevec, binding orientations, 386
Global internal standard technology (GIST), 265
Glutathione, conformational similarity, 16
Glycan structures, 82

C-glycans, 83
characterization by MS, 85–87
glycosyl-phosphatidylinositol (GPI) anchors, 83
N-linked glycans, 82–83
O-linked glycans, 83

Glycomics, mass spectrometry in, 83–85
Glycoproteins, role in biological processes, 272
Glycoproteomes, 9
Glycosylated proteins

characterization by microcolumn and 
enzymatic digestion MS, 81–82, 410

future prospects, 95–96
glycan structures and, 82–83
glycosylation site identification, 87–90
microcolumn purification strategies for, 90–91

Glycosylation
monitoring with isotope coding, 272–274
and PTM characterization, 54

Glycosylation site identification, 87–88
GPI anchors and, 89–90
with HILIC microcolumns, endoglycosidases, 

and MS, 91–92
N-linked glycans and, 88–89
O-linked glycans and, 89

GPI anchors, 83
and glycosylation site identification, 89–90

Granddaughter ions, 30
Graphite powder, for microcolumn studies, 91
Gut microfloral populations, effect on urine 

composition, 333

 

H

 

Hampton Research, 39
Hauptman

 

—

 

Woodward Medical Research Institute, 
39

Heavy metal toxicity, metabonomics studies of, 334
Heavy water, 267
Hepatotoxicity, as reason for drug withdrawals, 333
Herpes simplex virus, arrayed antigens of, 195
Heterogeneous glycosylation, 87
High-abundance proteins

challenges in SELDI studies, 113
co-elution with lower abundance proteins, 211
cytosolic eukaryotic initiation factors, 215
masking of low-abundance proteins by, 21
skewing of MudPIT analysis towards, 212

High mannose glycosylation, 82
High-performance liquid chromatography (HPLC), 

29, 85, 267, 325
biofluids analysis with, 330
coupling with MS, 327
in metabonomics, 324
use in shotgun proteomics, 209–210

High-resolution iterative frequency identification 
(HIFI) NMR, 359

High-resolution liquid-state NMR, binding studies 
with, 308–310

High-throughput dissection, nonspecific binding 
issues in, 197

High-throughput x-ray absorption spectroscopy 
(HTXAS), 40, 53

HILIC microcolumns, for MS characterization of 
glycopeptides, 91–92

His, 15
Histone proteins, 214, 218
HIV-1 gp41 immunodominant epitope, autogenic 

diversity of, 196
HIV research, role of confirmatory proteomics 

mapping in, 295
Homology modeling, with COREGEN, 382–383
Horizontal samples tubes, constant-time 

multidimensional ENMR for, 
245–247

HTXAS. 

 

See

 

 High-throughput x-ray absorption 
spectroscopy (HTXAS)

Human genome, 4
metabonomics implications, 321
protein kinases in, 375
relationships to gene, protein, and metabolite 

expressions, 323
Human Proteome Organization (HUPO), 10
Humidity, and reproducibility of analysis, 109
Humoral response, 162–163
Hybrid glycosylation, 82
Hydrogel-based arrays, 188
Hydrophilic amino acids, at cell surfaces, 15
Hydrophilic interaction liquid chromatography 

(HILIC), 91
Hydrophobic residues, in protein interiors, 15
Hyperfine interaction, 36, 395, 397

identifying paramagnetic species with, 396
HysTag method, 263

 

I

 

ICAT reagents, 259–260, 261
Immobilization

challenges to SPR, 292
effects on analyte/ligand interaction, 290–291
increased efficiency, 302
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in SPR biosensor technology, 289
Immobilized metal

 

—

 

ion affinity chromatography 
(IMAC), 56, 268, 270

for selecting histidinyl peptides, 265
Immobilized supports, and PhIAT limitations, 

271–272
Immune response, 157–158

assessment with antigen arrays, 195–196
Immunoaffinity chromatography, 164
Immunoglobulin titers, 196
Immunological reagents, as screening tools, 172
Immunoproteomics, 9, 411

antigen identification and, 158–159
challenges to, 173
cytotoxic T lymphocytes and, 159–162
discovery of T cell epitopes and, 165–167
future prospects, 172–173
humoral response and, 162–163
information resources, 173
mass spectrometric applications in, 157–158
MHC-binding motifs and, 164–165
strategies for simplifying, 164
targets of T cell immunity and, 163–171

Immunopurification, 218
In-cell investigations

with fluorescence labeling, 306
by NMR spectroscopy, 414
with NMR spectroscopy, 305–308
and protein tumbling rates, 313–315

 

vs.

 

 classical 

 

in vivo

 

 experiments, 311

 

vs.

 

 near-physiological conditions, 305
In-gel digestion, 123

 

In situ

 

 click chemistry, 387–388

 

In vitro

 

 studies, 

 

vs.

 

 in-cell experiments, 311, 316

 

In vivo

 

 studies, 10
in-cell NMR spectroscopy, 305–308

 

14

 

N/

 

15

 

N stable isotope coding for, 266
stable isotope-coded amino acids for, 265–266

Inactive conformations
Gleevec example, 386
targeting in kinase inhibitor design, 384

Inappropriate metal ions, insertion into host, 402, 
403

Induced-fit model, 14, 15
Information management, for NMR-based 

structural proteomics, 351–352
Infrared multiphoton photodissociation (IRMPD), 

95, 96
Infrared spectroscopy, 37–38
Inhibitor

 

—

 

enzyme interactions, analysis with SPR, 
291

Inhibitor scaffolds, designing templates based on, 
379

Innate immune response, 157
Instrument-related peak distortion, 149

Insulin receptor kinase, binding, 385
Integrated metabonomics, 336. 

 

See also

 

 
Metabonomics

study of acute liver toxicity, 337
Intensity values, in EPR, 36
Interchromatin granules (ICGs), 217
Interface mapping, with SPR biosensing 

technology, 293
Interleukin-6, 4
Interleukin-2 receptor, SPR assembly, 293–295, 296
Internal stable isotope-coded standards, absolute 

protein quantification with, 274–276
Interval pairs

correlation in reproducibility studies, 143–147
criteria for choice of, 142
with high canonical correlation, 142
leading canonical correlation coefficients for, 

142
Intracellular viscosity, and tumbling rate, 314–315
Inverse detection, 329
Inverse stable isotope coding, 267
Invitrogen, 355
Ion-binding sites, in-cell monitoring of, 309, 310
Ion cyclotron resonance (ICR) MS systems, 110
Ion detectors, in mass spectrometers, 68, 69
Ion drift time, 70
Ion exchange chromatography, 113
Ion fragmentation, 75

speeds and energy, 72
Ion separation, by m/z values, 70
Ion suppression effects, 93
Ion traps, 29, 211, 216

coupling to CE, 49
Ionic charges, electrophoretic migration of, 227
Ionization mass spectrometry, 26–27
Ionization sources, in mass spectrometers, 68, 69
Iron-sulfur cluster

in electron-transfer proteins, 402
EPR spectra of, 401

Irradiation, in spectroscopic techniques, 31
Isobaric tags, for absolute and relative protein 

quantification, 276–277
Isobaric tags for relative and absolute 

quantification (iTRAQ), 276, 277
Isoelectric focusing, benefits of, 60
Isoelectric separation, 113
Isotachophoresis (ITP), coupling with MS, 51
Isotope-coded affinity tag (ICAT) technology, 7, 259

iTRAQ enhancements to, 276
quantitation and enrichment problems, 261

Isotope-coded mass spectrometry, 255–257
Isotope coding

for absolute protein quantification, 274–276
characterizing proteins with, 255–257, 413
of cysteinyl residues, 259–264
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with ESI, 259
future prospects, 277–278
of lysyl residues, 264
metabolic stable isotope labeling, 265–268
with N- and C-terminal isotope labeling, 

264–265
PTM analysis and quantification with, 268–274
for relative protein quantification, 257–268
of specific amino acid residues, 259
of tryptophanyl residues, 264
using isobaric tags, 276–277

 

J

 

Journal of Biomolecular NMR,

 

 363

 

Journal of Medicinal Chemistry,

 

 380

 

K

 

Kinase frequent hitters, 377
Kinase inhibitors, 381

design through molecular modeling, 377
Kinases. 

 

See

 

 Protein kinases
Kinetic parameters, 294, 301

and binding interfaces, 293
obtaining with SPR, 289–290
sample Biacore analysis, 299

Kruskal

 

—

 

Wallis methods, 120

 

L

 

Lab-on-a-chip, 3, 40, 62
benefits to CE, 53
and SPR, 39

Label-free detection methods, 200
Laboratory information management system 

(LIMS), 351, 352
Lanthanide chelate stains, 34
Larger proteins, NMR-based structural proteomics 

studies of, 366
Laser capture microdissection (LCM), 112, 173, 

197
Laser desorption/ionization, 102, 123

and SELDI technology, 102–104
Leading canonical correlation coefficients, 142, 146, 

148
reasons for, 143

Lectin affinity chromatography, glycoprotein 
detection using, 273

Life span variations, 321
Lifestyle studies, metabonomics role in, 323
Lifetime yield, in fluorescence emissions, 33

Ligand binding, 5, 6, 13
predicting with SBDD, 374, 388
prediction of, 17

Ligand binding domain analysis, 103
Ligand classes, 9
Ligand recognition, 14–15
Ligand selectivity, designing, 383–387
Ligand stability, increasing for biosensors, 302
Ligand unselectivity, predicting, 377
Line broadening effect

with 2D ENMR, 235
reducing with MAS NMR, 327–328
from strain broadening, 396

Line width values, in EPR, 36
Linear analysis of chemical shifts (LACS) 

software, 359–360
Linear prediction, 237
Linear TOF systems, 109
Lipase, catalytic triad for, 16
Lipid-modified peptides, LLE enrichment step for, 

74
Liquid chromatography (LC), 95, 113

challenges with MudPIT analysis, 212–213
coupling to ESI-MS, 85

Liquid chromatography-tandem mass 
spectrometry (LC/MS/MS), 256, 261

process schematic, 258
Liquid

 

—

 

liquid extraction (LLE), for MALDI-MS, 
73–74

Liquid-state NMR, binding studies with, 308–310
Loading capacity

for CIEF-LC-MS and CIEF-CZE-MS, 60
increasing in CE-MS, 53

Loadings, 331
Lock and key model, 14, 15, 20
Long-distance correlation, 135
Low-abundance peptides, 95

ability to detect, 114
advantages of amino acid residue modification 

for identifying, 264–265
in body fluid samples, 112–113
co-elution with high-abundance proteins in 

complex mixtures, 211
identifying in complex mixtures, 219
limitations of 2D gel electrophoresis with, 209
limits to detection, 87
phosphoproteins, 268
transcriptional regulators, 208

Low melting agarose, encapsulation with, 316
Lysyl residues, isotope labeling of, 264
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mAB screening, 302
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Macrophages, 162
MafK transcription factor, 218, 219
Magic angle spinning (MAS) NMR spectroscopy, 

327–329
Magnetic quantum number, 35
Magnetic resonance techniques, 35

EPR, 36–37
NMR, 35–36

Major histocompatibility complex (MHC), 161
MALDI, 26, 28–29. 

 

See also

 

 Matrix-assisted laser 
desorption/ionization (MALDI)

advantages for glycan analysis, 84
and glycoprotein detection, 272
for glycosylated protein studies, 84–85
resolution comparisons with ESI, 29
and SELDI overview, 102–104

MALDI-QqTOF MS, 170
MALDI tandem mass spectrometry, 71–72. 

 

See also

 

 Matrix-assisted laser 
desorption/ionization (MALDI); 
Tandem mass spectrometry

future prospects, 76–77
peptide sequencing by, 74–76
sample preparation for, 72–74

MALDI-TOF, 169, 259
mass spectra after tryptic digestion, 92
in nuclear protein analysis, 214
in proteomics applications, 170–171

Male infertility, metabonomics study of, 338
Mann

 

—

 

Whitney methods, 120
Mass accuracy

with MS, 68
with SELDI TOF MS, 110

Mass analyzers, 29
FT-ICR, 30
ion traps, 29
in mass spectrometers, 68, 69
quadrupole, 29
TOF, 29

Mass calibration, 118
Mass-coded abundance tagging (MCAT), 264
Mass differences, role in isotope labeling, 259
Mass spectral detection, 8, 409–411

coupling with CE, 49–50
Mass spectrometers, 68–71

schematic representation, 69
Mass spectrometry, 185

advantages of, 67–68
background and history, 26
capillary electrophoresis (CE), 47–48
challenges to identifying low-abundance 

proteins with, 217
characterization of glycosylated proteins by, 

81–82
coupling SPR with, 293

and discovery of T cell epitopes, 165–167
ESI, 28–29, 85
glycan structure characterization by, 85–87
in glycomics, 83–85
for glycosylation site identification, 91–92
identification of protein interaction partners 

with, 207
immunoproteomics applications, 157–158, 411
incompatibility with UV-visible spectroscopy, 

32
ionization method, 26–29
isotope coding in, 255–257
MALDI, 27–28, 84–85
mass analyzers, 29–30
in metabonomics, 324
and MHC-binding motifs, 164–165
multistage, 158
with proteinase K digestion and microcolumn 

purification, 93–95
role in study of T cell immunity, 163–171
sequencing MHC-bound peptides with, 

167–171
Mass-to-charge (m/z) ratios, 26, 69

correlation of spectral intensities at widely 
separated values, 135

with SELDI TOF MS, 110differences in 
isotope-labeled proteins, 259

Matrix-assisted laser desorption/ionization 
(MALDI), 8, 26, 49, 103, 409. 

 

See also

 

 MALDI
equipment for, 68–76
history of development, 69
protein and peptide analysis with, 67–68
schematic representation, 70

Matrix choice
for glycopeptide characterization, 84
for SELDI biochip analysis, 108
in SELDI biochip analysis, 108

Matrix polymers, 104
Matrix solvent system, 103, 108

in SELDI-MS, 108–109
Maximum entropy method (MEM), 224, 225, 235, 

237
with 2D ENMR, 236–237

Mean intensity spectrum, 145
after baseline correction, 139
and peak correlation, 144

Mek1/ATP/PD3818088 complex, 387
Membrane proteins, NMR-based structural 

proteomics studies of, 366
Metabolic enzymes, 218
Metabolic pathways, 5, 6

systemic profiling via metabonomics, 322
Metabolic profiles

in diseased 

 

vs.

 

 healthy subjects, 329
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with miniaturized NMR probes, 326
Metabolic stable isotope labeling, 265

 

14

 

N/

 

15

 

N stable isotope coding, 266

 

16

 

O/

 

18

 

O stable isotope coding, 267–268
stable isotope-coded amino acids, 265–266

Metabolism, NMR spectra in inborn errors of, 339
Metabonomics, 9, 321–324, 414–415

analytical techniques, 324–330
data interpretation with chemometrics, 330–332
disease diagnosis studies with, 336–340
future prospects, 340–341
genetic differences studies by, 332–333
preclinical drug candidate safety assessment 

with, 333–336
selected applications, 332–340
therapeutic efficacy studies with, 336–340

Metal-binding motifs, EPR signatures of, 392
Metal ions

insertion of inappropriate, 402–403
screening methods for, 397

Metastable fragmentation, with MALDI-TOF 
analysis, 84

Methyl groups
detection sensitivity, 314
high in-cell rotation rate, 308
in-cell monitoring of, 310
as indicators for binding interactions, 309
slow rotation speeds of, 313

MHC-binding motifs, 164–165, 165
MHC-bound peptides

processes for isolating, 166
sequencing with tandem MS, 167–171
studying diversity of, 163–164
and T cell immunity, 163–164

MHC class I antigens, 161
antigen processing by, 160
hierachical analysis of eluted peptides, 168, 169
molecular structure, 161–162
polymorphisms, 162
production by homozygous 

 

vs.

 

 mutant cell lines, 
164

three-dimensional molecule structure, 160
MHC class II antigens, 162

hierarchical analysis of eluted peptides, 168, 169
limitations to study of bound ligands, 165
peptide ligands bound by, 163
processing pathway, 160, 161
three-dimensional structure, 160, 161

Micellar electrokinetic chromatography (MEKC), 
51

Microarray technology, 3, 9
identification of genome-wide mRNA changes 

with, 208
and near-infrared fluorescence detection, 

411–412

Microcoil ENMR, 224, 225
schematics, 245

Microcolumn affinity purification, 105
examples, 91–95
for MALDI-MS, 73
proteinase K digestion with, 93–95
and sequential proteases, 94
strategies for glycosylated protein studies, 

90–91
Microcolumns

characterization of glycosylated proteins by, 
81, 410

custom-made, 90
disposable, 90

Microfluidics, 3, 62
Microinjection, of labeled proteins for NMR, 

311–312
Microsandwich approach, 198
Microwave frequency, and EPR spectra, 398
Microwave power, 402

and EPR spectra, 398
Miniaturization, 62, 199

with CE-MS, 60–62
of commercial NMR probes, 326

Molecular identification, MS in, 325
Molecular imaging, developments in, 10
Molecular modeling

with BREED software, 380–381
CORES method, 378–380
in protein kinase inhibitor design, 377–378

Molecular replacement, 374
Molecular sieving, 113
Molecular weight measurement, 118

with MS, 68
Monoclonal antibodies, use in fluorescence 

detection, 191
mRNA levels

mapping, 10
role of absolute quantification studies in, 274

MudPIT analysis, 208, 209. 

 

See also

 

 Shotgun 
proteomics

of nuclear pore complexes, 216
purified mediator complex analysis with, 219
schematic representation, 210
selection of high- over low-abundance proteins 

in, 213
skewing toward high-abundance proteins, 212
for 

 

in vivo

 

 labeling, 266
Multicomponent complex assembly, SPR process, 

293–295
Multicomponent protein interactions, 241–243
Multidimensional analysis, 60, 62
Multidimensional chromatography

in immunoproteomics, 167
with tandem MS for relative quantification, 274
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Multidimensional protein identification 
technology (MudPIT), 208. 

 

See also

 

 
MudPIT analysis

Multiple copy simultaneous search (MCSS), 18
Multiplexed protein quantification approach, 277
Multispectra processing, 119
Multistage MS, 158
Multivariant analysis, 111, 120–121, 330, 335
Multivesicular body (MVB) biogenesis, SPR role 

in mapping, 295

 

N

 

N-linked glycans, 82–83
site identification using, 88–89

 

14

 

N/

 

15

 

N stable isotope coding, for 

 

in vivo

 

 labeling, 
266

N-terminal isotope labeling, relative protein 
quantification with, 264–265

N-terminal sorting signal, 162
NAD binding conformation, 17

correlation of sequence to, 17
Nano-LC-MS, 52
National Center for Toxicological Research, 333
National Magnetic Resonance Facility at Madison 

(NMRFAM), 357
Near-infrared fluorescence detection, 187, 189–190

of antigen-antibody interactions, 185–187, 
411–412

fluorescence dyes for, 190
future prospects, 200
protein immobilization for, 187–189
signal-to-noise ratio benefits, 189

Near-physiological conditions, 

 

vs.

 

 in-cell 
monitoring, 315

Negative mode ionization, 170
Neural network algorithms, 16, 332
NHS esters, 189
Nicotinamide adenine dinucleotide (NAD), 17
NIR fluorescent dyes, 190
Nitrocellulose membranes, 190

advantages of, 188–189
Nitrogen labeling, for in-cell NMR studies, 311
NmerA

comparison of in-cell and 

 

in vitro

 

 spectra, 312
longitudinal relaxation time, 315
NMR investigation of dynamics, 308

NMR-based structural proteomics, 349–350
advantages of, 350–351
backbone and side-chain assignments, 359–361
choice of protein production platforms, 353–354
cloning and construct production step, 354–355
data collection step, 357–359, 361–362
data deposition step, 362–363

functional studies in, 363
future studies, 363–366
information management step, 351–352
larger protein studies, 366
membrane protein studies with, 366
NOE assignments and distance constraints in, 

361
protein disorder-order studies with, 366
protein domains studies by, 365
protein-ligand complex studies by, 365
protein production in, 357
protein-protein complexes studies with, 

365–366
publication step, 363
sample target screening results, 358
screening for protein production in, 355–356
screening of [U-

 

15

 

N] protein in, 356–357
steps in, 351
streamlining structure determination in, 362
target selection for, 353
validation of NMR structures, 362
Web sites and centers for, 350

NMR spectrum, 36, 339
NMR target screening, 356–357
NOE assignments, in NMR-based structural 

proteomics, 361
Nonaqueous CE-MS (NACE) studies, 50
Noncompetitive inhibitors, targeting in kinase 

inhibitor design, 384
Nonconserved residues, targeting in ATP binding 

sites, 383–384
Nonlinear data modeling, 32
Nonlytic approach, for recovering T-cell epitopes, 

166–167
Nonoriented immobilization, 188
Nonparametric statistical methods, 120
Nonpeptidic antigens, T-cell recognition of, 

171–172
Nonspecific binding, 196–197

complications to analysis from, 269
difficulties with immobilized avidin, 272

Normal phase chromatography, 91
Normalization, 119, 151

for absolute protein quantification, 274
as source of variation, 135

Nuclear magnetic resonance (NMR), 9, 10, 35–36
binding studies with, 308–310
blood serum analysis with, 325, 327
cellular survival during experiments, 315–316
comparisons with EPR spectroscopy, 393, 

396–397
2D experiments, 329
dominance of, 40
electrophoretic, 412–413
fragment-based inhibitor design using, 13
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future prospects, 316
in-cell applications, 305–308, 414
increased sensitivity with cryoprobes, 316
in metabonomics, 324–325
potential in-cell applications, 307
protein labeling requirement for in-cell, 311
relative insensitivity of, 306, 316
in structural proteomics, 415–416
structural proteomics based on, 349–350
technical aspects of in-cell, 310–313
and tumbling rates inside cells, 313–315

Nuclear Overhauser Enhancement (NOE), 36, 241
assignments with NMR-based structural 

proteomics, 361
Nuclear pore complexes (NPCs), 215

mammalian analysis, 216
Nuclear proteins, enrichment using subcellular 

fractionation, 213–215
Nuclear spin transitions, spectroscopic 

measurements, 27
Nuclear spins, elements with, 395
Nucleolus, 215
Nucleoplasm proteins, 216–217
Nucleotide cofactor recognition, 16
NuTip microcolumns, 90

 

O

 

O-linked glycans, 83, 274
glycosylation site identification using, 83

 

16

 

O/

 

18

 

O stable isotope coding, using proteolysis, 
267–268

Odyssey infrared imaging system, 190
On-array cleanup, 105, 106
On-array proteolytic strategies, 122
On-chip identification, 122
On-chip production, 122
One-color fluorescence detection, 191, 192, 193
One-dimensional electrophoresis, 113
Online multidimensional separation, 60
Open tubular principle, 56, 58
Operator bias, in immunoproteomics studies, 171
Organelle-based subproteomes, 9

contamination by high-abundance proteins, 215
Organelle purification, 218
Organic free radicals, stabilizing with metal ions, 

394
Orthogonal TOF MS systems, 109, 110
Osteoarthritis, metabonomics study of synovial 

fluid in, 338
Oxidation state, 399–400

paramagnets detectable in, 399

 

P

 

p38 ligand-induced hinge conformations, 385
p90 ribosomal protein S6 kinase (RSK), 383–384
Parallel processing, with Biacore A100 system, 300
Paramagnets

association with denatured proteins, 402
detectable in intermediate oxidation states, 399

Parasitic infections, effects on urinary metabolite 
profiles, 333

Partial least squares (PLS), 331, 332
classification of blood plasma samples by, 340

Patient stratification, metabonomics role in, 323
Pattern recognition (PR), 330–331

use of CE-MS in, 62
Peak detection, 118

classifier derivation from, 134
Peak height scatter plots, 140
Peak intensity, 118, 120
Peak interpretation, 137
Peak shape, limitations of assumptions about, 149
Peak spreading, 135
Penalized smoothing, 141, 151

classifier derivation from, 134
PEPCdb, 352
Peptide backbone fragmentation, 86
Peptide CZE-MS, 51

amino acid studies, 57
clinical applications, 56–57
PTM characterization with, 54–56
selected applications, 54–57
selectivity, 51–52
sensitivity, 52–53
speed, 53–54

Peptide ligand libraries, 116
Peptide mass fingerprinting, 158
Peptide mobility, correlation with charge in 

solution, 51
Peptide-N-glycosidase F, 88
Peptide sequencing, by MALDI MS/MS, 74–76
Permanent coatings, 58
Personalized medicine, 224, 338–339
pH

electro-osmotic flow independence from, 49
and peptide separation principles, 51

Pharmaceutical development. 

 

See also

 

 Drug 
discovery

minimizing toxicity in, 321
promise of metabonomics in, 341

Pharmacofamilies, 8
Pharmacology profiles, 19
Pharmacometabonomics, 339
PHASER software, 375
Phenoxybenzamine, interaction with calmodulin, 

309
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Phenylalanine, spectroscopic uses, 33
PhIAT reagents, 271
Phosphatidylinositol phospholipase C (PI-PLC), 89
Phosphoprotein isotope-coded affinity tag (PhIAT), 

271
limitations of, 271–272

Phosphoprotein isotope-coded solid-phase tag 
(PhIST), 272

Phosphoproteins, 268
challenges to MS analysis, 270
characterization of, 54
isotope coding schematic, 269

Phosphoproteomes, 9
Phosphorylation

isotope coding for monitoring, 268–272
and PTM characterization, 54
role of kinases in, 375

Phosphorylation sites, difficulty of predicting, 268
Photon absorption, 31
Photon emission, 31
Photon scattering, 31
Phylogenetic motifs, 16
Physiological effects, metabonomics studies of, 

332–333
PI-PLC digestion, 89, 90
PISTACHIO (Probabilistic Identification of Spin 

Systems and Their Assignments 
Including Coil Helix Inference as 
Output) software, 359

Plant metabolic profiles, 324
Plasma

diabetes study through, 336
NMR spectra from, 325, 326

Pollutants, metabonomic studies of environmental 
effects, 324, 334

Polyacrylamide gel electrophoresis, 123
Polyclonal antibodies, 199
Polynucleotides, 

 

vs.

 

 proteins, 3
Pool Edman sequencing, 164–165
Post-translational modifications (PTMs), 3, 4, 48, 

62, 96, 103, 121, 186, 220, 256
analysis and quantification with isotope 

coding, 268–274
characterization with CZE-MS, 54–56
chemical tagging of, 258
glycosylation studies, 272–274
with in-cell NMR, 307
microsandwich approach to, 198
phosphorylation studies, 268–272
with tandem MS, 68

Post-translational processing, protein grouping 
based on shared, 6

Postsource decay analysis (PSD), 123
Power saturation, in EPR spectroscopy, 393

Preprocessing, 150
in SELDI profiling, 137–139
as source of SELDI profiling variations, 135

Primary detection, fluorescent methods, 186
Principal component analysis (PCA), 135, 331, 

334, 335
Proactivated surfaces, in SELDI chips, 9
Probabilistic neural networks, 332
Profile variation, and reproducibility, 134
Promega FlexiVector system, 355
Promiscuous proteins, 14, 20

in kinase design, 377
MHC class II molecules, 163

Promyelocytic leukemia (PML) bodies, 215
Protein antigens, schema for identifying, 159
Protein arrays, 186

factors affecting performance, 187
Protein-based antigens, 158
Protein binding sites

amino-acid preferences in, 15–16
conserved sequence and structural motifs at, 

16–18
3D descriptors for characterization, 18
detecting with NMR, 306
experimental evidence of similarities, 19–20
exploiting similarities in, 20–21
future prospects, 21
ligand recognition and, 14–15
NMR in-cell studies, 308–310
similarities in, 13–14
structural characterization, 16

Protein classification
based on binding sites, 14
by capillary electrophoresis, 47–48
from sequence information, 17

Protein Data Bank (PDB), 350, 352, 362, 380
CORES method testing by, 379–380
underrepresentation of metalloproteins in, 397
x-ray structures available from, 381

Protein desorption, as source of variation, 135
Protein differential display studies, 112
Protein disorder–order studies, 366
Protein–DNA interactions, 10, 16
Protein domains, NMR-based structural 

proteomics studies of, 365
Protein expression

involvement of PTMs in, 256
relationships to genome and metabolite 

concentrations, 323
Protein families, 40
Protein folding and assembly, EPR spectral 

indications of, 398
Protein glycosylation, 82. 

 

See also

 

 Glycosylated 
proteins; Glycosylation

Protein grouping mechanisms, 6
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Protein homology modeling, with COREGEN, 
382–383

Protein identification
with CE-MS, 48
in SELDI array research, 121–123

Protein immobilization, on solid supports, 187–189
Protein interaction maps, 4, 5, 10, 224, 243, 248, 

288
dynamics missing from, 289

Protein interaction models, 289–290
applying to biosensor data, 291

Protein interaction partners, identification of, 207
Protein interactions, dynamic nature of, 288–289
Protein isoforms, 62

separation by CE-MS, 58–59
Protein kinases, 375

common structural features, 375–377
in gene family-based drug discovery, 373–374, 

416
gene family-based drug discovery applications, 

373–374
structural information and molecular modeling 

for, 377–378
structure of catalytic domain, 375
as therapeutic targets, 375

Protein–ligand interactions, 10, 18, 413–415
data mining strategies for, 14
databases of, 19
detection with HPLC-CE, 29
in-cell NMR studies of, 305–308
methyl group indicators for, 309
NMR-based structural proteomics studies of, 

365
role in SBDD, 388
as templates, 378–380

Protein microarrays
autoassembling, 198–200
high-throughput, 186
improving binding specificity on, 196–198
near-infrared fluorescence detection on, 

185–187
NIR fluorescent dyes for, 190

Protein motion, measuring with NMR and EPR, 37
Protein networks, SPR characterization, 297
Protein production platforms, in NMR-based 

structural proteomics, 353–354
Protein profiling, 112

with antibody arrays, 190–193, 192
with total protein arrays, 193–195

Protein

 

—

 

protein interactions, 16, 411–413
analysis with SPR, 291
NMR-based structural proteomics studies of, 

365–366
Protein purification, 105

with SELDI technology, 102

Protein quantification
absolute, 274–276
and fractionation requirements, 256
ICAT limitations with, 261–262
isobaric tags for absolute and relative, 276–277
as key objective in proteomics, 256
relative, 257–268

Protein reaction interfaces, EX-ENMR 
characterization of, 241–243

 

Protein Science

 

 journal, 363
Protein separation

by CE-MS, 58
limitations of 2D gel electrophoresis methods, 

256
with SELDI, 102

Protein solubility, screening in NMR-based 
structural proteomics, 355–356

Protein stains, chemical structures, 33
Protein structure

conserved aspects, 13
determining with MS, 68
determining with x-ray crystallography, 224
loss of information with gel electrophoresis, 233

Protein Structure Initiative, 352
Proteinase K digestion, 93

with microcolumn purification and MS, 93–95
Proteinchip array bioprocessor, 115

 

Proteins

 

 journal, 363
Proteome mapping, SPR biosensors and, 413–414
Proteomics

applications, 8–9
complexity and dynamic range challenges, 4
defined, 3
electrophoretic NMR applications, 223–225
EPR spectroscopy applications, 397–400
future prospects for spectral techniques, 

407–417
importance of conserved features in, 13
new SPR technologies affecting, 295–302
relative protein quantification as key objective, 

256
scope of, 408
SELDI technology for, 101–102

with SELDI technology, 111–117
SPR roles in, 292–295
subnuclear components and, 215–217
systems-based approach, 3
transcription and, 207–208

PSD-MALDI-TOF, in immunoproteomics, 171
Pulsed nitrogen laser, 109

 

Pyrococcus furiosus,

 

 EPR spectrum, 403
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Q

 

schematic representation, 71Q mass analyzers, 
70

Quadrupole analyzers, 29, 70
coupling to CE, 49

Quality control
in pharmaceutical and biotechnology 

industries, 48
reference peaks and, 119

Quantitation using enhanced signal tags 
(QUEST), 264

Quantum dots (QDs), use as fluorescent tags, 34
Quantum yield, by fluorescence emissions, 33
Quenching, 35

 

R

 

Radio-frequency (RF) potential, use in MS, 70
Radioactive detection, low resolution of, 187
Raman spectroscopy, 37–38
Ramsay's software, 141
Raw spectra preprocessing, 118
Receptor binding properties, molecular 

characterization by, 20
Receptor

 

—

 

ligand surfaces, in SELDI chips, 9
Recombinant antibodies, 200
Recombinant human erythropoietin, in-depth 

characterization by CE-MS, 59
Redox potentials, estimating with EPR, 399
Reduction state, and EPR spectroscopy, 399–400
Reference peaks, 119
Regression tree-based methods, 120, 121
Regulatory cascade, 4, 6
Relative protein quantification

with cysteinyl residue isotope labeling, 
259–264

with isotope coding, 257–259
with isotope labeling of specific amino acid 

residues, 259–264
with lysyl residues, 264
with N- and C-terminal isotope labeling, 

264–265
with tryptophanyl residues, 264
using isobaric tags for, 276–277

Relaxation time, for NMR 

 

vs.

 

 EPS spectroscopy, 
396

Relibase, 18
Reproducibility

data collection in SELDI profiling, 136–137
disclaimer, 151–152
discussion, 147–150
functional CCA and, 139–142
future prospects, 150–151

identifying sources of variation in, 133–136
interval pairs correlation in, 143–147
materials and methods, 136–142
preprocessing in SELDI profiling, 137–139
and protein immobilization method, 187
with SAX fractionation, 114
with SELDI analysis, 108, 109
of SELDI profiling, 133–135
study results, 142–147

Resolution
with CIEF-MS, 60
enhancing for 2D ENMR, 236–237
with FTICR-MS, 50
with mass spectrometry, 68
with microcoil ENMR, 245
of radioactive detection, 187

Resonance condition, 392, 393
Resonance lines

disappearance and tumbling/rotation rate, 308, 
315

excessive broadening with nitrogen labeling, 
313

Resonance Raman (RR), 38
Resonance splitting, suppression by ENMR 

sequence, 234
Retentate chromatography

for SELDI, 104–108
in SELDI-TOF MS, 148
sources of variation, 136

Reverse phase high-performance liquid 
chromatography (RP-HPLC), 166

use in shotgun proteomics, 209
Reverse phase protein arrays, 193
Reversed-phase resins, 91, 92
Ribbon diagrams, 364
Rieske iron-sulfur cluster, EPR spectrum, 401
Ring linker frameworks, representing 

pharmaceutic ligands by, 381–382
RNA polymerase, transcription of nucleoplasm 

proteins by, 216
Robotic systems, 186

Biacore S51, 298
in SELDI arrays, 114, 115

Rolling circle amplification, 189
Rotation speed, 315. 

 

See also

 

 Tumbling rates
Rubella virus, arrayed antigens of, 195

 

S

 

S. cerevisae,

 

 212. 

 

See also

 

 Yeast
MCAT approach with, 264
protein chaperones in, 214–215
SILAC method with, 266
Swi/Snf complex from, 218
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S4 peptide
ENMR experiment, 228–229
ENMR spectra of, 229
movement in lipid membranes, 230

SAGA histone acetyltransferase complex, 218
Sample amounts

limitations with MALDI-MS, 86
low CE requirements, 58
low SELDI requirements, 112
miniaturization with CE-MS, 48, 60–62
with miniaturized NMR probes, 326
and p-values, 120

Sample detection, in SELDI MS, 108–109
Sample enrichment. 

 

See

 

 Enrichment
Sample heterogeneity, as source of variation, 135
Sample introduction devices, in mass 

spectrometers, 68
Sample loss, 106

diminished with on-array cleanup, 105
Sample preparation, 77

dried droplet method, 72
for EPR spectroscopy, 400–401
for glycosylated protein studies, 84
in-situ liquid-liquid extraction (LLE) in 

MALDI-MS, 73–74
limitations for microcolumn techniques, 90
for MALDI-MS analysis, 72
for MAS NMR spectroscopy, 328–329
microcolumn affinity purification, 73
for SELDI analysis, 104–108, 113–114
as source of SELDI-TOF variation, 136, 148
thin layer method, 72–73

Sample temperature, and EPR spectra, 398
Sampling time, reducing with Biacore systems, 

298, 302
Sandwich detection, 193

increased specificity with, 198198
Saturation-overloading principle, 115
Scaffold libraries, 382
Scaffold morphing, 377, 378
Scalability, of protein arrays, 186
Scores, 331

SELDI variates as, 140
Secondary detection, fluorescence methods, 186
SELDI-MS, 10. 

 

See also

 

 Surface-enhanced laser 
desorption/ionization-mass 
spectrometry (SELDI-MS)

SELDI profiling
high dimensionality of, 133, 134
identifying sources of variation, 135–136
reproducibility approaches, 133–135, 410–411

SELDI protein biochip array surfaces, 104
SELDI ProteinChip reader, 109, 110
SELDI proteomics research, 111

clinical proteomic studies, 112

differential protein display and biomarker 
discovery, 111

experimental design, 116–117
fractionation for decreased sample complexity, 

112–114
fractionation with affinity hexapeptide beads, 

114–116
increased dynamic range with, 112–114
protein identification in, 121–123

SELDI TOF MS detection, 109–111
with affinity beads, 117
basis in relative concentrations, 149
complicated correlation properties in, 150
sample preparation as source of variation, 136

Selective inhibitors, designing, 383–387
Selective isotopic labeling, 37

amino acid candidates for, 312
Selectivity

with CE-MS, 48
of peptide CZE-MS, 51–52
in protein kinase inhibitor design, 376

Self-assembled microarrays, 199
SEND polymeric blend arrays, 106
Sensitivity

in antigen capture, 188
with Biacore S51 platform, 298
challenges in identifying transcriptional 

regulators, 208
of chemiluminescence, visible, and NIR 

fluorescence, 190
of fluorescence labeling 

 

vs.

 

 NMR, 306
with fluorine labeling for in-cell NMR, 311
improving with isobaric tags, 276
improving with microcoil ENMR, 224, 247, 249
increasing with fractionation, 113
of mass spectrometry, 67
MS 

 

vs.

 

 NMR spectroscopy, 324–325
of NIR fluorescence detection, 189
for NMR signal detection, 243
and organelle contamination problems, 215
of peptide CZE-MS, 52–53

Separation efficiency
with CIEF, 50
of CIEF-MS, 59
for CIEF-MS technologies, 60

Separation principles, for CE-MS, 50–51
Separation speed, with CZE-MS, 48, 53–54
Sequence-based clustering methods, 17
Sequence-fold space, 353
Sequence identity, distribution in human kinase 

domains, 382–383
Sequence ladder, 76
Sequential proteases, 94
Serine proteases, 16
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Serological expression of cDNA expression 
libraries (SEREX), 158

Serum samples, for SELDI analysis, 112
Sesame LIMS, 351, 352
SHAPES procedures, 20
Shared biological function, protein grouping by, 6
Sheath liquids, in CE-MS, 48–49
Sheathless design, for CE-MS, 49
Shotgun proteomics. 

 

See also

 

 MudPIT analysis
application to transcriptional regulatory 

pathways, 207, 208–211, 412
current analyses, 211–219
following affinity purification, 217–219
future prospects, 219–220
and nuclear protein enrichment, 213–215
strong cation exchange (SCX) in, 209
use of RP chromatography in, 209

Shotten

 

—

 

Bauman reaction scheme, 105
Side-chain assignments, in NMR-based structural 

proteomics, 359–361
Side chain resonances, carbon labeling 

requirements, 311, 313
Side effects, of small molecular weight drugs, 14
Signal dispersion, with 2D NMR, 329
Signal distortions, reducing with constant-time 

multidimensional ENMR, 245–247
Signal overlap, 113, 225

with NMR, 224
Signal separation, by 2D ENMR, 233–237
Signal splitting, in EPR spectra, 395
Signal suppression, 113
Signal-to-noise ratio, 190

improvements with cryogenic NMR probes, 
326

with nitrocellulose membranes, 189
Silver staining, in UV-visible spectroscopy, 32
Single-capillary ENMR, 243–245

improving signal sensitivity with, 247
Size exclusion, 113
Small molecular weight drugs

NMR-based structural proteomics studies of, 
350

side effects of, 14
Small-molecule binding, 308–310

NMR in-cell applications, 307
Small-molecule recognition, 14
Small-scale techniques, in SELDI proteomics 

research, 111
Sodium dodecyl sulfate (SDS) PAGE separation, 

256, 257
Software tools

ASAPRatio, 278
for backbone and side-chain assignments, 

359–360
with Biacore products, 298

BREED, 380–381
COREGEN, 381–383
for NMR-based structural proteomics, 355, 356, 

360
PHASER, 375
Ramsay's software, 141
for tandem mass spectra interpretation, 75
ZoomQuant, 278

Solid-phase glycoprotein enrichment, 273–274
biofluids analysis with, 330

Solid-phase ICAT, 262, 263
limitations for labile PTMs, 263

Solid-state NMR, for complexes with slow 
correlation times, 315

Solvation effects, 15
Solvent suppression methods, in NMR, 326
Spectral correlation

between disjoint intervals, 139
peak height scatter plots, 140

Spectral intensities, correlation at widely separated 
values, 135

Spectral peaks
and canonical correlation, 142–143
high correlation between, 146
with high mean correlation, 144
in NMR studies of urine, 326

Spectral registration, 137–138
Spectral techniques, 25–26

future prospects, 40–41
mass spectrometry, 26–30
spectroscopic techniques, 30–40

Spectral variation
data-driven approach to, 136
over large m/z intervals, 136

Spectroscopic techniques, 26, 27
background and survey, 30–31
fluorescence, 32–35
IR, 37–38
magnetic resonance, 35–37
Raman spectroscopy, 37–38
SPR, 38–39
UV-visible, 31–32
x-ray crystallography, 39–40

Speed, of separation with CZE-MS, 53–54
Spin concentrations, estimating with EPR, 392
Spin-echo ENMR pulse sequence, 226
Spin-spin interactions, 399
Splitting values, in EPR, 36
Sports medicine, metabonomics role in, 323
Spot-to-spot variation, in surface retention, 148
Spotted microarrays, 118
SPR. 

 

See

 

 Surface plasmon resonance (SPR)
Stable isotope-coded amino acids, for 

 

in vivo

 

 
labeling, 265–266
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Stable isotope labeling, 218, 257
for identification of E. coli recombinant 

proteins, 266
for relative protein quantification, 260

Stable isotope labeling by amino acids in cell 
culture (SILAC) method, 265–266

StageTips microcolumns, 90
Staining intensity, in UV-visible spectroscopy, 32
Standard metabolic reporting structures (SMRS) 

group, 332
Statistical relevance, improving with isobaric tags, 

276–277
Strain broadening, 396
Strong anion exchange (SAX), 113, 114
Strong cation exchange (SCX), 211

in shotgun proteomics, 209
Strongly bound protein complexes, determining 

3D structures of, 225
Structural changes, detecting with NMR, 306
Structural conformation, of binding sites, 15
Structural interaction profile, 18
Structural motifs, at protein binding sites, 16–18
Structural proteomics, 9, 415–417. See also NMR-

based structural proteomics
NMR-based, 349–350, 415–416
Web sites and centers for, 350

Structural stability/instability, in binding sites, 15
Structure activity relationship by nuclear magnetic 

resonance (SAR by NMR) technique, 
20

Structure-based drug design (SBDD), 373, 388. 
See Also Gene family-based drug 
discovery

BREED software for, 380–381
and molecular modeling, 377–378

Structure determination process
in SBDD, 374
simplification approaches, 362

Subcellular fractionation, 215
enriching nuclear proteins with, 213–215

Subnuclear components, proteomics and, 215–217
Subnuclear purification, 218
Subproteomes, 6–7, 9

quantification by fluorescence detection, 8
selection in SELDI chips, 9

Subtractive proteomics, 216
Succinimidyl esters, 189
Superhyperfine coupling, 396
Supervised learning, 120, 331
Surface-enhanced affinity capture (SEAC), 103, 123
Surface-enhanced laser desorption/ionization-mass 

spectrometry (SELDI-MS), 9, 410
in biomarker discovery, 56–57

identification in SELDI array research, 
121–123

future prospects, 123–124
and laser desorption/ionization, 102–104
and MALDI, 102–104
for proteomics research and assay 

development, 101–102
proteomics research with, 111–117
sample detection in, 108–109
sample preparation for, 104–108
with SAX fractionation, 114
SELDI TOF MS detection, 109–111
technology overview, 102–111

Surface-enhanced neat desorption (SEND), 103, 
104, 123

on-chip analysis, 107
polymeric blend arrays, 106

Surface-enhanced resonance Raman (SERR) 
scanning, 38

Surface immobilization, issues in SPR, 290–292
Surface plasmon resonance (SPR), 38–389

ability to map dynamic interactions, 289
advantages of, 292
assay design and flow cell, 290
Biacore A100 platform, 300–302
Biacore FLEXchip system, 300
Biacore S51 platform, 298–300
Biacore T100 platform, 298
binding partner identification with, 292–293
biosensor contributions to proteome mapping, 

287–289
biosensor surface issues, 290–292
combining with MS, 293
confirmatory proteomics mapping with, 295
contributions to proteome mapping, 413–414
established and developing roles in proteomics, 

292–295
future prospects, 302
interface mapping with, 293
interpreting binding mechanisms with, 293
kinetic screen example, 291
limitations of, 292
multicomponent complex assembly with, 

293–295
new technologies affecting proteomics, 

295–302
obtaining kinetic parameters via, 289–290
technical aspects, 289

Surface retention, spot-to-spot variation in, 148
Survival rate, of cells during NMR experiments, 

315–316
Swiss—Prot Database, 17
SYPRO stains

chemical structure, 33
SYPRO Ruby, 33, 34
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Systems-based approach, 3
applications, 8–9
chemical proteomics and, 7–8
future prospects, 10
subproteomes and, 6–7
systems-based relationships and, 4–6

Systems-based relationships, 4–6
Systems biology, 4

ultimate goal of, 341

T

T cell assays, 158
T cell epitopes, 164

discovery of, 165–167
limits to predictive studies, 165
recognition of nonpeptidic antigens by, 171–172

T cell immunity
MHC-bound peptides and, 163–164
role of mass spectrometry in studying targets 

of, 163–171
T lymphocytes

cytotoxic, 159–162
recognition of peptide antigens by, 158

TALOS software, 360
Tandem affinity purification (TAP), 218
Tandem mass spectrometry, 30, 158

complicated spectra in, 75
fragment ion identification with, 330
in glycopeptide studies, 94
and MALDI for peptide analysis, 67–68
peptide sequencing by, 74–76
sequencing MHC-bound peptides with, 

167–171
Target hopping, 377, 378
Target selection, for NMR-based structural 

proteomics, 353
TargetDB, 352
Taylor cone, 28
Templates, protein—ligand structures as, 378–380
Therapeutic efficacy

importance of genetic differences in, 332–333
metabonomics studies of, 336–340

Thermal denaturation, stabilization by bound 
ligands, 16

Thin layer method, for MALDI-MS, 72–73
Three-dimensional descriptors, for binding site 

characterization, 18
Time-lag focusing (TLF), 109
Time-of-flight (TOF) analysis, 28, 29, 70–71, 84

coupling to CE, 49
fragment ion identification with, 330
and high m/z values, 147
SELDI arrays with, 102

TOF mass analyzers, 70
schematic representation, 71
tandem mass spectra from, 76

Total protein arrays, 192
profiling with, 193–195

Toxicity
characterizing via NMR spectroscopy of 

biofluids, 334
identifying with NMR data, 336
metabonomics in study of, 323
minimizing in pharmaceutical development, 

321
reducing at metabolic level, 322

Toxicogenomics studies, 321
Toxicological proteomics, 111
Transcription factors, 211
Transcriptional regulatory pathways, 9

application of shotgun proteomics to, 207, 
208–211, 412

challenges, 208
complex analyses following affinity 

purification, 217–219
current analyses, 211–219
future prospects, 219–220
identifying from complex mixtures, 211–213
and nuclear protein enrichment, 213–215
proteomics and, 207–208
and subnuclear components, 215–217

Transcriptional regulatory proteins
challenges to identifying, 208
identifying from complex mixtures, 211–213

Transient free radicals, observing with EPR 
spectroscopy, 392

Transition metal ions, EPR spectra of, 394–396
Transproteomic pipeline platform, 278
Transverse relaxation optimized spectroscopy 

(TROSY), 315
Trifluoroacetic acid (TFA), 166
Triple quadrupole (QqQ) instruments, 49

in immunoproteomics, 171
Tryptic digestion

in glycoprotein enrichment, 273–274
MALDI-TOF mass spectra after, 92
protein antigen identification and, 159
with SELDI technology, 107
in shotgun proteomics, 208–209

Tryptophan, 15
spectroscopic uses, 33

Tryptophanyl residues, isotope labeling of, 264
Tumbling rates. See also Magic angle spinning 

(MAS) NMR spectroscopy
of proteins inside cells, 313–315

Tumor antigens, 173
identification of, 158
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Two-color fluorescence detection, 191, 192, 193, 
194

breast tumor cell lines, 194
Tyramide amplification, 189
Tyrosine, 15

spectroscopic uses, 33
Tyrosine phosphorylation, 271

U

[U-15N] protein
production in NMR structural proteomics, 357
screening for NMR target suitability, 356–357

Uncommon structural features, targeting in kinase 
inhibitor design, 384

Univariate analysis, 111, 149
Unsupervised learning, 120, 331
Urine samples

NMR spectra from, 325, 326
for SELDI analysis, 112
in studies of drug overdoses and renal disease, 

338
U.S. National Institute of General Medical 

Sciences, 352
UV-visible spectroscopy, 31

V

Vacuum systems, in mass spectrometers, 68, 69
Variation

complicated correlation properties with, 150
identifying sources of SELDI, 135–136, 150
lack of identifiability of sources, 151
sources of technical, 134, 147–150, 151
spot-to-spot, 148

VARIMAX rotation, 135–136
VAST server, 363
Vibrational transitions, spectroscopic 

measurements, 27
Viral infections, antigen arrays and, 196
Visible ICAT (VICAT) reagents, 275

W

Wavelet denoising algorithms, 237
Wavelets, classifier derivation from, 134
Weight functions, 143

difficulty of interpretation, 144
in SELDI reproducibility studies, 141

Western blot, 158, 194
Whole-cell studies, 401–402

X

X-ray crystallography, 9, 39–40, 225
comparison with NMR screening, 351
determining 3D protein structures with, 224
dominance of, 40
in gene family-based drug discovery, 374–375, 

416
small-molecule recognition and, 14
vs. NMR, 306

X-ray structural information, leveraging in gene 
family-based drug discovery, 373–374

Xenobiotic toxicity effects, metabonomics studies 
of, 334–335

Y

Yeast
challenges to current protein analysis methods, 

213
nuclear pore complex analysis, 215
protein abundance distribution, 212
two-hybrid assays, 185
vs. mammalian NPC complex, 216

Z

Zeeman splitting, 393
Zero-field splitting, 397
Ziptip microcolumns, 90, 107
ZoomQuant software, 278
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FIGURE 10.1

Phase displayGenome
Hybridome &

genetic immunization

Antibody production

Antibody array

Macro &

microarrays

Binding

Protein Peptide

Ligand

Labeling

Antibody
Fluorescence

detection

Antigen array Phase displayed array Total protein array

Antigen (protein) production Phase clones Protein extraction

Cells & tissues

 

DK3714_ColorInsert.fm  Page 2  Friday, February 16, 2007  3:53 PM



 

3

FI
G

U
R

E 
10

.2

C
o

n
tr

o
l 

p
ro

te
in

ex
tr

ac
ts

C
o

n
tr

o
l 

p
ro

te
in

ex
tr

ac
ts

L
ab

el
in

g

A
B

C

M
ix

tu
re

1
:1

B
in

d
in

g
m

A
b

 a
rr

ay
m

A
b

 a
rr

ay
B

in
d

in
g

B
in

d
in

g

B
in

d
in

g
 t

o

p
ri

m
ar

y 
m

A
b

B
in

d
in

g
 t

o
 l

ab
el

ed

se
co

n
d

ar
y 

m
A

b

M
ix

tu
re

1
:1

M
ix

tu
re

1
:1

, 1
:1

0

L
ab

el
in

g
L

ab
el

in
g

N
o

la
b

el
in

g

C
an

ce
r 

p
ro

te
in

ex
tr

ac
ts

C
an

ce
r 

p
ro

te
in

ex
tr

ac
ts

C
o

n
tr

o
l 

p
ro

te
in

ex
tr

ac
ts

C
an

ce
r 

p
ro

te
in

ex
tr

ac
ts

T
o

ta
l 

p
ro

te
in

ar
ra

y

 

DK3714_ColorInsert.fm  Page 3  Friday, February 16, 2007  3:53 PM



 

4

 

Spectral Techniques in Proteomics

 

FI
G

U
R

E 
10

.3

1

1
2

3
9

9

8

8

7

7

2 3 4

4

1
0

1
0

1
1

1
1

1
2

1
2

D
o

w
n

U
p

D
o

w
n

U
p

C
at

al
as

e
A

P
-2

α

A
P

-2
γ

JN
K

 1
/2

C
yc

li
n

 E

p
5

3

B
-a

ct
in

c-
Ju

n

1
4

.3
.3

 σ

E
rb

B
2

C
yc

li
n

 D
1

E
R

K
1

5

5

6

6

 

DK3714_ColorInsert.fm  Page 4  Friday, February 16, 2007  3:53 PM



 

5

FIGURE 14.1
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FIGURE 16.7
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FIGURE 17.2

FIGURE 17.5
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FIGURE 17.6
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