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Preface

Tissue morphogenesis encompasses a diverse array of processes that transforms
unpatterned populations of cells into the distinct tissue structures of the mature organism.
The creation of complex, multicellular tissue architectures is critical for organ formation
and eventual function. The study of tissue morphogenesis is a rich one, with key conceptual
advances emerging from several model organisms. Recent advances have benefited from
collaborations between developmental biologists and physicists and engineers, who bring
sophisticated analysis techniques as well as theoretical paradigms. This volume highlights
the major techniques, both experimental and computational, for the study of tissue
morphogenesis, divided into several sections, with specific focus on techniques to image,
manipulate, model, and analyze tissue morphogenesis.

This book comprises 22 chapters authored by 68 leading experts from institutions in
the USA, Canada, Puerto Rico, France, Austria, the Netherlands, Hungary, Switzerland,
Turkey, and Taiwan. This diverse group includes developmental biologists, cell biologists,
engineers, and systems biologists working on a large variety of both classical and innovative
model systems.

We have divided the book into five parts, based on either methodology or model
system. Given that tissue morphogenesis is a dynamic process, and given the seemingly
enormous advances in imaging technologies over the past 5 years, the first part (Chapters
1–9) comprises nine chapters devoted to imaging analysis of tissue morphogenesis. This
part includes chapters on using imaging techniques to measure the mechanical properties
of morphogenetic tissues, the forces that they either exert or experience, or the
corresponding changes in cell dynamics or gene expression. The second part (Chapters
10–13) comprises four chapters focused on culture models of tissue morphogenesis,
including both cell-based and organ explant models. The third part (Chapters 14–17)
comprises an additional four chapters that describe techniques for manipulating cells and
tissues in vivo, including classical tissue recombination experiments as well as more recently
developed laser-based tissue ablation approaches. The fourth part (Chapters 18–19) con-
tains two chapters describing novel model systems to investigate tissue morphogenesis.
The fifth and final part (Chapters 20–22) comprises three chapters that describe the use of
computational models in understanding tissue morphogenesis.

This book is intended to serve as a primary resource for both fundamental and practical
understanding of the techniques used to uncover the basis of tissue morphogenesis. The
book is intended to be a primary source for academics and professionals working in
developmental biology, tissue engineering, and medicine.

NJ, USA Celeste M. Nelson
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Chapter 1

Probing Regional Mechanical Properties of Embryonic
Tissue Using Microindentation and Optical Coherence
Tomography

Benjamen A. Filas, Gang Xu, and Larry A. Taber

Abstract

Physical forces regulate morphogenetic movements and the mechanical properties of embryonic tissues
during development. Such quantities are closely interrelated, as increases in material stiffness can limit
force-induced deformations and vice versa. Here we present a minimally invasive method to quantify
spatiotemporal changes in mechanical properties during morphogenesis. Regional stiffness is measured
using microindentation, while displacement and strain distributions near the indenter are computed from
the motion of tissue labels tracked from 3-D optical coherence tomography (OCT) images. Applied forces,
displacements, and strain distributions are then used in conjunction with finite-element models to estimate
regional material properties. This method is applicable to a wide variety of experimental systems and can be
used to better understand the dynamic interrelation between tissue deformations and material properties
that occur during time-lapse studies of embryogenesis. Such information is important to improve our
understanding of the etiology of congenital disease where dynamic changes in mechanical properties are
likely involved, such as situs inversus in the heart, hydrocephalus in the brain, andmicrophthalmia in the eye.

Key words Morphogenesis, Development, Dynamic imaging, Mechanical testing, Contrast agents,
Ballistic labeling, Strain, Computational modeling

1 Introduction

Embryos undergo dramatic changes in size, shape, and material
properties during development. To understand the evolution of
these quantities, noninvasive imaging and micromechanical testing
techniques are often used (reviewed in [1–5]). The purpose of
this chapter is to show how tissue labeling, microindentation, and
noninvasive imaging can be combined to probe spatiotemporal
distributions in mechanical properties in the developing chicken
embryo.

Celeste M. Nelson (ed.), Tissue Morphogenesis: Methods and Protocols, Methods in Molecular Biology, vol. 1189,
DOI 10.1007/978-1-4939-1164-6_1, © Springer Science+Business Media New York 2015
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Optical coherence tomography (OCT) has emerged as a useful
tool for subsurface imaging of living biological samples (up to
2 mm deep; for comparison, confocal microscopes usually only
reach depths of less than half a millimeter [6]) with high spatial
resolution (10 μm or less) in three dimensions [7]. OCT has
proven useful in reconstructing three-dimensional tissues during
time-lapse imaging studies of the chicken embryo [8–10], with
applications for in utero imaging recently demonstrated in mam-
malian embryos [11, 12]. To quantify such changes in morphology,
we have developed an OCT-based label tracking technique to
measure morphogenetic strains in 3-D [8, 13].

We have also used a cantilever-based microindentation method
to probe the regional material properties of developing epithelia in
the chicken embryo [14–16]. This technique is based on the same
principles used in atomic force microscopy [17] and cell indenta-
tion [17, 18]. In our approach, the applied force and deformation
at the indenter tip are measured from bright-field microscopy
recordings of the experiment [14]. Resulting force-displacement
data are then supplemented with a computational model to esti-
mate nonlinear material properties in the indented region [14, 16].
These properties can be determined more accurately by also includ-
ing in the analysis data on tissue deformation in the vicinity of the
indenter tip [15].

Here, we illustrate how combining microindentation and OCT
imaging can be used to estimate material properties in the embryo.
In our current configuration, the cantilever introduces a small,
localized indentation at specific regions, while the OCT system is
used to determine the deformation profile near the indentation site
from the recorded motions of high-contrast fiducial markers
injected into the tissue using a gene gun. When supplemented
with a computational model, force-deflection and deformation
data can be used to estimate regional material properties, as well
as residual stress, in the tissue.

Some limitations of previous methods are overcome with this
approach. First, OCT permits 3-D surface shapes and strains to be
determined during indentation, deformations that were previ-
ously only analyzed in 2-D due to inherent limitations in bright-
field microscopy [14]. This information can then be used to
inform more accurate 3-D distributions of material properties.
Second, instead of an adherence-based marker attachment
approach [8, 15], we use a gene gun to securely embed beads in
the tissue, thereby eliminating measurement artifacts due to bead
drift and detachment. Third, because of the minimally invasive
and relatively high-throughput nature of the technique,
changes in material properties can be more readily assessed with
better spatiotemporal resolution during dynamic studies of
morphogenesis.

4 Benjamen A. Filas et al.



2 Materials

2.1 Chicken Embryo

Preparation, Labeling,

and Culture

1. Preparation supplies:

(a) Egg incubator (Hova-Bator, Georgia Quail Farms).

(b) Fine forceps (#5, stainless steel, Fine Science Tools).

(c) Blunt forceps (straight, broad, 11.5 cm, Fine ScienceTools).

(d) Microscissors (curved, 9 mm, Fine Science Tools).

(e) Whatman filter paper (#2, 9 cm circles, Fisher Scientific).

(f ) Stainless steel rings (0.68 in.outerdiameter,McMasterCarr).

(g) Single-hole punch.

(h) 35 mm culture dishes (one per embryo), two 150 mm
dishes.

(i) Dissecting microscope (M80, Leica).

2. Labeling supplies:

(a) Polystyrene microspheres (6–10 μm diameter, Biosciences).
See Note 1 for bead selection rationale.

(b) Tefzel tubing (3.175 mm outer diameter, Biorad) for gene
gun bullet preparation.

(c) Helios gene gun (Biorad) attached to helium gas supply (see
Note 2 for alternatives).

3. Culture supplies:

(a) 95 % oxygen, 5 % carbon dioxide gas supply.

(b) Small plastic bag (1 quart).

4. Solutions:
(a) Ethanol (95 %) for bullet preparation.

(b) PBS with calcium and magnesium (Sigma Aldrich).

(c) DMEM culture medium (4.5 g/L glucose, sodium bicar-
bonate, and L-glutamine) supplemented with chick serum
(10 %) and penicillin/streptomycin/neomycin antibiotics
(1 %) (Sigma Aldrich).

2.2 Optical

Coherence

Tomography (OCT)

and Microindentation

1. OCT supplies:

(a) Laser viewing card (VR2, Thorlabs; the specific viewing
card depends on the wavelength of the laser light source
of the OCT system).

(b) OCT imaging system (OCT1300SS, Thorlabs).

(c) Black membrane disk filters (VWR).

(d) Transfer pipette (3.2 mL, Sigma Aldrich).

Embryo Mechanical Properties using Microindentation and OCT 5



2. Microindentation supplies (for an alternative method to
microindentation, see Note 3).
(a) Micropipette puller (PC-10, Narishige).

(b) Glass micropipettes (1 mm diameter, World Precision
Instruments).

(c) Micromanipulator (MM33, Sutter Instruments).

(d) Piezoelectric motor (PZS-200, Burleigh Instruments).

2.3 Analysis Computer software (programs we use listed first; possible
open-source alternatives listed thereafter):

(a) 3-D image analysis (Volocity, PerkinElmer; open source: Fiji,
www.fiji.sc).

(b) Programming (Matlab, Mathworks; open source: Python,
www.python.org).

(c) Finite element modeling (Comsol Multiphysics; Abaqus,
Dassault Systèmes; open source: FEBio, http://mrl.sci.utah.
edu/software/febio).

3 Methods

3.1 Chicken Embryo

Preparation, Labeling,

and Culture

1. Place fertile eggs in a humidified incubator at 38 �C to yield
embryos at desired stages. See Hamburger and Hamilton [19]
for incubation times and developmental stages.

2. Extract embryos from the eggs. Gently crack the egg open and
place the contents into a 150 mm Petri dish. The embryo
(a small white disk) will be positioned on top of the yolk.
Using blunt forceps, remove the thicker albumen around the
yolk. Trim two pieces of Whatman #2 filter paper to an approx-
imate 2 cm diameter circular disk and create at least two inter-
secting holes in the middle using a paper hole puncher. Place
one of the papers on the yolk, centering the embryo in the
holes, and let sit for a minute. Cut around the perimeter of the
filter paper with microscissors and remove the embryo (now
attached to the filter paper via extraembryonic membranes)
from the yolk with fine forceps. Gently rinse the embryo in
PBS in a 150 mm Petri dish. Transfer the washed embryo to a
35 mm culture dish, sandwich the attached membranes with
the second piece of filter paper, and use a 0.68 in. diameter steel
ring to stabilize the construct at the bottom of the dish
(Fig. 1a). Add PBS (1.5 mL) to hydrate the embryo and verify
normal morphology under a dissecting microscope. This step is
demonstrated in its entirety in [20].

3. Label tissue for deformation tracking. Using microscissors,
remove membranes covering the tissue of interest (e.g., for
the heart on the ventral side of the embryo, remove the
splanchnopleure; for the brain on the dorsal side, cut away
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the vitelline membrane). Remove all PBS from the culture dish
and inject polystyrene microspheres from previously prepared
“bullets” (diameter ¼ 10 μm; seeNotes 1 and 4) at 60–100 psi
(seeNote 5) using a gene gun (Fig. 2a). Rehydrate the embryo
in culture medium (89 % DMEM, 10 % chicken serum, 1 %
antibiotics; �1.5 mL). To eliminate potential artifacts due to
surface tension, submerge the embryo completely to a depth of
about 0.5 mm (Fig. 1b) [21].

4. Verify sparse labeling in the tissue using a dissecting micro-
scope. If bead number is insufficient for future strain analysis
(<8 beads near the region of interest, see Fig. 4), repeat gene
gun labeling procedure in the previous step.

5. Place up to seven culture dishes in a 150 mm Petri dish, load
samples into a plastic bag filled with 95 % O2 and 5 % CO2, and
place in the incubator (Fig. 1b, see Note 6 for atmosphere
rationale and alternative culture methods).

3.2 Optical

Coherence

Tomography

and Microindentation

1. Remove the culture dish containing the embryo from the
incubator and place on the stage of the OCT system. Verify
that a layer of liquid media is present over the embryo. This
layer should be shallow enough to maintain a strong image
signal, but deep enough to submerge the cantilever beam so
that surface tension forces will not affect the measurements.

O2 + 5% CO2

paper
rings

embryo vitelline membrane

paper
rings

a

embryo

wire ring

b

gap in the
wire ring

liquid medium

bottom

Fig. 1 Schematic for chicken embryo culture (adapted with permission
from [21]). (a) Embryos are removed from the yolk using a filter paper carrier.
A wire ring is placed on top of the filter paper to prevent the embryo from
floating. (b) The embryo (here: ventral side up) is submerged in liquid medium
(see Subheading 3.1) and a 95 % O2, 5 % CO2, atmosphere is used for culture
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This layer of fluid is also required to prevent the embryo from
drying out during the experiment and is critical to avoid OCT
imaging artifacts that occur at tissue-gas interfaces.

2. Turn on the near-infrared laser for the OCT system and locate
the desired region for indentation in the cross-sectional imag-
ing window. For small samples that are difficult to locate, we
recommend using a laser viewing card for preliminary sample
alignment prior to image inspection. If necessary, place a dark
membrane disk underneath the embryo to limit reflection arti-
facts that arise from the bottom of the culture dish. Upon
locating your region of interest, verify that microspheres
(local, bright, high-contrast markers, Fig. 2b–d) are embedded
in the tissue.

Fig. 2 Embryo labeling. (a) Gene gun for ballistic embryo labeling with polystyrene microspheres. (b) 3-D
rendering of HH12 chick embryo, ventral side up. The c-looped heart and ventral forebrain are outlined. (c)
Contrast, grayscale, and brightness are adjusted to highlight injected microspheres. (d) Microspheres are
segmented and overlaid on original rendering to assess label locations and density. Scale bar: 200 μm
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3. Perform an initial 3-D scan around the region of interest
(Figs. 2b–d and 3b). Optimize scanning window size based on
the size of the tissue and sampling frequency based on the
resolution of the OCT system. Note that oversampling will
lead to more cumbersome image analysis later. For the early
chicken embryo, we have found success with a 3 � 3 mm scan-
ning window with transverse resolution near that of the diame-
ter of the microspheres used to label the embryo.

4. Prepare the microindenter. (For clarity, some of the structural
components used in this step are shown in schematic form in
Fig. 3a. These items are indicated in bold in the text.) Make a
microindenter from a glass micropipette using a pipette puller
set near the maximum temperature setting to yield a small
indenter tip (10–30 μm diameter, 0.5–1 cm length). Place a
small ink spot on the tip to aid in motion tracking (see Sub-
heading 3.3, step 1). This tip is connected at a right angle via
superglue to a slightly wider cantilever beam (60–80 μm diam-
eter, 4–5 cm length), which is obtained by using the pipette
puller at slightly lower temperature. This beam is connected at
its other end to a rigid beam holder (1 mm diameter pipette,
6–8 cm length, pre-bent at a right angle using a torch) which
is attached to a pipette holder controlled by a piezoelectric

M

F

H

b

C’

C

Motor

Beam HolderBeam

In
de

nt
er

 T
ip

Ink Spot d e

c c’

Control Indented

M
H

M

a 3-D
micromanipulator

Fig. 3 OCT imaging during microindentation. (a) Schematic for microindenter as described in Subheading 3.2.
Arrows indicate direction of cantilever beam deflection. (b) HH12 chick embryo dorsal side up with overlying
vitelline membrane removed. Brain tube outlined for clarity (F ¼ forebrain; M ¼ midbrain; H ¼ hindbrain).
Cross-sectional locations for microindentation planes (c and c0) are indicated. Red circle indicates location for
microindentation. (c and c0) Longitudinal and transverse cross sections of the brain, respectively, during
indentation. Microindenter tip (arrows) and microspheres (arrowheads, only some are denoted) are apparent.
(d and e) 3-D reconstructions of the control and indented midbrain. Color map is surface curvature to show
indentation location. Scale bars: 100 μm
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motor and three-dimensional micromanipulator. For advice
on calibrating the cantilever beam prior to beginning the exper-
iment, see Note 7.

5. Using visual inspection, position the indenter tip close to the
region of interest in the embryo. Carefully control the micro-
manipulator to move the indenter tip into the focal view of the
OCT (Fig. 3c, c0).

6. Begin periodic indentation of the tissue. Record a series of
indentations (at least three) while constantly scanning in 2-D
cross section using the OCT system (see Note 8 for comments
on cross-sectional versus volumetric image acquisition rates
using OCT) (Fig. 3c, c0). Following periodic indentation,
stop the indenter tip at various indentation depths (including
the maximum) and perform a 3-D scan around the indentation
site to record the deformed tissue profile (Fig. 3d, e). Volumet-
ric scanning time should be optimized for image clarity, but
also to prevent viscoelastic effects from complicating later
deformation analyses as described in Note 9.

7. When the indenter is retracted from the tissue, move the tissue
away from the indenter using micrometer controls on the OCT
stage. Now, repeat the periodic indentation and cross-sectional
imaging described in the previous step in fluid alone. These
control data will be used to calculate cantilever beam deflec-
tion. Volumetric scans are not necessary in this step.

3.3 Stiffness

and Displacement

Analysis

1. Using thresholding algorithms in three-dimensional image
analysis software (e.g., Fiji or Volocity), record indentation
depth (w) from the displacement of the indenter tip, which
can often be visualized directly in OCT cross sections. Due to
light scattering, a dark ink spot applied on the tip (Fig. 3a) is
also useful for tracking. Repeat for all tissue and control
indentations.

2. Calculate cantilever beam deflection (which is not tracked
directly) from the difference in tip displacement between the
control and tissue indentations. Convert this deflection to
applied force using data from the calibration step described in
Note 7. See ref. 14 for more details.

3. Compute stiffness from the slope of the resulting force-
displacement curve at a particular indentation depth. Stiffness
at small indentation depths (5–10 μm) can usually be approxi-
mated using a simple linear regression. Larger indentation
depths, however, often result in nonlinear force-displacement
curves, as tissues tend to stiffen with increasing deformation. In
this case, we have found the following four-parameter function
to be useful for curve fitting:

P ¼ aw þ b

2
w2 þ c

d
exp dwð Þ; (1)
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where a, b, c, and d are regression parameters determined
through nonlinear least-squares analysis (performed in Matlab
or a similar statistics program) and P is the applied force. Tissue
stiffness is then given by

kðwÞ ¼ dP

dw
¼ a þ bw þ cexp dwð Þ: (2)

3.4 Deformation

Analysis (Strains)

1. Use thresholding algorithms to determine centroids of fiducial
markers (at least 8) near the indenter tip in the control and fully
indented configurations (Fig. 4a, b). Since the beads are
embedded in the epithelium, the indenter tip will not dislodge
the beads.

2. Compute Lagrangian strains from the bead coordinates (X,Y,Z)
and (x,y,z) in the undeformed and deformed configurations,
respectively (Fig. 4c) [22]. Use standard routines (Matlab or
similar) to fit 2-D surfaces (appropriate for most thin epithelia,
see Note 10) to marker coordinates near the indenter tip to
generate x(X,Y), y(X,Y), and z(X,Y) with the undeformed
surface given by Z ¼ Z(X,Y) (see appendix of [8]).

3. Next, compute two-dimensional surface strains (Eij) on a 3-D
surface using the following equations (see ref. 8):

Exx ¼

@x

@X

� �2

þ @y

@X

� �2

þ @z

@X

� �2

� 1� @Z

@X

� �2
" #

2 1þ @Z

@X

� �2
" #

Fig. 4 Indentation strain. (a) Undeformed and (b) indented midbrain. Tracked marker positions (n ¼ 17)
indicated with open circles (shifted above the surface for visualization purposes). Dashed circle indicates
region for strain analysis. (c) Lateral normal strain (Exx) is computed from marker centroids and mapped to the
indented surface. Strain is generally positive and is highest adjacent to the indentation site where gradients in
tissue curvature are most prominent
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Practical details to consider in a strain analysis, including
marker density and noise in experimental data, are described in
Note 11.

3.5 Material

Properties

1. Establish a 3-D finite element model (e.g., using Comsol
Multiphysics, Abaqus, or similar) with a geometry approximat-
ing the indented tissue region (Fig. 5a, b). (In more complex
cases, the 3-D geometry of the control surface can be imported
directly into the modeling program using appropriate geome-
try interconversion files.) Postulate a suitable strain-energy

Fig. 5 Experiments and modeling to determine material properties (adapted with permission from [15]). (a)
Finite element model for indentation. (b) Close-up of mesh near the indenter. Vertical displacements w(r) of
several surface nodes are recorded during indentation. (c and d) Force-indentation (c) and surface marker
displacement (d) curves from a representative sample. Circles (experiment) and best-fit model solutions
(curve) are shown. Good agreement suggests that material properties used in the model are sufficient to
capture experimental behavior
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density function W and use the model to simulate the indenta-
tion experiment. It is important to include residual stress in this
procedure as discussed in Note 12.

2. Use the following objective function (Ω) and a standard non-
linear least-squares optimization procedure (e.g., Levenberg-
Marquardt algorithm) to minimize differences between
experimental (EXP) and model (FE) forces, displacements, and
strains (Fig. 5c, d). For optimization, an objective function (Ω)
of the form

Ω ¼ P þU þ E (4)

is useful, where

P ¼
X
k

PFE � PEXP
� �2

k

U ¼
X3
i¼1

X
k

X
l

ui
FE � ui

EXP
� �2

lk

E ¼
X3
i¼1

X3
j¼1

X
k

X
l

EFE
ij � EEXP

ij

� �2

lk
: (5)

In these equations, P is indentation force, ui are tissue displace-
ments, Eij are Lagrangian strains, k indicates the tip displacement
step, and l is the grid point. Perform an initial optimization and
then repeat the procedure with each function in Eq. 5 scaled by the
mean value from the previous solution [23]. When the scaling
parameters converge, the global minimum is obtained, thus giving
the material properties inW [24]. If convergence issues are encoun-
tered when varying material parameters in W, a semiautomated
weighted grid-averaging method can be used as an alternative to
this step [15].

4 Notes

1. We have found that smaller microspheres (<6 μm) are difficult
to discern from surrounding tissue using OCT imaging. While
we have been able to visualize other colors, dark microspheres
(blue, black) scatter more light and act as ideal contrast agents.
Larger microspheres (>10 μm) are more likely to cause damage
during ballistic labeling and may span multiple cell lengths,
potentially complicating strain analysis.

2. Ballistic labeling with a gene gun is a simple, high-throughput
tissue labeling method for embryonic tissues. In some cases,
such labeling may be impractical, however, such as labeling
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epithelia buried deep within other tissue layers. In this case,
readers are directed to microinjection methods using glass
micropipettes [13, 20].

3. An alternative indentation method is to use magnetic
microspheres under a strong magnetic field to apply forces
[6]. For very small beads, however, the force may be too
small to sufficiently deform the tissue.

4. To prepare gene gun bullets, mix 50 μL of stock bead solution
with 200 μL of 95 % ethanol and pull this solution into Tefzel
tubing using a microsyringe. Allow the beads to sediment for
15 min and suction off excess ethanol. Let sit for an additional
15–30 min so that the beads dry and adhere to the surface of
the tubing. Strike the tubing against a hard surface to help
achieve a more uniform bead distribution. Cut the tubing
into small pieces (<1 cm in length) to generate “bullets” to
load into the gene gun. Dilute or concentrate the initial bead
solution as necessary to yield a sparser or a denser final bead
distribution.

5. Bead injection pressure depends on the thickness, location, and
stiffness of the tissue, as well as the size and composition of the
injected labels. With early-stage chicken embryos, we have
found that injection pressures above 100 psi can tear the extra-
embryonic membranes that adhere the embryo to the filter
paper. Lower injection pressures (40–60 psi) have proven suc-
cessful in thinner, softer epithelia (e.g., the myocardium relative
to the neuroepithelium) at these stages.

6. Because the embryo is submerged in this culture method,
relatively high oxygen levels are necessary to achieve normal
development [21]. For more traditional surface-based culture
methods on albumen or DMEM gels [25], proceed with a
standard 5 % CO2, 21 % O2, balance N2 atmosphere. Note
that the embryo must be submerged prior to the microinden-
tation experiment, however, for the reasons given in step 1 of
Subheading 3.2.

7. The spring constant of the cantilever beam can be calibrated by
adding several known weights (e.g., small pieces of wire) to the
free end and measuring resulting deflections. Beam stiffness
should be similar to that of the tissue being studied to optimize
measurement sensitivity. Using the size and length guidelines
for the cantilever beam described in step 4 of Subheading 3.2,
we can measure indentation forces at the level of nanonewtons
(for comparison, atomic force microscopy measures in the
range of piconewtons) [14].

8. The frame acquisition rate of most OCT systems is not suffi-
cient to record volumetric scans of the microindentation exper-
iment in real time. Because of this limitation, we recommend
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recording periodic indentations in 2-D cross section (easily
visualized in real time), followed by stationary 3-D scans at
selected indentation depths.

9. Volumetric scans during indentation should be optimized
such that imaging time is minimized, yet image quality is still
sufficient to accurately measure bead locations in later analyses.
Fast scan times are important to prevent stress relaxation
(viscoelastic) effects from affecting sample geometry. We rec-
ommend limiting the size of the imaging window to that of the
tissue of interest to decrease acquisition time (often improving
stack acquisition speed near an order of magnitude). Repeated
3-D scans over an extended time interval will also help in
determining when, or if, stress relaxation effects become signif-
icant in the indented tissue.

10. Implicit in our strain analysis is that beads are embedded in a
thin epithelium with coordinates well approximated by a sur-
face. For thick tissue this assumption may not be appropriate,
in which case approaches that quantify transmural strain dis-
tributions from marker arrays can be used [26].

11. The accuracy of the strain algorithm is directly tied to the
accuracy of the surface fitting performed in step 2 of Subhead-
ing 3.4.We have found that the density and distribution pattern
of surface markers, the overall geometry of the fitted surface,
and noise in the data can all affect the accuracy of strain analysis.
Some guidelines for navigating these effects are as follows. We
have found a well-spaced grid of 8+ markers near the indenta-
tion site to be sufficient to capture local variations in strain, with
care taken not to over-extrapolate to outlier marker positions.
Noise in the data can be accounted for by adjusting, for exam-
ple, the “stiffness” of a thin plate spline used in the surface fits,
although it is also important not to oversmooth the data. Test
cases can often be useful in discerning these effects [13].

12. Constitutive equations need to be referred to the stress-free
state of the tissue, which can be assessed using residual stress
estimates [15]. From these data, residual stretch ratios can be
incorporated as additional material parameters in the finite
element model via the fitting steps described in
Subheading 3.5.
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Chapter 2

Hemodynamic Flow Visualization of Early Embryonic
Great Vessels Using μPIV

Selda Goktas, Chia-Yuan Chen, William J. Kowalski, and Kerem Pekkan

Abstract

Microparticle image velocimetry (μPIV) is an evolving quantitative methodology to closely and accurately
monitor the cardiac flow dynamics and mechanotransduction during vascular morphogenesis. While PIV
technique has a long history, contemporary developments in advanced microscopy have significantly
expanded its power. This chapter includes three new methods for μPIV acquisition in selected embryonic
structures achieved through advanced optical imaging: (1) high-speed confocal scanning of transgenic
zebrafish embryos, where the transgenic erythrocytes act as the tracing particles; (2) microinjection of
artificial seeding particles in chick embryos visualized with stereomicroscopy; and (3) real-time, time-
resolved optical coherence tomography acquisition of vitelline vessel flow profiles in chick embryos,
tracking the erythrocytes.

Key words Tissue morphogenesis, Particle image velocimetry, Hemodynamics, Cardiovascular devel-
opment, Aortic arch, Congenital heart defects, Confocal microscopy, Chick embryo, Zebrafish,
Optical coherence tomography

1 Introduction

Increasing number of patients suffering from cardiac diseases,
particularly congenital heart defects [1] and emphasis on mechan-
otransduction during cardiac development [2], has urged the
exploration of experimental tools for rapid and accurate quantifica-
tion of cardiac flows. Syndromes and abnormalities influencing
cardiac function start during early embryonic development, where
the direct assessment of hemodynamics is even more challenging
due to microfluidic scales [3]. Thus, advanced imaging and visuali-
zation methods need to be employed to precisely detect the
malformations of the embryonic cardiac vessel systems and guide
towards the necessary fetal treatments.

Various techniques have been utilized in order to noninvasively
quantify the blood flow dynamics of embryonic cardiovascular
structures, such as the Doppler ultrasound [4], Doppler optical
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coherence tomography (Doppler-OCT) [5], and traditional
microparticle image velocimetry (μPIV) [6, 7]. This chapter
focuses on the use of μPIV technology for two model systems,
namely the chick and zebrafish embryos. These model organisms
have been widely examined for investigating vertebrate cardiovas-
cular development and are well documented [8, 9]. μPIV is most
applicable to chick embryos at stage 24 (approximately 4 days after
the start of incubation) when the cardiac looping transforms the
heart into a looped tube [10]. In the case of the zebrafish, embryos
raised to 32 and 48 h post-fertilization periods can be utilized for
predicting flow patterns [11]. μPIV technique requires the labeling
of flowing fiducial fluid elements. However, injecting artificial par-
ticles to the microcirculation of the zebrafish embryos and
subsequent long-duration time-lapsed imaging are practically diffi-
cult due to bleeding. Furthermore, particles will interfere with
normal cardiac physiology. Major remedy is to utilize transgenic
zebrafish embryos [12] or the OCT-μPIV.

2 Materials

2.1 Transgenic

Embryo Sources

and Staging

1. Fertile white Leghorn chicken eggs are from a local farm. Eggs
should be placed in an incubator of 37 �C and 50–60 % relative
humidity (see Note 1). To facilitate experimental work, eggs
should be incubated blunt end up.

2. Zebrafish (Danio rerio) were maintained according to standard
protocols [13]. chrna1b107/b107 [14], Tg(kdrl:GFP)la116
[15], Tg(gata1:DsRed)sd2 [16] zebrafish embryos were raised
to 32 and 48 h post-fertilization (hpf) for hemodynamic
quantification.

2.2 Solutions and

Seeding Particles

1. Zebrafish anesthetic: 400 mg Tricaine powder (Sigma-Aldrich
Corp., St. Louis, MO, USA), 97.9 mL deionized water, 1 M
Tris-HCL (Sigma-Aldrich Corp., St. Louis, MO, USA), pH 7.

2. Chick Ringer’s solution: 135 mM NaCl, 4 mM KCl, 10 mM
Tris–HCl, 10 mM Tris base, 11 mM dextrose, pH 7.4 (see
Note 2).

3. Fluorescent particles: 0.5 μm fluorescent polystyrene micro-
spheres (Thermo Scientific Fluoro-Max Red Aqueous Fluores-
cent Particles, Waltham, MA, USA). Dilute the 1 % solid stock
particle solution to 0.05 % solids with Ringer’s solution. Add
150 μL of the 1 % solid solution to 2.85 mL Ringer’s solution
and vortex. The diameter and seeding concentration of artifi-
cial particles should be optimized for the specific PIV equip-
ment (see Note 3).
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2.3 Zebrafish

Confocal Microscopy

and Microfluidic

Platform

1. SU8 2075 photoresist and developer (MicroChem Corp.,
Newton, MA, USA).

2. Polydimethylsiloxane (PDMS) (Dow Corning Corp., Midland,
MI, USA).

3. Acetone and Isopropanol (Sigma-Aldrich Corp., St. Louis,
MO, USA): As an alternative, agarose gel (Sigma-Aldrich
Corp., St. Louis, MO, USA) can be used to mount embryos
during imaging (see ref. 12).

4. Hot plate.

5. Micro-poker.

6. Spin coater (Solitec Photoresist Spinner, WT Services, Inc.,
Fitchburg, MA, USA).

7. Silicon wafer.

8. Plasma cleaner.

9. Vacuum oven.

10. N2 gun.

11. Petri dishes of 14 cm diameter (Fisher Scientific International
Inc., Hampton, NH, USA).

12. Curing agent (Dow Corning Corp., Midland, MI, USA).

13. DaVis 7.2 PIV (LaVision, Inc., Goettingen, Germany) soft-
ware is adopted for quantification of hemodynamics in blood
vessels.

14. A Leica TCS SP5 confocal microscope with resonant scanner
(Leica Microsystems GmbH, Wetzlar, Germany) is used for
fluorescent imaging.

2.4 Chick Embryo

Microscopy and

Instrumentation

1. Leica MZ 16FC stereomicroscope with external Leica EL6000
mercury halide light source coupled through the collimator for
episcopic fluorescence (Leica Microsystems GmbH, Germany)
(seeNote 4). The microscope binocular includes a beam splitter
to direct light to both eyepieces or one eyepiece and a mounted
camera.

2. Leitz 3-axis micromanipulator.

3. Dumont #55 and 5MS tweezers (WPI, Sarasota, FL, USA).

4. Vannas microscissors, 8 cm length with 5 mm blades and
0.1 mm tips (WPI, Sarasota, FL, USA).

5. 28 gauge MicroFil needle (WPI, Sarasota, FL, USA).

6. 10 μL Hamilton gastight syringe with Luer tip.

7. 20 gauge blunt tip needle.

8. PE-60 tubing (Braintree Scientific, Braintree, MA, USA).
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9. PC-10 puller and EG-44 microgrinder (Narishige Inc., Japan)
for generating 20–30 μm microneedles used for injection (see
Note 5).

10. Photron SA4 high speed camera, Leica FX350 high speed
camera.

2.5 Chick Embryo

Optical Coherence

Tomography

1. Thorlabs Ganymede Spectral Domain Optical Coherence
Tomography (OCT) system: The OCT light source is a
930 nm superluminescent diode with a 100 nm spectral band-
width. Axial resolution is 5.8 μm in air (4.3 μm in water) and
lateral resolution is 8 μm. The maximum A-scan rate is 29 kHz
(see Note 6). The spectrometer consists of a 12-bit high-
sensitivity CCD camera with 2.0 μm pixel spacing. Data is
transferred in real time over a GigE connection to a PC with
a 3.3 GHz processor. A refraction index of 1.33 is used for
the aqueous environment of the chick embryo. The OCT
stage includes an XY-axis manipulator for fine adjustment of
the embryo position. The position of the scanning plane can
be further adjusted by shifting the Galvo mirrors enclosed in
the probe.

2. A custom-built enclosed clear plastic chamber surrounding the
OCT imaging probe and egg to maintain a 37 �C and 60 %
humidity environment. Important features include a 250 W
heat lamp connected to a temperature controller and a drug-
store humidifier. Adjustable vents on opposing sides and a
computer fan create adequate air circulation.

3 Methods

3.1 Embryo Staging This protocol is designed to quantify microcirculation of embryos
at selected developing stages. To ensure the healthy growth of the
tested developing zebrafish, a zebrafish breeding protocol is fol-
lowed (see ref. 13). The morphological changes of zebrafish
embryos during this time window are quantified and described in
Table 1. Chick embryos are staged according to Hamburger and
Hamilton [17]. For early embryos (prior to stage 26), the number
of somites and angle between the axial and cranial axes are primary
indicators of the development stage. Blood flow begins between
stages 11 and 12 (40–45 h).

3.2 Microfluidic

Platform Fabrication

To immobilize zebrafish embryos during time-lapse confocal-μPIV
imaging, a biocompatible polydimethylsiloxane (PDMS) platform
is fabricated through a microfabrication procedure as described
below:

1. Rinse a 4-in. silicon wafer and a 5-in. transparency (which
defines the geometry of the platform) with acetone and
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isopropanol. Blow-dry the wafer and the transparency with N2

gun after the rinse.

2. Place the wafer onto a spin-coater stage for SU8 2075 film
spinning. The set spinning parameters are 10 s at 500 rpm
and subsequent 30 s at 2,000 rpm.

3. Place the wafer with SU8 film (~150 μm thick) on top of a hot
plate for 60 min at 65 �C (see Note 7).

4. Allow the wafer to cool to room temperature and harden after
heating. Expose the wafer with a 365 nm ultraviolet (UV) light
source for 145 s.

5. Heat the wafer for 22 min at 65 �C. Allow the wafer to cool to
room temperature again.

6. Develop the exposed SU8 film using an SU-8 developer for
approximately 20min. Apply a 10-s rinse with isopropanol. Dry
the wafer with N2 gun and inspect it with a profilometer to
examine the features of the SU8 mold.

7. To make a corresponding PDMS platform replica using
the SU8 mold, firstly place the SU8 mold in a petri dish
(see Note 8).

8. Mix PDMS base and curing agent in a 10:1 (base:agent) ratio of
mixture by weight (example 30 g base, 3 g agent).

9. Place the mixture in a centrifuge tube and centrifuge for about
20 s to remove bubbles.

10. Bring a cup of PDMS mixture close to the surface of the SU8
mold. Pour it onto the center of the mold and spread around it
(see Note 9).

11. Place the SU8 mold filled with PDMS in a vacuum oven. Wait
for 2 min and then release the vacuum quickly. Repeat this
procedure until the majority of small bubbles have been
dispersed.

Table 1
Dimensions of zebrafish embryos during 24–48 hpf (hours post-fertilization)

(mm)

28 hpf 0.56 0.60 1.07 1.78

36 hpf 0.47 0.55 1.38 2.14

48 hpf 0.34 0.39 1.30 1.94
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12. Heat PDMS for 120 min at 60 �C. Remove cured PDMS from
the SU8 mold by loosening edges with a scraping tool. Con-
tinue with plasma cleaning of the PDMS microfluidic platform
(Fig. 1) [18].

3.3 Volumetric

Confocal Microscopy

Imaging of Zebrafish

1. Position embryos laterally on the stage of a confocal micro-
scope to have a visual of erythrocyte flows.

2. Record time-lapse images (256 � 64 pixels) using a 20� oil
objective on a confocal microscope fitted with Ar and HeNe
lasers (488 and 543 nm) (see Note 10).

3. Acquire images using 8,000 Hz (phase-matched bidirectional
resonant scanner). Set the full-frame acquisition rate at 175
frames per second (4,000 frames can be recorded per dataset).
Record at least 20 cardiac cycles, with 60–90 data points sam-
pled in each cardiac cycle.

3.4 Microinjection of

Seeding Particles into

the Chick Embryo

1. Candle the egg by holding it in front of a bright white light
source to view the position of the air sac. Place the egg in a
holder made from an empty scotch tape ring, round bottom
flask holder, or other stable platforms. Using the blunt end of
the tweezers, gently crack the shell above the air sac and peel
away to create a small window around 1 cm2. Remove any
underlying shell membrane blocking the embryo. With the
tweezers, gently peel away the slightly opaque membrane cov-
ering the embryo and surrounding vitelline circulation. Only
peel away enough to expose the embryo and area planned for
injection and PIV acquisition (see Note 11). The embryo
should appear right side up. Left side up or otherwise

Fig. 1 A zebrafish embryo is immobilized in a PDMS microfluidic platform to
facilitate the time-lapse imaging. Scale bar: 400 μm
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dysmorphic embryos should be discarded unless the
experiment calls for them. The window can be covered with
Parafilm and the egg is placed back in the incubator if necessary.

2. Thread about 18 cm of PE-60 tubing onto the 20 gauge
blunt-tip needle and connect to the Hamilton syringe. Attach
the Hamilton syringe to the body of the micromanipulator
with scotch tape. Prime the syringe and tubing with Ringer’s
solution using the MicroFil to perfuse from the syringe to the
tubing. Replace the syringe plunger when done. Using the
MicroFil, prime the microneedle with Ringer’s solution. Attach
the microneedle to the end of the tubing, being sure to avoid
the introduction of air bubbles (see Note 12). Fix the
microneedle to the end of the micromanipulator using a
clamp or other devices, being sure to give enough length to
reach the egg.

3. Put a small amount (3 μL) of the fluorescent dye solution in a
shallow dish (the cap cut from a 2 mL centrifuge tube works
well) and place on the microscope stage. Using the microma-
nipulator, carefully position the tip of the microneedle into the
drop of solution. Draw the fluorescent particles into the tip of
the microneedle by retracting the plunger of the Hamilton
syringe. Verify that the microneedle has taken up some solution
by examining with the microscope.

4. Place the windowed egg under the microscope. If the embryo
is stage 18 or older, dissect away any additional membranes
covering the desired injection site using the tweezers and
microscissors. Do not remove more membrane than necessary.

5. Using the micromanipulator, position the microneedle at the
desired injection site and gently advance to puncture the vascu-
lar tissue (see Note 13). Blood cells should be observed within
the tip of the microneedle to ensure penetration into the
lumen. Bleeding should not be observed, as it indicates a
complete puncture through the vessel. If bleeding is observed,
the microneedle is withdrawn and the embryo is discarded.
Figure 2 shows a stage 21 (3.5-day) embryo with the needle
in place.

6. Turn on the external fluorescent light source and rotate the
filter carriage to the appropriate set. At this time, switch to a
higher objective if possible (see Note 4).

7. Inject the desired volume of solution by depressing the plunger
of the Hamilton syringe. Light pressure should be applied not
to burst the delicate embryo. Injection volumes of up to 0.5 μL
have been shown to minimally affect normal hemodynamics
(<10 % change in stroke volume and mean arterial pressure)
[19]. A section of the vitelline vasculature with seeded particles
is shown in Fig. 3.
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8. Record the circulation of particles for PIV post-processing. The
embryonic heart rate between stages 18 and 24 ranges from
1 to 3Hz and peak dorsal aortic blood velocity is approximately
30 mm/s. Velocities in the primary vitelline veins range from
1 to 10 mm/s. Data acquisition at 100 frames per second is
therefore required for vessels such as the dorsal aorta, while 30
frames per second is sufficient for the extraembryonic regions.

Fig. 2 A stage 21 (3.5-day) chick embryo. (a) The embryo vas viewed under a stereomicroscope with major
cardiovascular structures labeled. (b) A microneedle is inserted into the left vitelline vein to facilitate injection
of microparticles

Fig. 3 A section of the extraembryonic vitelline vascular network with seeded
half micron microparticles after injection. Blood flow is right to left in the large
vessel. The sparse background is due to particles within the smaller vessels and
capillaries
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3.5 Optical

Coherence

Tomography

Acquisition for PIV

1. Turn on the incubation chamber and allow it to stabilize
temperature and humidity.

2. Window the egg to expose the embryo as described previously
(see Subheading 3.4, step 1).

3. Place the egg on the OCT stage. Turn on the OCT system and
apply appropriate settings, including scan width, number of
A-lines, and index of refraction.

4. Begin acquiring 2D B-scans with live streaming. Position and
rotate the embryo such that the scanning plane intersects the
vessel longitudinally. Use the OCT Galvo controls to finely
adjust the scanning plane angle and position. Ensure that the
scanning direction and blood flow direction are the same.

5. Adjust the scanning width and number of A-lines to achieve the
desired frame rate (see Note 14).

6. Stop live streaming and set the record options for the applica-
tion. Record a set number of B-scans or for a set number of
seconds.

7. Restart the scan and record the data (see Note 15). Figure 4
shows a sample processed dataset of blood flow in the stage 18
right vitelline vein.

3.6 Time-Lapse Flow

Velocity Measurement

1. Calculate velocity vectors of blood flows using a fast Fourier
transform cyclic algorithm with second-order correlation from
the PIV software (see Note 16).

2. Employ Gaussian peak fit as a three-point estimator to obtain
sub-pixel accuracy measurement. Apply a multi-pass post-
processing median filter to remove bad vectors >2 root mean
square (rms) velocity, and reinserted if <3 rms of neighboring
vectors (Fig. 5).

Fig. 4 Velocity vectors in the right vitelline vein of a stage 18 (3-day) embryo computed from OCT data.
(a) Sample frame from a 2D OCT image sequence. Green linesmark the vessel boundaries. (b) Cycle-averaged
velocity vectors computed from PIV of erythrocytes. Black linesmark vessel boundaries. (c) The velocity profile
along the dotted line in b (Color figure online)
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3.7 Wall Shear

Stress (WSS)

Calculation

1. Extract instantaneous streamwise velocity from a 50 � 30 pixel
window within a two-dimensional time-lapse PIV velocity map.

2. Integrate the streamwise velocity component along the vessel
cross section to provide the instantaneous average blood flow
rate (see Note 17).

3. Calculate the averaged diameters of the vessel using the average
of systolic and diastolic diameters throughout three cardiac
cycles.

4. Orient embryos to access a region of unidirectional flow.

5. Estimate the instantaneous WSS values from Eq. 1, as follows
(see Note 18):

τ ¼ μ
@u

@r
(1)

@u
@r represents the streamwise normal velocity gradient along

the diameter of a blood vessel of interest (see ref. 11).

Fig. 5 An example of calculated velocity vectors of a blood flow in a zebrafish embryo at two instants. (a) and
(b) show raw single-scan confocal images; (c) and (d) show velocity vectors (adapted from [11]) (reproduced
with permission from IOS Press, The Netherlands)
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4 Notes

1. Embryos will not begin development until the egg is placed in
the incubator. To have the correct stage embryo for experi-
ment, it is important to coordinate the start time of the incu-
bation. Eggs that are not incubated soon after laying generally
show delayed developmental stages, and this delay increases
with the amount of time waited before incubation begins.
Starting incubation more than 3 days after laying results in a
low yield (<50 %).

2. Weigh 7.89 g NaCl, 0.30 g KCl, 1.58 g Tris–HCl, 1.21 g Tris
base, and 1.98 g dextrose and transfer to the vessel. Dilute to a
total volume of 900 mL with distilled water and mix until clear.
Adjust the pH with 1 NHCl. Dilute to 1 L with distilled water.
Store the solution in a closed container at 4 �C.

3. Keane and Adrian demonstrated an optimal particle seeding
concentration depending on the PIVoptics [20]. For volumet-
ric illumination, the depth of correlation (thickness that influ-
ences the correlation result) is related to particle diameter [21].

4. A stereomicroscope is useful for work with in ovo chick
embryos, given the long working distance of the objective
lens. It is helpful to have an external white light source. A
gooseneck illuminator is preferable, as it allows for easy posi-
tioning and minimally obstructs access to the embryo. A 1.0�
objective (working distance of 60 mm) can be used for embryo
manipulation, including injection, while a 5.0� objective can
be used for PIV data acquisition. The Leica MZ 16FC can be
equipped with rotating objective turret (FluoCombi III) for
this purpose. The Leica MZ 16FC uses a floating lens to adjust
the zoom level, ranging between 0.63� and 11.5�. The focus
can be controlled digitally and locked to preserve the focal
plane. A variety of dichroic filter sets are manufactured for use
with the fluorescence module.

5. The microneedle is pulled from a 1.0 mm inner diameter glass
capillary tube. After pulling, the microneedle is beveled to a 30�

tip angle using a microgrinder for about 30 min. The micro-
needle should be inspected for chips prior to use. The same
microneedle can be used for up to four injections unless it is
broken or blocked between the injections. Fluorescent particles
tend to aggregate and block the microneedle. They can be
flushed with distilled water using the MicroFil.

6. The maximum A-scan rate cannot be achieved due to data
transfer from the OCT engine to the PC. Live streaming of
the B-scan further degrades the actual scan rate. In the case of
live streaming, frame rates of 25.1 fps and 17.1 fps are achieved
for a 512 and 757 A-line image, respectively.
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7. During the baking of the SU8 film, use a micro-poker (small
sharp glass rod) to pop bubbles while heating.

8. A paperboard dam around the platform area can be prepared to
reduce the amount of PDMS needed.

9. When pouring PDMS into SU8 mold, be sure to pour the
mixture slowly and close to the mold in order to reduce the
formation of bubbles.

10. Set high-sensitive photomultiplier (PMT) detection in the
range of 495–536 nm and 555–640 nm for green fluorescent
protein (GFP) and red fluorescent protein (DsRed) signals,
respectively.

11. To peel away the extraembryonic membrane, it is easiest to find
a place where the membrane has buckled, grab with the twee-
zers, and pull gently. Pulling in a circular pattern may help to
bring as much membrane away as possible. It is important not
to break any vessels, as the embryos cannot clot until day 8.

12. The outer diameter of the glass capillary is slightly larger than
the inner diameter of the tubing to ensure a tight seal. It helps
to expand the end of the tubing using the tweezers or a heated
metallic probe.

13. Typical injection sites include the large vitelline veins. These
vessels are external to the embryo and close to the surface,
allowing easy access. If the embryo is stage 18 or older, remove
the overlying vitelline membrane using the tweezers and micro-
scissors. Vitelline vessels are around 300 μm at stage 18. The
microneedle tip should be 1/10th the vessel diameter. Position
the embryo such that the microneedle and vessel are parallel. If
the microneedle pushes the vessel and does not puncture, it is
likely dull and should be replaced.

14. The lateral scanning width and number of A-lines should be
optimized to allow the fastest frame rate without sacrificing
lateral pixel resolution. These parameters will set the maximum
velocity that can be acquired. A faster frame rate and larger
scanning width will increase the number of frames that contain
the same particles, allowing higher velocities. However,
increasing the frame rate, by reducing the number of A-lines,
and expanding the scanning width quickly reduce the lateral
pixel resolution (scan width divided by number of A-lines). In
general, the maximum velocity that can be measured is slightly
less than the scan width multiplied by the frame rate.

15. The Thorlabs OCT software writes data to a propriety file type.
These files can be read easily with programs developed in
MATLAB or another language. Each frame is exported as a
TIFF image for use with the PIV processing software.
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16. 16 � 16 pixel with 50 % overlap for two iterations is used as the
first-pass interrogation window. The second pass is selected as
12 � 12-pixel interrogation size with 50 % overlap for two
iterations.

17. TheWomersley numbers of the embryonic microcirculation are
generally low (<1). As such, an assumption of a quasi-steady
parabolic plasma velocity profile is justified.

18. Equation 1 is applied with the assumptions of conservation of
mass as well as the no-slip boundary conditions at the vessel
walls. Embryos with significant out-of-plane velocity compo-
nents at the imaging plane should be discarded.
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Chapter 3

Using Correlative Light and Electron Microscopy to Study
Zebrafish Vascular Morphogenesis

Jacky G. Goetz, Fabien Monduc, Yannick Schwab, and Julien Vermot

Abstract

Live imaging is extremely useful to characterize the dynamics of cellular events in vivo, yet it is limited in
terms of spatial resolution. Correlative light and electron microscopy (CLEM) allows combining live
confocal microscopy with electron microscopy (EM) for the characterization of biological samples at
high temporal and spatial resolution. Here we describe a protocol allowing extracting endothelial cell
ultrastructure after having imaged the same cell in its in vivo context through live confocal imaging during
zebrafish embryonic development.

Key words Zebrafish, Embryo, Morphogenesis, Angiogenesis, Live confocal microscopy, Electron
microscopy, Electron tomography, Laser etching, Targeted ultramicrotomy, Serial sectioning

1 Introduction

Embryo morphogenesis is a fundamental process allowing a grow-
ing organism to develop functional organs. Often in this context,
cell motion is highly dynamic and depends on its cellular andmolec-
ular environment. These latest years, the use of photon and electron
microscopy significantly accelerated our understanding of morpho-
genesis. A challenge in the field is that tissue morphogenesis occurs
at many different spatial and temporal scales (from several milli-
meters to few nanometers and hours to milliseconds, respectively).
A classical example is the development of the vascular system, where
blood vessel formation depends on blood cell movements generated
by the beating heart. As a consequence, vascular development is
driven by events spanning several time scales: the slow migration of
endothelial cells (few microns/hour) and the high velocities of
circulating blood cells (few millimeters/second).

Continuous progresses in light microscopy are pushing the
limits of resolution. On one hand, super-resolution fluorescence
microscopy (PALM, STORM, OMX) has dramatically increased
the spatial resolution of photonic imaging techniques (in the
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order of a few tens of nanometers). On the other hand, progresses
in confocal, two-photon, and light sheet microscopy have allowed
pushing the time resolution limits extensively [1–3].

Furthermore, there have also been major breakthrough in the
field of electron microscopy, which now can address three-
dimensional ultrastructural analysis of large biological volumes.
With serial electron tomography, one can now study with great
details the 3D architecture of complete cells [4, 5]. This technique
consists of acquiring tilt series from semi-thin resin sections. If the
same structure is followed through consecutive sections, one can
retrace the volume of large structures spanning several microns.

However, these techniques are still heavily compartmentalized
and methods have been developed to combine them by correlating
images obtained with different imaging modalities [4]. Specific pro-
tocols now permit a very precise correlation between light and elec-
tron microscopy images of the same biological sample and combine
the advantages of each imaging approaches.

Here, we describe a protocol allowing to image vascular mor-
phogenesis in a living zebrafish embryo and to correlate the
observed events to electron micrographs and 3D electron tomo-
grams (Fig. 1). Light microscopy is used to image the event of

Fig. 1 CLEM pipeline. Drawing depicting the main steps of CLEM
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interest to obtain a 4D (x,y,z,t) mapping of the region of interest
(ROI) and to identify anatomical landmarks that can be used to
track back the ROI using EM. Furthermore, we describe how to
exploit thick EM sections (in the order of 250 nm) for dissecting
cell ultrastructure through electron tomography after correlation.
As an example, we provide here the correlative imaging of a
budding endothelial cell located in the dorsal aorta of a 28-hpf
zebrafish embryo and describe the consecutives steps we have used
for this purpose.

2 Materials

2.1 Zebrafish (ZF)

Embryo Anesthesia,

Live Imaging, and

Image Reconstruction

(Fig. 2)

1. Petri dish (35 or 60 mm diameter).

2. 0.3� Danieau solution: Danieau’s solution recipe (30�):
Mix NaCl (101.7 g, final concentration ¼ 1,740 mM), KCl
(1.56 g, final concentration ¼ 21 mM), MgSO4, 7H2O
(2.96 g, final concentration ¼ 12 mM), Ca(NO3)2 (4.25 g,
final concentration ¼ 18 mM), and HEPES buffer (35.75 g,
final concentration ¼ 150 mM) in 1 L of water and stir until
dissolved. 30� solution can be stored at 4 �C; the pH is 7.6
(see Note 1).

Fig. 2 Light microscopy and fixation. Drawings representing the six steps necessary to process the sample
from the mounting (step 1), imaging (step 2), fixation after imaging (step 3), recollection of the imaged embryo
(steps 4 and 5), and embryo processing for embedding
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3. Air incubator preheated at 28 �C.

4. Danieau solution supplemented with 0.003 % 1-phenyl-2-
thiourea (0.2 mM) to stop skin pigmentation a few hours
after fertilization.

5. Forceps n�5 (FST, Dumont).

6. 0.3� Danieau solution supplemented with 0.003 % 1-phenyl-
2-thiourea (0.2 mM) and with 0.02 mg/ml Tricaine (Sigma-
Aldrich).

7. 0.8 % low-meting-point agarose supplementedwith 0.02mg/ml
tricaine (seeNote 2).

8. A water bath set at 40 �C.

9. A perforated 35mm petri dish (Falcon, BectonDickinson) with
a glass coverslip (Thermo Scientific, thickness 1, 30 mm) glued
with grease (Dow Corning, GMBH) (see Note 3 and Fig. 7).

10. A Pasteur pipette.

11. A stereomicroscope (Leica M250F).

12. A confocal microscope equipped with a heating chamber set at
28 �C and equipped with a high NA 20� objective as well as
with a resonant scanner (800 Hz) for fast acquisition
(see Note 4).

13. A computer equipped with ImageJ and Imaris software
(see Note 5).

2.2 Fixation, Post-

fixation, En Bloc

Staining (Figs. 3 and 4)

1. Flow-through chamber stacks for parallel sample processing:
1 ml pipette tips, plastic mesh from Cellsafe biopsy capsules
(Leica).

2. 2.5 % Glutaraldehyde, 0.05 % malachite green oxalate, in 0.1M
sodium cacodylate (see Note 6).

3. 0.1 M sodium cacodylate buffer.

4. Reduced osmium: 0.8 % potassium ferrocyanide, 1 % osmium
tetroxide in 0.1 M cacodylate buffer.

5. 1 % tannic acid.

6. 0.5 % uranyl acetate.

2.3 Resin

Embedding, Laser

Etching, and Serial

Sectioning (Fig. 5)

1. Graded series of acetone (25, 50, 75, 95, and 100 %).

2. Resins: Araldite M 18.2 % (Sigma 10951), epon 812 22.7 %
(Sigma 45345), Hardener DDSA 54.5 % (Sigma 45346),
DMP-30 4.5 % (Sigma 93331).

3. Material for flat embedding/remounting: Aclar films, 7.8 mil
(EMS), glass slides.

4. Oven set at 60 �C.

5. Laser microdissection microscope, Leica LMD6000.
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Fig. 3 Preparation of flow-through multicell incubation chamber. The multicell incubation chamber permits to
perform the washes with several embryos while keeping them separated for subsequent embedding
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6. Ultramicrotome, Ultracut UCT.

7. Diamond knives: Cryotrim 20, Histo diamond, and Ultra35.

8. EM grids: Maxtaform, copper-rhodium slot grids.

9. Grid box.

10. Grid datasheet.

2.4 Contrasting

Agents (See Note 7)

1. Uranyl acetate.

2. Lead citrate.

2.5 Electron

Microscopes

1. Philips CM12, with Orius 1000 CCD camera (Gatan).

2. Tecnai F30 for electron tomography.

Fig. 4 Flat embedding in epoxy resins. Drawing representing the montage used to flat embed the embryo
within the epoxy resins
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2.6 Software for

Image Processing

1. iMOD package (http://bio3d.colorado.edu/imod/).

2. Fiji (http://fiji.sc/Fiji).

3. Imaris (Bitplane).

3 Methods

3.1 Zebrafish

Embryo: Need for

Fluorescent Lines

Compatible with Live

Imaging

1. Our protocol is based on the use of fluorescent zebrafish trans-
genic lines. The tissue-specific expression of fluorescent pro-
teins renders the correlative analysis easier.

Herein, we used the Tg(flk1:mcherry) line where the endo-
thelial cells express the red fluorescent protein (mCherry)
through the control of the endothelial specific flk1 promoter
(Fig. 6).

2. Combination of double-transgenic lines will ease the localiza-
tion of the biological events as well as the correlation between
photonic and electronic microscopy.

3. This method is compatible with embryos of various stages.

Fig. 5 Laser etching and sectioning. The laser etching step permits to localize the embryo before serial
sectioning
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Fig. 6 CLEM experiment. (a) Scheme of a 28-hfp ZF embryo and its vasculature. (b) Confocal and transmitted
image of a Tg(flk1:mCherry) embryo showing its vasculature (red) and anatomy (gray levels). Yolk, pronephros,
dorsal aorta (DA), and caudal plexus (CP) are highlighted. Blood flow direction is indicated. (c) Transmission
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3.2 Embryo

Anesthesia and

Montage (Fig. 2)

1. Collect ZF embryos after mating and transfer them into a petri
dish containing 0.3� Danieau solution (see Note 1).

2. Place the plates in an air incubator preheated at 28 �C.

3. Transfer embryos into a petri dish containing Danieau solution
supplemented with 0.003 % 1-phenyl-2-thiourea (0.2 mM) to
stop skin pigmentation a few hours after fertilization. This
treatment is needed if imaging is performed 20 h post-
fertilization, as pigments start to form at these stages making
the embryo more opaque and sensitive to light.

4. Remove embryo’s chorion using forceps (see Note 8).

5. Transfer the embryos into a clean petri dish containing 0.3�
Danieau solution supplemented with 0.003 % 1-phenyl-2-thio-
urea (0.2 mM) and with 0.02 mg/ml tricaine in order to
anesthetize the embryos.

6. Prepare a solution of 0.8 % low-meting-point agarose, supple-
mented with 0.02 mg/ml tricaine, and store it in a water bath
set at 40 �C to avoid polymerization (see Note 2).

7. Prepare a perforated 35 mm petri dish with a glass coverslip
(Thermo Scientific, thickness 1, 30 mm) glued with grease
(Dow Corning, GMBH) necessary for inverted confocal
microscopy (see Note 3 and Fig. 7).

8. Transfer the embryos into a petri dish filled with the warm, low
melting point agarose you prepared using a Pasteur pipette.
Avoid agarose dilution by transferring the smallest quantity of
liquid in the process (see Note 9).

9. Collect the embryo using a Pasteur pipette with a small volume
of agarose (200 μl approx.).

10. Dispose the embryo onto the perforated petri dish containing
the glass coverslip in a drop of agarose.

11. Mount the embryos under a stereomicroscope (Leica M250F)
by orienting it on its flank and make sure that the embryo is as

�

Fig. 6 (continued) electron microscopy image of the same ROI (b). The budding cell is visible in the DA and
color-coded in green. (d) Higher magnification image of the region in b (dashed lines). The budding cell is
visible in the DA and color-coded in green. (e) 3D reconstruction of the same region (red fluorescence,
vasculature) showing vessel topography. (f) Higher magnification image of the region in d (dashed lines). The
budding cell is visible in the DA and color-coded in green. Blood and endothelial cells are visible and color-
coded, respectively, in blue and red. (g–h) 3D reconstruction of the same region (red fluorescence, vascula-
ture) showing vessel topography. (i–j) TEM images of the boxed region in d–e. The budding cell is visible in the
DA and color-coded in green. Blood and endothelial cells are visible and color-coded, respectively, in blue and
red. (k) Electron tomogram of the boxed region in j (yellow dashed lines). (l) 3D segmented model of the
electron tomogram showing cell contour and mitochondria
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close as possible to the glass by gently pushing with forceps or
an eyelash.

12. Cover the gel with tricaine-containing Danieau’s solution once
the agarose is polymerized, in order to avoid agarose shrinkage
and embryo movements, respectively (see Note 10).

13. Place the embryo-containing petri dish under the microscope
and image the embryo.

3.3 Live Imaging and

Image Processing:

Capturing the Event

of Interest Together

with Anatomical

Landmarks

1. Localize the region of interest and perform z stacks with a large
field of view (see Note 11). Here, we decided to image the
embryo in a region localized in the ZF dorsal aorta (DA)
(visible through the red fluorescence), which is very close to
both the ZF pronephros (right above the yolk) and the asso-
ciated venous caudal plexus (CP) (Fig. 6). This particular
region contains thus many anatomical landmarks, which ren-
ders the correlation with electron microscopy more amenable.
Here, we imaged one single endothelial cell budding out of the
endothelium, towards the vessel lumen (dorsal aorta, Fig. 6).
This particular phenomenon was imaged using red fluores-
cence from the endothelium, as well as transmitted light
(blood cell movement—see Note 12).

2. Process images using ImageJ (Fiji) freeware and Imaris
software.

3. Build a 3D map of the vessel, allowing precise measurement of
the structure of interest localizations.

Fig. 7 Creating a live imaging chamber. The imaging chamber consists in a petri dish whose bottom is
perforated so that we can seal a round coverslip in place to perform the confocal imaging. Grease is used to
seal the coverslip with the petri dish
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3.4 Sample

Preparation for

Electron Microscopy

3.4.1 Design of a Multi-

Flow-Through Chamber

Stack (Fig. 3)

1. Cut 1 ml pipette tips as shown in Fig. 3.

2. Approach the pipette tip to the flame of a Bunsen burner to
melt the plastic.

3. Quickly snap the tip to the plastic mesh.

4. Section the mesh around the tip and remove the excess of
plastic to produce a smooth edge.

5. Repeat the procedure to produce several baskets that can then
be piled up.

3.4.2 Fixation/

Dehydration/Infiltration

1. Transfer the embryos in fixative (2.5 % glutaraldehyde in 0.1 M
cacodylate buffer) and remove from the agarose. In order to
allow better fixation and osmium penetration, head and tail tip
can be cut using fine forceps.

2. Transfer the tissue to a basket and close it with an empty basket
(see Note 13).

3. Transfer the samples infixativewithmalachitegreen (seeNote14).

4. Incubate for 1 h on ice.

5. Wash four times for 5 min with 1 ml cacodylate buffer.

6. Post-fix with 1 ml of reduced osmium (0.8 % potassium ferro-
cyanide/1 % osmium tetroxide) for 1 h on ice (see Note 15).

7. Wash four times for 5 min with 1 ml cacodylate buffer.

8. Stain with 1 ml 1 % tannic acid for 1 h on ice.

9. Wash one time for 5 min with 1 ml cacodylate buffer and three
times with distilled water.

10. Stain with 1 ml 0.5 % uranyl acetate for 1 h at room tempera-
ture (protect from light).

11. Wash four times for 5 min with water.

12. Incubate in 25 % acetone for 10 min on ice.

13. Incubate in 50 % acetone for 10 min on ice.

14. Incubate in 75 % acetone for 10 min on ice.

15. Incubate in 95 % acetone for 10 min on ice. Repeat two times.

16. Incubate three times in 100 % acetone for 10 min on ice.

17. Infiltrate in 25 % resin (in acetone) for at least 2 h.

18. Infiltrate in 50 % resin (in acetone) for at least 2 h.

19. Infiltrate in 75 % resin (in acetone) for at least 2 h.

20. Infiltrate in 100 % resin overnight in the hood (cap off).

3.4.3 Flat Embedding

(Fig. 4) (See Also Refs. 6, 7)

1. Prepare three aclar films, 7.8 mil (200 μm thick), 76 � 26 mm.

2. Cut a central rectangular hole in one of them, 155 � 10 mm;
this is the spacer.

3. Place the first aclar film on a glass slide installed in the lid of a
10 cm petri dish.
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4. Place the spacer.

5. Place the infiltrated samples on the montage and add drops of
fresh epon to them (see Note 16).

6. Carefully place the top Aclar film, avoiding any air bubble
(see Note 17).

7. Cover with a glass slide.

8. Cover with the bottom part of the petri dish and place some
weight to it (for example an empty glass bottle).

9. Transfer to the oven, for a 2-day polymerization at 60 �C.

3.4.4 Laser Etching

(Fig. 5) (See Also Refs. 6, 7)

1. Remove the Aclar films and spacer from the sample (see
Note 18).

2. Place the bloc on a glass slide and transfer it to a laser micro-
dissecting microscope.

3. Create landmarks by etching the bloc surface (see Note 19).

3.5 Remounting of

the Bloc for Parallel

Serial Sectioning

(Fig. 5)

1. With fine grain sand paper, scratch the surface of the bloc that
was not etched by laser microdissection.

2. Add a drop of fresh resin.

3. Place a dummy bloc onto the drop of resin.

4. Let polymerize overnight at 60 �C.

5. With a razor blade, cut the resin around the region of interest.

3.6 Serial Thick

Sectioning (Fig. 5)

1. Mount the bloc in the sample holder of the ultramicrotome.

2. Coarsely trim the bloc with a razor blade to approach the
etched landmarks.

3. Finish the trimming with a trimming diamond.

4. Knowing the anatomy of the zebrafish embryo for each specific
stage of development, we knew the approximate location of the
dorsal aorta (DA). Coarse parasagittal trimming was therefore
performed to reach the region containing the DA, using the
feed of the ultramicrotome to evaluate the depth of trimming.
Trimming was stopped approximately 5 μm before the putative
position of the DA, and serial sections were collected. For serial
sectioning details, please see ref. 6.

5. Collect the serial sections on slot grids.

6. Record the position on order of the sections on a separated
datasheet.

7. For EM tomography, 200 nm serial thick sections are collected
(see Note 20).
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3.7 EM Acquisition,

Electron Tomography,

and Image Processing

1. Track the region of interest using a transmission electron
microscope (Philips CM12, operated at 80 kV) (see Note 21).

2. Perform electron tomography in a chosen ROI (Fig. 6j–l) (see
Note 22).

3. Segment the tomograms using Imod software.

4. Assemble a 3D model using Imod.

4 Notes

1. We recommend storing the danieau solution as a 30� stock and
make a 0.3� solution for day-to-day experiments.

2. We recommend preparing this solution freshly for everyday
experiments.

3. In order to seal glass coverslips onto 35 mm plastic petri dish,
we apply a low amount of grease and stick the coverslip apply-
ing moderate load (Fig. 7).

4. Acquisition speed can be increased when using a 64 � 254
pixel imaging window.

5. Imaris is used for the renderings. Other software are available
on the market and can be used for the same purpose.

6. Malachite green is a triarylmethane dye which was shown, when
combined with aldehyde fixation, to prevent lipid extraction
during the sample preparation for EM [8]. By preventing lipid
extraction, the osmium fixation is greatly improved. As a con-
sequence, we observed a lower penetration efficiency of the
osmium in the depth of the specimen. Dissecting the sample
close to the region of interest ensures a proper fixation and
good contrast. Interestingly, the enhanced contrast given by
this protocol allows for direct observation of the sections at the
TEM, without contrasting further with heavy metals.

7. On sections, staining is not needed when using malachite
green.

8. Use one forceps to immobilize the chorion (by pinching it) and
the other forceps to pull the chorion out.

9. After pipetting the embryo into the Pasteur pipette, keep the
pipette vertical and wait until the embryo reaches the tip of the
capillary by gravity. Once at the bottom, generate a small drop
containing the embryo and transfer into the agarose by
capillarity.

10. For short-time experiments (few minutes), this step is not
necessary as the agarose does not shrink over a short period
of time. Gently touch the agarose with a forceps to check if the
agarose is cured before pulling the water.
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11. Since the method is mainly based on anatomical landmarks, it is
important to have a good overview of the anatomy at the
confocal imaging step.

12. Imaging of blood cell movement in zebrafish embryos can be
easily performed using fluorescence in the Tg(gata1:dsRed)
transgenic line.

13. It is possible, at this step, to pile up several baskets, for simulta-
neous processing of several types of embryos.

14. The new solution can be pipetted through the baskets, as
shown in Fig. 3. This procedure enables an efficient solution
exchange and is used throughout the whole experiment.

15. The tubes are closed at the stage to avoid osmium dissemina-
tion. Microtubes with screw caps are preferred here (reference:
Sarstedt microtubes type G).

16. You can make sure that the samples reach the bottom of the
resin drop by gently pushing the embryo with an eyelash; this
will prevent them from drifting when installing the top Aclar
sheet.

17. If too much resin is deposited, it will be drained from the
montage resulting in resin-free spaces around the sample. If
the samples are thicker than 200 μm, two spacers can be used.

18. If the resin has spilled over, the use of a razor blade is necessary
to dismount the sandwich as the glass slide and the aclar film
will be tightly glued together. When removing the Aclar films,
place the montage flat on the bench and peal off the Aclar film
keeping the block of resin flat. If bended, the block can break,
resulting in sample damages.

19. Make sure that the sample is oriented consistently to the con-
focal imaging plan. The etched frame should correspond to the
imaged frame, at low magnification, performed in the confocal
microscope.

20. The fixation protocol gives enough contrast to the cell; hence
post-staining of the sections is not necessary.

21. Here, using the anatomic landmarks (DA, CP, pronephros,
yolk), we tracked the budding endothelial cell (green) in the
DA (Fig. 6). This ROI was thus easily found on several consec-
utive sections. Such an anatomical landmark can be used (using
a coordinate system) to track back several events of interests all
over the ZF embryo.

22. Here, we focused the study on contact zones between the
budding cell and its original endothelium. For this purpose,
automated data acquisition of tilt series through an angular
range of about �70� to about +70� (depending on the sec-
tions) with 1� increments was performed using a field emission
gun electron microscope operating at 300 kV (Tecnai F30; FEI
Company, Eindhoven, The Netherlands).
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5 Additional Remarks

1. HPF is the method of choice to preserve the ultrastructure of
biological specimen in a close to native state. But it is limited to
samples thinner than 200 μm. The ZF embryo, at least in its
anterior part, is thick and does not fit the HPF carrier of the
EMPACT2.Moreover, we wanted minimal anatomical changes
of the sample between the LM acquisition and the flat embed-
ding, in order to precisely retrace the position of theROI.When
trying to fit the embryos into theHPF carrier of the EMPACT2,
the sample is necessarily compressed and folded [9].

2. We decided to chemically fix the ZF embryos. As they do not
breathe at this stage, and as their skin is already an efficient
barrier to the external medium, immersion fixation is not effi-
cient and can take minutes to be achieved. It is therefore
preferable to cut the specimen while in fixative, to allow quick
penetration of the chemicals and efficient fixation.

3. There is no need to perform thick sectioning if electron tomog-
raphy is not needed.

4. Aclar is a Teflon polymer [10] that we use for its lower adher-
ence to the epon resin. It is a perfect material for flat embed-
ding as it is easily removed from the cured resin. Furthermore,
it produces flat and smooth block faces, allowing for LM imag-
ing of the embedded blocks.
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Chapter 4

Micro/Nano-Computed Tomography Technology
for Quantitative Dynamic, Multi-scale Imaging
of Morphogenesis

Chelsea L. Gregg, Andrew K. Recknagel, and Jonathan T. Butcher

Abstract

Tissue morphogenesis and embryonic development are dynamic events challenging to quantify, especially
considering the intricate events that happen simultaneously in different locations and time. Micro- and
more recently nano-computed tomography (micro/nanoCT) has been used for the past 15 years to
characterize large 3D fields of tortuous geometries at high spatial resolution. We and others have advanced
micro/nanoCT imaging strategies for quantifying tissue- and organ-level fate changes throughout mor-
phogenesis. Exogenous soft tissue contrast media enables visualization of vascular lumens and tissues via
extravasation. Furthermore, the emergence of antigen-specific tissue contrast enables direct quantitative
visualization of protein and mRNA expression. Micro-CT X-ray doses appear to be non-embryotoxic,
enabling longitudinal imaging studies in live embryos. In this chapter we present established soft tissue
contrast protocols for obtaining high-quality micro/nanoCT images and the image processing techniques
useful for quantifying anatomical and physiological information from the data sets.

Key words Tissue morphogenesis, Embryonic development, Morphogenesis, Soft tissue, Micro/
nanoCT images

1 Introduction

Growth, differentiation, and organization represent the fundamen-
tal stages of embryogenesis [1]. Heterogeneous patterning of mul-
tiple cell types with complex orchestration has necessitated the
development of new imaging strategies for capturing this dynamic
process. Parallel advancements in experimental and imaging tech-
nologies have enabled dynamic, quantitative studies of morpho-
genesis and dysmorphogenesis. Three-dimensional imaging
modalities offer unique insights and provide quantitative informa-
tion on the dynamic tissue fate changes during development.

Micro/nano-computed tomography (micro/nanoCT) has
been used for the past 15 years to characterize tortuous spatial
geometries at high resolutions [2]. A gamma source emits
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high-powered X-ray energy whose attenuation through the sample
is registered by a gamma camera opposite the emitter relative to a
bone standard [3]. Through a back projection analysis from 360�

discrete angle measurements, the image is fully registered into a
series of planar slices which can be interpolated into a three-
dimensional reconstruction [2]. Scans lasting for a few minutes or
less can achieve resolution at 50–25 μm [4] but longer exposure
times can yield resolution into the submicron range [5].

Micro/nanoCT has become an important imaging technology
for dynamic and quantitative imaging of embryonic development.
Johnson and colleagues imaged transgenic mouse embryos using
microCT for virtual histology. With an 8 μm scan of wild-type mice
stained with osmium tetroxide, virtual histology from the microCT
scan is compared to that of paraffin histology of E11.5 embryos
(Fig. 1, [6]). Using a 27 μm scan and osmium tetroxide staining,
segmentation and screening of developmental defects found in the
rostral neural tube of Pax3:Fkhr E11.5 transgenic mouse embryos
were seen with microCT imaging [6]. Through virtual histology
segmentation, the cephalic forebrain, midbrain, and hindbrain vesi-
cles, the heart wall and cardiac ventricles, and the liver were visua-
lized [6]. Furthermore, the incomplete neural crest closure,
overgrowth of the mesenchyme, and hypotrophy of the telence-
phalic vesicles are seen with the 27 μmmicroCT scan. Furthermore,
Degenhardt and colleagues used microCT to image PlexinD1
mutant mouse embryos at 16 μm resolution for visualizing cardiac
defects stained with Lugol’s solution [7]. E17.5 PlexinD1 mutant
embryos were compared to wild-type embryos and multi-planar
reconstructions were used to determine the planes that best reveal
the defects, showing intracardiac and extracardiac defects that are
clearly seen with the microCT scans (Fig. 1, [7]).

In HH24 chick embryos, Metscher compared different soft
tissue staining techniques imaged at 12 μm resolution (Fig. 2,
[5]). Butcher et al. scanned embryonic chick hearts from HH15
to HH36 perfused with Microfil™, a radiopaque casting polymer,
through microinjection. The hearts were scanned at 10.5 μm reso-
lution and three-dimensional volumetric reconstructions were ren-
dered and compared to serial reconstructions and scanning electron
micrographs. Volume changes of the atria, ventricles, outflow tract,
and atrioventricular canal were quantified throughout develop-
ment. The general microinjection setup and microCT volume ren-
dering as compared to the serial sections and scanning electron
micrograph are given in Fig. 3 [2]. Kim and colleagues stained
chick embryos with osmium tetroxide and characterized organ
development with isosurface three-dimensional renderings of
chicks spanning days 4–10 of embryogenesis (Fig. 3, [4]).

Using the high-resolution capabilities in nanoCT, Metscher
et al. demonstrated scan resolutions of 0.97 μm of the developing
chick embryo stained with Lugol’s solution where neural crest cells
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Fig. 1 (a) Comparison of paraffin and virtual histology of E11.5 mouse embryos scanned at 8 μmwith isosurface
renderings in the top row, traditional histology sections from a littermate in the middle row, and the virtual
histology via microCT in the bottom row [6]. (b) Multi-planar reconstructions of E17.5 wild-type mice and
PlexinD1 mutant mice in the black and white images of the top and bottom rows, respectively. The red images
illustrate volumetric reconstructions of the wild-type (top row) and mutant mice (bottom row) demonstrating the
malformation of the aorta and pulmonary artery [7]. Scale bars: (a) 400 μm, (b) 500 μm
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Fig. 2 Comparison of common contrast stains denoted on the image with resolution ranging from 4.6 to
5.1 μm [5]. Scale bar is 500 μm

Fig. 3 (a) Microinjection setup [2]. (b) Isosurface renderings of days 4, 7, and 10 (left to right) chick embryos
with colorized segments showing the cranial neural crest (light blue), eye (purple), limb (green), cardiac
muscle (brown), and conotruncal cavity (dark blue) [4]. (c) MicroCT image of an HH30 chick heart (left) as
compared to the serial reconstruction (middle), and the scanning electron micrograph (right) [2]. Scale bar is
1 mm
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can be seen (Fig. 4, [5]). Extending past general soft tissue staining,
Metscher and colleagues have demonstrated antigen-specific tissue
staining with whole-mount imaging of antibody probes with metal-
based immunodetection [8]. In Fig. 4, antigen-specific immunos-
taining for alpha myosin heavy chain (aMHC) and type II collagen
distribution in the developing limb is given. Henning and
colleagues demonstrated the first in vivo live embryonic study
using microCT imaging. Henning et al. quantified the level of
contrast, biodistribution, and organ volume of developing chick
embryos (Fig. 5, [9]). Furthermore, Henning and colleagues
demonstrated that radiation from the scan up to 798mGray did
produce any morphological defects up to day 10 of chick develop-
ment when the experiment was ended [9]. Visipaque™ (VP) and
Omnipaque™ (OP) were used as exogenous soft tissue contrast.

Fig. 4 (a) Volumetric reconstruction from a microCT image of limb cartilage patterning over development at
HH27, -29, and -31 of the chick embryo with antigen-specific staining of type II collagen at resolutions
between 3.8 and 4.8 μm [8]. The arrow indicates the vestigial anlage of digit 5 in the forelimb. Scale bar is
500 μm. (b) Alpha myosin heavy chain antigen-specific staining in the chick embryo. (c) High-magnification
image of a stage 12 chick embryo with resolution at 0.97 μm where neural crest cells are visualized [5]. Scale
bar is 100 μm
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OP was found to be embryotoxic within 24 h postinjection due to
being hyperosmotic whereas iso-osmotic VP was nontoxic up to
day 10 of development [9]. Additionally, VP produced 1060
Hounsfield units of contrast with a 50 μm resolution microCT
scan [9].

Micro/nanoCT imaging is a powerful tool for quantifying
dynamic anatomical changes throughout development and it
enables physiological changes to be measured as well. Using the
image data, three-dimensional models can be generated and used
for computational analysis and simulation of physiological events.
Yalcin and colleagues analyzed the hemodynamic patterning of the
atrioventricular canal in the embryonic chick using three-
dimensional data obtained by microCT and flow parameters
acquired from ultrasound imaging. The averaged wall shear stress
was found at early, peak, and late stages of the cardiac cycle char-
acterizing the inflow and outflow patterns seen in development
(Fig. 5, [10]).

Fig. 5 (a) 2D and 3D rendered 50 μm microCT images of live day-3 embryonic chicks injected with VP [9].
(b) Quantitative volumetric analysis of day-4 chick embryos imaged at 50 μm [9]. Dark blue represents the
hindbrain, light blue is the forebrain, green is the eye, and purple is the heart. (c) 3D hemodynamic
environment of the atrioventricular canal in an HH27 chick embryo [10]. Scale bar is 200 μm
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Micro/nanoCT imaging is a powerful tool for studying
embryonic development and quantifying anatomical and physio-
logical changes. Through the wide variety of tissue staining techni-
ques, high-contrast, high-resolution multi-scale three-dimensional
images are easily attained and with the emerging antigen-specific
staining, localized expression changes can be differentiated and
quantified. Furthermore, with the advancement into live embry-
onic imaging, longitudinal embryonic studies have become a tangi-
ble reality. In this chapter we introduce some of the most common
protocols for imaging with micro/nanoCT and the image proces-
sing techniques needed to quantify the information observed
within the image.

2 Materials

2.1 General Soft

Tissue Contrast Agents

The most prominently used methods for nonspecific embryonic
soft tissue contrast are given below. This information is summarized
in Table 1 (see Note 1).

2.1.1 Lugol’s Solution 1. 1 % weight/volume of elemental iodine (I2, Sigma).

2. 2 % potassium iodide in water (KI, Sigma).

2.1.2 Phosphotungstic

Acid (PTA)

1. 1 % weight/volume of phosphotungstic acid (Mallinckrodt
Stains) in water.

2. Absolute ethanol.

2.1.3 Osmium Tetroxide 1. 1–2 % osmium tetroxide in phosphate buffer (OsO4).

2.1.4 Gallocyanin-

Chromalum

1. 5 % weight/volume in water of gallocyanin-chromalum
(Chroma 1A).

2.1.5 Microfil TM 1. Standard petri dish.

2. Earl’s Balanced Salt Solution (EBSS, Sigma).

3. Microinjection protocol (see Subheading 2.3).

4. Polymerizing contrast agent (Microfil, Flow-Tech, Inc.).

2.1.6 OmnipaqueTM 1. Omnipaque is administered to a live specimen but it is lethal
within 24 h making it ineffective for longitudinal studies [9].

2. Omnipaque™ (iohexol, GE Healthcare) with a concentration
of 350 mg/mL of iodine.

2.1.7 VisipaqueTM 1. Visipaque is administered to a live specimen and has shown to
be nonembryotoxic [9].

2. Visipaque™ (iodixanol, GE Healthcare) with a concentration
of 320 mg/mL of iodine.
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2.2 Antigen-Specific

Contrast

2.2.1 Enzyme

Metallography

Immunostaining

(Adapted from [8])

1. A primary antibody is chosen for immunostaining.

2. Secondary antibody for immunostaining (goat anti-mouse IgG
HRP conjugate, Invitrogen) (see Note 6).

3. Glyoxal-based fixative (Shandon Glyo-Fixx, Thermo
Scientific).

4. 100 % methanol.

5. Dimethylsulfoxide.

6. Hydrogen peroxide.

7. Solution of 100 mM maleic acid, 150 mM NaCl, 0.1 % Triton
X-100 pH 7.4 (MABT).

8. Blocking solution of MABT with 0.1 % saponin, 10 % sheep
serum, 0.5 % Roche Blocking Reagent, DMSO.

9. Nanoprobes EnzMet 6010 Enzyme Metallography Kit
(Yaphank, NY).

(a) The EnzMet kit from Nanoprobes comprises three differ-
ent solutions based on the chemical reduction reaction in
peroxidase to reduces silver ions (Ag+) to insoluble metallic
silver (Ag0), precipitating in the immediate vicinity of the
enzyme conjugate.

(b) Using a peroxidase-conjugated secondary antibody and
following the EnzMet kit instructions, the silver precipitate
acts as the tissue-specific contrast agent for CT imaging of
the specimen.

2.3 Microinjection 1. Borosilicate glass capillary tubes (Sutter Instrument Co, OD
1.0 mm, ID 0.75 mm).

2. Small-diameter silicone tubing (VWR).

3. 3 mL plastic syringe (BD).

4. Laboratory stand.

5. Micromanipulator.

2.4 Micro/NanoCT

Imaging

1. eXplore CT series scanners (GE Healthcare).

2. Xradia CT series scanners (Xradia Inc.).

2.5 Image Filtering,

Rendering, and

Analysis

1. Useful software platforms for image processing (see Note 7):

(a) OsiriX (Rosset et al. 2004) (see Note 8).

(b) MicroView (GE Healthcare).

(c) ImageJ (National Institutes of Health) (see Note 10).

(d) GAMBIT (ANSYS Inc.).
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3 Methods

3.1 General Soft

Tissue Contrast Agents

3.1.1 Lugol’s Solution

1. In deionized water, combine the iodine metal and the
potassium iodide and then aliquot out the necessary amount
needed for the sample.

2. Prior to staining the sample, the solution should be diluted to
10 % of its initial concentration with deionized water.

3. Using samples that have been stored in aqueous solution, the
specimen is stained for a minimum of 30 min to overnight
depending on the size and density of the sample being stained.

4. Once the staining process is complete, the sample should be
washed with water prior to imaging and once the imaging is
complete the sample is dehydrated in ethanol and stored.

5. Lugol’s solution is stable for several months.

3.1.2 Phosphotungstic

Acid

1. The stock solution is a 1 % weight/volume solution of phos-
photungstic acid in water.

2. For staining samples, mix 30 % of phosphotungstic acid stock
solution with 70 % absolute ethanol.

3. For this staining protocol, samples should be dehydrated in 7 %
ethanol prior to staining. For staining the specimens, suspend
the sample in the above solution for 2 h to overnight depend-
ing on the size and density of the sample.

4. Prior to imaging, wash the samples with 70 % ethanol and scan
in 70–100 % ethanol.

5. This solution is stable for several months.

3.1.3 Osmium Tetroxide

(see Note 2)

1. Using samples that are in an aqueous solution, stain the sample
for 1–2 h with 1–2 % OsO4 in phosphate buffer.

2. Once the staining is complete, the sample should be washed in
phosphate buffer and dehydrated in ethanol for storage.

3.1.4 Gallocyanin-

Chromalum

1. Working with 5 % weight/volume gallocyanin-chromalum in
water, the solution should be boiled to dissolve all of the
gallocyanin-chromalum generating the working contrast
agent.

2. Once the gallocyanin-chromalum has been dissolved, allow the
solution to cool and then filter the solution.

3. The samples should start in an aqueous solution medium prior
to staining and before exposing the samples to the gallocyanin-
chromalum stain they should be washed in water.

4. For the optimal contrast, the samples should be stained over-
night and then re-washed with water prior to imaging.
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5. Once imaging has been completed, the samples can be
dehydrated in ethanol and stored.

6. The solution is stable for 1–2 weeks.

3.1.5 MicrofilTM 1. Begin by placing the sample in a culture dish with a small
amount of buffered saline.

2. Microfil is perfused at a ratio of 80:15:5 diluent:agent:catalyst
(Microfil, Flow-Tech Inc.) in the desired location for imaging
via microinjection introduced in Subheading 3.3.

3. Perfusion requires approximately 10 min before it is complete.

4. After perfusion, embryos should be fixed in whichever method
the investigator prefers and is then stored.

3.1.6 OmnipaqueTM 1. Omnipaque™ is microinjected into the specimen via the pro-
tocol introduced in Subheading 3.3.

2. The specimen should be imaged immediately postinjection,
especially if the cardiovascular system is of particular interest
in the study due to the quick extravasation of OP from the
vessels.

3.1.7 VisipaqueTM 1. Visipaque™ is microinjected into the specimen via the protocol
introduced in Subheading 3.3.

2. The specimen should be imaged immediately postinjection,
especially if the cardiovascular system is of particular interest
in the study due to the quick extravasation of VP from the
vessels.

3. Previous studies demonstrate the biodistribution kinetics of
Visipaque and the large organ systems that the contrast agent
resides in past injection [9].

3.2 Antigen-Specific

Contrast

3.2.1 Enzyme

Metallography

Immunostaining (Adapted

from [8])

1. The embryos should be fixed in the glyoxal-based fixative. After
fixation the sample is rinsed with 100 % methanol and stored.

2. Incubate the embryos in a solution of methanol, DMSO, and
hydrogen peroxide for 12 h.

3. The specimen should be washed twice in 50 % methanol and
rehydrated through a methanol series to MABT solution.

4. Wash the samples in the MABT solution (described in Sub-
heading 2.2) + 0.1 % saponin for 10 min followed by blocking
the sample at room temperature with the blocking solution
(given in Subheading 2.2).

5. Incubate the sample with the primary antibody in a ratio of
1:500 in blocking solution for 2–3 days and then wash the
sample in the blocking solution overnight.
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6. Incubate the sample with the secondary antibody in a ratio of
1:500 blocking solution for 2–3 days.

7. Once primary and secondary antibody steps are complete, the
sample should be washed several times in the MABT solution
with a final MABT wash overnight.

8. Postfix the specimen in 10 % formalin in MABT for 20 min and
then wash in double-distilled water three times for 10 min
during each wash.

9. Change the solution that the samples are in to a solution of
0.1 % Triton X-100 in distilled water.

10. Transfer the immunolabeled specimens in 0.1 % Triton X-100
to clean tubes and remove the Triton X-100 solution.

11. Once all steps to this point have been completed, the reagents
suppled by Nanoprobes Inc. EnxMet 6010 kit will be used for
the remaining procedure.

(a) 300–400 μL of solution A should be added and mixed
gently for 4 min.

(b) Repeat the above step for solution B and solution C sup-
plied by Nanoprobes Inc.

(c) Once all reagents have been added and thoroughly mixed,
monitor the specimen under a dissecting microscope for
20–40 min with gentle agitation.

(d) Change to the stop solution just as the solution begins to
appear gray and then rinse in distilled water.

12. Complete a methanol series by first washing the samples in 75 %
methanol followed by 100 % methanol.

3.3 Microinjection

(see Note 5)

1. Pull borosilicate glass capillary tubes into microneedles.

2. The needles should be cut to the desired diameter and beveled
to 45� with a microforge.

3. The assembly of the microinjection apparatus is as follows:

(a) The silicone tubing is attached to the 3 mL syringe via a
pipette tip.

(b) The agent being injected is loaded into the silicon tubing
and the needle is attached to the end of the tubing.

(c) A gravity-driven pressure gradient is established with the
micromanipulator attached to a laboratory stand.

(d) The soft tissues of the embryo are visualized through a
dissection microscope.

(e) The needle is positioned into the vessel of the embryo and
pressure through the syringe is applied, injecting the agent
into the specimen.
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3.4 Micro/NanoCT

Imaging

1. For live embryonic imaging, a scanner that only rotates the
gantry and not the sample is necessary; this type of scan is
typical for a microCT scanner such as the GE eXplore but not
for the Xradia scanner.

2. Resolution of the image is largely dependent on the field of
view; for live studies 25 μm voxels have been reported [4] but
for fixed embryonic studies resolutions have been reported to
be as small as 0.97 μm voxels on an Xradia imaging system
(Metscher 2009).

3.5 Image Filtering,

Rendering, and

Analysis

3.5.1 Image Filtering

(a) The first step for image processing is to determine the struc-
ture of interest in the image. Contrast levels can be changed in
OsiriX along with basic filtering techniques such as threshold-
ing for segmenting out structures based on defined contrast
levels. Additionally, ImageJ is easy to use and open source for
basic filtering techniques (i.e., thresholding) and the image file
type is readily changed in ImageJ which is convenient for
opening the image in a separate software platforms.

(b) Furthermore the level of contrast, measured in Hounsfield
units, can be analyzed through virtual cross sections within
the image and displayed with a contrast vs. spatial location
plot to understand the contrast enhancement of the desired
anatomical structure. MicroView easily plots this information
through the use of its line tool feature. Absolute Hounsfield
unit measurements are indicative of relative contrast biodis-
tribution at the given time when the image was taken.

(c) Image data sets, either in TIF or DICOM format, can be
easily reconstructed through volumetric rendering, maximum
intensity projections, and multi-planar reconstruction
through OsiriX.

(d) Region growing algorithms are established through user-
defined seed points positioned in the region of interest
(ROI), typically a single anatomical segment or organ. The
local gradient magnitude is used to find the standard deviation
to segment out the single structure of interest. This is done
effectively by setting pixel values in the ROI to zero and then
propagating this negative space based on the user-defined seed
point through the Z plane [4].

3.5.2 Rendering (a) Image data sets, either in TIF or DICOM format, can be easily
reconstructed through volumetric rendering, maximum
intensity projections, and multi-planar reconstruction, most
easily achieved in OsiriX.

(b) Region growing algorithms are established through user-
defined seed points positioned in the region of interest (ROI),
typically a single anatomical segment or organ. The local gradi-
entmagnitude is used to find the standard deviation to segment
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out the single structure of interest. This is done effectively by
setting pixel values in the ROI to zero and then propagating this
negative space based on the user-defined seed point through the
Z plane [4]. Segments from the image based on region growing
or user-defined regions of interest can be reconstructed through
volumetric renderings, maximum intensity projections, and
multi-planar reconstructions.

3.5.3 Analysis (a) For anatomical analysis, renderings obtained from the images
can be used to make basic measurements such as surface area
and volume. OsiriX is an easy software to make these measure-
ments in. Additionally, for simple measurements ImageJ is
ideal for user-defined line segmenting where small measure-
ments can be made.

(b) For physiological simulations, geometries obtained from the
renderings described in the section above can be imported
into computational analysis software such as GAMBIT and
meshed optimizing tetrahedral elements for analysis by vary-
ing the surface and volume.

(c) ANSYS 12 FLUENT is a well-known computational fluid
dynamics solver designed for second-order double-precision
3D pressure-driven complex flows based on the meshed geo-
metries from GAMBIT. From user-defined flow conditions,
fluid simulations can be performed based on the anatomical
geometry from the microCT image. It is reasonable to have
30–50 time steps and 1,000 iterations of each simulation for
analyzing regions of flow [10] (see Note 10).

4 Notes

1. General soft tissue contrast agents all vary in the time for
staining and if the sample should be in an aqueous or an alcohol
medium, be sure to make note of that when considering which
contrast agent is the most appropriate for the given study.

2. Osmium tetroxide produces excellent contrast but it is toxic
and disposal can be expensive.

3. Be aware of how dense your embryonic sample is based on its
age in development and make sure to adjust the staining time
accordingly, err on the side of longer rather than shorter stain-
ing times.

4. The whole-embryo staining options will begin to leach out of
the tissues once the staining procedure has ended; therefore,
the sample should be imaged as soon as possible for maximum
contrast.
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5. Microfil™, Omnipaque™, and Visipaque™ contrast agents are
injected into the specimen; microinjections are time consuming
to master and these stains take additional considerations given
this requirement.

6. The antigen-specific staining works on the principle of the
secondary antibody reacting through a reduction reaction of
the silver ions to insoluble metallic silver which acts as the
contrast agent. This reaction happens when a peroxidase is
present; therefore, it must be inherent to the secondary anti-
body; otherwise the reaction will not take place and the silver
precipitation will not occur.

7. Many different software platforms exist for image processing
and the few mentioned in this chapter is not an exhaustive list
but simple suggestions based on experience; several different
software options are available and most of the time it is simply
based on accessibility and preference to the investigator.

8. OsiriX is capable of many different image processing tasks and
has proved itself to be a valuable tool but it is only available for
Macintosh computers; there is no PC alternative for OsiriX.

9. ImageJ is an initial place to start with image processing, thresh-
olding is easy in ImageJ and slices of the image stack can be
eliminated which can significantly reduce the file size.

10. For the input parameters in fluid simulation studies, if literature
values are not available then Doppler ultrasound imaging pro-
duces excellent flow information that can be used in the
simulations.
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Chapter 5

Imaging the Dorsal-Ventral Axis of Live and Fixed
Drosophila melanogaster Embryos

Sophia N. Carrell and Gregory T. Reeves

Abstract

Optimal imaging conditions are of critical importance in developmental biology, as much of the data in the
discipline is acquired through microscopy. However, imaging deep sections of tissue, especially live tissue,
can be a technical challenge due to light scattering and difficulties in mounting the sample. In particular,
capturing high-quality images of dorsal-ventral cross sections requires “end-on” mounting to orient the
anterior-posterior axis vertically. Here we present methods to mount and image dorsal-ventral cross sections
of both live and fixed Drosophila melanogaster embryos. Our methods have the advantages of being rapid,
allowing deep optical sections, and not requiring expensive, specialized equipment.

Key words Drosophila melanogaster, Embryo, Imaging, Dorsal-ventral cross section, Confocal
microscopy, Dorsal gradient

1 Introduction

Confocal microscopy has become the gold standard in high-quality
imaging, as researchers have begun to rely on fluorescent detection
methods for quantitative imaging of molecular species in situ.
However, confocal microscopy is light limited, making it difficult
to image deep into tissues with a sufficiently high signal-to-noise
ratio due to scattering of light through the tissue. This problem is
particularly challenging when studying phenomena with spatial var-
iations along the dorsal-ventral (DV) axis, such as the Dorsal (dl)
nuclear gradient or mesoderm spreading in the Drosophila embryo
[1–3].

To capture the entire DVaxis in a single image, a form of “end-
on” mounting is required, in which the anterior-posterior axis is
aligned with the z-axis of the microscope [4–8]. However, this
orientation can prove difficult to achieve due to geometry constraints
(fruit fly embryos are egg shaped). Previous work has circum-
vented this problem by imaging z-stacks of laterally mounted
embryos and computationally reconstructing the DV axis view
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[9–12]. However, this technique was time intensive (approximately
45 min of imaging time per embryo [9]), light scattering problems
beyond approximately 100 μm deep into the embryo degraded
fluorescent signal, and image quality along the DV was lost at the
midsagittal plane of the embryo due to poor z-axis resolution.

While many methods do exist for mounting Drosophila
embryos to capture the full DV axis, they tend to be disadvanta-
geous for several reasons (e.g., requiring lengthy time commit-
ments and/or specialized equipment). For fixed embryos,
microtome sections of plastic-embedded embryos provide precise
cross sections, but require more than a day’s worth of preparation
(for example, see [13, 14]) and a good deal of manual carving with a
razor blade. Recently, a microfluidic device has been developed to
orient embryos end-on in a high-throughput fashion [6]. This
method is extremely advantageous in that it allows users to quickly
generate a large data set (>100 embryos in one experiment) [15],
and the imaging can be automated with a programmable xy stage.
However, this method is not available to most fly biologists, as
highly customized microfluidic equipment is required. Another
potential drawback is the depth of tissue penetration: imaging
deeper than 75 μm (~15 %) into the embryo has not been demon-
strated with this device [6, 15–18], yet DV patterns have been
reported to change significantly up to 150 μm in depth [8, 15].
Fixed embryos have also been embedded in a gel that solidifies near
room temperature, allowing for upright orientation of the embryos
[19]. This technique allows for approximately ten embryos to be
mounted simultaneously, and has the advantage of not requiring
specialized equipment. While a minimum of 20 min is needed to
solidify the jelly layer, an overnight incubation leads to better
results. The maximum allowed depth of optical section with this
technique is not clear.

There are also several techniques available for end-on mount-
ing of embryos for live imaging. Witzberger and colleagues devised
a polyacrylamide gel device to hold embryos upright (and also
coined the term “end-on imaging”) [4]. This technique produced
high-quality images of live embryos at a temporal resolution of
30 s. This technique had a further advantage in that approximately
20 embryos could be mounted simultaneously in the device. How-
ever, device fabrication may prove a barrier to widespread use.
Furthermore, the authors reported a loss in image quality past
~75 μm in tissue depth. Alternatively, embryos have been mounted
upright on silicone-coated glass [5, 20–22]. However, this tech-
nique is fragile, in that small perturbations cause the embryo to tip
over. Because of this, only one embryo can be realistically mounted
at once. The microfluidic array, and possibly the gel-embedding
techniques may also be used to image live embryos, but are subject
to the same drawbacks as described above [6, 19].
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Here we present two methods to mount Drosophila embryos
for direct DVaxis imaging. For fixed embryos, we describe in detail
a manual cross-sectioning technique, which has been used previ-
ously [7, 8, 23]. This method has several advantages as compared to
those described above. First, the manual cross-sectioning method is
less time intensive than previous fixed-embryo methods. Once a
researcher is familiar with the technique, up to 75 embryos may be
prepared in an hour. Second, the method requires no equipment or
special reagents beyond those which most Drosophila labs already
have on hand. For live embryos, we describe a technique to adhere
embryos to an upright, solid surface, similar to the mounting
strategy used previously for imaging the DV axis using selective
plane illumination microscopy [8]. This method allows for imaging
up to 200 μm into the embryo without prohibitive loss of fluores-
cent signal. The method has further advantages in that it requires
very little manual skill, it is rapid (taking less than 30 min), and it
allows for mounting several embryos in the same dish.

2 Manual Cross Sectioning

1. 70 % glycerol: Combine 7 mL glycerol with 3 mL DI water in a
15 mL conical tube. Rock on a nutator for 10 min to ensure
proper mixing. Alternatively, vortex for 1 min or until the
viscosity appears consistent throughout the whole tube.

2. Hair loop: Attach a human hair in a small (2 mm diameter)
loop to a 1,000 μL pipette tip with tape (Fig. 1).

3. Razor blade: Single edge industrial no. 9.

Fig. 1 Hair loop. (a) Schematic of the hair loop. Tape is green for contrast.
(b) Image of a loop around a Drosophila embryo for scale
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4. 22 mm cover slips.

5. Dissecting microscope with black plate.

6. 9-Well glass dish.

7. Double-sided tape.

2.1 Mounting Living

Embryos

The methods presented here are for use with an inverted confocal
microscope. The mounting block has been optimized for use with a
Zeiss LD C-Apochromat 40� NA 1.1 water immersion objective,
with a working distance of 620 μm. However, the general tech-
nique of adhering embryos to a cover slip can also be applied to an
upright microscope, or a light sheet microscope [8] (see Note 1).

1. Mesh basket.

2. Bleach.

3. Hair loop.

4. Double-sided tape.

5. Glass-bottom petri dish: 35 mm diameter, 20 mm glass diame-
ter, cover slip thickness #1.5 (or as recommended by the objec-
tive manufacturer).

6. Mounting block: Have a machinist create a mounting block
that fits the following parameters (Fig. 2).

Constraints:

(a) The height must be highly precise: short enough to bring
the embryos within the working distance of the objective
but not so short that the embryos are smashed against the
cover slip. For a 22 mm cover slip, a mounting block height
of 21.5 mm is recommended (see Note 2).

(b) One surface must be perfectly flat to allow a cover slip to be
taped to it.

(c) Material must be dense enough not to tip over when par-
tially immersed in water.

(d) Size must be small enough to sit inside petri dish.

(e) Once inside the petri dish, the geometry must be such that
at least part of the flat side is above the well formed by the
glass cover slip on the bottom of the petri dish, so that the
cover slip can hang down into the well (Fig. 2).

(f) Material must be such that it is easy to attach and remove
double-sided tape.

7. Heptane glue: Cut several short pieces (5–10 cm) of double-
sided tape and add them to a 200 mL bottle. Cover with
heptane (approximately 1 mL per cm of tape) and shake the
bottle gently overnight at room temperature to dissolve the
adhesive from the tape [24].
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8. Diamond scribe for glass etching.

9. Sticky cover slip: Using a diamond scribe, cut a 22 mm square
cover slip roughly in half (seeNote 3). Cover the bottom half of
each half with about 10 μL of heptane glue and allow to dry for
a minimum of 10 min.

Fig. 2 Live imaging mounting block. (a) Schematic of the mounting block. The cover slip is attached with a
piece of double-sided tape. (b) Image of the mounting block/cover slip in a glass-bottom petri dish. (c) Imaging
schematic. The cover slip should be precisely aligned with the top of the mounting block, suspending the
embryos in the well. (d) Close-up of the cover slip in the well. Note that the cover slip should not touch
the bottom of the well. (e) Close-up schematic of the well, with each of the heights required for calculating the
height of the mounting block labeled
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3 Methods

3.1 Manual Cross

Sectioning

Carry out all steps at room temperature (see Note 4). This proce-
dure is written for a right-handed user. Left-handed users should
use mirror-image orientations.

1. Prepare fixed embryos via immunostaining (see Note 5).

2. Transfer about 70 μL of embryos to one well of a glass dish (see
Notes 6 and 7).

3. Under the microscope (using the black plate), select embryos
that are appropriately aged for your application (approximately
100 embryos), and transfer them to the top left of a 22 mm
cover slip using a clipped pipette tip (see Note 8).

4. Using an unmodified pipette tip, remove as much of the glyc-
erol as possible, and return it to the glass well (see Note 9).

5. Use a rolled-up corner of a Kimwipe to remove as much of the
remaining glycerol as possible (see Note 10).

6. Use a hair loop to manipulate an embryo away from the group
(seeNote 11) and orient it at a 20� angle (seeNote 12) (Fig. 3).

7. Use a razor blade to remove approximately 150 μm of tissue
from the right end of the embryo (Fig. 4). Be careful to ensure
that the razor blade cuts straight down and entirely separates
the two sections of tissue (see Note 13).

8. Reorient the embryo if it moved during step 7 and remove
about 150 μm of tissue from the left end (see Note 14).

9. Carefully manipulate the cross section away from the cut off
sections and to the bottom right corner of the cover slip, at least
2 mm from the bottom and right edges (see Note 15).

Fig. 3 Angle for orienting the embryo for cross sectioning. Black lines indicate
where cuts should be made
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10. Using a hair loop, manipulate the cross section so that it is
standing straight up.

11. Repeat until all embryos are cross-sectioned, aligning them in
three columns, approximately 0.5 mm apart from one another
(Fig. 5) (see Note 16).

12. Put two layers of double-sided tape down on a microscope
slide. Put another two layers of double-sided tape down
about 2 cm apart from the first set (see Note 17).

13. Carefully pick up the cover slip with the cross-sectioned
embryos on it. Place it embryo-side down on the double-
sided tape so that both edges are adhered to the tape but
none of the cross sections are in the tape (Fig. 5). Press down
on the sides to ensure proper adhesion (see Note 18).

14. Pipette 50–70 μL of 70 % glycerol under the cover slip, adding
it slowly and all from one edge. Add enough to fill the space
between the slide and the cover slip but no more (seeNote 19).

15. While imaging cross sections, be sure to focus below the level of
tissue that has been damaged by the razor blade (Fig. 6). Typical
images obtained from this technique are shown in Fig. 7.

Fig. 4 Properly cross-sectioned embryo. Each end is ~150 μm long, leaving
200 μm in the middle. Notice how the middle section is roughly square. Although
one side of the cross section is not perfectly perpendicular, this is an acceptable
section. Simply orient the section so that the perpendicular side is down on the
cover slip (see Note 13)

Fig. 5 Mounted cross sections. (a) Properly mounted cross sections. (b) Schematic of the whole slide
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Fig. 6 Manual cross sectioning damages the tissue. Images should be taken at a z depth in between the
damaged portions of tissue. (a) The portion closest to the cover slip shows evidence of crushing by the razor
blade, as evidenced by the visibility of more than one row of nuclei. (b) Tissue further from the cover slip still
shows some signs of damage, particularly in the double row of nuclei visible on the right side. (c) When at an
appropriate z depth, the tissue will appear circular and have no visible marrings. (d) The portions furthest from
the cover slip also show signs of damage from the razor blade. Nuclei stained with DAPI

Fig. 7 Typical images of a cross-sectioned embryo. (a) Nuclei are marked with anti-histone. (b) The protein
Dorsal appears in a nuclear gradient that peaks at the ventral midline. (c) sog mRNA appears in the
ventrolateral portion of the embryo. Images are oriented so that ventral is down
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3.2 Mounting Live

Embryos

This method has been optimized for a 40�N.A. 1.1 water immer-
sion objective mounted on a Zeiss LSM 710 inverted confocal
microscope.

1. Anesthetize an appropriate number of flies and transfer them to
a collection cage several days before imaging will take place (see
Note 20). Streak a small amount of yeast paste onto a grape
juice plate, and change the plate daily until ready for imaging.

2. Anesthetize the flies in the cage and allow them to lay embryos
for 1–2 h (see Note 21).

3. Introduce a new plate streaked with yeast paste to the cage, and
allow the flies to lay embryos for 30–45 min (see Note 22).
Age the embryos to 30 min shy of the desired developmental
stage (see Note 23).

4. Brush embryos from grape juice agar plate into a mesh basket
using a paintbrush and DI water (see Note 24).

5. Dechorionate embryos using either step (A) (dechorionation
in bleach) or step (B) (manual dechorionation) [24].

(A) Dechorionation with bleach and embryo selection:

l Submerge the basket of embryos in 100 % bleach for
30 s (see Note 25).

l Rinse well with DI water.

l Remove mesh from basket. Place the mesh onto the
now-clean grape juice agar plate (see Note 26).

l Select embryos of the desired stage for mounting (see
Note 27).

(B) Manual dechorionation and embryo selection:

l Using a brush, transfer embryos from mesh onto a plate
with transparent agar or agarose. Cover embryos with a
small amount of halocarbon oil (see Note 28).

l Using transmitted illumination, select approximately
10–15 embryos of the appropriate stage.

l Using a brush, transfer the selected embryos to a clean
agar gel plate, transferring as little oil as possible.

l With a hair loop, roll embryos on the clean agar gel to
remove as much oil as possible.

l Place a strip of double-sided tape on a microscope slide.

l Using a brush, transfer embryos one by one to the
double-sided tape.

l With the hair loop, gently roll each embryo until the
chorion is removed by the tape.
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l After the chorion is removed from an embryo, transfer it
back to a clean agar gel plate to keep it in a moist
environment (see Note 29).

6. Using a hair loop, transfer embryos from agar plate to sticky
cover slip (seeNote 30). Embryos will naturally cling to the hair
loop, although it may take several tries to pick one up. Orient
each embryo perpendicular to the bottom of the cover slip.
Place each embryo so that approximately half of the embryo is
on the cover slip and half is hanging off (see Note 31). Repeat
until the desired number of embryos has been mounted (see
Note 32).

7. Carefully adhere a piece of double-sided tape to the back of the
cover slip (the side without the embryos).

8. Adhere the cover slip to the mounting block such that the top
of the cover slip is exactly in line with the top of the mounting
block (see Note 33). The embryos will be hanging off the
bottom. See Subheading 2 for a description of how to design
the mounting block.

9. Put a small amount of DI water into a glass-bottom petri dish
(see Note 34). Gently place the mounting block into the water
so that the embryos are submerged.

10. Carefully transfer the glass-bottom dish/mounting block to
the microscope and begin collecting images. See Figs. 8 and 9
for example images obtained using this method.

Fig. 8 Sample images obtained from a live embryo expressing a histone::RFP fusion protein. (a) Nuclear cycle
11. (b) Mitosis between nuclear cycles 11 and 12. (c) Nuclear cycle 12. Images are taken 10 min apart and
~100 μm from the tip of the embryo
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4 Notes

1. For other microscope geometries, using heptane glue to adhere
embryos to a cover slip is still a useful technique. For upright
microscopes, the cover slip must be shorter than the depth of
the petri dish used (so that the embryos are covered with
water), and it must be adhered to a short mounting block (so
that the cover slip is vertical). The design of the mounting
block has very little constraint: it just must be small enough
to fit in the dish, it must be dense enough not to tip over when
fully submerged in water, and it must have a flat surface for the
cover slip to be adhered to. Also, the embryos must be oriented
facing up off of the cover slip, and a water-dipping objective is
necessary. For light sheet microscopes, the cover slip can be
adhered to a block attached to the mounting rod, and embryos
should face horizontally off of the cover slip with their AP axis
aligned with the z-axis of the imaging objective.

2. The two tightest constraints are (1) that one side must be
perfectly flat, and (2) that its height must be a precise amount

Fig. 9 Sample images obtained from a live embryo expressing a histone::RFP fusion protein at a depth of
(a) 50 μm, (b) 100 μm, (c) 150 μm, and (d) 200 μm from the tip of the embryo
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shorter than the height of the cover slip so that aligning one
end of the cover slip with the top of the mounting block causes
the embryos to hang down into the well far enough to be
imaged (Fig. 2). The bounds on the height of the mounting
block (hblock) are determined by a combination of the height of
the cover slip (hcoverslip), the depth of the well (dwell), the
portion of the embryo that hangs off the cover slip (hembryo),
the desired depth of imaging (dimage), and the working distance
of the objective lens (WD). If Δh � hcoverslip � hblock, then

dwell � Δh > hembryo, and
dwell � Δh � hembryo + dimage < WD.

For our purposes, we had dwell ¼ 1mm, hembryo ~250 μm, dimage

~200 μm, and WD ¼ 620 μm. For those numbers, Δh ¼ 0.5
mm worked well, and since hcoverslip ¼ 22 mm, we had the
mounting block machined to a height of hcoverslip ¼ 21.5 mm.

3. A half cover slip is used so that it will fit into the 20 mm
diameter well. If the imaging dish has a larger well, or smaller
cover slips are available, a whole cover slip may be used.

4. Some researchers find the embryos easier to see in a darkened
room.

5. Immunostaining is performed according to an established
procedure, omitting the Proteinase K step [25]. Embryos not
being prepared should be stored at �20 �C and in the dark to
prevent loss of fluorescence.

6. To prevent damaging embryos while transferring them, it may
be helpful to clip a pipette tip (using scissors) to make a wider
opening.

7. This step is optional. Some researchers find that this step limits
the amount of glycerol that gets placed on the cover slip. It also
enables researchers to more accurately select embryos that are
of the desired age.

8. Embryos are cross-sectioned on the cover slip so that the tissue
is as close to the objective as possible due to variability in the
height of the cross sections produced.

9. Some embryos may be removed with the glycerol. This is not
an issue. Simply return them to the glass plate with the glycerol.
Cover the glass plate with something (an empty pipette tip box
works well) to protect the leftover embryos from light while
you cross-section the others.

10. Depending on how much glycerol remains on the cover slip, all
four corners of a Kimwipe may be necessary. Excess glycerol
allows the embryo to slide on the glass, which can cause the
razor blade to slide off the embryo, so it helps to remove as
much as possible before attempting to cross-section. However,
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Kimwipes can leave fibers on the cover slip that can lead to
errors in image analysis. If any fibers appear, ensure that they
are removed from the area closest to the cross-sectioned
embryos.

11. Two or even three similarly sized embryos may be cross-
sectioned at the same time.

12. The angle at which the embryo is oriented is up to the user, so
long as it is comfortable to hold the blade perpendicular to the
embryo. Embryos are not aligned horizontally because the
razor blade blocks the view of the embryo during the cross-
sectioning process. If it is difficult to manipulate the embryo,
the cover slip may also be rotated, taking care to prevent any
previously cross-sectioned embryos from being in line with
where the cuts will be made.

13. Straight edges are important for proper imaging. If the tissue
sticks to the razor blade, gently set the blade down on the cover
slip and use a hair loop to slide it off. It may be easier to cut a
straight edge by resting the far edge of the razor blade on the
cover slip, and then pressing forward towards the embryo. If a
cross sectionhas one side that is perfectly perpendicular to the axis
of the embryo but the other is not (as seen in Fig. 4), orient the
embryo so that the perpendicular side is downon the cover slip so
that images taken are from a proper DV cross section.

14. Due to the variance in some gradients, particularly the nuclear
gradient of Dorsal, that occurs at the anterior and posterior
ends, the desired size of a cross section is 200 μm, a little bigger
than the middle third. The cross section should look similar to
a square at this point, since the diameter of the embryo is also
~200 μm. Sections that are “too tall” will be smashed by the
cover slip. Sections that are too short may not have a sufficient
amount of undamaged tissue for imaging.

15. The unwanted sections of embryo tissue can be moved to the
lower left corner of the cover slip (the “graveyard”), along with
any embryos that are not suitable for cross sectioning due to
age or other defects.

16. Any configuration will do, but it is easier to image the embryos
when they are neatly arranged.

17. Each layer of double-sided tape is approximately 100 μm thick,
so two layers of tape will prevent the cover slip from crushing
the 200 μm tall cross sections.

18. Ensure that the double-sided tape layers lay flat on the micro-
scope slide; any unevenness in the tape layers can cause irregular
adherence of the cover slip and subsequent loss of the cross
sections during the next step. The blunt end of a paintbrush
works particularly well to adhere the cover slip to the tape. The
“graveyard” can be put on the tape.
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19. Be careful not to add too much glycerol. If cross sections “float
away” during this step, they may be too short. If many of the
cross sections have been knocked over or appear compressed in
the z direction, they may be too tall.

20. Allowing the flies time to acclimate to the cage seems to lead to
better laying.

21. Anesthetizing the flies and allowing them to lay embryos for a
short period of time clears the females of any embryos they
have not yet laid, ensuring that the collection will consist of
more precisely aged embryos.

22. The length of the embryo collection period can vary depending
on how many flies are present in the cage and the window of
desired initial developmental stage of the embryos to be
imaged.

23. The remaining steps require about 30 min to complete by a
researcher who is comfortable with the technique. For new
users, it is recommended to allow 45 min–1 h, since it is better
to have to wait for some time for the desired developmental
stage than to miss it completely.

24. Flies often lay embryos in the yeast paste, so it is important to
rinse the yeast paste into the basket as well.

25. The amount of time can vary from 10 to 40 s. Start with
the shortest time possible; if the chorion is still present on
most embryos, increase this time by 10 s intervals until most
embryos appear fully dechorionated. Bleaching the embryos
for too long can lead to decreased viability. We find that 30 s is
the optimal time.

26. The embryos need to be kept moist to ensure survival; how-
ever, embryos will be difficult to manipulate if the surface of the
plate is too damp. If DI water remains after the previous step,
remove it with a paper towel.

27. After dechorionation, some embryo morphology can be seen,
allowing for selection of the proper stage.

28. The halocarbon oil clarifies the chorion.With transmitted light,
some embryo morphology can be seen, allowing for selection
of the proper stage.

29. As an alternative to using several agar gel plates, one can cut out
several sections (one for the halocarbon oil, one for removing
the oil, and one for keeping embryos moist after dechoriona-
tion) of one plate.

30. This step is critical to the success of the live imaging experi-
ment, so pay careful attention while carrying it out. It will likely
take several tries before one is fully comfortable with the
method of transferring and orienting embryos. It may be
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helpful in moving embryos to coat the hair loop in a small
amount of heptane glue by rolling it over the surface of the
coated cover slip. We find it easier to pick up an embryo with
the hair loop so that part of the embryo extends outside the
hair loop to allow for proper positioning on the cover slip.

31. It is possible to reorient the embryos once they have been
placed on the cover slip, but due to the sticky nature of the
heptane glue, they may burst if moved too much. Up to 2/3 of
the embryo length may be suspended off the end of the cover
slip.

32. The number of embryos mounted is dependent on the user,
keeping in mind that it is only possible to image one embryo at
a time. It is recommended to mount an excess of embryos to
ensure that at least one is of the appropriate age and in the
appropriate (precisely upright) position.

33. Because the tape is more strongly adhered to the cover slip, it is
possible to reorient the cover slip on the device if it is not
perfectly straight. Also, depending on the size of the well, it
may be necessary to ensure that the cover slip is attached
precisely in the middle of the device.

34. Be careful not to overfill the petri dish, as the mounting block
will take up a lot of volume.
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Chapter 6

Light Sheet-Based Imaging and Analysis of Early
Embryogenesis in the Fruit Fly

Khaled Khairy, William C. Lemon, Fernando Amat, and Philipp J. Keller

Abstract

The fruit fly is an excellent model system for investigating the sequence of epithelial tissue invaginations
constituting the process of gastrulation. By combining recent advancements in light sheet fluorescence
microscopy (LSFM) and image processing, the three-dimensional fly embryo morphology and relevant
gene expression patterns can be accurately recorded throughout the entire process of embryogenesis.
LSFM provides exceptionally high imaging speed, high signal-to-noise ratio, low level of photoinduced
damage, and good optical penetration depth. This powerful combination of capabilities makes LSFM
particularly suitable for live imaging of the fly embryo.
The resulting high-information-content image data are subsequently processed to obtain the outlines of

cells and cell nuclei, as well as the geometry of the whole embryo tissue by image segmentation. Further-
more, morphodynamics information is extracted by computationally tracking objects in the image. Towards
that goal we describe the successful implementation of a fast fitting strategy of Gaussian mixture models.
The data obtained by image processing is well-suited for hypothesis testing of the detailed biomechanics

of the gastrulating embryo. Typically this involves constructing computational mechanics models that
consist of an objective function providing an estimate of strain energy for a given morphological configura-
tion of the tissue, and a numerical minimization mechanism of this energy, achieved by varying morpho-
logical parameters.
In this chapter, we provide an overview of in vivo imaging of fruit fly embryos using LSFM, computa-

tional tools suitable for processing the resulting images, and examples of computational biomechanical
simulations of fly embryo gastrulation.

Key words Light sheet microscopy, Computational modeling, Tissue biomechanics, Live imaging,
Quantitative developmental biology, Drosophila melanogaster, Embryonic development, Image
processing

1 Introduction

Morphogenesis is a dynamic—inherently three dimensional—
process, through which tissues and organs take their shape. In
particular, the basic body plan of the developing organism is
determined during gastrulation, which can be regarded as a
sequence of epithelial tissue invaginations. Such folds are

Celeste M. Nelson (ed.), Tissue Morphogenesis: Methods and Protocols, Methods in Molecular Biology, vol. 1189,
DOI 10.1007/978-1-4939-1164-6_6, © Springer Science+Business Media New York 2015
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ubiquitous in metazoans and uncovering their mechanisms is of
wide-reaching importance. For the study of epithelial invagina-
tions, the fruit fly is highly suitable because of its amenability to
genetic manipulation. However, our understanding of gastrula-
tion, and morphogenetic processes in general, is limited by the
quality and spatial resolution of images we are able to acquire of
the process (for both wild type and mutants), the invasiveness and
speed of image acquisition techniques, the accuracy by which we
can extract phenotypic and dynamic features from the images, and
the predictive power of computer simulations that challenge
morphogenetic hypotheses.

Compared to conventional microscopy techniques, such as
confocal laser scanning microscopy, light sheet fluorescence micros-
copy (LSFM) is in an excellent position to address the challenges
related to image quality, acquisition speed, and invasiveness of the
recording process. The key concept behind LSFM is sample illumi-
nation in a thin volume section orthogonal to fluorescence detec-
tion. Through this arrangement (Fig. 1a, b), LSFM illuminates
only the in-focus plane, thus providing intrinsic optical sectioning.
This means that it enables simultaneous detection of the fluores-
cence signal from an entire plane. As a result of this microscope
design, LSFM provides high acquisition speed, high signal-to-noise
ratio, minimal levels of photo-bleaching, and good penetration
depth. The sample typically resides in a low-concentration agarose
cylinder (Fig. 1c), which represents a low-stress environment com-
pared to the conventional glass slide/coverslip systems. All of these
properties make LSFM particularly suitable for in vivo imaging
applications. In the following, we discuss in particular opportu-
nities in the live imaging and study of embryonic development of
the fruit fly (Fig. 1d).

The images provided by LSFM contain information on the
fluorescently labeled structures in three dimensions and over
time, and must typically be appropriately processed before further
quantitative analyses are possible. Common requirements are the
extraction of nuclear positions, cell boundaries, tissue outlines, cell
tracks, and relative label expression levels. The main computational
tasks are accordingly image pre-processing, image segmentation,
and cell tracking.

Here, we provide an overview of an advanced LSFM system
(with simultaneous multiview imaging capability) as applied to
the live imaging of fly embryos, and the challenges met for that
specific system. We also describe computational tools suitable for
processing the resulting LSFM data. Finally, we describe efforts at
modeling the mechanics of fly embryogenesis, highlighting current
challenges and directions.
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Fig. 1Multiview light sheet microscopy of fruit fly embryo. (a) Layout of SiMView microscope. Two illumination
arms generate the scanned laser light sheets used to excite fluorescence in the specimen located in the center
of the water-filled specimen chamber. The two detection arms image the emitted fluorescent light onto the
chips of high-speed sCMOS cameras. (b) Close-up of the specimen chamber in (a). (c) Drosophila embryos
are held in the specimen chamber in a vertically oriented cylinder of 1 % agarose. (d) Maximum-intensity
projection of a SiMView recording of a Drosophila embryo (ventral view). Fluorescent labels: nuclei (green)
and membrane (magenta). The snapshot represents one time point of a 24-h long time-lapse recording.
Scale bar ¼ 50 μm. Panels (a) and (b) reprinted from Tomer et al. [14] with permission from Macmillan
Publishers Ltd.
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2 Materials

2.1 Materials for Fly

Embryo Collection and

Embedding

1. Grape juice plates (60 mm plastic tissue-culture dishes contain-
ing 3 % agar in 50 % grape juice).

2. Yeast paste (1 g of yeast mixed with 1.3 mL of tap water).

3. Drosophila mating cages (59-100, Genesee Scientific, Inc.).

4. Mesh basket (46-101, Genesee Scientific, Inc.).

5. Bleach (Sodium Hypochlorite, 425044-1L, Sigma-Aldrich).

6. 1 % low melting temperature agarose (Type VIIa, A0701,
Sigma-Aldrich) in tap water.

7. Glass capillary, 20 mm long, 1.5/2.0 mm inner/outer
diameter.

8. Scalpel.

3 Methods

3.1 Light Sheet

Microscopy for

Simultaneous

Multiview Imaging

The last decade has seen many advances in light microscopy.
Notably, light sheet microscopy has emerged as a powerful new
technique that addresses the fundamental limitations arising from
the intrinsic performance trade-offs encountered in conventional
methods. In many in vivo imaging experiments, several conflicting
key parameters need to be carefully balanced. It is usually desirable
to achieve high temporal resolution (i.e., imaging speed), high
spatial resolution, high signal-to-noise ratio, low photo-bleach-
ing/toxicity, and good spatial coverage of the specimen [1].

Some implementations of light microscopy provide good over-
all performance, whereas others excel in one parameter, usually by
trading off performance in other parameters. Conventional wide-
field fluorescence microscopes provide high imaging speed and
good signal-to-noise ratio, but lack optical sectioning capability
and are therefore unsuited for three-dimensional imaging. Point-
scanning confocal fluorescence microscopes provide good spatial
resolution and the intrinsic capability to eliminate scattered light
[2], but perform poorly with respect to imaging speed, signal-to-
noise ratio, photo-bleaching/toxicity, and penetration depth.
Point-scanning two-photon microscopes improve over confocal
fluorescence microscopes with respect to penetration depth and
usually also photo-bleaching/toxicity [3, 4], but further reduce
signal-to-noise ratio and imaging speed. Spinning disk confocal
microscopes, which use multiple pinholes simultaneously, provide
higher imaging speed than (single-)point-scanning confocal fluo-
rescence microscopes [5], but reduce image quality.

Light sheet microscopes combine an intrinsic optical sectioning
capability with high imaging speeds, good signal-to-noise ratio, and
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low light exposure of the specimen, and are thus particularly well
suited for biological live imaging [6–9]. A strength of this unique
combination of capabilities is the possibility to study embryonic
development at the system level while preserving the ability to
follow cellular processes at the high spatiotemporal resolution
required for global cell tracking [1].

In contrast to conventional and confocal epi-fluorescence
microscopes, which employ the same lens for fluorescence excita-
tion and detection, light sheet microscopes rely on the principle of
sample illumination with a planar light sheet perpendicular to the
axis of fluorescence detection [10–12]. The light sheet is coplanar
with the focal plane of the fluorescence detection system. Fluores-
cent molecules are only excited in the illuminated plane, which is
recorded in a single step with a camera-based detection system. As a
result of this intrinsic optical sectioning capability, photo-bleaching
and other types of photoinduced damage are avoided outside the
thin, illuminated specimen section. This circumstance gives light
sheet microscopes a decisive advantage in the fast imaging of sensi-
tive biological specimens as well as in long-term in vivo imaging
experiments [12–16]. Light sheet microscopes are furthermore
particularly well suited for “multiview imaging,” which refers to
the strategy of observing the same specimen along multiple differ-
ent directions. Thereby, parts of the specimen become visible that
would otherwise be hidden or obscured in the observation along a
single direction, owing to the limited penetration depth of the light
microscope [17].

Basic light sheet microscopy implementations typically use a
single light sheet and a single detection arm, oriented at a right
angle to the light sheet. As in other forms of light microscopy, this
single-view imaging arrangement only reveals a significant fraction
of large specimens if these are sufficiently transparent. Unfortu-
nately, most multicellular biological specimens are fairly opaque
and thus absorb and scatter significant amounts of light when
attempting to penetrate deeper than a few cell layers below the
surface. For example, at most 30 % of the volume of an early
Drosophila embryo is visible in high quality from a single view
with this basic imaging strategy [14]. The lipid-rich yolk of the
Drosophila embryo quickly degrades the profile of the light sheet as
it passes through the embryo and also makes it impossible to
acquire high-quality images from the far side (with respect to the
detection axis) of the embryo. In order to improve physical cover-
age for whole-embryo imaging experiments, multiple views can be
recorded sequentially, by simply turning the specimen in the micro-
scope using a rotary stage. In this sequential multiview imaging
mode, several complementary three-dimensional image stacks are
acquired and subsequently computationally registered and com-
bined [12, 13].
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However, sequential multiview imaging only partially addresses
the challenge of imaging a large living biological specimen. Since
each sequential acquisition and rotation step takes a certain amount
of time—during which development of the specimen continues—
the resulting multiview image data set cannot usually be correctly
registered. Cells are often highly dynamic and are thus captured in
different locations and in different states in the respective overlap
regions of the recorded multiview stacks. The resulting registration
artifacts lead to mistakes and uncertainty in the subsequent data
analysis, in particular when automated segmentation and tracking
approaches are involved.

The above limitations are overcome by simultaneous multiview
imaging: the SiMView light sheet microscopy platform for simulta-
neous multiview imaging allows simultaneous acquisition of four
complementary views of the specimen for optimal physical coverage
and furthermore provides exceptionally high imaging speeds [14].
In order to realize simultaneous multiview imaging, SiMView uses
an orthogonal arrangement of four independently operated optical
arms (Fig. 1a, b). One pair of these opposite arms is used for
bidirectional light sheet illumination with two long-working dis-
tance air objectives, similar to the illumination arrangement used in
earlier light sheet microscopes [18–20]. The other pair, arranged at
a right angle to the first, is used for bidirectional fluorescence
detection with high numerical aperture water-dipping objectives
and fast scientific complementary metal–oxide semiconductor
(sCMOS) cameras.

In SiMView experiments, the time delay of multiview image
acquisition is on the order of a few tens of milliseconds when using
one-photon excitation (owing to the sequential application of bi-
directional illumination) and zero when using multiphoton excita-
tion (owing to the simultaneous application of bidirectional illumi-
nation). The truly simultaneous operation of all four optical
subsystems of the SiMView microscope is possible when using
two-photon excitation, since fluorescence excitation is spatially
confined to the focal volume. However, in both scenarios (one-
photon and multiphoton SiMView imaging), the time delay of
multiview image acquisition is by several orders of magnitude
shorter than the time required for cells to move or change their
shape on a spatial scale comparable to the spatial resolution of the
microscope. SiMView is thus particularly well suited for quantita-
tive live imaging of large developing specimens such as entire
Drosophila embryos [14].

3.2 Methods for Fly

Embryo Imaging

Light sheet-based microscopes often rely on long-working distance
water-dipping objectives for fluorescence detection and therefore
require sample immersion in an aqueous environment. Moreover, if
specimens are subjected to multiview imaging, they must be opti-
cally accessible for light sheet illumination and fluorescence
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detection from multiple angles. These two requirements often
introduce challenges in the sample preparation. We developed pro-
tocols for live imaging of the entire fruit fly embryos embedded in
agarose gels that fulfill these requirements and allow time-lapse data
acquisition in a physiologically relevant context over long periods of
time.

3.2.1 Embryo Collection

and Embedding

To collect several embryos that are at the same developmental
stage, it is necessary to begin with a large population of breeding
adults (50–100 females). Placing flies of the correct genotype into a
mating cage for 1 h should produce a number of synchronized
embryos that are suitable for imaging. The adult flies are briefly
anesthetized with CO2 and placed into the mating cage. The open
end of the mating cage is covered with a 60 mm tissue culture plate
filled with grape juice agar. The grape juice plate should have a small
streak of yeast paste in the center to induce the adult females to lay
eggs. The flies are left undisturbed for an hour while embryos are
being deposited. After an hour the adult flies are removed, leaving
the embryos attached to the grape juice agar.

In order to improve the transparency of the embryos for imag-
ing, the outermost embryonic membrane, the chorion, must be
removed. The embryos are dechorionated by briefly exposing them
to a 50 % solution of bleach in tap water, which causes the chorion
to rupture and releases the embryo into the dilute bleach solution.
The bleach solution is added directly to the grape juice agar plate
and left for 30 s. The solution containing the dechorionated
embryos is then poured into an egg collection basket where the
embryos are retained by the fine mesh. The embryos are rinsed with
copious amounts of water to remove the bleach. The embryos can
be transferred to a clean tissue culture dish by inverting the egg
collection basket and rinsing them with a small amount of water.

The SiMView light sheet microscope illuminates the embryo
from two opposite directions and acquires images orthogonally
with two synchronized detection systems (Fig. 1a, b). This requires
that the embryo be optically accessible from all sides, which is
accomplished by embedding the embryo in a transparent matrix
of low-concentration agarose. For Drosophila embryos, a 1 % con-
centration of low-melting-point agarose provides enough mechan-
ical stability to hold the embryo in place while remaining virtually
transparent when submerged in the water-filled recording chamber
of the microscope.

Embryos are embedded by filling a 20 mm long glass capillary
(1.5/2.0 mm inner/outer diameter) with liquid 1 % agarose at
37 �C. The embryos must be gently lifted from the water-filled
tissue culture dish on one tine of sharp dissecting forceps and
placed into the agarose through one open end of the glass capillary.
The agarose will polymerize quickly as it cools to 32 �C, but while
the agarose is still liquid the embryo can be gently moved to orient
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it appropriately for imaging. The embryos used for the imaging of
gastrulation were oriented with the anterior-posterior axis of the
animal parallel to the long axis of the capillary. An effort was also
made to keep the embryo in the center of the agarose cylinder so
that the optical path length through the agarose was approximately
equal for the two illumination objectives and the two detection
objectives. As the agarose begins to polymerize, the embryo should
be left undisturbed so that it is not damaged by mechanical stresses
caused by movement through the solidifying matrix.

Before imaging, the polymerized agarose cylinder is extruded
out of the end of the capillary until the entire embryo is outside of
the glass capillary. The glass causes substantial reflection and refrac-
tion of the light passing through it, so the imaging must be per-
formed through agarose only. The agarose cylinder is pushed out of
the glass capillary by filling the end opposite the embryo with a
small plug of paraffin film or with a plug of plasticine. As the
agarose cylinder is extruded, any excess agarose above the embryo
can be removed by cutting it off with a scalpel. Then the cylinder is
extruded more, just enough to expose the embryo (Fig. 1c). The
result is the shortest possible cylinder of agarose exposed outside
the glass that provides a clear optical path to the embryo. This
maintains the most mechanical stability that can be provided by
the low-concentration agarose. The glass capillary with the
extruded agarose cylinder is carefully transferred to the water-filled
recording chamber of the light sheet microscope and placed verti-
cally into the capillary holder that is attached to the mechanical
stages.

3.2.2 Image Acquisition The details of the design of the SiMView light sheet microscope
have been described elsewhere [14]. In brief, the specimen is held
in a water-filled chamber surrounded by four microscope objective
lenses (Fig. 1a, b). Two illumination lenses focus scanned laser light
sheets onto the specimen from opposite sides. At right angles to
these lenses are two long-working distance, water-dipping detec-
tion objectives that focus the emitted fluorescence onto the chips of
two sCMOS cameras. All of the objectives are carried on piezoelec-
tric stages so that their planes of focus can be adjusted with submi-
cron accuracy. The focal planes of the detection arms are adjusted so
that they are coplanar with the scanned light sheets and provide two
complementary views of the illuminated plane of the specimen. The
specimen, carried on mechanical four-axis stages, is stepped
through the light sheets. The fluorescent light emitted by the
specimen at each plane is detected simultaneously by the cameras
and the images are acquired by custom software. After images for
each plane are acquired, the stack can be assembled into a three-
dimensional representation of the entire specimen.

The SiMView microscope offers several advantages for live
imaging of animal development (see Subheading 3.1) and has
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been applied to live imaging of Drosophila embryogenesis at 30-s
intervals for 24 h [14]. SiMView microscopy enables the acquisi-
tion of time-lapse images with subcellular spatial resolution over a
duration that is long enough to encompass the entirety of impor-
tant developmental events and with the temporal resolution to
follow the movements of individual cells.

During the early stages of Drosophila embryonic development,
the cell cycle is very short and interesting morphogenetic events
occur rapidly. For these types of specimens, the SiMView micro-
scope is configured to acquire three-dimensional image stacks at
30-s intervals. The specimen volume is recorded with a lateral
resolution of approximately 0.5 μm and an axial resolution of
approximately 2.0 μm. At each time point of the time-lapse experi-
ment, SiMView acquires four complementary views of the entire
specimen. In many cases, the embryo expresses two different fluo-
rescent proteins (e.g., a nuclear red fluorescent protein and a
membrane-bound green fluorescent protein) and the image acqui-
sition must be repeated twice in order to image the two colors
separately. This increases the time interval between successive
images to 1 min. Alternatively, two types of fluorescent proteins
can also be imaged simultaneously by separating the fluorescence
emission bands with an appropriate dichroic mirror and recording
both spectral bands simultaneously with a pair of cameras in each
detection arm [13]. Finally, the specimen can also be rotated so that
different surfaces of the embryo (e.g., dorsoventral or lateral) face
the cameras, and then the entire image acquisition protocol is
repeated. This approach allows rotating the microscope’s aniso-
tropic point-spread function relative to the specimen, but further
increases the time interval between images. In these most complex
studies of early Drosophila embryo development, images are typi-
cally acquired at 2-min intervals. Each time point comprises two-
color z stacks recorded from four orthogonal optical views for two
different physical orientations (dorsoventral and lateral), encom-
passing the entire volume of the embryo with an axial step size of
approximately 2 μm (Fig. 1d). Recordings typically terminate when
the embryo hatches and the larva crawls out of the field of view. The
larva can be transferred to a standard vial of fly food and raised to
adulthood.

3.3 Image

Processing

Before any analysis of morphogenetic mechanisms can be per-
formed, either at the tissue or the cell levels, basic information
such as nuclear positions, membrane boundaries, or gene expres-
sion levels need to be estimated from the stacks using image pro-
cessing techniques. Figure 2a shows a standard pipeline suitable for
many types of experiments.

3.3.1 Image

Pre-processing

Image pre-processing refers to any image filtering or registration
technique that needs to be performed in order to facilitate the
extraction of information from the image. In this context, it is
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Fig. 2 Image-processing pipeline for SiMView recordings of Drosophila embryogenesis. (a) Block diagram
describing the main steps of a pipeline for obtaining cell lineage information from time-lapse microscopy data.
(b) Global nuclei tracking in the entire Drosophila syncytial blastoderm. Raw image data from light sheet
microscopy was superimposed with automated tracking results using a sequential Gaussian mixture model
approach. Images show snapshots before the 12th mitotic wave and after the 13th mitotic wave (using a
random color scheme in the first time point), which is propagated to daughter nuclei using tracking
information. (c) Enlarged view of a reconstructed embryo in panel (a) with nuclei-tracking information (left)
and morphological nuclei segmentation (right). (d) One-photon SiMView recording of a histone-labeled
Drosophila embryo superimposed with manually reconstructed lineages of three neuroblasts and one
epidermoblast for 120–353 min after fertilization (time points 0–400 min); track color encodes time. (e)
Enlarged view of tracks highlighted in (c). Green spheres show cell locations at time point 400. Asterisks mark
six ganglion mother cells produced in two rounds of neuroblast division. NB neuroblast, EB epidermoblast.
Scale bars: 50 μm (a), 10 μm (b), 30 μm (c, d). Panels (b)–(e) reprinted from Tomer et al. [14] with permission
from Macmillan Publishers Ltd.



important to take measures to prevent data loss. The choice of
specific filters and of the sequence in which they are applied
depends on the given task. In the case of multiview image acquisi-
tion, the first step is usually to register and fuse all views. Well-tested
and freely available tools exist to perform this task automatically and
routinely for large-scale LSFM data sets [14, 21, 22]. For visuali-
zation purposes, a background subtraction filter is often applied in
order to reduce autofluorescence levels and enhance contrast. In
cases where dimmer nuclei are located close to more intensely
fluorescent ones, median or anisotropic diffusion [23] filtering
may be needed to reduce Poisson noise while preserving edges.
Finally, it is also common to apply deconvolution algorithms to
improve image quality. For this purpose, the Lucy-Richardson
algorithm has been shown to be suitable for LSFM data [24].
Care must be taken to prevent the introduction of image artifacts
that result from imprecise estimations of the local point-spread
function (which can vary substantially across the volume of a large
specimen).

Following pre-processing, two key image-processing tasks are
frequently performed on time-lapse images of morphogenesis: seg-
mentation and tracking. The former refers to grouping pixels in the
same image that correspond to the same object. The latter refers to
grouping pixels between images (in time) that correspond to the
same objects. These two tasks are classical image processing proce-
dures found in a broad spectrum of problems. They are accordingly
strongly represented in the literature. The reader is referred to
Khairy and Keller [1] for a survey on recent applications to devel-
opmental processes. For imaging fruit fly development, it often
suffices to focus on methods for nuclei and membrane markers
(Figs. 2a–c). As segmentation and tracking methods group pixels
belonging to the same object (one in time and the other in space),
these two processes can in principle be interleaved. In other words,
a good segmentation makes tracking easier and vice versa.

3.3.2 Nuclei

Segmentation

The segmentation of fluorescently labeled nuclei is a blob detection
problem, because nuclei morphology is well approximated by an
ellipsoid, despite variations in different cell cycle stages. There are
four elements that determine the quality of the segmentation and
the choice of methodology: the amount of background or auto-
fluorescence present in the sample, the signal-to-noise ratio (SNR),
the nuclear size distribution, and nuclear density (number of nuclei
per unit image volume).

In that regard, and specifically for Drosophila, the yolk core is
highly autofluorescent (more so when using GFP, which is excited
at around 488 nm), especially in the early stages of development.
Therefore, the use of red fluorescent markers is recommended
whenever possible. Also image segmentation algorithms need to
be tuned to adapt to the different levels of segmentation difficulty
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even within one LSFM time-lapse recording. Early in development,
nuclei are well separated, but the background (yolk autofluores-
cence) is high, whereas towards the later stages, the nuclei are more
closely packed, with less background signal.

We briefly describe two methods for nuclear segmentation that
have been successful for LSFM data and that are freely available.
Santella et al. [25] use a difference of Gaussians (Mexican hat)
filtering to enhance blobs of pre-specified size. The algorithm
assumes that every local maximum from the filter response is the
center of a nucleus and uses a machine-learning classifier to remove
false detections based on shape features. This approach is very fast
and has been tested across different species. In particular, the
authors report accuracy rates between 96 and 98 % for different
developmental stages of Drosophila. However, its performance
decreases when nucleus sizes vary significantly and the machine-
learning classifier might need retraining to adjust for different
image qualities. Moreover, the algorithm returns nuclei centers
and radii, instead of a pixel-level segmentation mask. Li et al. [26]
presented a method based on diffusion gradient vector flow [27],
followed by gradient flow tracking specifically designed to handle
scenarios where the nuclei are touching each other. The method
returns detailed pixel-level segmentation, but tends to be consider-
ably slower for large 3D datasets. This method has been successfully
applied to segmenting fluorescently labeled nuclei in Drosophila
embryo (Fig. 2c, bottom row).

3.3.3 Membrane

Segmentation

The goal of membrane segmentation is to find the boundaries of
cells. In images of entire multicellular specimen, cells are touching
each other and form a dense network. In general, membrane seg-
mentation is harder than nuclei segmentation due to unevenness in
the marker levels across the length of the membrane and the fact
that neighboring cells are in direct contact with each other.

There are two common approaches: watershed [28] and active
contours (snakes) [29]. The first method is a classical segmentation
algorithm that groups “basins” of intensity regions separated by
high-intensity contours. Unfortunately, membrane staining tends
to be uneven and allows watershed “leaking,” which results in
merging adjacent cells. Moreover, the watershed method tends to
be sensitive to noise. It is thus important to design a good pre-
processing strategy to avoid over-segmentation.

The active contour strategy fits a contour by minimizing an
energy function with two opposing components: an external and an
internal force. The external force comes from the image in the form
of edges or intensity gradients. The internal forces regularize the
solution in places where the signal is not strong enough or too
noisy, thereby preventing the “leakage” effect seen in the watershed
algorithm. The regularization is implemented in the form of curva-
ture smoothness, shape constraints, or physical properties of the
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tissue. However, it is not straightforward to implement this concept
efficiently in 3D images with thousands of connecting active
contours.

It is also possible to combine information from both nuclei and
membrane channels in order to improve results [30]. For example,
a very useful constraint is the fact that only one nucleus can be
located per cell. Thus, the nuclei detected can be used to initialize
the membrane segmentation using a Voronoi tessellation. Leakage
can also be detected if a segmented cell membrane encompasses
two nuclei. An important point to consider when using this strategy
is that all chromatic aberrations have to be corrected to guarantee
proper spatial correspondence between channels.

3.3.4 Tracking The selection of tracking algorithm depends on the four factors
previously discussed in the segmentation scenario (SNR, back-
ground intensity, cell density, and size distribution) as well as the
temporal resolution of the recording and the spatiotemporal scales
of the observed biological process. As a rule of thumb, one should
acquire at a rate which guarantees that the structure to be tracked
(usually a cell nucleus or a whole cell) has not moved more than half
its diameter between consecutive images. Otherwise, accurate
tracking and cell division detection can become impossible even
for human annotators. For example, during Drosophila ventral
furrow formation this condition requires acquisition rates faster
than 20 s per image stack. Current tracking accuracy rates vary
significantly depending on species, imaging technology, and devel-
opment stage.

Tracking methods can be divided into three categories: contour
evolution, state-space models, and data association. Contour evo-
lution is in principle a sequential segmentation in time. The solu-
tion at time t is used to initialize a segmentation method, such as
snakes, at time t + 1. If the temporal sampling is high enough, both
time points are similar and the initialization is good enough to
allow the segmentation to converge to a good solution. This repre-
sents a direct way of combining segmentation and tracking in a
single step. Tomer et al. [14] used this approach to track over 3,000
cells in the Drosophila blastoderm with 94 % accuracy (Fig. 2b). In
this case, the nuclear contours were modeled by ellipsoids forming
a Gaussian mixture model on the image intensity that can be
propagated in time.

The most common example of state-space models is particle
filtering [31]. The user defines a set of parameters that need to be
tracked for each nucleus (center, intensity, size, etc.). Given the
solution at time t, the tracking algorithm tries to predict the posi-
tion at time t + 1 using a motion model. This prediction is then
corrected with the information contained in the image at t + 1. A
key difference of these methods is that for each parameter a proba-
bilistic distribution is maintained, which returns an estimation of
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the uncertainty during the tracking. However, this feature comes at
the expense of higher computational complexity, which tends to
preclude the use of such approaches in images containing more
than a few hundred cells.

Finally, data association methods try to match segmented
objects from two time points. Each possible match is given a
score based on some similarity measure (size, displacement, etc.).
Then the optimal assignment is calculated by generating all matches
with maximum score that do not merge tracks. In these cases, the
similarity measure is critical to obtain a good solution, as well as a
good segmentation method. Kausler et al. [32] presented a data
association method specifically tailored to deal with developmental
stages presenting many false detections due to background. They
showed results in over 256 cells in earlyDrosophila stages with 96 %
accuracy rate.

If perfect tracking and segmentation are required, different visu-
alization and editing tools exist to verify results and correct them
when necessary. McMahon et al. [33] used Imaris, a commercially
available solution, to perform a dynamic analysis of collective cell
migrations during gastrulation in Drosophila. Tomer et al. [14] also
used Imaris to track neuroblast lineages in Drosophila (Fig. 2d, e).
In addition, Megason [34] and Giurumescu et al. [35] presented
freely available tools for cell lineage editing.

3.4 Computational

Modeling of the

Mechanics of

Embryogenesis in the

Fruit Fly

To fully understand morphogenesis a thorough investigation of the
forces and mechanical responses in the context of the biological
tissue must be conducted. Efforts towards this goal meet the chal-
lenges of (a) obtaining high spatial and temporal resolution images
of fly embryos and relevant gene expression patterns with sufficient
spatial coverage and over an adequate time span, (b) obtaining
reliable morphological descriptors of the embryo tissue and all
cells together with their spatial dynamics through image proces-
sing, (c) inferring/uncovering the mechanical effect of action of
gene products as well as the mechanical induction of gene expres-
sion [36], (d) measuring passive mechanical properties of the tis-
sues, and finally (e) computational modeling to challenge
hypotheses. In this section we focus on point (e): the efforts under-
taken to model developmental mechanics on a computer, in the
context of the fly embryo.

In general, simulations of biomechanical processes require (a) a
mathematical morphological description that provides an accurate
measure of deformation from a reference shape, (b) a mechanism of
applying loads locally to the tissue in accord with the hypothesis
under testing, (c) a material constitutive model that represents
the mechanical response of the tissue to loads (and together with
the extent of deformation provides a shape energy), (d) a method
to detect and handle boundaries, and (e) a numerical optimization
process to vary the morphological parameters until a minimum
energy (predicted) shape is attained.
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There is a growing body of literature concerned withmodeling
the mechanics of morphogenesis. For an excellent recent review
the reader is referred to Wyczalkowski and Taber [37]. However,
only a small number of works have attempted the simulation of fly
embryo mechanics. This is attributed to the difficulty of obtaining
high-quality three-dimensional images of developing fly embryos
using conventional techniques, and the complete lack of material
parameters for epithelial tissues in this system. Those works that
considered the mechanics of fly development focused mainly on
the process of formation of the ventral furrow invagination, i.e.,
the sequence of events that leads to the internalization of the
future mesoderm cells (the mesoderm primordium). These cells
undergo a number of shape changes [38] (Fig. 3a); they constrict
apically, and elongate to form an initial furrow. This is followed by
cell shortening (at constant cell volume [39]) leading to wedging
of the cells at the basal end, i.e., towards the yolk, and the
formation of a tubelike structure. The process is known to be
driven by the contractility of an actin-myosin meshwork, due to
the action of the transcription factors snail and twist in a ratchet-
like mechanism [40].

In a two-dimensional study, Munoz et al. [41, 42] assumed the
tissue to be neo-Hookean (i.e., a model that approximates the
response of a rubberlike material), consisting of a passive region
(located dorsally and laterally), in addition to an active region
(ventrally) in which contractile forces are generated. Their finite
element numerical treatment is based on an idea of decomposing
the deformation gradient tensor (the numerical entity that mea-
sures the extent of deformation for all considered deformation
modes at a specific material point) into an active and a passive
component, and the problem was formulated in terms of strain
energy, which was then minimized to obtain predicted shapes.
Their continuummodel confirmed the notion that several mechan-
isms act together to provide the necessary robustness to the furrow
formation process, and that there exists a set of allowed ratios of
apical constriction vs. apicobasal elongation that favor the forma-
tion of the furrow as observed in experiments. The extension of this
work to three spatial dimensions [43] predicts additional robust-
ness, and the presence of an accordion-like global compression and
expansion wave that moves through the embryo due to yolk flow.
Both studies underline the importance of the vitteline membrane as
a constraint, as well as the yolk volume. In addition the model
makes the assumption that cells in the dorsal and lateral regions of
the embryo epithelium shorten along their apicobasal axis. This is
equivalent to the ectoderm “pushing,” thereby facilitating the
formation of the invagination. The major numerical difficulty that
was overcome in these simulations is the “chatter” that occurs
during optimization calculations involving discretized constraint
surfaces. This was solved by approximating the vitteline membrane

Light Sheet-Based Imaging and Analysis of Early Embryogenesis in the Fruit Fly 93



Fig. 3 Cell shape changes during ventral furrow formation and mechanical simulation. (a) Drawings of whole
embryos indicating the regions of the mesodermal (yellow), endodermal (red), and ectodermal (grey, blue)
primordia. At the cellular blastoderm stage (~3 h of development at 25 �C) the primordia lie at the surface of
the embryo (top). Fifteen minutes later, the prospective mesoderm has formed a furrow on the ventral side of
the embryo (second embryo). A few minutes later, the posterior part of the endoderm has invaginated and the
germ band has begun to extend onto the dorsal side of the embryo (third embryo). (b) Diagrams of cross
sections of embryos at the same stages as those shown in (a). Colors mark regions or cells in which events
relevant for gastrulation occur. (c) Sketch of changes in a mesodermal cell in the embryos shown on the left.
(d) Finite element simulation of ventral furrow invagination. Top row: starting shape. Bottom row: computa-
tional model result. Panels (a)–(c) reproduced from Leptin [38] with permission from Nature Publishing Group.
Panel (d) reproduced from Conte et al. [43] with permission from Elsevier

94 Khaled Khairy et al.



using cubic B-splines, and incorporating this sliding contact tightly
in the optimization iterations [44].

In another study, also using finite elements, the embryo was
parameterized by a system of curvilinear coordinates, adopted from
potential theory [45], that facilitated its treatment as a thick shell [46].
The authors simulated both the formation of the cephalic furrow and
the simultaneous formation of cephalic and ventral furrows.

Ultimately, it is desirable to connect the data collected from
microscopy to the mechanics of the underlying tissue. Towards this
goal, we mention a strategy that infers forces involved in the ventral
furrow formation from fluorescence microscopy images. Brodland
et al. [47] used a mechanical model into which strains are input by
using segmented images of a section through the embryo to esti-
mate relative forces needed for the induction of such strain using
mathematical inverse methods. Forces are assumed to be decom-
posed into active and passive components. Within a finite element
framework, they relied on a general cell-based model [48], in which
cell-cell interactions are represented by rod elements (loci for active
forces), and the viscosity of the cytoplasm by orthogonal dashpots
(passive force components). This approach solves a stiffening arti-
fact that arises when space-filling viscous elements are used to
model the cytoplasm. Although their work was conducted on
two-dimensional images, it is pioneering in the sense that it ana-
lyzes the image data directly in the context of the mechanics of the
underlying tissue.

Many of the challenges in embryo mechanics simulations are
numerical in nature. The studies above were made possible by
meeting (one or more of) these challenges, treating boundary
conditions smoothly, choosing the best energy optimization strat-
egy, mathematically representing the embryo morphology ade-
quately, and/or avoiding problem formulations that lead to
numerical artifacts and prevent convergence. Overcoming these
computational and numerical challenges will open the door to
more efficient simulations. However, it must be kept in mind that
improvements in the predictive power of embryogenesis mechanics
computer simulations in the future will also critically depend on the
ability to record higher quality three- and four-dimensional live
image data of all relevant structures, accurate estimation of mor-
phology through improved image segmentation and tracking,
more realistic biological material models, and accurate experimen-
tal material parameter measurements, which are currently lacking
for the fly embryo.
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Chapter 7

Quantitative Image Analysis of Cell Behavior and Molecular
Dynamics During Tissue Morphogenesis

Chun Yin Bosco Leung and Rodrigo Fernandez-Gonzalez

Abstract

The cell behaviors that drive tissue morphogenesis, such as division, migration, or death, are regulated at
the molecular scale. Understanding how molecular events determine cell behavior requires simultaneous
tracking and measurement of molecular and cellular dynamics. To this end, we have developed SIESTA, an
integrated tool for Scientific ImagE SegmenTation and Analysis that enables quantification of cell behavior
and molecular events from image data. Here we use SIESTA to show how to automatically delineate cells in
images (segmentation) using the watershed algorithm, a region-growing method for boundary detection.
For images in which automated segmentation is not possible due to low or inappropriate contrast, we use a
minimal path search algorithm to semiautomatically delineate the cells. We use the segmentation results to
quantify cellular morphology and molecular dynamics in different subcellular compartments, and demon-
strate the whole process by analyzing cell behavior and the dynamics of the motor protein non-muscle
myosin II during axis elongation in a Drosophila embryo. Finally, we show how image analysis can be used
to quantify molecular asymmetries that orient cell behavior, and demonstrate this point by measuring planar
cell polarity in Drosophila embryos. We describe all methods in detail to allow their implementation and
application using other software packages. The use of (semi) automated quantitative imaging enables the
analysis of a large number of samples, thus providing the statistical power necessary to detect subtle
molecular differences that may result in differences in cell behavior.

Key words Image analysis, Segmentation, Watershed, Minimal path search, Cell morphology, Molec-
ular dynamics, Planar cell polarity, Cytoskeleton

1 Introduction

An outstanding question in tissue morphogenesis is how signals at
the molecular scale orchestrate cell behaviors. Modern live imaging
technologies allow simultaneous visualization of events at the
molecular and the cellular scales. For instance, multi-view selective
plane illumination microscopy [1, 2] allows the acquisition of
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three-dimensional images with subcellular resolution every few
seconds and during long periods of time, providing a link between
the molecular, the cellular, and the tissue scales in the context of
animal development. Therefore, live imaging is an ideal tool to
investigate the molecular signals that determine cellular behavior.
However, simultaneous tracking of cellular and molecular dynamics
generates large data sets whose manual analysis is cumbersome and
time consuming. Therefore, there is a need for methods that auto-
mate the quantitative examination of large collections of images,
thus increasing the number of samples measured and the statistical
power of the results.

Quantitative analysis of cellular and molecular dynamics from
image data typically begins with the delineation of cells, also known
as cell segmentation. Several packages exist for automated cell
segmentation [3–7]. These tools fail at accurately delineating cells
in images with low contrast or with signals that they were not
designed for, such as electron microscopy images in software
designed for fluorescence microscopy. In these cases, manual cor-
rection of the results is indispensable, and this has an impact on the
ability to process images rapidly. Furthermore, many existing tools
are limited to the analysis of cell behavior, and do not integrate the
analysis of molecular dynamics, which must be done using addi-
tional software.

Automated cell segmentation is often based on region-growing
method, in particular the watershed algorithm [8]. The watershed
algorithm requires the identification of an initial seed point per cell.
Seed points are grown simulating a flooding process that begins at
the seeds and reaches pixels in an order that depends on the pixel
value or on how that value changes locally (measured by the image
gradient). Pixels are linked to the seed that caused their flooding,
partitioning the image. The flooding process ends when water from
a seed would reach pixels assigned to an adjacent seed. The seed
detection step is therefore essential to obtain accurate segmentation
results. Errors in seed detection can result in over-segmentation if
there is more than one seed per cell, or under-segmentation if there
is less than one seed per cell. The watershed algorithm works well to
delineate cells in images in which cytoplasmic and cortical pixels
have clearly different intensity values, and when the signal used to
delineate the cells is continuous along the cell outline. Cells outlined
by discontinuous signals can be segmented using active contours
[9, 10], in which a curve is allowed to expand towards the cell
boundary under conditions that limit its shape and deformability,
thus preventing situations in which regions grown with the water-
shed algorithm would squeeze through a discontinuity on the cell
cortex and invade an adjacent cells. However, active contour meth-
ods are slow, as they are based on the solution of the partial differ-
ential equations that dictate the motion of a curve evolving under
external forces. Furthermore, active contours will stop in areas of
strong cytoplasmic signal, which are mistaken for cell boundaries.

100 Chun Yin Bosco Leung and Rodrigo Fernandez-Gonzalez



Semiautomated methods can be used to segment cells in
images in which the contrast is not appropriate for fully automated
segmentation. One of these methods is the LiveWire algorithm
[11]. In the LiveWire algorithm, a “cost” is assigned to each
pixel, with a lower cost associated with the pixels that are most
likely to belong to the cell outline. This can be accomplished by
setting the cost to be the inverse of the pixel value or of the local
image gradient. The user moves the mouse around the perimeter of
the cell and the algorithm calculates, in real time, the minimal cost
path that follows the trajectory of the mouse using Dijkstra’s opti-
mal path search algorithm [12]. This results in accurate cell delin-
eation with minimal user interaction.

To enable the quantitative, integrated analysis of cellular and
molecular dynamics using image data, we have developed a plat-
form for Scientific ImagE SegmenTation and Analysis (SIESTA)
[5]. SIESTA integrates automated morphological and molecular
analyses of cells. Furthermore, SIESTA incorporates tools that
minimize the user interaction required to correct automated seg-
mentation results, thus minimizing the time necessary to analyze
multidimensional images. These tools include seed editing, which
allows the user to correct seeds before watershed segmentation,
rather than correcting entire cell outlines after the segmentation;
seed copying across images to further minimize the number of seed
corrections necessary; and semiautomated delineation of cell out-
lines based on the LiveWire algorithm. Once cells are segmented,
SIESTA allows cell tracking and measurement of cell morphology
and molecular dynamics. These measurements include quantifica-
tion of asymmetries in protein distribution in the plane of the
tissue, also known as planar cell polarity [13].

2 Materials

2.1 Software List 1. The Matlab (Mathworks Inc.) Compiler Runtime (MCR) ver-
sion 8.2 (2013b) for Mac OSX can be downloaded from
http://www.mathworks.com/supportfiles/downloads/R2013b/
deployment_files/R2013b/installers/maci64/MCR_R2013b_
maci64_installer.zip (see Note 1).

2. SIESTA (University of Toronto) for Mac OSX can be down-
loaded from http://individual.utoronto.ca/quantmorph/
software.html.

2.2 Installation 1. Install the Matlab Compiler Runtime.

2. Uncompress the SIESTA zip file into your hard drive. This will
create a new folder (siesta3) containing all the files necessary to
run SIESTA.

3. Edit the file run_siesta3.sh in the siesta3 folder (see Note 2).
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4. In line 13, MCRROOT=“/Applications/MATLAB/
MATLAB_Compiler_Runtime/v82/” substitute the path
where you installed the Matlab Compiler Runtime.

5. Open a terminal window.

6. Change into the folder where you installed SIESTA (the folder
that contains run_siesta3.sh). To do this, use this command

cd full_path_where_you_installed_siesta

7. Run siesta by typing

./run_siesta3.sh

Do not forget the dot and the slash, they are important!! If this
did not work, make sure the run_siesta3.sh script can be
executed by running

sudo chmod 777 run_siesta3.sh

(this may ask for your password to change the file permissions).

3 Methods

3.1 Cell

Segmentation

and Tracking

0. A video tutorial on how to use SIESTA is available (Video S1).

1. Open a time-lapse sequence using “Load grayscale image” (the
keyboard shortcut is t) or “Load color image” (I) in the IO
menu. You can select a multipage TIFF containing all the time
points, or you can just click on one of the files belonging to a
group of images named sequentially.

2. If you opened a color image, use the “Switch channels” (s)
option from the IMAGE menu to switch to the channel that
you want to use to segment the cells.

3. Click on “Find seeds . . .” (S) in the IMAGE menu. Seeds are
points that will be grown in subsequent steps using the water-
shed algorithm [8] to find the cell boundaries.

4. In the dialog, select the time points where you want to find
seeds for the watershed algorithm (see Note 3).

5. Enter the XY resolution (pixel size in your images). The Z value
should be left as 1.0.

6. During segmentation, the image is initially smoothened to
reduce the noise introduced during image acquisition. This is
accomplished using a Gaussian filter, which substitutes each
pixel by the weighted average of the intensity value of its
neighbors (Fig. 1a, b). The standard deviation of the Gaussian
filter determines which neighbors are used and the degree of
blurring introduced by the filter (Fig. 2), and is represented by
the “Image smoothing” parameter in the “Find seeds . . .”
dialog in SIESTA.

7. SIESTA uses an adaptive threshold of the smoothened image to
identify bright pixels (Fig. 1c). In contrast to absolute
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Fig. 1 Watershed-based cell segmentation. Images show the steps to segment all the cells that are
completely included within an image. (a) Original image. Scale bar ¼ 25 pixels. (b) After Gaussian filtering
the image shown in (a) using σ ¼ 0.65. (c) Adaptive threshold of the image shown in (b) using a
30 � 30 pixel window. The resulting image is a binary image (red ¼ 1, black ¼ 0). (d) Dilation of the
image shown in (c). (e) Inversion of the image shown in (d). (f) Distance transform of the binary image shown
in (e). (g) Local maxima of the distance transform shown in (f) using a cutoff value of 1.2. (h) The centroids of
the objects shown in (g) are displayed as red circumferences on the original image. Tiny objects in (g) were
filtered out using a minimum size threshold. (i) Result of running the watershed segmentation using the red
circumferences shown in (h) as seeds. Watershed lines are indicated in green. (j) Watershed segmentation
results after deleting polygons that touch the border of the image

Fig. 2 Gaussian filtering for noise reduction. Numbers indicate the standard deviation (in pixels) of the
Gaussian filter used for smoothing. Increasing Gaussian widths result in wider cell-cell interfaces, but also in
blurrier images. Scale bar ¼ 25 pixels



thresholds, which set one cutoff value for the entire image
based on the histogram of pixel values (Fig. 3a, b), the adaptive
algorithm used by SIESTA sets an independent threshold value
for each pixel in the image. For any given pixel, the threshold is
determined by the average gray value of its neighboring pixels.
Neighboring pixels are those included within a box of specific
width and height and centered on the pixel in question
(Fig. 3c). The adaptive threshold algorithm generates a binary
image with only two possible pixel values, 0 and 1. A pixel is set
to 1 if its gray value in the smoothened image is greater than the
average value of its neighboring pixels, and to 0 if it is smaller.
Pixels on bright structures, such as the cell outline, will have a
value of 1 in the binary image, and dimmer pixels, such as those
in the cytoplasm, will have a value of 0 (Fig. 1c). The binary
image is then dilated to close small discontinuities in the bright
structures (Fig. 1d).

8. The main parameter of the seed-finding algorithm [14] is the
“Minimum distance seed-cortex.” The thresholded image is
inverted (Fig. 1e), and a distance transform is calculated to
measure the shortest distance from each pixel to the regions
of the image identified as bright by the adaptive threshold
(Fig. 1f ). The “Minimum distance seed-cortex” is used to
threshold the distance transform and extract its local maxima
(Fig. 1g) (seeNote 4). The centers of each “connected compo-
nent” (groups of pixels that maintain continuity) are used as
seeds (Fig. 1h).

9. When most of the cells are assigned a single seed, use the
editing tools in the ANNOTATIONmenu to manually correct

a b

c c c

b b

Fig. 3 Absolute vs. adaptive thresholds. (a) Histogram of gray values in the image shown as an inset. The
mode (most frequent pixel value) is 23. (b–b00) Binary images resulting from the application of an absolute
threshold to the image shown in (a). The threshold value is indicated in the lower right corner of each
image. A unique threshold value cannot be used to distinguish junctional and cytoplasmic pixels in the
upper left and lower right corners of the image, due to inhomogeneous sample illumination during image
acquisition. (c–c00) Binary images obtained by applying an adaptive threshold to the image shown in (a). The
window size used to calculate the local threshold is indicated in the lower right corner of each image. Scale
bar ¼ 25 pixels
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missing or extra seeds. SIESTA treats seeds as fiducial markers,
represented as small, red circumferences. Select “Set fiducial
markers” (f) from the annotation menu to go into fiducial-
editing mode. Left click to add fiducials (seeds), and right
click on a fiducial marker to remove it.

10. Once seeds are correct, they should be saved in an annotation
file. To do this, click on “Save annotations . . .” (a) in the IO
menu. These annotations can later be loaded using “Load
annotations . . .” (L) from the same menu.

11. Seeds can be transferred to other time points using the options
“Copy fiducial markers” (C) and “Paste fiducial markers” (V)
in the ANNOTATION menu. You can move back and forth
between time points using “Next image” (.), “Previous image”
(,), and “Go to . . .” (g) from the IO menu. You can move
groups of fiducials by drawing a polyline (see Note 5) around
them and selecting “Move fiducials in polyline” from the
ANNOTATION menu. Left click on the polyline and drag it
to move all the fiducials included in the polyline. Right click on
the polyline to delete it (see Note 6).

12. Seeds can be expanded using the watershed algorithm (Fig. 1i)
(see Note 7). To do this, select “Expand from these seeds . . .”
from the IMAGE menu. The default parameters should work
for most images.

13. Edit the cells that were not segmented properly. To correct the
segmentation of one cell, go into the polyline-drawing mode
by selecting “Draw polyline” (y) from the ANNOTATION
menu. Right click on the contour of the cell that you want to
delete. You can zoom in using the options in the SIZES menu,
or simply pressing z while the mouse is on the image. This last
option will cycle through 100, 200, 300, and 400 % zooms of
the image. When you are zoomed in, you can use the arrow key
to move the image. Alternatively, select “Pan” from the
ACTIONS menu to drag the image with the mouse.

14. Cells can be manually delineated using polylines (seeNote 5). A
more efficient solution is the LiveWire algorithm, which can be
used to segment cells semiautomatically (Video S2). Select
“LiveWire” from the ANNOTATION menu. Click with the
left mouse button on the cell outline to start the LiveWire and
move the mouse around the cell. The LiveWire uses Dijkstra’s
minimal path search algorithm to calculate the brightest path
between the last point clicked and the current position of the
mouse (Box 1). When you are satisfied with a segment, click on
the left button to store it. Right-click to close the polyline, and
middle-click to delete the previous segment stored. When you
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are done, add a fiducial inside your cell if there is not one there
already.

15. SIESTA tracks cells based on fiducials. Select “Track polylines
(using fiducials) . . .” from the ANNOTATION menu. Watch
the Matlab terminal for error messages (see Notes 8 and 9).
The algorithm projects each fiducial onto the next time point in
the sequence and finds the closest neighbor. Each fiducial is
assigned a number or ID. Fiducial IDs will be reassigned such
that corresponding fiducials have matching IDs. You can visua-
lize fiducial IDs selecting “Toggle ids” in the ANNOTATION
menu. Polylines will be assigned the ID of the fiducial they
enclose.

3.2 Morphological

and Molecular

Analyses

1. To measure cells, select “Measure polylines” from the
MEASUREMENT menu (see Note 10). Indicate the time
points that you want to analyze. Select a file for storing the
output. The measurements can be saved in .mat format, for
Matlab, or in .csv format, which can be opened with a text

Box 1
Pseudocode for Dijkstra’s Minimal Path Search Algorithm
in a Weighted Graph
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editor or in a spreadsheet. If you cancel here, the analysis will
run, but only the results of the first image analyzed will be
displayed on the screen.

2. NaN (“Not a Number”) values in the measurement results
indicate the presence of a fiducial with no assigned polyline in
that time point.

3. In .csv format, the Center is given as x1, y1, x2, y2, . . ., xn, yn,
where 1, . . ., n are the time points measured.

4. Area, perimeter, and length measurements are provided in pixel
units.

5. LengthH and LengthV measure cell length along the horizon-
tal and the vertical axes, respectively, by overlaying a grid of
horizontal or vertical lines, 1 pixel apart, on the cell outline,
and calculating the average length of the intersections between
the lines and the cell outline.

6. LengthEllipseH and LengthEllipseV measure cell length along
the horizontal and vertical axes, respectively, by fitting an
ellipse to the cell outline and calculating the length of the
intersection between the ellipse and a horizontal and a vertical
axes going through the center of the ellipse.

7. Red/green/blue brightness (perimeter) measures the mean
value of the pixels that are part of the cell outline (seeNote 11).

8. Red/green/blue brightness (center) measures the mean value
of the pixels that are inside the cell outline (see Note 11).

3.3 Quantification of

Planar Cell Polarity

1. Open your image using “Load grayscale image” (t) or “Load
color image” (I) from the IO menu (see Note 12).

2. If you opened a color image, use the “Switch channels” (s)
option from the IMAGE menu to switch to the channel where
you want to delineate cell outlines (or stay on the color image if
you prefer to delineate cells there).

3. To quantify planar polarity, you need to draw a line or a
“trajectory” on each cell interface. Select “Draw trajectory”
(j) from the ANNOTATION menu (see Note 13).

4. Click once with the left mouse button to initialize the trajec-
tory. Release the mouse button and move to the next point
along the cell interface. Click on the left mouse button to set
the current point as part of the trajectory. Click on the middle
button to remove the last point that was set. Right-click to
finish drawing the trajectory (see Notes 14 and 15).

5. To delete a trajectory, right-click on it.

6. When you are done drawing trajectories, use the “Switch chan-
nels” (s) option from the IMAGE menu to switch to the
channel where you want to quantify polarity. You can also
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switch to the color image to quantify the polarity of the three
channels at once.

7. Select “Quantify signal polarity based on trajectories” from the
MEASUREMENTmenu, and choose a file to store the output.
The measurements can be saved in .mat format, for Matlab, or
in .csv format, which can be opened with a text editor or in a
spreadsheet. If you cancel here, the analysis will run and the
results will be displayed on the screen.

8. The output file contains the mean cytoplasmic brightness
(measured generating a mask that excludes the drawn trajec-
tories), the image mode (the most frequent pixel value), and
the mean image brightness. These three values can be used to
correct for background [15].

9. Also in the output file are the angle (in degrees, see Note 16),
length (in pixels), and average red, green, and blue intensity
value for each individual trajectory.

10. The output file contains the mean results obtained by grouping
trajectories according to their angle, in 15� bins, and a similar
analysis transforming all angles to the [0,90] degree range
(e.g., 105� ¼ 75�).

3.4 Representative

Results

We have used automated cell segmentation and tracking to follow
the cellular and molecular dynamics of axis elongation in Drosoph-
ila embryos [5]. Figure 4 shows the analysis of 94 cells in an
embryo tracked for 8 min with a temporal resolution of 15 s.
Our analysis revealed cycles of assembly and disassembly of net-
works formed by the motor protein non-muscle myosin II at the
medial cortex of ectodermal cells (Fig. 4a–c). Medial myosin pulses
were accompanied by oscillations of the apical area of the cells
(Fig. 4b, d). Apical area oscillations were not associated with a
reduction in cell area (Fig. 4f), in contrast with the oscillatory
behaviors observed during mesoderm invagination [16]. These
results showed that the oscillatory behaviors associated with medial
myosin networks are not exclusive of cells undergoing apical con-
striction, and have opened the way to new investigations on the
function and molecular regulators of oscillatory behaviors during
axis elongation.

SIESTA can also measure asymmetries in the localization of
molecules in the plane of the tissue [13, 17, 18]. Figure 5 shows an
analysis of protein localization in a wild-type Drosophila embryo
undergoing axis elongation, and in an embryo mutant for bicoid,
nanos and torso-like, three transcription factors required for
anterior-posterior axis specification and elongation. Embryos
were stained for the PDZ domain protein Par-3 (red), which is
thought to stabilize adherens junctions, and for myosin II (green)
(Fig. 5a, b). In the wild-type embryo, Par-3 localized preferentially
at cell interfaces within 0–45� with respect to the anterior-posterior
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Fig. 4 Analysis of cellular and molecular dynamics in living Drosophila embryos by automated cell detection
and tracking. (a) Ectodermal cells expressing the junctional marker E-cadherin:GFP in a stage 7 Drosophila
embryo. The results of watershed-based, automated cell delineation applied to (a) are displayed as green
polygons in (a0). The white arrow in (a) points at a cell tracked in (b). Anterior left, dorsal up. Scale
bar ¼ 10 μm. (b) Kymograph showing a cell expressing E-cadherin:GFP (green) and myosin:mCherry (red ).
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Anterior left, dorsal up. Scale bar ¼ 5 μm. (c) Dynamics of myosin concentration at the medial cortex of three
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(AP) axis of the embryo (Fig. 5a, a00) [19, 20], with a 4.6-fold
enrichment with respect to interfaces perpendicular to the AP
axis. Myosin localization was reciprocal to Par-3 (Fig. 5a000) [19,
21, 20], with a 2.3-fold myosin enrichment at cell interfaces per-
pendicular to the AP axis of the embryo. In the bicoid, nanos, torso-
like mutant, Par-3 and myosin localized uniformly around the
apical cell cortex (Fig. 5b, b000) [19], and myosin displayed an
increase in the medial-to-junctional ratio, as we previously reported
in living embryos (Fig. 5b) [5]. By immunostaining for different
markers at different developmental stages, this analysis can be used
to reconstruct the temporal sequence of events that leads from a cell
that is molecularly symmetric to one that is spatially patterned, and
to screen for defects in the asymmetric distribution of proteins in
the cell.

4 Notes

1. The Matlab Compiler Runtime is required to run Matlab code
packaged with the Matlab Compiler. This allows users to run
Matlab code without having to buy a Matlab license (the
Matlab Compiler Runtime is available free of charge).

2. run_siesta3.sh is the file that will be used to run SIESTA. It is a
Unix shell script, a list of instructions for the operating system
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indicating where are the different components necessary to run
the program.

3. It is usually faster to find the right parameter values for the
seed-finding algorithm on a single image before trying with
multiple time points at once. Also, it is easier to find the right
seeds for the first time point and then transfer them and adjust
their position for all the subsequent time points using the tools
described below.

4. Increase the value of the “Minimum distance seed-cortex” if
you have too few seeds (some cells are not assigned seeds).
Decrease this value if you have too many seeds (more than
one seed per cell).

5. To draw a polyline, select “Draw polyline” in the
ANNOTATION menu. Click on the left mouse button to
start drawing. Each left click adds one vertex to the polyline.
Close the polyline with a right click. Clicking the middle button
while drawing deletes the last segment of the polyline.

6. You can also delete all seeds outside a polyline. Once the poly-
line is drawn, select “Delete fiducial markers outside polyline”
in the ANNOTATION menu and click on the polyline to
delete all the fiducials outside.

7. Cells that touch the image border are automatically deleted by
SIESTA (Fig. 1i, j). Most segmentation errors occur with the
most external layer of cells. Thus, it is a good practice to add
extra seeds outside the group of cells that need to be correctly
segmented.

8. Tracking in SIESTA will only work if the same number of
fiducials is present in consecutive time points. An error message
will be displayed otherwise. In that case, flip back and forth
between the two time points indicated by the error message to
identify the position of the missing/extra fiducials. Error mes-
sages during tracking may also indicate that two fiducials map
onto the same one in the next time point. Simply look for the
corresponding fiducial in the indicated time point and edit the
two fiducials that map onto it from the previous time point.

9. Fiducial based tracking is simple and runs fast, but it requires
that the temporal resolution of the movie is high enough that
cells do not move too far from one time point to the next. If
cells move over half a cell diameter between time points, track-
ing will not work.

10. The displayed channel or channels will be measured, so if you
are using a color movie, switch to the color channel to measure
all the channels at once. If your movie has two channels stored
as independent files, you can analyze one, save the results, and
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then open the second channel, load the annotation file, and
analyze it.

11. These measurements will be affected by the width of the cell
outline. The width of the cell outline can be determined using
“Set brush diameter” under the OPTIONS menu. After
changing the brush size, the visual appearance of the cell out-
lines will be updated when you move to a different time point.

12. Make sure you do not have images with sequential names in the
same folder as the image that you are opening, as SIESTA will
try to open all of them as a sequence.

13. Do not draw any trajectories that touch the border of the
image, or SIESTA will return an error message when it runs
the analysis.

14. Try to draw trajectories that do not include vertices where three
or more cells meet, as these vertices can accumulate protein
from multiple cell interfaces.

15. The width of the trajectories can be modified by selecting “Set
brush diameter” under the OPTIONS menu. This will affect
any new trajectories as well as trajectories that are already
drawn, although the visual appearance of the trajectories will
only be updated when you press sequentially on . and , to
refresh the image.

16. Trajectories can consist of one or multiple segments. The angle
of trajectories consisting of a single segment is the angle
between the segment and a horizontal line extending to the
right from the bottom end of the segment. For trajectories that
contain multiple segments, the angle is calculated as the angle
between a straight line connecting the end points of the trajec-
tory and a horizontal line as above.
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Chapter 8

A Multiplex Fluorescent In Situ Hybridization Protocol
for Clonal Analysis of Drosophila Oogenesis

Lily S. Cheung and Stanislav Shvartsman

Abstract

Fluorescent in situ hybridization (FISH) is a common inmunohistochemical method used to examine the
distribution of RNAs in tissue samples. In mosaic tissues composed of a mixed population of wild-type and
loss-of- or gain-of-function mutant cells, FISH allows comparison of the effect of the perturbation on gene
expression patterns in a mutant cell and its wild-type neighbors. Here, we provide a protocol for the
detection of RNA in Drosophila mosaic follicular epithelia, where the mosaic analysis with a repressible cell
marker (MARCM) technique is used for expression of transgenes.

Key words Drosophila melanogaster, Oogenesis, Follicle cells, Mosaic analysis with a repressible cell
marker (MARCM), Fluorescent in situ hybridization (FISH)

1 Introduction

Drosophila melanogaster oogenesis is a classic model for the analysis
of patterning and morphogenesis regulation by extracellular signal-
ing pathways. In addition to the simple anatomy of the egg cham-
ber, the large availability of transgenic tools for its manipulation
allows the study of a number of developmental processes, many of
which are conserved between flies and vertebrates. Moreover, this
tractable system shares many of the morphogenetic events of larger
organs under the control of some of the same regulatory networks,
and has already provided great insight into the molecular mechan-
isms coordinating morphogenesis [1, 2].

One useful tool to prove the function of genes is the GAL4/
UAS binary system for transgene expression. GAL4 encodes a
protein identified in the yeast Saccharomyces cerevisiae as a regulator
of genes induced by galactose. In Drosophila, many lines (known as
“drivers”), where the GAL4-coding sequence has been stably
incorporated into the genome under the control of Drosophila
regulatory sequences (with tissue- and stage-specific expression),
are reported and publicly available. GAL4 regulates transcription by
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binding to four related 17 bp sites known as upstream activating
sequences (UAS), and thus promoting transcription of nearby
genes [3, 4]. Many lines with the coding sequences of Drosophila
genes under the control of UAS are also publicly available.

An additional level of control of transgene expression can be
achieved with the MARCM method [5, 6], which combines the
FLP/FRT [7] system and the dominant GAL80 protein to inhibit
activation of the GAL4/UAS system. TheMARCMmethod can be
used to prevent lethality due to off-target effects, and to allow
comparison of gene expression in a mutant cell and its wild-type
neighbors within the same tissue.

The FLP-recombinase and its target, the FRT sequence, can
induce high-frequency mitotic recombination between FRT sites
located on homologous chromosome arms to produce mosaics of
homozygote mutant, heterozygote, and homozygote wild-type
cells [7]. If a GAL80 sequence is incorporated distally to an FRT
site, FLP-induced mitotic recombination removes GAL80 in a
random group of cells which allows the transcription of UAS-
regulated transgenes by GAL4 (Fig. 1a). Furthermore, the choice
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Fig. 1 The effect of a gene on a potential target can be tested by ectopic expression of the gene under UAS
control. (a) Females with a tubP-GAL80, FRT in trans to an FRT site, an hsP-FLP recombinase, a UAS-GFP, and
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of oogenesis-specific Gal4 drivers [8] allows a more temporally
restricted transgene expression.

In this chapter, we describe a procedure to induce MARCM
clones in follicle cells during oogenesis, and to analyze the resulting
changes in RNA expression using fluorescent in situ hybridization
(FISH). The FISH protocol described below was adapted from that
developed for Drosophila embryos, with further modification sug-
gested in the author’s laboratory website [9, 10]. This protocol can
successfully detect medium-to-high levels of RNA. Other techni-
ques allowing the detection of low levels of RNA through the use of
amplification steps [11] are not covered here.

2 Materials

Prepare all solutions using nuclease-free water and molecular
biology-grade reagents.

2.1 Labeled RNA

Probe Preparation

1. Hydrolysis buffer: Dissolve sodium carbonate (Na2CO3) and
sodium bicarbonate (NaHCO3) in water to concentrations of
1.2 M and 0.8 M, respectively. Check for a final pH of 10. The
solution can be prepared in advance and stored in aliquots at
�20 �C.

2. Stop buffer: Dilute sodium acetate buffer solution (3 M, pH 5,
Sigma) to a final concentration of 0.2 M in water. Use sodium
acetate buffer solution (3 M, pH 7, Sigma) to adjust the final
pH to 6. The solution can be prepared in advance and stored in
aliquots at �20 �C.

3. Hybridization buffer: Mix 25 mL of formamide, 12.5 mL of
SSC buffer (20�, Sigma), 12 mL of water, 500 μL of Salmon
spermDNA (10mg/mL, Sigma), 50 μL of Tween-20 (Sigma),
and 50 μL of a 50 mg/mL stock of heparin. To prepare the
heparin stock, dissolve heparin sodium salt (Sigma) in water.
The hybridization buffer can be prepared in advance and stored
at �20 �C.

4. in vitro transcription (IVT) reaction mix: Combine 2 μL of
transcription buffer (10�, Roche Applied Science), 2 μL of
DIG or Biotin RNA labeling mix (Roche Applied Science),
2 μL of RNase inhibitor (Roche Applied Science), 2 μL of
nuclease-free water, and 2 μL of T3, T7, or SP6 RNA Polymer-
ase (Roche Applied Science). Select the RNA polymerase that
will produce antisense RNA from the template DNA. Use
immediately after preparation.

5. DNAse I (Roche Applied Science).

6. RNeasy Mini Kit (Qiagen).

7. Microcentrifuge.
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2.2 Ovary Sample

Preparation

1. Isotherm incubator at 37 �C.

2. Baker’s yeast (MP Biomedicals).

3. Stereo dissecting microscope, carbon dioxide pad, Pyrex glass
spot plate, and Dumont forceps for dissection.

4. Wide-bore pipet tips.

5. Dissection solution: Dissolve Tween-20 in Grace’s Insect
Medium (1�, Invitrogen) to a final concentration of 0.02 %.
The solution can be prepared in advance and stored at 4 �C.

6. PBST wash solution: Dissolve Tween-20 in 1� Dulbecco’s
phosphate-buffered saline (PBS) to a final concentration of
0.02 %. The solution can be prepared in advance and stored
at room temperature.

7. Nutating mixer.

8. 8 % formaldehyde fix solution: Mix 43 μL of formaldehyde
(37 %), 157 μL of 1� PBS, and 600 μL of heptane. Use
immediately after preparation.

9. Methanol.

2.3 Hybridization

of RNA Probes

1. Ethanol.

2. Xylene.

3. Methanol.

4. 6 % formaldehyde fix solution: Dilute the formaldehyde (37 %)
in 1� PBS to a final concentration of 6 % formaldehyde. Use
immediately after preparation.

5. Acetone.

6. Benchtop incubating orbital shaker with Eppendorf tube
holder.

2.4 Antibody

Staining

1. Blocking solution: Mix 1 mL of the Western blocking reagent
(WBR, 10�, Roche Applied Science) and 4 mL of 1� PBS.
Store at 4 �C for up to 1 day.

2. Sheep anti-DIG antibody (Roche Applied Science) or mouse
anti-Biotin antibody (Jackson ImmunoResearch Lab) depend-
ing on the particular probe used.

3. Alexa Fluor 488-conjugated rabbit anti-GFP antibody (Molec-
ular Probes).

4. Alexa Fluor-conjugated secondary antibodies (Molecular
Probes).

2.5 Sample

Mounting

1. Aqua Poly-Mount (PolySciences).

2. Glass slide and glass cover slip.

3. Wide-bore pipet tips.

4. Clear nail polish.
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3 Methods

3.1 Labeled RNA

Probe Preparation

1. Amplify DNA template for the gene of interest by polymerase
chain reaction (PCR) according to the instructions for the
particular polymerase used. Add 10 μL of the PCR product to
10 μL of the IVT reaction mix. Incubate at 37 �C for 3 h.

2. Add 2 μL of DNase I and incubate at 37 �C for 30 min.

3. Purify the probe using the Qiagen RNeasy Mini Kit following
the instructions for RNA cleanup.

4. Elute RNA from the Qiagen column with 40 μL of nuclease-
free water.

5. Add 2 μL of hydrolysis buffer, and incubate at 60 �C for a time
(in minutes) equal to (L � 0.2)/(0.022 � L) where L is the
length of the DNA template in kb.

6. Add 40 μL of stop buffer to quench the hydrolysis.

7. Dilute the RNA probe solution in 200 μL of the hybridization
buffer and store at �20 �C.

3.2 Ovary Sample

Preparation

1. Prepare heterozygote flies carrying a tubP-GAL80, FRT in
trans to an FRT site, as well as an oogenesis-specific GAL4
driver, an hsP-FLP recombinase, and aUAS-GFPmarker. Addi-
tionally, UAS-transgenic constructs can be incorporated to
study their function (for example as in Fig. 1, see Note 1).

2. Heat-shock the flies for two consecutive days. Place vials with
adult females and some male flies in an isotherm incubator set
at 37 �C for 5 h each time (see Note 2). Transfer the flies to a
fresh vial with standard cornmeal food.

3. Let the flies recover at room temperature, and on the fourth
day add Baker’s yeast to their food to promote oogenesis. Wait
until the next day for dissection.

4. Anesthetize 10–20 female flies on a carbon dioxide pad.

5. Dissect ovaries in a glass spot plate with cold dissection solu-
tion. Separate each ovary in half, and transfer them to an
Eppendorf tube using a wide-bore pipet tip (see Note 3).

6. Remove as much liquid from the sample as possible, and add
the 8 % formaldehyde fix solution. Incubate for 20 min on a
nutating mixer (see Note 4).

7. Rinse once and wash the fixed ovaries in PBST three times for
5 min each (see Note 5).

8. Dehydrate ovaries by washing successively in solution of 25,
50, and 75 % methanol in 1� PBS for 5 min each on a nutating
mixer. Rinse once and store the ovaries in 100 % methanol at
�20 �C for up to 3 months.
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3.3 Hybridization

of RNA Probes

1. Rinse ovaries once and wash with ethanol for 5 min.

2. Incubate in a solution of 90 % of xylene in ethanol for 1 h.

3. Rinse once and wash with ethanol for 5 min.

4. Rinse once and wash with methanol for 5 min.

5. Fix the dissected ovaries in an equal parts mixture of 6 %
formaldehyde solution and methanol for 5 min.

6. Fix again in 6 % formaldehyde solution for 25 min.

7. Rinse once, and wash in PBST three times for 5 min each.

8. Separate ovaries into individual egg chambers (see Note 6).

9. Incubate in a solution of 80 % acetone in nuclease-free water at
�20 �C for 10 min. Invert the tube once during incubation to
improve permeabilization.

10. Rinse once, and wash in PBST three times for 5 min each.

11. Fix in 6 % formaldehyde solution for 25 min.

12. Rinse once, and wash in PBST three times for 5 min each.

13. Incubate in an equal parts mixture of hybridization buffer and
PBST for 10 min.

14. Incubate sample in hybridization buffer at 60 �C for 2 h.

15. Dilute the RNA probe in hybridization buffer. Try several
concentrations starting with a 1:10 dilution. Denature the
probe by heating this solution to 80 �C for 4 min, and then
quenching in ice for 1 min. Immediately after, add the probe
solution to the sample and incubate at 60 �C overnight in an
orbital shaker.

3.4 Antibody

Staining

1. Rinse once, and wash in hybridization buffer three times at
60 �C for 1 h each.

2. Incubate in an equal parts mixture of hybridization buffer and
PBST for 10 min.

3. Rinse once, and wash in PBST three times for 5 min each.

4. Incubate the sample in blocking solution for 30 min.

5. Dilute the primary antibodies in blocking solution. Try several
concentrations starting with a 3:500 dilution for sheep anti-
DIG, 1:100 for mouse anti-biotin, and 1:100 for rabbit anti-
GFP. Add this antibody solution to the sample, and incubate at
4 �C overnight in a nutation mixer (see Notes 7–9).

6. Rinse once, and wash in PBST three times for 5 min each.

7. Incubate in blocking solution for 30 min.

8. Dilute the secondary antibodies in blocking solution. Try sev-
eral concentrations starting with a 1:500 dilution. Add the
probe solution to the sample and incubate for 2 h. Protect the
sample from light (see Note 10).
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9. Rinse twice, and wash in PBST two times for 20 min each.

10. Wash the sample in PBS for 20 min, and then remove as much
of the wash liquid as possible.

3.5 Sample

Mounting

1. Add an equal parts mixture of PBS and Aqua-Poly-Mount (i.e.,
in one drop of each for a 22 � 60 mm cover slip), and pipet
several times to suspend the ovaries using a wide-bore pipet tip.
Transfer the sample to a glass slide, and remove any bubbles.
Place cover slip genteelly on the sample, and seal the edges with
nail polish (see Notes 11 and 12). Store the slide at 4 �C, and
protect from light. Wait for 1 day before imaging.

4 Notes

1. It is convenient to keep one stock with the tubP-GAL80 FRT,
the hsP-FLP recombinase, the GAL4 driver, and the UAS-GFP
marker, and another stock with the FRT and the UAS-
transgenic construct to be analyzed, that can be crossed multi-
ple times to easily repeat experiments.

2. The duration and frequency of the heat shock affect the num-
ber and size of clones. The particular conditions described here
produce several medium-size (2–10 cells) clones when com-
bined with the FRT19 site.

3. Keep the 0.02 % Tween-20 in Grace’s medium solution in ice.

4. All fixation, wash, and incubation steps are done at room
temperature unless otherwise specified.

5. In each of the rinse steps in this protocol, rinse refers to remov-
ing as much of the previous solution as possible, replacing it
with PBST, and then removing the PBST, while in the wash
steps, the samples are placed in nutation mixer for the indicated
time before removal of the PBST. The duration of the wash
steps is recommended, but can be extended.

6. The separation into individual egg chamber can also be per-
formed after step 7 of Subheading 3.2, before the dehydration
step. If samples from different dissections will be combined into
a single FISH, separating the egg chamber after step 7
decreases the workload for the hybridization procedure.

7. Fluorescein-labeled probes can also be incorporated to monitor
the expression of a third gene, combined with a commercial
rabbit anti-fluorescein antibody. Because of fluorescein’s green
fluorescence, the secondary antibody used for its detection
should be Alexa Fluor 488 conjugated. In our hands,
dinitrophenyl-labeled probes produce nonspecific fluorescence.
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8. Samples treated in this protocol retain negligible fluorescence
from GFP; thus GFP can be detected with appropriate primary
and secondary antibodies not conjugated to Alexa Fluor 488.

9. Because of the extensive sample treatment, the concentration of
antibodies used for protein detection in this protocol is approx-
imately double that required in conventional inmunostaining.

10. The DNA-binding dye DAPI can be added to this step to stain
nuclei.

11. If the sample size is too small and will be analyzed with confocal
microscopy, it is possible to mount the sample in between two
cover slips to allow imaging of the sample from both sides.
Place the sample on a cover slip and genteelly lay another cover
slip of equal size on top. Let the liquid spread between the
cover slips and wipe the edges to remove excess liquid. Seal the
edges with nail polish, and set on a support that avoids contact
with the nail polish. When imaging, tape the cover slip setup to
a glass slide. As limitations, this arrangement is not adequate
for epifluorescence or light microscopy, breaks easily, and
should be handled with care.

12. If the ovaries show signs of shrinking, it is possible that the ratio
of Aqua-Poly-Mount to PBS is too high. Increase the amount
of PBS in subsequent experiments.
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Chapter 9

Active Cell and ECM Movements During Development

Anastasiia Aleksandrova, Brenda J. Rongish, Charles D. Little,
and András Czirók

Abstract

Dynamic imaging of the extracellular matrix (ECM) and cells can reveal how tissues are formed.
Displacement differences between cells and the adjacent ECM scaffold can be used to establish active
movements of mesenchymal cells. Cells can also generate large-scale tissue movements in which cell and
ECM displacements are shared. We describe computational methods for analyzing multi-spectral time-lapse
image sequences. The resulting data can distinguish between local “active” cellular motion versus large-
scale, tissue movements, both of which occur during organogenesis. The movement data also provide the
basis for construction of realistic biomechanical models and computer simulations of in vivo tissue
formation.

Key words Cell motility, Time-lapse imaging, Avian development, Computational analysis

1 Introduction

Tissue engineering, the controlled construction of tissues—that is,
cells and their extracellular matrix (ECM) environment—is a
promising avenue of future biomedical applications. To realize
this possibility, the dynamic and mutually interdependent relation-
ship between cells and ECMhas to be understood. Changes in local
cell and ECM organization have a clear impact on cell differentia-
tion, cell signaling, and further downstream effects with direct
medical importance; for example, the durability of heart leaflet
implants [9] or treatments to reduce malignant cell invasion [7].
The large-scale tissue movements, which characterize early embry-
onic development, are not replicated by typical culture techniques.
Thus the ability of cells to translocate in conjunction with their
microenvironment is generally underappreciated—so much so that
it is often taken for granted that cells inevitably crawl along ECM
fibers in response to repulsive or attractive biochemical cues. Yet, if
investigators are interested in measuring modes of active cell
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locomotion, in situ, it is necessary to study cellular motion in the
context of deformation of the surrounding ECM; i.e., as part of a
composite tissue.

In the following sections we discuss experimental and compu-
tational techniques that we used to study ECM movements in live
embryos, and the methods we used to compare cell and local ECM
movement data to establish cell-autonomous motility relative to
the ECM microenvironment.

2 Embryo Preparation

1. Fertilized wild-type or transgenic Tie1::H2B-YFP quail eggs
(Coturnix coturnix japonica) are incubated in the humidified
atmosphere at 37 ∘C.

2. Embryos are removed from the eggs and mounted on What-
man 52 filter paper rings (Whatman International, Maidstone,
England) as described in [2, 11, 12].

3. Embryos are staged according to the classification developed
by Hamburger and Hamilton (HH) [8].

4. For further manipulations, embryos are placed onto culture
dishes [3, 2], typically with their ventral surface facing away
from the culture support.

3 In Vivo Labeling of ECM Antigens

Fluorophore conjugation is an efficient method to covalently label
antibodies or other molecules of interest [10, 12]. To visualize
ECM antigens in living quail embryos we use anti-fibrillin-2 anti-
body JB3 and anti-fibronectin antibody B3D6 (both from Devel-
opmental Studies Hybridoma Bank, Iowa City, IA).

1. Antibodies are conjugated to fluorophores using AlexaFluor
488, 555, and 647 Antibody Labeling kits (Molecular Probes,
catalog numbers A-20181, A20187, and A-20186) as per
manufacturer’s instructions. For microinjections, antibodies
are solubilized in ePBS [11] at 1 μg/μL concentration.

2. For microinjection, embryos are oriented with their ventral
(endodermal) surface up (away from the agar-albumen bed
underlying the embryo in the culture dish).

3. The glass needle penetrates the endoderm at an acute angle
(less than 45∘).

4. Fluorophore-conjugated antibodies are delivered into the inter-
stitial space by 6–20 pulses of 5–10 nl of antibody solution.
Microinjections utilize a pneumatically driven Pico-Injector
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(HarvardApparatus,Holliston,MA) associatedwith a hydraulic
micromanipulator assembly (Narishige Scientific Instrument
Laboratory, Tokyo). Each pulse lasts for 10 ms and the applied
pressure is 3.5–5.0 psi.

Notes: Antibody microinjection at HH6-7 provides more extensive
labeling of fibronectin and fibrillin-2 constituents of the developing
heart compared to the antibody delivery at earlier stages. Proteins,
other than immunoglobulins, such as human serum fibronectin
(BD Biosciences, catalog number 354008) can similarly be labeled
with AlexaFluor fluorophores and delivered into the living quail
embryos by the same method [1].

4 Cell Transfection

Lipofectamine 2000(c)-mediated delivery of plasmid DNA into the
embryo can be used for cell transfection, as an alternative method
to electroporation techniques. For example, myocardial progeni-
tors can be selectively labeled by chicken Cardiac Myosin Light
Chain 2 (cmlc2) promoter-driven GFP or RFP reporter constructs.
Endodermal cells can be visualized by local exposure of the
pCAAGS-GFP plasmid (a gift from Dr. Olivier Pourquie, Institute
of Genetics and Molecular and Cellular Biology, Strasbourg,
France).

1. Ten micrograms of plasmid DNA is diluted in endotoxin-free
water and mixed with OptiMEM I Reduced Serum Medium
(Invitrogen, catalog number 31985-062) to yield the
40–50 μL volume, and incubated at room temperature for
5 min.

2. After incubation, 20 or 30 μL of Lipofectamine 2000 Trans-
fection Reagent (Invitrogen, catalog number 11668-027) was
added to the OptiMEM-DNA mixture (1:2 or 1:3 DNA:Lipo-
fectamine 2000 ratio), and the resulting solution was incubated
for 20 min at room temperature to allow the DNA-transfection
reagent complex to form.

3. The transfection complex containing solution is microinjected
into the subendodermal space of quail embryos in 10–15,
5–10 nl pulses.

4. For localized reagent diffusion (such as labeling cells from a
small area) the viscosity of the transfection mixture is increased
by adding equal volume of 20 % solution of Pluronic F-127
(Sigma) in PBS. Twenty to forty microliters of the resulting
solution is applied directly onto the targeted cell layer using a
standard plastic-tipped 100 μL micropipette.
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5. Following the exposure to transfection reagents, embryos are
incubated at 37 ∘C for 3–4 h, at which time the reporter
fluorescence becomes detectable.

Note:We achieved the best efficiency for the myocardial progenitor
transfection when the DNA-Lipo2000 mixture was delivered dur-
ing the time interval between late HH5 and early HH7.

5 Epifluorescence Time-Lapse Image Acquisition

To visualize tissue-level movements we subjected quail embryos
containing fluorescent markers to long-term (4–16 h) wide field
time-lapse imaging. Our automated microscopy system consists of
a computer-controlled epifluorescent microscope (Leica
DMRXA2, DM6000B or DMIRE2), equipped with a motorized
stage and connected to a cooled digital CCD camera (QImaging
Retiga-SRV). The details regarding custom software developed to
operate the equipment are described in detail elsewhere [4, 11].
The most recent version of the software (TiLa) is available as an
open-source code from the authors on request.

In the majority of our experiments we use a 10� objective
(0.25 NA). Images are acquired in both epifluorescence and differ-
ential interference contrast (DIC) modes. One time point of the
image sequence typically includes 4–8 images taken at slightly over-
lapping xy locations of the embryo (“tiles”), with 7–9 focal (z)
planes in each tile. The length of the time interval between consec-
utive time points depends on the number of focal planes, tiles, and
optical modes and is usually within the range of 2–20 min. The
duration of a typical time-lapse image acquisition is usually between
4 and 16 h. However, embryos within the imaging chamber remain
viable for extended periods of time, allowing for up to 48 h-long
imaging experiments if required. Up to 12 embryos can be imaged
per recording.

The design of themulti-well glass bottom imaging chamber used
and steps required for its construction are illustrated in [11]. Within
the imaging chamber embryos reside on a layer of albumen/agar/
glucose mixture [13] on their dorsal side. This supporting layer is
created just prior to mounting the embryos by pipetting 0.8–1 ml of
warm albumen/agar/glucose solution into each well of the 12-well
chamber, and allowing it to solidify for 20–30 min at room tempera-
ture.Weutilize a custom-made thick-walled cardboard incubator that
encloses the entire microscope to maintain the temperature of the
imaging chamber mounted on the microscope stage within the
37–38.5 ∘C range throughout image acquisition (see ref. [12]).

Following the image acquisition, embryos can be fixed with 4 %
paraformaldehyde in PBS with 0.05 % azide (PBSa) at 4 ∘C,
and subsequently subjected to whole-mount immunolabeling
and/or histological sectioning as described in [12, 1].
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6 Particle Tracking

Manual or automated tracking procedures yield the location xkðtnÞ
of object k at time points t1, t2, t3, . . ., tn, corresponding to image
frames I1, I2, . . ., In. The displacement of the object k between two
frames, e.g., t1 and t2, is thus

Δxkðt1; t2Þ ¼ xkðt1Þ � xkðt2Þ (1)

In practice, the time difference between t1 and t2 should be
large enough so the displacements calculated in (1) are larger than
the uncertainty of the positions x. For example, cell displacements
smaller than the typical cell size are strongly affected by tracking
details such as the definition of cell centroid.

7 Particle Image Velocimetry

Displacements of generic image features can be estimated by the
analysis of the “optical flow.” We use the following particle image
velocimetry (PIV) algorithm [15] implemented in MatLab
(Mathworks, Inc.):

1. The similarity of two image tiles, T1 and T2, each of the same
size, w � w, is characterized by their cross-correlation

CðT1;T2Þ ¼ 1

w2

Xw
i¼1

Xw
j¼1

h1ði; jÞh2ði; jÞ (2)

where hn(i, j) denotes the normalized brightness of the pixel
(i, j) in image tile Tn. If the raw brightness values are denoted
as bn(i, j), the normalization expresses these values relative to
the average brightness

mn ¼ 1

w2

Xw
i¼1

Xw
j¼1

bnði; jÞ (3)

and scales the difference with the standard deviation

σn ¼ 1

w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXw
i¼1

Xw
j¼1

ðbnði; jÞ �mnÞ2
vuut (4)

as

hnði; jÞ ¼ bnði; jÞ �mn

σn
: (5)

2. For an image pair, (I1, I2), typically taken from a sequence of
images, the displacement of a certain image tile T1 in image I1 is
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determined by maximizing the cross correlation C(T1, T2) for
all possible w � w subimage tiles T2 within the image I2:

CðT1;T
�
2 Þ � CðT1;T2Þ (6)

Thus, by this procedure we identify T �
2 as the image tile in

I2 into which our original image tile T1 moved and morphed.

3. To strike a balance between pattern specificity versus spatial
resolution, the image tile T �

2 is selected in two steps. First, to
increase pattern specificity, T1 is enclosed in a larger tile, T 0

1, of a
size of 64 pixels in image I1. Its best fit pattern T 0

2 is selected
according to the maximal cross correlation requirement (6).
In the second step, the smaller (typically w ¼ 16 pixels wide)
T2� is selected by restricting its possible location within T 0

2,
instead of the whole image I2.

4. The procedure yields the estimated displacement of the tileT1 as

Δx ¼ CðT �
2 Þ � CðT1Þ (7)

whereC(T) denotes the coordinates of the center pixel of tile T.

5. Repeating the above steps for several tiles T1, we obtain an array
of estimated displacement vectors ΔxðxÞ characterizing various
image locations x (Fig. 1).

8 Image Registration

During time-lapse recordings living embryos shift position relative
to the microscope objective; thus, an anatomical region of interest
is often displaced by large-scale morphogenetic movements, an
example being elongation of the vertebral axis. Thus, it is useful
to relate the observed displacements to certain anatomical reference
points. If the mean displacement of the reference points, Δxref , is
established either by tracking or by PIV analysis, and rotational
movements are negligible, we can easily express the displacements
of our objects of interest within the frame of reference associated
with the anatomical landmarks as

ΔXkðtÞ ¼ ΔxkðtÞ � Δxref ðtÞ (8)

To reconstruct a trajectory within the anatomical frame of
reference, these displacement values are accumulated as

XkðtnÞ ¼
Xn�1

i¼1

ΔXkðtiÞ (9)

128 Anastasiia Aleksandrova et al.



Fig. 1 Image processing workflow to analyze cell and ECM displacements. Image pairs characteristic for a
certain developmental stage are selected. The two sets of images were acquired in multiple focal (Z) planes
and multiple microscopy modes. By a manual masking procedure, image regions are selected that contain
either the region of interest or the anatomical reference used later. PIV analysis gives displacement estimation
for the various optical modes, thus for the investigated cell population and ECM. The PIV data are weighted by
the local standard deviation of the immunofluorescence intensity, which is used as a reliability score.
Displacements obtained from a region of interest are registered to an anatomical frame of reference by
subtracting displacement vectors characterizing an anatomical reference. Local tissue movements are
established from ECM displacements by filtering techniques. Finally, the comparison of cell and local tissue
movements yields cell-autonomous displacements
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9 Active Cell Motion Versus Tissue Motion

Using the same principle as in the previous section, we can define
active cell displacements as displacements relative to the local ECM
scaffold

ΔXactive
k ¼ Δxk � ΔxECM: (10)

This definition of active cell movement corresponds closely to
the “conventional” in vitro scenarios where cellular motility occurs
on a fixed two-dimensional surface or within (static) gels [6].

Fluorescent ECM tags can be used to map tissue movements in
avian embryos [15, 16, 1]. This approach is motivated by the
observation that, unlike cells, ECM filaments are passive tracers,
incapable of active movements. This idea is backed by data showing
that labeling of multiple distinct ECM glycoproteins, in a single
specimen, yields similar motion patterns [17]; further, ECM fila-
ments move similarly irrespective of their dorsal–ventral position
[14]. Microinjected passive tracer particles, such as microbeads, are
also convected similar to the ECM; thus for beads, or ECM,
“independent” motion by these passive objects does not influence
calculated active cellular displacements values [1].

The application of Eq. 10 requires that we have two displace-
ment values from the same location: one for the cells of interest and
one for the ECM scaffold. Thus it requires simultaneous imaging in
multiple (at least two) optical modes, using two distinct fluoro-
phores with no spectral overlap. In some experiments the traced cell
population can be sparse and the ECM label highly nonuniform,
Eq. 10. In such cases motion is evaluated only where both the cell
and ECM signal are sufficiently strong. A practical way of charac-
terizing fluorescence signal is the local standard deviation of bright-
ness, σ, as defined in Eq. 4. Thus active cell movement data are
available where the local σ is greater than a threshold value for both
optical modes. While conceptually the ECM signal is better suited
to act as a reference in Eq. 10, in practice we found that tissue
movements are so dominant during early avian development that
the optical flow derived from transmitted light DIC images yields
highly similar displacement vectors [5]. This observation validates
the concept that tissue flow can be quantified during early organ
morphogenesis.

10 Subtracting Tissue Movements from Cell Locomotion

If a given object or pattern is located at the position x in image I1,
the corresponding location in image I2 is xþ Δx. From a number of
such displacement vector data scattered within the field of view, a
continuous displacement vector field can be calculated for
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each pixel location p ¼ (i, j) by interpolation—for example, by
fitting a thin plate spline for both the x and y components of
the Δx displacement data. Of particular interest is the field v1ðpÞ,
which maps the location p1 in the image I1 forward in time to
image I2 as

p2 ¼ p1 þ v1ðp1Þ: (11)

This interpolation spline allows us to define a transformed
image F1I2 as

F1I2ðpÞ ¼ I2ðpþ v1ðpÞÞ: (12)

Thus, image F1I2 is such a transform of image I2 that each pixel
is projected to the location it is moved from by the tissue flow v.
Therefore, in image F1I2 the tissue movements are eliminated by
the transformation.

Similarly, the image In of the image sequence is transformed as

F1F2 . . .Fn�1In ¼ Inðpþ vn�1ðpÞ þ vn�2ðpþ vn1
ðpÞÞ þ � � � Þ

(13)

to obtain a movie showing cell activities without tissue movements.

11 Tissue Flow as Low-Pass Filtered ECM Movement

Cells can actively remodel, pull, and drag the ECM. Thus, our
definition according to which cells move relative to a conveyor-
belt like ECM (i.e., active cell motion is the difference between
local cell and ECM movements) is obviously an approximation.
Statistical analysis of high temporal resolution recordings of ECM
movements [14] indicated that local cell activity results in fluctua-
tions that change quickly, with a correlation time less than a minute.
In contrast, tissue movements can be identified as ECM move-
ments that are persistent in time (autocorrelation time being in
hours). This observation allows a more precise extraction of tissue
movements by low-pass temporal filtering of the ECM displace-
ment data. A practical possibility is a linear (or low order polyno-
mial) fit by minimizing the expression

Δ2ðxÞ ¼
X
t

vðx; tÞ � AðxÞ þ BðxÞt½ �2 (14)

for each location x.
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Czirók A (2011) Extracellular matrix fluctua-
tions during early embryogenesis. Phys Biol 8
(4):045006. doi:10.1088/1478-3975/8/4/
045006. http://dx.doi.org/10.1088/1478-
3975/8/4/045006

15. Zamir EA, Czirok A, Rongish BJ, Little CD
(2005) A digital image-based method for
computational tissue fate mapping during
early avian morphogenesis. Ann Biomed Eng
33:854–865

16. Zamir EA, Rongish BJ, Little CD (2008) The
ecm moves during primitive streak formation–-
computation of ecm versus cellular motion.
PLoS Biol 6(10):e247. doi:10.1371/journal.
pbio.0060247. http://dx.doi.org/10.1371/
journal.pbio.0060247

17. Czirok A, Zamir EA, Filla MB, Little CD,
Rongish BJ (2006) Extracellular matrix macro
assembly dynamics in early vertebrate embryos.
Curr Top Dev Biol. 73:237–258

132 Anastasiia Aleksandrova et al.

http://dx.doi.org/10.1016/j.ydbio.2011.12.036
http://dx.doi.org/10.1016/j.ydbio.2011.12.036
http://dx.doi.org/10.1002/ar.20872
http://dx.doi.org/10.1002/ar.20872
http://dx.doi.org/10.1177/1947601911426774
http://dx.doi.org/10.1177/1947601911426774
http://dx.doi.org/10.1016/j.ceb.2005.08.015
http://dx.doi.org/10.1158/0008-5472.CAN-08-0784
http://dx.doi.org/10.1158/0008-5472.CAN-08-0784
http://dx.doi.org/10.1016/j.biomaterials.2008.03.034
http://dx.doi.org/10.1016/j.biomaterials.2008.03.034
http://dx.doi.org/10.1091/mbc.E07-05-0480
http://dx.doi.org/10.1091/mbc.E07-05-0480
http://dx.doi.org/10.1088/1478-3975/8/4/045006
http://dx.doi.org/10.1088/1478-3975/8/4/045006
http://dx.doi.org/10.1371/journal.pbio.0060247
http://dx.doi.org/10.1371/journal.pbio.0060247


Part II

Culture Models of Morphogenesis





Chapter 10

3D Culture Assays of Murine Mammary Branching
Morphogenesis and Epithelial Invasion

Kim-Vy Nguyen-Ngoc, Eliah R. Shamir, Robert J. Huebner,
Jennifer N. Beck, Kevin J. Cheung, and Andrew J. Ewald

Abstract

Epithelia are fundamental tissues that line cavities, glands, and outer body surfaces. We use
three-dimensional (3D) embedded culture of primary murine mammary epithelial ducts, called “orga-
noids,” to recapitulate in days in culture epithelial programs that occur over weeks deep within the body.
Modulating the composition of the extracellular matrix (ECM) allows us to model cell- and tissue-level
behaviors observed in normal development, such as branching morphogenesis, and in cancer, such as
invasion and dissemination. Here, we describe a collection of protocols for 3D culture of mammary
organoids in different ECMs and for immunofluorescence staining of 3D culture samples and mammary
gland tissue sections. We illustrate expected phenotypic outcomes of each assay and provide troubleshoot-
ing tips for commonly encountered technical problems.

Key words 3D culture, Organotypic culture, Organoids, Extracellular matrix, Matrigel, Collagen I,
Branching morphogenesis, Mammary epithelium, Immunofluorescence

1 Introduction

Mammary gland development occurs postnatally from a simple
epithelial rudiment [1, 2]. During puberty, this rudiment under-
goes stratification and initiates branching morphogenesis to form a
network of epithelial tubes. The functional unit of elongation is a
proliferative, multilayered front called the terminal end bud (TEB)
[3, 4]. Behind the TEB, repolarization to a mature duct reestab-
lishes a simple, bi-layered architecture, characterized by an inner
layer of luminal epithelial cells and an outer layer of myoepithelial
cells. These fundamental programs involve concurrent changes in
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cell proliferation, migration, polarity, and tissue architecture and
are modulated by signaling cues from stromal cells and the extra-
cellular matrix (ECM) [5].

Because mammary epithelium develops within a fat pad with
limited optical accessibility, various groups have used 3D culture to
facilitate direct observation and manipulation of epithelial cell
behaviors [6–14]. Cultures of primary mammary tissues were first
developed half a century ago [15, 16], but the past decade has seen
significant improvements in and increasing utilization of 3D culture
models [17–20]. While many conventional methods rely on
immortalized cell lines or primary single cells, we use freshly
isolated, murine mammary epithelial ducts, which we term “orga-
noids.” The organoid assay arose from a series of papers published
in the Bissell and Werb Labs [17–19, 21]. There are technical
differences among the papers, but all involve mechanical disrup-
tion, enzymatic digestion, and differential centrifugation to sepa-
rate mammary epithelial organoids from surrounding adipocytes
and stromal cells. Purified organoids can be embedded in various
ECMs to model distinct epithelial programs.

Our recent studies have revealed many of the cellular mechan-
isms driving epithelial morphogenesis and demonstrated that the
ECMmicroenvironment regulates the migration and dissemination
of mammary epithelial cells [17, 22–24]. Normal development
in vivo occurs within a basement membrane, and we use Matrigel,
a basement membrane-rich ECM, as an experimentally convenient
model for the normal ductal microenvironment. Culture of orga-
noids in basal medium, without supplemental growth factors,
induces formation of simple, bi-layered cysts, while culture with
growth factor induces a stereotyped program of branching mor-
phogenesis. In contrast, cancer progression involves breaks in the
basement membrane, and the microenvironment around a tumor is
enriched in collagen I [25–30]. We demonstrated that collagen I-
rich microenvironments induce a conserved program of invasion
and dissemination in normal and malignant mammary epithelium
[23]. Conversely, defined mixtures of Matrigel and collagen I can
reproduce a more physiological organization of the elongating
TEB [24].

Building on our previously published methods [17, 22, 23, 31,
33–35], this protocol seeks to provide a comprehensive guide to
utilizing the mammary organoid assay (Fig. 1a). We introduce
several variations on the assay in different ECMs and growth con-
ditions that model different aspects of epithelial development and
disease. We also provide optimized protocols for immunofluores-
cence staining of organoids in 3D embedded culture and of tissue
sections of whole mammary glands.
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Fig. 1 Collection of mouse mammary glands for organoid isolation and 3D culture. (a) Schematic description of
isolation and 3D culture of mouse mammary organoids. (b) Scheme for surgically accessing the mammary
glands. Numbers indicate the order of cuts. (c) Locations of the ten mammary glands. (d) Expose glands #3,
#4, and #5 by pushing back the abdomen (blue dotted line) with the back of the Graefe forceps. (e–e0) A thin
layer of muscle partially covers gland #3 (e) and should be pushed back before dissection (e0). Dotted line
in (e0) indicates the region of gland #3 to be collected. (f) Use the Graefe forceps to pluck out the lymph node
in gland #4. Dotted line in (f0) indicates the approximate region of glands #4 and #5 to be collected
(Color figure online)
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2 Materials

2.1 Mice We have successfully isolated and cultured organoids from mice
ranging in age from E18.5 through 1.5 years. There are variations
in response to growth factors with age and strain. All protocols
below are optimized for FVB mice between 8 and 12 weeks of age.
Once euthanized, mammary tissue is optimally isolated and
cultured immediately, but successful organoid cultures have been
established from mice sacrificed and then kept at 4 �C overnight.

2.2 Reagents 1. Collagenase solution in DMEM/F12: 2 mg/mL collagenase,
2 mg/mL trypsin, 5 % v/v fetal bovine serum (FBS), 5 μg/mL
insulin, and 50 μg/mL gentamicin.

(a) Collagenase fromClostridium histolyticum (Sigma C2139):
Dissolve 1 g in 10 mL DMEM/F12, and make 200 μL
aliquots. Store at �20 �C.

(b) Trypsin: Dissolve 1 g in 10 mL DMEM/F12, and make
200 μL aliquots. Store at �20 �C.

2. Dulbecco’s phosphate-buffered saline (DPBS, withCa2+,Mg2+).

3. Phosphate-buffered saline (PBS, without Ca2+, Mg2+).

4. BSA solution: 2.5 % bovine serum albumin (BSA) in DPBS.

5. 2,000 U DNase (Sigma D4263): Dissolve in 1 mL of PBS, and
make 40 μL aliquots. Store at �20 �C.

6. Organoid medium in DMEM/F12: 1 % penicillin/streptomy-
cin and 1 % insulin-transferrin-selenium-X (ITS) (GIBCO
51500).

7. FGF2, 25 μg (Sigma F0291): Dissolve in 250 μL of PBS, and
make 20 μL aliquots. Store at �20 �C.

8. Growth Factor Reduced Matrigel (Corning 354230).

9. Rat tail collagen I (Corning 354236).

10. DMEM 10�, low glucose.

11. 1.0 N NaOH.

12. 4 % paraformaldehyde (PFA) in DPBS.

13. OCT compound.

14. 0.5 % Triton X-100 in DPBS.

15. 10 % FBS in DPBS.

16. Mounting Medium (Sigma F4680-25ML).

17. Primary antibodies.

18. Secondary antibodies conjugated to fluorescent probes.
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2.3 Instructions

for Preparing Solutions

Prepare solutions as follows:

1. Collagenase solution (10 mL per mouse): Combine 9 mL
DMEM/F12, 500 μL FBS, 5 μL insulin (10 mg/mL stock),
10 μL gentamicin (50 mg/mL stock), 200 μL collagenase
(100 mg/mL stock), and 200 μL trypsin (100 mg/mL stock)
in a 15 mL tube. Filter sterilize through a 0.2 μm filter into a
new tube (Do not filter collagenase and trypsin stocks, the filter
will get clogged). This solution should be made fresh for each
experiment.

2. BSA solution: Combine 46 mL DPBS and 4.1 mL BSA (30 %
stock solution). Filter sterilize, and store at 4 �C. This solution
can be reused for several experiments if kept sterile but should
be monitored for contamination.

3. Organoid medium: Remove 10 mL of DMEM/F12 from a
500 mL bottle of medium. Add 5 mL penicillin/streptomycin
(10,000 units penicillin and 10 mg streptomycin/mL stock)
and 5 mL ITS. For the branching morphogenesis assays
(Subheadings 3.10.2 and 3.10.3) and the invasion assay
(Subheading 3.10.4), supplement organoid medium with
growth factor at the desired concentration. Diverse growth
factors induce branching in the 1–10 nM range, including
EGF ligands (EGF, TGF-α, amphiregulin, heregulin, neuregu-
lin), FGF ligands (FGF2, FGF7), and HGF. We typically use
2.5 nM FGF2 for 8–12-week-old FVB mice. It is necessary to
optimize the growth factor concentration for the specific age
and strain of mouse.

2.4 Tools

and Instruments

1. One Spencer Ligature scissors, delicate pattern (Fine Science
Tools (FST) 14028–10): For mouse exterior.

2. One standard forceps, narrow pattern (FST 11003–12):
For mouse exterior.

3. One Iris scissors, straight pattern (FST 14060–09): For mouse
interior (sterile).

4. One Graefe forceps (FST 11051–10): For mouse interior
(sterile).

5. Sterile scalpel, #10 blade.

6. Polystyrene Petri dish.

7. Benchtop incubator orbital shaker (Thermo Scientific MaxQ
4450).

8. Incublock™microtube incubator with two blocks set to 37 �C
(Denville Scientific Inc. I0540).

9. Ice bucket.

10. Centrifuge tubes, 15 and 50 mL.
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11. Chambered coverglass, 2-well and 4-well (Nunc, Lab-Tek,
Thermo Scientific).

12. SensoPlate, black, 24 W multiwell plate, glass bottom, sterile,
w/lid (Greiner Bio-One 662892).

13. 24-Well glass plate cover (MatTek Corp P24GTOP-1.5-F).

14. Disposable base molds: 15 � 15 � 5 mm, 24 � 24 � 5 mm,
and 30 � 24 � 5 mm (Fisher Scientific).

15. Superfrost® Plus Gold precleaned microscope slides (Fisher
Scientific 15-188-48).

16. Cover glass, 50 � 22 mm.

17. Orbital Shaker (Reliable Scientific, Inc.).

18. StainTray with black lid (Simport M920-2).

19. Cryostat.

3 Methods

3.1 Collecting Mouse

Mammary Glands

Mice have five pairs of mammary glands located beneath the skin
and outside the peritoneum. This section describes how to collect
glands #3, #4, and #5 for organoid isolation and how to limit
contamination by other tissues.

1. Generally, use female mice between 8 and 12 weeks old.

2. Sterilize the dissecting area with 70 % ethanol.

3. Sterilize the dissecting tools by heat in a glass bead sterilizer.

4. Euthanize the mouse in a CO2-saturated chamber for 3–5 min
followed by cervical dislocation.

5. Pin the mouse face up to a protected Styrofoam board.

6. Wet the mouse thoroughly with 70 % EtOH. Use the back of
the standard forceps to smooth down the fur. Wipe away any
feces with a 70 % EtOH-damp Kimwipe.

7. Use the standard forceps to grasp the skin above the groin.

8. Use the Spencer Ligature scissors to cut along the ventral
midline from the groin to the chin (Fig. 1b). Be careful to cut
only the skin and not the peritoneum underneath.

9. Make four incisions from the midline cut towards the four legs
(Fig. 1b).

10. Use the standard forceps to pull back the skin one side at a time
to expose the mammary glands (Fig. 1c). Use the dorsal side of
the Graefe forceps to help separate the skin from the perito-
neum (Fig. 1d).

11. Push back a thin yellow layer of muscle located on top of gland
#3 to expose the mammary gland (Fig. 1e–e0).
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12. Use the Graefe forceps to remove the inguinal lymph node
located at the intersection of three blood vessels in gland #4
(Fig. 1f–f 0).

13. Use the Graefe forceps and Iris scissors to grasp and pull out
mammary glands #3, #4, and #5 from both right and left sides.
Pool glands in a sterile Petri dish (Fig. 2a) (see Note 1).

3.2 Isolating

Mammary Epithelial

Organoids

Mammary epithelium is embedded inside a fat pad containing
adipose tissue and collagen-rich stroma. This section describes
how to purify fragments of mammary epithelium (“organoids”)
using enzymatic and mechanical digestion. All centrifugation
speeds refer to a Sorvall Legend X1R benchtop swinging bucket
centrifuge (1,500 rpm, 1,250 rcf). We have achieved similar results
with 1,500 rpm spins in similar benchtop centrifuges from other
manufacturers.

1. In a sterile hood, mince mammary glands with a scalpel,
~25–50 times per mouse, until the tissue relaxes (Fig. 2a, a0).
Use a separate scalpel for each mouse type.

2. Use the scalpel to transfer the minced glands to collagenase
solution in a 15 or a 50 mL tube (Fig. 2b). We use 10 mL of
collagenase solution per mouse.

3. Shake the suspension at 110–150 rpm for 30–40 min (seeNote
2) at 37 �C until the tissue breaks up into smaller pieces and is
relatively dispersed (Fig. 2b0) but not overdigested (Fig. 2b00).
We typically use a Thermo Scientific MaxQ 4450 for this
purpose.

4. Spin the tube in a centrifuge at 1,500 rpm for 10 min at room
temperature. The tube will have three layers: a fatty layer on
top, an aqueous layer in the middle, and a red pellet of epithe-
lium on the bottom (Fig. 2c).

5. Precoat (Fig. 3a) (seeNote 3) a 15 mL tube with BSA solution.
Use one tube per mouse type. For all subsequent steps, precoat
all pipette tips and tubes with BSA solution prior to contact
with mammary tissue (Fig. 3).

6. To recover additional epithelial tissue, use a BSA-coated pipette
(Fig. 3b) to transfer the opaque fatty layer into the BSA-coated
15 mL tube. Add DMEM/F12 up to 10 mL. Pipette up and
down vigorously to disperse the fatty layer (Fig. 2d). Spin the
tube at 1,500 rpm for 10 min at room temperature. Aspirate
the fat and supernatant, and save the pellet (Fig. 2e).

7. Aspirate (see Note 4) the aqueous layer in the tube with the
original pellet.

8. Add 10 mL DMEM/F12 to the tube with the original pellet,
and transfer to the 15mL “fatty layer” tube (step 6). Pipette up
and down vigorously to resuspend and combine the two pellets.
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Fig. 2 Mammary organoid isolation. (a–a0) Collected mammary glands are pooled in a Petri dish (a) and
minced until the tissue relaxes, typically 25–50 cuts (a0). (b–b00) Incubation in collagenase solution breaks up
the fat pad (b) into smaller pieces that are relatively dispersed (b0). Too long of a digestion (b00) will cause
organoids to be too small and not grow well. (c) Following incubation in collagenase solution, centrifugation
separates the suspension into three layers, with a top opaque layer of fat and a pellet (#1) of epithelium
and stroma. (d) The fatty layer is transferred to a new tube and resuspended in 10 mL DMEM/F12.
(e) Centrifugation of the dispersed fatty layer recovers additional epithelium in the pellet (#2). (f–f00) The
combined pellets from (c) and (e) are resuspended in 4 mL DMEM/F12 with DNase (f). Before DNase
treatment, organoids (pink arrowheads) are loosely attached to each other and to stromal cells (f0), forming
visible clusters in the tube (f00). (g–g00) DNase treatment causes organoids (pink arrowheads) to detach from
one another (g0) and the clusters to disappear (g00). (h–h0) Centrifugation of the suspension in (g) results in a
compact red pellet (h0). (i–i00) Differential centrifugation removes single cells from the suspension (i0) and
results in an off-white pellet of purified epithelial organoids (i00). Organoids (pink arrowheads) may appear
rounded and small or more elongated and even branched (i0). Larger organoids typically survive and branch
more efficiently in our assays. (j) Close-up view of an organoid. (k–l) Non-epithelial tissues can be observed in
the final suspension, including nerve bundles (k) and muscle (l) (Color figure online)



Fig. 3 Precoating tubes and pipette tips with BSA. Fresh tissue can adhere to
uncoated plastic surfaces, and this protocol involves many pipetting steps.
Accordingly, it is essential to precoat the plastic surfaces with BSA solution to
maximize final organoid yield. (a) Precoat a 15 mL tube by filling the tube with
BSA solution, inverting the tube to precoat the cap, and removing the BSA
solution. (b) Precoat a 10 mL pipette tip by taking up BSA solution to fill the
entire pipette and ejecting back out. (c, d) Use the same approach to precoat a
microcentrifuge tube (c) and a small pipette tip (d) with BSA solution
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9. Spin the tube at 1,500 rpm for 10 min at room temperature.

10. Aspirate the supernatant, and add up to 4 mL DMEM/F12 to
the combined pellet (Fig. 2f). At this stage during isolation, the
suspension contains small clusters of organoids and stromal
cells attached to one another (Fig. 2f–f00).

11. Add 40 μL DNase (2 U/μL) into the 4 mL organoid suspen-
sion, and gently invert by hand for 2–5 min at room tempera-
ture to break up the clusters and detach organoids from single
cells (Fig. 2g0–g00).

12. Add 6 mL of DMEM/F12, and pipette up and down
thoroughly.

13. Spin the tube at 1,500 rpm for 10 min at room temperature.
The pellet should now appear red and more compact
(Fig. 2h–h0).

Next perform differential centrifugation to wash out enzymes
and separate single stromal cells from the epithelial organoids.
The protocol suggests aspiration of the supernatant assuming
that the stromal cells will be discarded. If recovery of mammary
stromal populations is desired, then transfer the supernatant
after each spin to a 50 mL tube.

14. Aspirate the supernatant to the 0.5 mL mark.

15. Resuspend the pellet in 10 mL DMEM/F12, and mix
thoroughly.

16. Pulse to 1,500 rpm, and stop the centrifuge 3–4 s after it
reaches speed.

17. Repeat steps 14–16 three more times (see Note 5).

18. The final pellet should be off-white and consist mostly of orga-
noids, without single cells (Fig. 2i–i00, j). However, the organoid
suspension may be contaminated with other tissue types, most
commonly fiber bundles (Fig. 2k) and muscle (Fig. 2l).

3.3 Organoid Density

Determination

This section describes how to determine the density of the
organoid suspension and the overall yield.

1. Resuspend the pellet in 10 mL DMEM/F12 to form a homo-
geneous mixture (see Note 6).

2. Mix thoroughly (e.g., by rocking the tube by hand), and trans-
fer 50 μL of the suspension to a 30 mm Petri dish. Count the
number of organoids in this sample volume under a microscope
(Fig. 2i0, j).

3. Calculate the total number of organoids collected according to
the following formula. For example, if 20 organoids were
counted in a 50 μL sample removed from a 10 mL total volume
(9,950 μL remaining), then the total number of organoids
would be (20/50) � 9,950 ¼ 3,980 organoids:

144 Kim-Vy Nguyen-Ngoc et al.



Total number of organoids ¼ Number of organoids

Sample volume e:g:; 50 μLð Þ
� Remaining volume e:g:; 9950 μLð Þ

4. Calculate the organoid density (see Note 7), and readjust to
1,000 organoids/mL to simplify allocation to ECM gels.

5. Calculate the number of organoids and the respective volume
of suspension required for each experiment.

6. Aliquot the required volumes of organoid suspension into
BSA-coated 1.5 mL microcentrifuge tubes (Fig. 3c), and spin
the tubes at 1,500 rpm for 5 min at room temperature.

7. Carefully remove the supernatant so as not to disturb the pellet
(see Note 8).

8. Calculate the volume of ECM solution required to reach a final
density of two organoids/μL (see Note 9).

3.4 Plating

Mammary Organoids

in Matrigel

Mammary epithelium develops in vivo within a basement mem-
brane. 3D culture in Matrigel, a basement membrane-rich gel,
recapitulates important features of epithelial development
[17, 19, 22, 23]. This section describes how to embed organoids
in 3D Matrigel.

1. ThawMatrigel at 4 �C for 3–4 h prior to plating. If theMatrigel
is put at 4 �C to thaw at the start of the prep, it will be ready
to use by the end of the prep. During plating, always keep
Matrigel on ice.

2. Use a plate with a cover glass bottom for time-lapse imaging.

3. Preincubate the plate at 37 �C for 5 min.

4. Set up the tissue culture hood in preparation for plating
(Fig. 4a).

5. Set the heating block to 37 �C, and place the plate in direct
contact with the block (Fig. 4b–c0) (see Note 10).

6. Add the required volume of liquid Matrigel to a microcentri-
fuge tube with organoids. Since Matrigel is quite viscous, first
pipette up and down slowly a few times to coat the tip and
ensure an accurate volume.

7. Keep the Matrigel-containing tube on ice or in a cold block.
Resuspend the organoid pellet gently to avoid introducing air
bubbles. Do not try to take up the entire volume into the
pipette tip while mixing.

8. Plate the appropriate volume of Matrigel/organoid suspension
into the wells according to the following table (Fig. 5a). Pipet-
te up and down to resuspend the organoids before plating each
sample, and pipette out only until the first stop.
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Type of plate Volume of gel/well (μL) Volume of medium/well (μL)

24-Well plate 50–150 750–1,000

4-Well chamber 50–75 750–1,000

2-Well chamber 150–300 1,500–2,000

Fig. 4 Setting up the tissue culture hood for plating. (a) Sample layout of reagents, tools, and equipment used
for plating 3D culture samples. (b) Heating block setup for plating in 2-well or 4-well chambers. (c, c0) To plate
in a 24-well dish, remove one of the blocks from the heating block (c) to establish direct contact between the
remaining block and the plate bottom (c0)
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Fig. 5 Plating organoids in 3D Matrigel and collagen I. (a) Schematic description of plating organoids in
Matrigel. (b–b0) Schematic description of preparing preassembled collagen I (b), which can be used alone or
mixed with Matrigel (b0). (c1–c7) Color indicators for the pH of the collagen I solution during neutralization.
(d1–d6) Decreasing transparency of the collagen I solution during preincubation on ice. (e–e0) Schematic
description of plating organoids in 3D collagen I or in a mixture of Matrigel and collagen I. (e) Shows a top view
for making an underlay on the cover glass. (e0) Shows a side view of how to plate the organoid/collagen I
suspension on top of the gelled underlay. (f–f0) Representative DIC images of collagen I fibers at low (f) and
high (f0) magnification (Color figure online)



9. Keep the plate on the heating block for several minutes to
allow further gelation before returning it to the incubator.

10. Incubate the plate at 37 �C, 5 % CO2, for 30–60 min.

11. Gently add pre-warmed organoid medium to the wells. For the
cyst formation assay (Subheading 3.10.1), use basal medium
without supplemental growth factors. For the branching mor-
phogenesis assay (Subheading 3.10.2 and 3.10.3), supplement
the medium with nanomolar concentrations of growth factor.
A variety of growth factors may be used, including EGF ligands
(EGF, TGF-α, amphiregulin, heregulin, neuregulin), FGF
ligands (FGF2, FGF7), and HGF. We most commonly use
2.5 nM FGF2.

12. Add sterile water or PBS to the empty wells to prevent
desiccation.

13. Label the wells. Return the plate to the incubator.

14. If the plate will be used for DIC imaging, use a glass plate cover
for better image quality.

3.5 Preparing

Collagen I Solution

Collagen I solubilized from rat tail is commonly used to study 3D
migration of many cell types [32]. However, the properties of
collagen I gels vary depending on multiple factors during prepara-
tion, such as temperature, pH, and collagen concentration. We
demonstrated that the extent of collagen fiber assembly correlated
strongly with invasive behavior [24]. This section describes how we
prepare collagen I (Fig. 5b).

1. Rat tail collagen I is used to prepare a collagen solution accord-
ing to the following formula. The steps below describe how to
make a 250 μL solution. Scale up the volume as needed:

Total volume (μL) 250 500 1,000 2,000 5,000

1.0 N NaOH (μL) 8 16 32 64 160

DMEM 10� (μL) 25 50 100 200 500

Collagen I stock (μL) 217 434 868 1,763 4,340

2. Perform all steps on ice. To work with a large volume of
collagen solution, use a 1,000 μL extra long pipette tip to
avoid the collagen solution getting stuck to the filter barrier
during pipetting.

3. First, combine 25 μL DMEM 10� and 8 μL NaOH, and mix
well. The solution will turn a dark pink color (Fig. 5c1).

4. Add 217 μL collagen I (Fig. 5c2) (seeNote 11). Since collagen
I is quite viscous, pipette up and down slowly a few times to
coat the pipette tip.
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5. Mix the solution well until the color remains stable. When the
pH changes from acidic ! neutral ! basic, the color changes
from light green/yellow ! light pink/orange ! dark pink,
respectively (Fig. 5c3–7). The desired color is light pink or
salmon, which corresponds to a pH of 7.0–7.5 (Fig. 5c6) (see
Note 12). The pH can be tested using pH strips.

6. Use DMEM 1� to adjust the neutralized collagen I solution to
the desired collagen concentration (see Note 13). For the
invasion assay (Subheading 3.10.4), we use a collagen concen-
tration of 3 mg/mL.

3.6 Plating

Mammary Organoids

in Collagen I

Fibrillar collagen I, the most abundant structural protein in mam-
mary glands, plays an important role in normal development as well
as in breast cancer. Our previous studies have demonstrated that
collagen I induces a conserved response of protrusive invasion in
both normal and tumor organoids [23]. This section describes how
to properly prepare preassembled collagen I and embed mammary
organoids in a 3D gel.

1. Use a plate with a glass bottom for time-lapse imaging.

2. Use 20–30 μL of neutralized collagen to make a thin underlay
on the cover glass of the well at room temperature (Fig. 5e).
The underlay helps the top collagen/organoid suspension
attach better to the cover glass.

3. Incubate the plate with the underlays at 37 �C until ready for
plating.

4. Preincubate the neutralized collagen I solution (used for
the top gel) at 4 �C for 60–120 min for preassembly [24]
(see Note 14). The collagen I solution will turn cloudy and
fibrous (Fig. 5d1–6) (seeNote 15), a state we term preassembled
collagen I.

5. Set up the tissue culture hood in preparation for plating
(Fig. 4a).

6. Set the heating block to 37 �C, and place the plate on top, in
direct contact with the block (Fig. 4b–c0) (see Note 10).

7. Always keep the collagen I solution on ice. Add the desired
amount of preassembled collagen I to the organoid pellet in a
microcentrifuge tube. Since collagen I is quite viscous, first
pipette up and down slowly a few times to coat the tip and
ensure an accurate volume.

8. Keep the tube on ice or in a cold block. Resuspend the
organoid pellet gently to avoid introducing air bubbles. Do
not try to take up the entire volume into the pipette tip while
mixing.
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9. Plate the appropriate volume of collagen/organoid suspension
(see table in Subheading 3.4) on top of the underlay (Fig. 5e0).
Pipette up and down to resuspend the organoids before plating
each sample, and pipette out only until the first stop.

10. Keep the plate on the heating block for several minutes to
allow further gelation before returning it to the incubator
(see Note 16).

11. Incubate the plate at 37 �C, 5 % CO2, for 45–60 min. After
gelation, collagen I fibrils are visible under the microscope at
10� and 40� (Fig. 5f–f0).

12. Gently add pre-warmed organoid medium supplemented with
growth factor to the wells. A variety of growth factors may be
used, including EGF ligands (EGF, TGF-α, amphiregulin,
heregulin, neuregulin), FGF ligands (FGF2, FGF7), and
HGF. We most commonly use 2.5 nM FGF2.

13. Add sterile water or PBS to the empty wells to prevent
desiccation.

14. Label the wells. Return the plate to the incubator.

15. If the plate will be used for DIC imaging, use a glass plate cover
for better image quality.

3.7 Plating

Mammary Organoids

in a Mixture

of Matrigel

and Collagen I

A mixture of Matrigel and collagen I represents a more physiologi-
cal ECM microenvironment for mammary branching morphogen-
esis. The presence of collagen I significantly improves epithelial
ductal elongation and myoepithelial coverage [24]. We do not
observe epithelial protrusions into mixed Matrigel/collagen I gels
[24]. This section describes how to properly prepare a mixture of
Matrigel and preassembled collagen I and how to embed mammary
organoids in this mixed matrix.

1. Prepare collagen I solution as described in Subheading 3.5.

2. Repeat steps 1–4 in Subheading 3.6 to make underlays and
prepare preassembled collagen I.

3. Combine Matrigel and preassembled collagen I at the desired
ratio. Gently pipette up and down a few times to form a
homogeneous solution (Fig. 5b0).

4. Always keep the mixed matrix solution on ice. Add the desired
amount to the organoid pellet in a microcentrifuge tube.

5. Plate the mixed matrix/organoid suspension as described in
steps 5–15 in Subheading 3.6 (Fig. 5e0).

3.8 Immuno-

fluorescence Staining

of 3D Culture Samples

The thickness of 3D gels and themulticellular structure of mammary
organoids often result in reduced antibody accessibility for immuno-
fluorescence (IF) staining and poor visualization during imaging.
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This section describes twomethods for performing IF staining in 3D
culture samples. First, fix gels as follows:

1. Remove organoid medium from the wells.

2. Fix samples with 4 % PFA for 10–15 min at room temperature
(see Note 17) on an orbital shaker at 20 rpm.

3. Remove PFA, and wash samples 2–3� 10 min with DPBS.

From here, you can perform antibody staining directly in intact 3D
gels or on cut sections on slides. The whole-gel staining works well
with high-quality antibodies and probes such as phalloidin (stains
for F-actin), smooth muscle actin (SMA), and keratin 14. For many
other antibodies, staining sections on slides is preferable.

3.8.1 Staining

Whole Gels

1. Permeabilize the gel with 0.5 % Triton X-100 for 30–60 min.

2. After permeabilization, immediately block samples with 10 %
FBS (seeNote 18) for 1–3 h at room temperature or overnight
at 4 �C.

3. Remove the blocking solution, add primary antibody in 10 %
FBS (seeNote 18) at the desired ratio, and incubate for 2–3 h at
room temperature or overnight at 4 �C.

4. Remove the primary antibody solution, and wash samples 3�
10 min with 10 % FBS in DPBS at room temperature.

5. Optional: Block the samples again with 10 % FBS for
30–60 min at room temperature.

6. Add secondary antibody in 10 % FBS (see Note 18) at the
desired ratio, and incubate for 1–2 h at room temperature.

7. Wash 3� 10 min with DPBS at room temperature.

8. Store samples in DPBS at 4 �C, but remove DPBS before
imaging. If the gel has detached from the cover slip, leaving
the DPBS in the well causes the gel to wiggle or float and go
out of focus.

3.8.2 Staining

Sections on Slides

1. Gently detach the gel from the culture plate and transfer to a
small disposable base mold (15 � 15 � 5 mm) filled with a
thin layer of OCT.

2. Freeze the mold at �80 �C for 5–10 min.

3. Fill up the mold with OCT to cover the sample, and return to
�80 �C for long-term storage.

4. During sectioning, store molds on dry ice. Set up the cryostat
with OT at �20 �C and CT at �20 �C.

5. Remove an OCT block from its mold, and cut sections at
20–100 μm thickness.

6. Transfer sections to slides using a fine camel hair brush or a pair
of forceps.
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7. Keep slides at �80 �C for long-term storage.

8. For antibody staining, thaw slides at room temperature
(see Note 19).

9. Wash slides 2–3� 10 min with DPBS to remove OCT.

10. Permeabilize with 0.5 % Triton X-100 for 30–60 min
(see Note 20).

11. Wash 2� 10 min with DPBS to remove Triton.

12. Block slides with 10 % FBS for 2 h at room temperature or
overnight at 4 �C.

13. Remove the blocking solution, add primary antibody in 10 %
FBS, and incubate for 2–3 h at room temperature or overnight
at 4 �C (see Note 21).

14. Wash 3� 10 min with 10 % FBS or DPBS.

15. Add secondary antibody in 10 % FBS, and incubate for 2 h at
room temperature or overnight at 4 �C.

16. Wash 3� 10 min with DPBS.

17. Mount slides with mounting medium and 50 � 22 mm cover-
slips. Let the slides dry at room temperature in a dry StainTray
or in a dark drawer before imaging.

3.9 Immuno-

fluorescence Staining

of Mammary Gland

Tissue Sections

The opacity and thickness of the mammary fat pad limit the acces-
sibility of mammary epithelium to whole-gland staining and imag-
ing. This section describes how to perform IF staining in mammary
gland tissue sections.

1. Collect mouse mammary glands #3 and/or #4, as described in
Subheading 3.1, taking care to keep the entire gland intact
(see Note 22). Spread out the gland on the bottom of a 1- or
a 2-well chambered cover glass.

2. Fix the tissue with 4 % PFA for 4 h at room temperature or
overnight at 4 �C.

3. Wash 3� 15 min with DPBS to remove PFA.

4. Transfer the gland to a medium (24 � 24 � 5 mm) or a large
(30 � 24 � 5mm) disposable base mold filled with a thin layer
of OCT.

5. Freeze the mold at �80 �C for 5–10 min.

6. Fill up the mold with OCT to cover the gland, and return to
�80 �C for long-term storage.

7. During sectioning, store molds on dry ice. Set up the cryostat
with OT at �40 �C and CT at �30 �C.

8. Remove an OCT block from its mold, and cut sections at
50–200 μm thickness.
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9. Transfer sections to slides using a fine camel hair brush or a pair
of forceps.

10. Keep slides at �80 �C for long-term storage.

11. Repeat steps 8–17 in Subheading 3.8.2 for IF staining
(see Note 23).

3.10 Assays In vivo, mammary epithelium develops within a basement mem-
brane surrounded by collagen-rich stromal tissue. The ability to
manipulate the ECMmicroenvironment in 3D organotypic culture
allows us to isolate the effects of individual matrix components on
mammary epithelial cell behaviors. This section describes four
assays that use different ECM compositions or growth conditions
to model distinct epithelial programs (Fig. 6a).

3.10.1 Cyst Formation

Assay

In 3D Matrigel in basal medium, mammary organoids reorganize
from a multilayered fragment to establish a simple bi-layered
epithelium with an internal lumen, termed a cyst (Figs. 6b
and 7a). The extent of lumen formation varies with the initial size
of the organoid and with the mouse strain (Fig. 7a1–a4). The
resulting morphologies include a minimal or a barely detectable
lumen (Fig. 7a1), a partial lumen (Fig. 7a2), a complete lumen in a
small cyst (Fig. 7a3), and a complete lumen in a large cyst (Fig. 7a4).
Epithelial cells in the cyst always maintain a smooth basal surface
with the ECM (Fig. 7a40). We have observed that C57BL6 orga-
noids form cysts with complete lumens (Fig. 6b) more efficiently
than FVB organoids. Although the appearance of the lumen varies
by light microscopy, immunofluorescence staining for SMA and
F-actin can confirm the establishment of a simple bi-layered struc-
ture of internal luminal epithelial cells and basal myoepithelial cells
(Fig. 8a). We use this assay to model the formation of mammary
epithelial ducts in vivo (Fig. 8d).

3.10.2 Branching

Morphogenesis Assay

in Matrigel

In 3DMatrigel, nanomolar concentrations of growth factor induce
mammary organoids to undergo branching morphogenesis
(Fig. 6c). The branching program includes sequential steps of
lumen clearing, stratification, bud initiation, and bud elongation
(Fig. 6c) [17]. We observe variation in morphology depending on
the extent of progression through this program. Organoids that
only complete stratification or bud initiation (Fig. 7b1), or that
form fewer than three buds (Fig. 7b2–b4), are not scored as
“branched” (Fig. 7b). Only organoids with three or more elon-
gated buds are scored as “branched” (Fig. 7c). However, the
morphology of branched organoids varies based on the initial size
of the organoid, the mouse strain, and the types of growth factors
added. Here, we present four examples of branching in Matrigel
(Fig. 7c1–c4). The first two show organoids with multiple multilay-
ered, elongating buds without any regions of repolarization
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(Fig. 7c1–c2). In contrast, the second two show organoids that have
reestablished simple epithelial architecture in the central lumen
(Fig. 7c3) or within buds (Fig. 7c4). During bud elongation in
Matrigel, the leading front of the bud is always non-protrusive
(Fig. 7b40, c40). Notably, these buds lack or are incompletely
covered by myoepithelial cells (SMA+, Fig. 8b). These gaps in
myoepithelial coverage can be observed in vivo, particularly
in side branches of the mammary ductal tree (Fig. 8e).

3.10.3 Branching

Morphogenesis Assay

in a Mix of Matrigel

and Collagen I

In a mixture of Matrigel and collagen I, mammary organoids
undergo a similar program of branching morphogenesis to that in
Matrigel alone, with several notable differences [24] (Fig. 6d).
Branched organoids in the mixed matrix generally have fewer

Fig. 6 3D organotypic culture assays. (a) Schematic description of four assays that use different extracellular
matrix compositions to model specific epithelial behaviors. (b–e) Representative frames of DIC time-lapse
movies showing cyst formation in Matrigel in basal medium (b), branching morphogenesis in Matrigel induced
by FGF2 (c), branching morphogenesis in a mixture of Matrigel and collagen I induced by FGF2 (d), and
epithelial cell invasion into pure collagen I induced by FGF2 (e)
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Fig. 7 Phenotypic variability in assay outcomes. (a) Schematic description of a cyst. (a1–a4) DIC images
showing variation in cyst morphology. (a4’) An inset of (a4) showing a smooth basal surface with Matrigel. (b)
Schematic description of a stratified, unbranched organoid. (b1–b4) DIC images showing examples of
stratified, unbranched organoids in Matrigel. (b4’) An inset of (b4) showing a smooth basal surface with
Matrigel. (c) Schematic description of a branched organoid in Matrigel. (c1–c4) DIC images showing variation
in branching morphology. (c4’) An inset of (c4) showing a smooth basal surface with Matrigel. (d) Schematic
description of a branched organoid in a mixture of Matrigel and collagen I. (d1–d4) DIC images showing
variation in branching morphology. (d4’) An inset of (d4) showing a smooth basal surface with the mixed matrix.
(e) Schematic description of an organoid with protrusive tips in collagen I. (e1–e4) DIC images showing
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buds, but the buds elongate much further into the ECM. We have
demonstrated that ratios of 5:5 and 3:7 Matrigel to collagen I
induce the highest average bud lengths [24]. Here, we present
four examples of branching in the mixed matrices. Organoids may
contain both short and long buds, without repolarization
(Fig. 7d1) or with partial repolarization (Fig. 7d2, d4). We also
observe bifurcation at the ends of elongated buds (Fig. 7d3).
As in Matrigel alone, the leading front of the bud is always non-
protrusive (Fig. 7d40). Importantly, a mix of 3:7 Matrigel to
collagen I yields a high percentage of epithelial buds that maintain
complete myoepithelial coverage throughout bud initiation and
elongation (Fig. 8c). This phenomenon more closely models elon-
gation of the terminal end bud in vivo (Fig. 8f).

3.10.4 Invasion Assay Collagen I induces a conserved protrusive response in mammary
epithelium (48 h, Fig. 6e). Organoids invade collectively into col-
lagen I, with branches varying in shape and length, from short and
thin (Fig. 7e1–e2) to elongated and wide (Fig. 7e3–e4). Initially, we
observe extensive subcellular protrusions. However, these protru-
sions cease, and the epithelium reestablishes a smooth basal surface
upon formation of a basement membrane between the epithelium
and ECM (Fig. 6e) [23]. The extent of invasion and epithelial
reorganization varies, even within the same organoid. At day 5 in
culture, we observe both protrusive (violet arrowheads, Fig. 7e40)
and non-protrusive, round tips (violet filled arrowheads, Fig. 7e1–e4)
at the ends of multicellular invasive structures. We also observe
single cell dissemination into collagen I (blue arrowheads,
Fig. 7e1,e4).

3.11 Technical

Issues

Here we present several technical problems that we commonly
encounter during 3D culture. First, epithelial organoids located
very close to the cover glass tend to lose their 3D structure and
spread out in 2D as sheets of cells (Fig. 7f1–f2). Second, organoids
may be surrounded by protrusive or stringy cells, which likely
results from stromal or other non-epithelial cells attaching to orga-
noids during their isolation (Fig. 7f3). Non-epithelial contaminat-
ing species appear distinct and behave differently from organoids.

Fig. 7 (continued) variation in protrusive invasion. (e4’) An inset of (e4) showing protrusive tips into collagen I.
(f) DIC images showing commonly observed technical issues. (f1–f2) Organoids lose their 3D organization in
Matrigel (f1) and collagen I gels (f2) when they make contact with the cover glass. (f3) Non-epithelial species
(red arrowheads) attached to organoids may appear elongated and mesenchymal (ECM: Matrigel). (f4) A group
of dead cells beside a branching organoid (ECM: collagen I). (f5) A cluster of elongated, non-epithelial cells
(ECM: Matrigel). (f6) A nerve bundle disseminating single cells into the surrounding matrix (ECM: Matrigel)
(Color figure online)

�
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We have observed groups of dead cells (Fig. 7f4), clusters of
protrusive stromal cells (Fig. 7f5), and nerve bundles (Fig. 7f6),
which tend to locally disseminate cells into the matrix.

4 Notes

1. Mammary gland #1 is very small. Mammary gland #2 is
located in the neck and is hard to distinguish from other
tissues. Generally, do not collect these glands so as to avoid
contamination by other tissues (e.g., muscle or other epithe-
lial glands) (Fig. 2l).

2. Incubation in collagenase solution can require up to 60 min to
adequately break up the fat pad. Check the status of the sus-
pension after 30 min of shaking. We have observed that inap-
propriate incubation times increase the amount of
contaminating tissues in the final organoid suspension
(Fig. 2k). If shaking is done in an incubator that is also used
for bacterial cultures, wipe the outside of the tube with 70 %
ethanol before bringing it into the tissue culture hood.

Fig. 8 Correlation between epithelial morphologies in 3D organotypic assays and in vivo. (a–c) Representative
confocal images of a cyst in Matrigel (a), branched buds in Matrigel (b), and a stratified, elongating bud in a
mixture of Matrigel and collagen I (c). (d–f) Representative confocal images from mammary gland tissue
sections of a bilayered duct (d), a side branch (e), and a terminal end bud (f)
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3. Always precoat new pipette tips and tubes with BSA solution to
prevent organoids from sticking to the plastic. This precoating
(Fig. 3) is critical to achieving a high final yield of organoids,
especially with mice at younger ages or mice on a C57BL6
background.

4. Never aspirate the supernatant completely to avoid sucking up
the pellet.

5. Carefully examine the pellet after each quick spin before aspir-
ating the supernatant. If the organoids are not well pelleted,
mix the suspension thoroughly again, and increase the
centrifugation time.

6. The appropriate volume of DMEM/F12 to use for counting
varies depending on the estimated yield. If the yield is low, add
less medium. If the yield is high, dilute the suspension further
2–10�.

7. The yield varies significantly with mouse strain and age. We
generally obtain 2,000–4,000 organoids per FVB mouse and
500–2,000 organoids per C57BL6 mouse.

8. Always check the pellet after every centrifugation. Be careful
not to disturb the pellet when removing the supernatant. Use
small pipette tips if necessary.

9. The optimal density of organoids in the gel differs for different
ECMs and mouse strains. For example, C57BL6 organoids
tend to be more contractile than FVB organoids when embed-
ded in collagen I, resulting in contraction of the gel and
detachment from the glass bottom if plated too densely.

10. In a 24-well plate, the glass bottom is slightly recessed from the
edge of the plastic wall. When both blocks are present in the
heating block (Fig. 4b), there is a small gap between the plate
and the heating block surface, resulting in a temperature at the
glass bottom less than 37 �C. To establish direct contact
between the glass bottom and the heating block, remove one
of the blocks, and set up the plate as in Fig. 4c–c0.

11. When preparing the collagen I solution, always wait for the
solution to come down to the tip, and pipette it out completely.
This is particularly important during collagen I neutralization
to ensure an accurate volume and concentration of collagen.

12. Since the concentration and pH of rat tail collagen I vary
among batches, adjust the pH using small volumes of collagen
stock (up to 30 μL) or small amounts of 1.0 N NaOH
(<0.5 μL).
(a) If the adjustment requires addition of a large amount of

collagen I stock, you will need to add more DMEM10� to
maintain ionic balance. However, this complicates
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calculation of the final concentration of neutralized colla-
gen solution.

(b) If you find that your collagen I stock is more basic, prepare
the collagen solution with 7.0–7.5 μL of 1.0 N NaOH per
250 μL, and then adjust the final pH with small volumes of
1.0 N NaOH. This will avoid the need to add large
volumes of collagen I stock to achieve the appropriate pH.

13. If you are concerned about the accuracy of the final collagen
concentration, try to use the same pipette tip for mixing
throughout neutralization and pH adjustment to limit the
loss of collagen solution inside the pipette tip.

14. The preincubation time will determine the density of preassem-
bled collagen fibrils. Due to batch variability in collagen stocks,
the time required to obtain a gel with visible collagen fibrils
varies considerably from 45 to 120 min. To examine the extent
of fibril formation during preincubation, plate 30 μL of
collagen solution onto a small Petri dish, let it gel for several
minutes, and examine under the microscope.

15. If the neutralized collagen I solution is preincubated for more
than 3–4 h on ice, it will become very cloudy and fibrous
(Fig. 5d6), and the resulting gel will be less transparent, impair-
ing visibility during imaging.

16. Collagen I gels tend to detach from the cover glass when kept
too long on the heating block. Therefore, if you have Matrigel
and collagen I gels on the same plate, plate the Matrigel sam-
ples first and the collagen I samples last.

17. In PFA, Matrigel becomes very fragile, especially after more
than 4 days in culture. To avoid disintegration of the gel,
reduce the PFA concentration to 2 % with lighter shaking or
incubate the gel with 4 % PFA for 8–10 min.

18. In our lab, we have identified two successful approaches for
performing antibody staining that use slightly different
solutions and incubation times. The first one, described in
Subheadings 3.8 and 3.9, uses 10 % FBS in DPBS as both the
blocking buffer and the dilution buffer for antibodies. The
other method uses 10 % FBS and 1 % BSA in DPBS as a
blocking buffer and 1 % FBS and 1 % BSA in DPBS as the
dilution buffer for antibodies.

19. From this step on, slides are kept in a StainTray with a black lid
filled with a shallow layer of water to prevent desiccation and
photo-bleaching of fluorescent probes.

20. If you plan to stain for extracellular proteins, such as basement
membrane components, permeabilize the samples before
embedding into OCT and sectioning. Direct permeabilization
on slides can extract too many of these proteins.
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21. To conserve primary antibodies, especially ones that require a
high concentration, use a PAP pen to draw a hydrophobic
border around the section, and add primary antibody solution
within this area.

22. For mice less than 4 weeks of age, we typically use only gland
#4 and remove the fat pad distal to the lymph nodes. Since the
glands at this age are very small, pool several glands into one
OCT block for sectioning.

23. To improve antibody staining in mammary gland tissue
sections, it is sometimes useful to significantly increase the
incubation times. For example, we sometimes permeabilize
with Triton X-100 for 1 h at room temperature; incubate with
primary antibody for 48 h at 4 �C; and incubate with secondary
antibody for 6 h at room temperature or overnight at 4 �C. In
addition, for incubation with antibodies, it is preferable to draw
a hydrophobic border around the tissue with a PAP pen to
reduce the volume of solution required and to ensure that the
tissue is always immersed in solution. Do not let samples air-dry.
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Chapter 11

Culture of Mouse Embryonic Foregut Explants

Felicia Chen and Wellington V. Cardoso

Abstract

The ability to culture embryonic organ rudiments and follow their development ex vivo has helped to
understand how tissues are constructed and what cellular and biological events are important in this
process. Here we outline a technique for isolation and ex vivo growth of foregut explants from E8.5
mouse embryos. This technique serves as a reliable tool for the analysis of the morphogenetic processes and
signaling networks during early development of foregut derivatives, such as the lungs.

Key words Organ explant, Foregut culture, Development, Organogenesis, Mouse, Lung
development

1 Introduction

The emergence of tissue engineering as a discipline requires a
good understanding of tissue formation during embryonic devel-
opment [1]. The ability to culture embryonic organ rudiments
ex vivo and follow their development has emerged as an impor-
tant tool to understand how tissues are constructed and what
cellular and biological events are important in this process.
Organ culture protocols developed over the past five decades
allowed exploration of complex tissu interactions and provided
invaluable insights into mechanisms that control morphogenesis
and differentiation. These techniques have been widely used in
the study of kidney, salivary gland, and gut-derived organs, such
as the pancreas and lung [2–7].

Early in organogenesis, the gut endoderm is specified into dis-
tinct organ domains along the anterior-posterior axis of the gut tube,
which then is roughly divided into three regions: the foregut (the
most anterior or cranial), midgut, and hindgut (themost posterior or
caudal). The foregut gives rise to the thyroid, lung, stomach, liver,
and pancreas. In mice, thyroid and liver progenitors are specified
as early as embryonic day E8.0 (approximately 4–6-somite stage).
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However in organs, such as the lungs, specification occurs later
around E9.0 and primordial buds form at E9.5 (20–25-somite
stage) [8–10].

This protocol describes how to isolate and culture mouse
embryonic foregut explants and follow the initial stages of organo-
genesis of some of its derivatives, with a particular focus on the
lung. We have previously shown that the initial stages of lung
development in foregut cultures recapitulate key early events
observed in vivo [11–14]. The response of the foregut to agonists
or inhibitors added directly to the culture medium or locally
applied in the tissue using heparin beads can be studied with relative
ease using this model. Mechanistic insights into the role of devel-
opmental pathways and how they interact can be readily obtained in
many cases without the cost and time to generate genetically engi-
neered animals. Moreover, this culture system allows studies of the
development of the foregut derivatives in genetic models that result
in early embryonic lethality shortly after E8.5 [14]. The combina-
tion of genetic and pharmacological manipulations using this sys-
tem represents a robust approach to address developmental
processes. In summary, ex vivo culture of the foregut is a powerful
tool to dissect some of the early events that regulate organogenesis
of foregut-derived structures.

2 Materials

All solutions, tools, and equipment used for dissection and culture
should be sterilized to prevent contamination. Culture media
should be aseptically prepared.

2.1 Isolation

of Foregut from

Embryonic Mice

1. Pregnant female mouse, gestational age day 8.5 (embryos
approximately 6–18 somites).

2. Absorbent papers.

3. 70 % ethanol in a spray bottle.

4. Surgical scissors.

5. Forceps, Dumont #5, two pairs.

6. Petri dishes, 60 and 100 mm diameters.

7. Cold PBS, 1�, with calcium and magnesium.

8. Ice.

9. Laminar flow hood equipped with a dissecting microscope,
magnification ranging from 0.8� to 5�.

10. Tungsten needles, 0.25 mm diameter, secured in pin holders
(Fine Science Tools).
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2.2 Culture of

Foregut Explants

1. Foregut culture medium: BGJb medium (Life Technologies)
containing 0.02 % L-ascorbic acid, 100 units/ml penicillin,
100 μg/ml streptomycin, and 10 % fetal calf serum. Pass the
medium through a 0.22 μm disposable filter. Store at 4 �C for
up to 1 week.

2. Micropipetter with tips (1,000 μl).
3. 6-Well plate and collagen-coated transwell inserts, 0.4 μm pore

size (Fisher Scientific #07-200-558).

4. Medicine dropper with rubber bulb, 2 ml (glass to avoid stick-
ing to the tissue).

5. Incubator preset to 37 �C, 5 % CO2, humidified.

3 Methods

3.1 Isolation of

Foregut Explants

Euthanize the pregnant mouse by cervical dislocation (seeNote 1).

1. Lay the mouse on its back on a few pieces of absorbent paper
and soak its abdomen thoroughly with 70 % ethanol from a
spray bottle (see Note 2).

2. Make a longitudinal cut in the abdomen and reflect the skin
using surgical scissors and forceps (see Note 2). Cut the
abdominal wall through the peritoneum to reveal the abdomi-
nal contents. Push the gut out of the way and locate the two
horns of the uterus. Remove the uterus with the embryos by
holding it at one end of the uterine horns and cutting along the
mesometrium and the blood vessel connections on the dorsal
side of the uterus.

3. Place the dissected uterus in a Petri dish on ice containing cold
1� PBS and transfer the Petri dish to a dissecting microscope in
a biological laminar flow hood.

4. Insert the forceps at the nonvascular end of the uterus to create
an opening and remove the muscular layer. Dissect the decidua
to reveal the embryos.

5. Separate the placenta and yolk sac from each embryo (see
Note 3).

6. Using a medicine dropper, move each embryo to an individual
60 mm Petri dish containing approximately 5 ml of cold PBS
(see Notes 4 and 5).

7. Place the embryo on the dish with its dorsal side facing right.
Identify the heart, foregut, somites, spinal cord, and the otic
vesicles (see Fig. 1a). Separate the somites with the spinal cord
from the foregut by doing a longitudinal incision using the
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Tungsten needles (see Fig. 1b, Note 6). Transect the embryo
slightly caudal to the inferior margin of the heart (see Fig. 1c),
and again at the level of the otic vesicle (see Fig. 1d). The heart
(on the left) remains attached to the foregut (see Note 7).
The explant is now ready to be cultured (see Fig. 1e).

Fig. 1 Dissection and culture of mouse embryonic foreguts. (a) E8.5 embryo; dashed line representing somite
(so) and spinal cord (sc) regions; ov otic vesicle, fg foregut, ht heart. (b–f) Stepwise isolation of the foregut
explant; red arrows represent surgical incisions. (g) Culture of the foregut explant at the air–liquid interface in
transwell filters
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3.2 Culture of

Foregut Explants

1. Prewarm the foregut culture medium to 37 �C.

2. Moisten the transwell membrane insets with a minimal amount
of culture medium.

3. Fill each well of the culture plates with 1.5 ml of culture
medium and place the moistened transwell into the well.

4. Transfer the foregut explant onto the moistened transwell inset
using the medicine dropper. Using Tungsten needles, place the
explant with the heart lying on the left side of the foregut, not
on top of it (see Note 8). Excess medium should be removed
with a medicine dropper (see Fig. 1f, Notes 9 and 10).

5. Explants can be cultured for up to 5 days in a humidified 37 �C
incubator with 5 % CO2. Change the medium at the bottom of
the well every 24 h and monitor the explant’s growth under a
dissecting or an inverted microscope daily. During the initial
24 h in culture the explant flattens and primordial buds form in
the lung and pancreatic fields. At this time these structures are
still difficult to visualize in live specimens. However by days 2–3
most of the organ primordia, including the stomach, can be
promptly distinguished by morphology. By days 4–5 primary
lung buds have elongated and in some cases secondary buds
have started to form (usually in explants initially older than
8-somite stage). Both thyroid and pancreas (ventral and dorsal)
primordia are prominent and the liver grows broadly at the
posterior region of explant. At this time, strong rhythmic peri-
staltic movements are seen throughout the foregut, particularly
prominent in the lung buds and the stomach. All organs can
be recognized not only by morphology in live specimens but
also by expression of characteristic markers of differentiation,
when analyzed by in situ hybridization (ISH) or immunohis-
tochemistry (see Fig. 2, Note 11).

4 Notes

1. Cervical dislocation can be performed by breaking the mouse’s
neck by applying firm pressure at the base of the skull while at
the same time pulling the tail backward. Some animal facilities
require the animal be anesthetized prior to cervical dislocation,
so consult your institutional animal facility for guidelines.

2. These steps markedly reduce the risk of contaminating the
dissection with bacteria or fungi from the mouse’s skin and
hair.

3. We find that it is much easier to separate the yolk sac from the
embryo using Tungsten needles than forceps.
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4. The level of PBS should be just enough to cover the embryo to
prevent adherence of tissue to the Tungsten needles and also
minimize embryo motion during dissection.

5. While foregut explant frommost E8.5 embryos can be cultured
successfully, we find that those that are older than the 8-somite
stage grow the best in culture. Explants from embryos younger
than the 6-somite stage generally grow poorly in culture. Thus,
the system is not optimized to culture foreguts prior to the
specification of the thyroid and liver progenitors.

6. It is essential to dissect out and exclude the neighbor somite
tissue as thoroughly as possible as it will overgrow in culture
and obscure the foregut.

7. It is important to leave the heart attached to the foregut for the
culture; explants tend to grow poorly or break apart during
culture without the heart attached.

8. The mechanical forces generated by the pulsation of the heart
can break the foreguts if the heart is placed on top of the
foregut.

9. The explant should not be covered by medium; it grows best at
the air–liquid interface, not when submerged.

Fig. 2 Foregut organogenesis in vitro. At the center, whole-mount view of a live foregut explant in culture at
around days 3–4. Th thyroid, Lu lungs, St stomach, Gb gall bladder, Pv ventral pancreas, Pd dorsal pancreas,
Li liver, g prospective gallbladder. Lateral panels, whole-mount ISH of markers of cell fate markers in day-3
foregut cultures. Pax8 (Th), Albumin (Li), Nkx2-1 (Th, Lu), Pdx1 (Pv, Pd). Modified from ref. 11
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10. When multiple explants are placed in the same filter, allow
enough space for each explant to grow; otherwise they will
fuse in culture. Up to nine foreguts can be cultured on each
transwell filter.

11. Cultured explants at the desired time points can be harvested
and stored for protein/RNA analysis (quick freeze or RNAlater
[QIAGEN kit]) or processed for immunohistochemistry and in
situ hybridization in whole-mount or histological sections (fix-
ation with 4 % paraformaldehyde solution overnight at 4 �C).
Methods for gene or protein analysis of these cultures are
reported elsewhere [13, 14].
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Chapter 12

Investigating Human Vascular Tube Morphogenesis
and Maturation Using Endothelial Cell-Pericyte Co-cultures
and a Doxycycline-Inducible Genetic System in 3D
Extracellular Matrices

Stephanie L.K. Bowers, Chun-Xia Meng, Matthew T. Davis,
and George E. Davis

Abstract

Considerable progress has occurred toward our understanding of the molecular basis for vascular
morphogenesis, maturation, and stabilization. A major reason for this progress has been the development
of novel in vitro systems to investigate these processes in 3D extracellular matrices. In this chapter, we
present models of human endothelial cell (EC) tube formation and EC-pericyte tube co-assembly using
serum-free defined conditions in 3D collagen matrices. We utilize both human venous and arterial ECs and
show that both cell types readily form tubes and induce pericyte recruitment and both ECs and pericytes
work together to remodel the extracellular matrix environment by assembling the vascular basement
membrane, a key step in capillary tube network maturation and stabilization. Importantly, we have
shown that these events occur under serum-free defined conditions using the hematopoietic stem cell
cytokines, SCF, IL-3, and SDF-1α and also including FGF-2. In contrast, the combination of VEGF and
FGF-2 fails to support vascular tube morphogenesis or pericyte-induced tube maturation under the same
serum-free defined conditions. Furthermore, we present novel assays whereby we have developed both
human ECs and pericytes to induce specific genes using a doxycycline-regulated lentiviral system. In this
manner, we can upregulate the expression of wild-type or mutant gene products at any stage of vascular
morphogenesis or maturation in 3D matrices. These in vitro experimental approaches will continue to
identify key molecular requirements and signaling pathways that control fundamental events in tissue
vascularization under normal or pathologic conditions. Furthermore, these models will provide new
insights into the development of novel disease therapeutic approaches where vascularization is an important
pathogenic component and create new ways to assemble capillary tube networks with associated pericytes
for tissue engineering applications.

Key words Endothelial cells, Pericytes, Tube formation, Three-dimensional extracellular matrix,
Inducible gene expression, Hematopoietic stem cell cytokines, Serum-free defined conditions
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1 Introduction

Understanding how blood vessels form and mature [1–12] is
essential for our ability to properly treat a wide range of diseases
and cancers where vascularization is a major pathogenic feature as
well as develop applications for tissue bioengineering and regener-
ative medicine. Despite major advances in our understanding of
vasculogenesis and sprouting angiogenesis [1, 2, 4, 7, 11, 13],
much remains to be learned about the fundamental cell biology of
key cell types within the vasculature (i.e., endothelial cells [ECs],
pericytes, vascular smooth muscle cells) and cellular signaling pro-
cesses that control how ECs form tubes (i.e., EC tubulogenesis);
how they specialize into arteries, capillaries, veins, and lymphatics
and how these unique vessels mature and eventually stabilize [14].
These morphogenic events stereotypically occur during vasculo-
genesis, angiogenesis, or pathologic neovascularization, and in the
context of embryogenesis, wound healing, and tumor growth.

Progression through the various stages of blood vessel forma-
tion, maturation, and eventual stabilization requires proper com-
munication between ECs and surrounding cells such as mural cells
(e.g., pericytes and vascular smooth muscle cells) and parenchymal
cells within given tissues, as well as the extracellular matrix (ECM),
which all contribute to the molecular control of EC morphogenesis
[1, 3, 7, 8, 11, 12, 15–17] (Fig. 1). These morphogenic events
include tube formation, the establishment of apical-basal polariza-
tion, the deposition of the vascular basement membrane in a basal
position, and the proper positioning of mural cells along the ablum-
inal surface of EC tubes [2, 6, 8, 9, 18, 19]. EC-pericyte interac-
tions, which are particularly critical in capillaries, are fundamentally
important because capillaries represent the major vessels that
deliver oxygen and nutrients to facilitate tissue development and
homeostasis (Fig. 1). It is perhaps not a surprise that abnormalities
of EC-pericyte interactions are noted in major human diseases such
as diabetes and cancer [10, 20]. Thus, a molecular understanding
of how ECs form capillary tube networks, become invested with
pericytes, and then lead to functional capillaries which interface and
sustain each unique tissue is a major requirement in the context of
normal development, various human diseases, and the key area of
tissue engineering.

ECs and pericytes during vascular morphogenic events are
controlled by cell-specific responses to changes in the ECM as it is
remodeled [3, 7, 8, 18, 19]. A critical and fundamental step in EC
tubulogenesis is ECM degradation where ECs create vascular guid-
ance tunnels [19] (Fig. 1). These EC-generated tunnels are matrix
conduits and physical spaces within 3D matrices where EC tube
formation and remodeling occur and where pericytes are recruited
to the EC tube abluminal surface [18, 19, 21] (Fig. 1). Within
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these spaces, both ECs and pericytes are highly migratory and
together, they assemble the vascular basement membrane along
the tube abluminal surface between the two cell types [8, 18].
Furthermore, they respond to this newly remodeled ECM through
basement membrane-binding integrins including α5β1, α3β1,
α6β1, and α1β1 [7, 18]. Importantly, these integrins do not appear
to play a role in our collagen system when ECs are forming tubes in

Fig. 1 EC-pericyte tube co-assembly in 3D collagen matrices under serum-free defined conditions. Using a
serum-free, growth factor-defined 3D collagen matrix assay with hematopoietic stem cell cytokines (SCF, IL-3,
SDF-1α) and FGF-2, human ECs (HUVECs) and pericytes co-assemble into vascular networks. After 96 h of
culture, gels were fixed and stained with toluidine blue to visualize tube assembly as indicated by the light
image (a). Representative immunofluorescence images show several important aspects of this multicellular
tube co-assembly process. (b) GFP-labeled pericytes are shown to recruit to the abluminal surface of EC-lined
tubes as indicated by immunostaining with anti-CD31 antibodies (shown in red). (c) EC tube formation
generates vascular guidance tunnels which are revealed following immunostaining for collagen type I (Col I)
matrix as they are created through EC-derived MT1-MMP-dependent proteolysis of this matrix (arrows indicate
the border of the tunnels). After pericyte recruitment, both ECs and pericytes are observed within the tunnel
spaces. (d) EC-pericyte tube co-assembly within vascular guidance tunnels results in vascular basement
membrane matrix deposition as indicated by laminin (LM) staining on the EC tube abluminal surface and in
between the two cell types. In each image, GFP-pericytes are shown in green while nuclei are blue following
staining with Hoechst dye. Bar equals 50 μm
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the absence of pericytes and in this circumstance, the integrin α2β1
plays a critical role [7, 12, 18, 22, 23]. This past work demonstrates
that not only do EC-pericyte interactions lead to vascular basement
membrane matrix formation, but both cell types directly respond to
this newly deposited matrix through integrins that recognize base-
ment membrane matrix proteins [7, 8].

Pericytes represent a major regulator of EC tubulogenesis,
tube remodeling, and vessel maturation events [8, 17, 18, 21].
For example, pericyte recruitment leads to more elongated
and branched tubes which are narrower in diameter compared to
EC tubes without pericytes under the same culture conditions
[8, 18, 21]. Their timely recruitment to the developing vasculature
assists with controlling vascular morphogenic events through cell-
cell contacts, but also through their ability to regulate deposition of
basement membrane which alters signaling events. These distinct
signals delivered to both ECs and pericytes occur downstream of
altered integrin signaling (through recognition of basement mem-
brane instead of collagen type I) [7] but also are likely coupled to
distinct integrin/growth factor co-signaling [24, 25] that uniquely
occurs following adsorption of EC- and pericyte-derived growth
factors to this matrix. Interestingly, past studies demonstrated the
ability of bone morphogenic protein-4 (BMP-4) to specifically
adsorb to collagen type IV [26], so this might be an example of a
growth factor signal that would change when a vascular basement
membrane is formed. Such a signal would likely be distinct when
EC tubes form without pericytes or when there are abnormalities in
EC-pericyte interactions that are known to be an issue in key
diseases such as diabetes and cancer.

Many studies both in vitro and in vivo indicate that pericytes
are capable of stabilizing EC-lined tubes and their presence
reduces the possibility that such tube networks will regress [3, 8,
12, 17, 27, 28]. In several studies from our laboratory, pericyte-
derived TIMP-3 played a key role in reducing vascular regression by
suppressing EC-derived MMPs such as MMP-1 and MMP-10
which promote ECM degradation and vessel breakdown
[17, 29–31]. Also, siRNA suppression of the pericyte-derived and
ECM-binding matrix metalloproteinase inhibitor, TIMP-3, affects
tube diameter and remodeling, in that EC tubes are much wider
and have reduced collagen type IV assembly when pericyte TIMP-3
expression is reduced [18]. Furthermore, reduced pericyte cover-
age along vessels in the central nervous systems leads to disruptions
of the blood–brain barrier [32, 33]. Thus, considerable evidence
suggests that disruption of pericyte recruitment, retention, or
survival on EC-lined tubes results in altered EC biology and a
disorganized, unstable vasculature. Clearly, a wide range of events
are involved in vascular morphogenesis and maturation which must
be considered when designing or interpreting studies aimed to
elucidate particular aspects of blood vessel formation or function.
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A key point is that both in vitro and in vivo experimental
approaches are necessary to address such questions and to ulti-
mately develop a comprehensive understanding of these processes
[1–3, 6, 7]. It is our view that both approaches are necessary
together to make the key insights which will lead to effective new
therapeutics to treat complex human diseases where the vasculature
plays a major pathogenic role.

Many different in vivo models are currently employed to study
the molecular mechanisms underlying vascular morphogenesis,
maturation, and stabilization, including those in mice, zebrafish,
and avian species [1]. A major advance in the utility of in vitro
approaches to address such questions was the establishment of 3D
matrix vascular morphogenic models using either isolated human
ECs or pieces of tissues such as the rodent aorta [2, 6–8, 34–36].
These 3D matrix systems are of particular importance in the inves-
tigations of vascular morphogenesis since processes such as tubu-
logenesis and angiogenic sprouting occur only in a 3D matrix
environment [2, 6, 23]. The use of 3D matrix assay systems has
proved to be of particular importance because of their ability to
recapitulate in vivo vascular network formation, which has led to
increased understanding of the factors and signaling events that are
required for these events [2, 6, 8, 18, 37].

In particular, our lab has developed and routinely utilizes a
serum-free, factor-defined 3D matrix system using both collagen
type I and fibrin matrices [2, 18, 21, 34, 37, 38]. Using this
system, we have identified hematopoietic stem cell cytokines that
promote human EC tubulogenesis in conjunction with fibroblast
growth factor (FGF)-2, specifically the combination of stem cell
factor (SCF), stromal-derived factor-1α (SDF-1α), and
interleukin-3 (IL-3) [18, 21, 37, 38]. In addition, we have
demonstrated that this system allows for an analysis of EC-
pericyte interactions, where pericytes recruit to developing EC
tubes, participate in deposition of basement membrane matrix,
and travel within the tunnels created by ECs during EC tubulo-
genesis [8, 18, 21, 38]. As we show in this chapter, a range of
techniques are employed to analyze cell-cell and cell-ECM rela-
tionships during vasculogenic tube assembly, including growth
factor signaling, protein kinase cascades, GTPase regulation, and
integrin signaling. A novel technique described here is the combi-
nation of our defined 3D matrix system with a gene-inducible
lentiviral system, where a gene of interest can be regulated by
ECs or pericytes (following addition of doxycycline) at a particular
time in the tube formation or the maturation process. This exper-
imental approach allows for a precise examination of the effects of
particular genes and signaling pathways at distinct stages of vascu-
lar morphogenic and maturation events under serum-free defined
conditions and in 3D extracellular matrices.
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Of importance to evaluate the utility of any model, in vivo or
in vitro, is itsability to obtain detailed information concerning the
molecular and functional behaviors of the cell types being examined.
For example, what defines an EC as an EC, and a pericyte as a
pericyte (Table 1)? Our serum-free, factor-defined 3D assay systems
allow for such an analysis to take place and to define EC and pericyte
behaviors from a functional and molecular perspective [1, 18, 21,
34, 37] (Table 1). One of the key abilities of ECs that is frequently
overlooked is that they must be able to form tubes in 3D matrices
(Figs. 1 and 2). This is a characteristic feature of all ECs, and thus,
studies that create EC-like cells from induced pluripotent stem cells,
for example,must demonstrate that the ECs are tubulogenic in a 3D
matrix system such as those that we have described [2, 6].

In contrast, pericytes do not form tubes in any of our 3Dmatrix
models (nor do vascular smooth muscle cells or fibroblasts), but
pericytes readily recruit to EC-lined tubes by invading 3D matrices
in a manner dependent on the presence of ECs [8, 17, 18, 21, 38].
In fact, using nuclear GFP-labeled pericytes, we demonstrated that
pericytes, when cultured alone, showed minimal to no ability to
directionally migrate/invade in 3D collagen matrices (their move-
ment is MMP dependent), while the presence of ECs
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Fig. 2 Hematopoietic stem cell cytokines markedly stimulate human arterial ECs to form tubes in 3D
collagen matrices under serum-free defined conditions. Using a serum-free, factor-defined system in 3D
collagen matrices, human umbilical arterial endothelial cells (HUAECs) markedly assemble into EC-lined tubes
in response to hematopoietic stem cell cytokines and FGF-2. Cultures were fixed, stained, and analyzed after
72 h in culture. Total tube area per image (n ¼ 25/group) is averaged and plotted � standard deviation in the
left panel. Images on the right panel are representative of each of these culture conditions, where growth
factors were added into the 3D collagen gel during the assay: FGF-2 alone; FGF-2 + VEGF; SCF, IL-3, SDF-
1α + FGF-2; and SCF, IL-3, SDF-1α + FGF-2 + VEGF. These results are similar to what we have previously
shown using HUVECs, and provide further evidence that the hematopoietic cytokines SCF, SDF-1α, and IL-3
synergize with FGF-2 to promote tubulogenesis in ECs, while VEGF addition to 3D cultures during the assay
does not enhance tubulogenesis. The asterisk indicates significance at p < 0.01 compared to either FGF-2
alone or FGF-2 + VEGF. Bar equals 100 μm
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markedly increased the migration and directional movement of
pericytes [8, 21]. Furthermore, we demonstrated that EC-derived
PDGF-BB and HB-EGF were responsible for both pericyte move-
ment and their ultimate ability to recruit to EC tubes [21]. In
addition, pericytes proliferate during these events in a manner
dependent on both the presence of ECs and PDGF-BB/HB-EGF
[21]. Blockade of pericyte proliferation as well as recruitment to EC
tubes by interfering with PDGF-BB/HB-EGF or their receptors
led to abnormally wide EC tubes with markedly reduced basement
membrane deposition in vitro or in vivo [21]. Thus, pericytes can
be defined by their ability to invade/migrate and proliferate in
response to ECs, recruit to EC tubes, and then regulate vascular
basement membrane matrix formation in 3D matrices (Table 1).
Pericytes also dramatically invade 3D collagen matrices in response
to PDGF-BB under defined serum-free conditions due to their

Table 1
Functional properties of endothelial cells and pericytes during vascular
morphogenesis and maturation

Endothelial cells Pericytes

Key ability to form tubes in 3D
collagen or fibrin matrices

Do not form tubes in 3D matrices,
but invade as single cells

Create vascular guidance tunnels
during EC tubulogenesis in 3D
matrices; tunnels are created
through ECM proteolysis that is
mediated in large part by MT1-
MMP

Pericytes invade in response to ECs
in a manner dependent on PDGF-
BB; recruitment to tubes results in
more elongated and narrow EC
tubes

ECs dramatically migrate in 3D
matrices and co-assemble into
tubes within vascular guidance
tunnels

Pericytes express very high levels of
PDGFRβ and utilize this receptor
to invade toward EC tubes and
migrate along the tube abluminal
surface

There is minimal to no proliferation
of ECs during tube formation in
3D matrices

Pericytes proliferate in response to
ECs in manner dependent on
PDGF-BB and HB-EGF in 3D
matrices

ECs co-assemble with pericytes to
create capillary vessels and
generate a vascular basement
membrane

Pericytes migrate along the EC tube
abluminal surface within vascular
guidance tunnels to facilitate
basement membrane formation

Human ECs form tubes and sprout
in response to the hematopoietic
stem cell cytokines, SCF, IL-3, and
SDF-1α, and FGF-2 under serum-
free defined conditions

Human EC-pericyte tube co-
assembly with accompanying
basement membrane formation
occurs in 3D matrices in response
to hematopoietic cytokines
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high expression of PDGFRβ (Fig. 3). Also, in our hands, human
vascular smooth muscle cells such as aortic smooth muscle cells
weakly invade in response to PDGF-BB in 3D collagen matrices
and fail to recruit to EC-lined tubes in our model systems, thus
demonstrating a strong biological difference between pericytes and
vascular smooth muscle cells (data not shown). We believe that
these functional definitions of ECs versus pericytes are critical to
augment the definition of these cell types in addition to genes and
protein markers that are routinely used to define them (Table 1).

Fig. 3 Pericyte invasion of 3D collagen matrices is markedly stimulated by PDGF-BB under serum-free
defined conditions. Human pericytes were seeded on the surface of 3D collagen gels which had no addition
(control) or PDGF-BB at 200 ng/ml and after 72 h, cultures were fixed and stained with toluidine blue.
Cultures were photographed on the bottom of the wells or were cross-sectioned and then photographed
from the side. The invasion responses that are observed are MMP dependent in that the addition of
GM6001 completely blocks the invasion response (not shown). Arrowheads indicate the monolayer surface.
Bar equals 100 μm. Image analysis and quantitation can be performed on cross sections (top panels) for
distance of invasion and number of pericytes below the monolayer. In addition, cultures can be imaged at
the very bottom of the well, where fully invaded pericytes display a flattened phenotype (due to attachment
to the plastic after invading through the entire depth of the collagen gel), and images analyzed for the
number of invading pericytes per field. This assay can assist with a variety of analyses, where comparisons
may be made among pericytes of different tissue origins (or other mural cells), those treated with
chemicals or drugs to assess pericyte invasion signaling requirements, following transfection with siRNAs
to test gene function or following upregulation of genes using our Dox-regulated system to assess their
influence on pericyte invasive behavior in 3D matrices
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We have previously elucidated the synergistic effects of SCF,
SDF-1α, IL-3, and FGF-2 to induce tube formation using human
umbilical vein ECs (HUVECs) and to investigate EC-pericyte tube
co-assembly [8, 18, 21, 37, 38] (Figs. 1, 2, and 4). We have also
used this system to demonstrate a role of VEGF and FGF-2 (and
their combination) as primers for tubulogenesis [37]. When ECs
are treated with VEGF or FGF-2 (and in particular the combina-
tion) overnight prior to being used in a 3D assay, EC morphogen-
esis and tubulogenesis are strongly enhanced (i.e., in response to
the hematopoietic cytokines, SCF, IL-3, and SDF-1α) [37]. How-
ever, if VEGF is added during the assay, either alone or in conjunc-
tion with FGF-2, tubulogenesis fails to occur [37]. The
combination of SCF, SDF-1α, and IL-3 with FGF-2 strongly sti-
mulates tube formation and adding VEGF to these factors during
the tube formation assay has no additional effect [37]. This chapter
describes the use of a new EC type, human umbilical arterial ECs
(HUAECs) in 3D morphogenesis assays, and shows that HUAECs
form tubes in our system very readily (Figs. 2 and 4). In addition, all
of the observations with HUVECs appear to hold true for
HUAECs also with regard to their ability to form tubes in response
to hematopoietic cytokines and to stimulate pericyte recruitment
with accompanying vascular basement membrane matrix assembly.
We also describe a human pericyte-only invasion assay that will be
useful in the characterization and definition of pericytes (Fig. 3).
Finally, we describe a lentiviral gene-inducible system that, when
used in conjunction with our serum-free, defined 3D matrix assay,
can be used for the doxycycline-regulated expression of a wild-type

Fig. 4 Hematopoietic stem cell cytokines stimulate human arterial EC-pericyte tube co-assembly
leading to vascular basement membrane matrix deposition in 3D collagen matrices. As we have shown
for HUVEC-pericyte co-cultures, basement membrane deposition is markedly increased when pericytes are
co-cultured with HUAECs in a serum-free, factor-defined 3D collagen matrix assay using hematopoietic stem
cell cytokines and FGF-2. After 120 h, cultures are fixed with paraformaldehyde and immunostained for CD31
to label ECs or the indicated basement membrane proteins. The immunostaining protocol is performed in the
absence of detergent so that we are only observing extracellularly deposited basement membrane proteins.
GFP pericytes are shown in green, and CD31, collagen type IV, fibronectin, nidogen 1, and laminin are shown
in red. Bar equals 100 μm
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or mutant gene of interest, in either ECs or pericytes (Figs. 5, 6, 7,
and 8). In addition to investigating the role of particular genes at
different stages of vascular morphogenesis and maturation, we may
be able to utilize this approach to create ECs or pericytes with
enhanced abilities to perform their functions for the purposes of
bioengineering and regenerative medicine.
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Fig. 5 Development of cell lines with doxycycline-inducible genes in ECs or pericytes using
recombinant lentiviruses. This schematic illustrates how cell lines can be created to regulate the expression
of specific genes of interest (GOI) in ECs, pericytes, or other cell types. (1) Recombinant lentiviruses are
created for both the neo-Tet3G vector and a puro-Tre3G vector containing the GOI. The current example
regulates the expression of GFP in ECs (see text for primer sequences that enable GFP cloning into the
vector), but we have used this system with a variety of genes in ECs and pericytes alike. (2) Low-passage ECs
(P2) are then infected with the Tet3G lentivirus. (3) After 3 days, G418 (geneticin) is added to the cell culture
media to select for cells that have been infected with the Tet3G virus, killing all non-infected cells. (4) Cells
are allowed time to grow back to near confluency while maintaining G418 selection, and propagated to
provide enough cells to freeze down and split in order to continue with infection. (5) A confluent flask of
Tet3G-ECs is infected with the Tre3G-GFP lentivirus prepared in [1]. (6) After 3 days, puromycin is added to
the media (with existing G418 treatment) to select for cells that contain both the Tet3G and Tre3G-GFP
vectors. (7) Cells are grown and propagated in the presence of both G418 and puromycin. (8) Once the cell
line has been established and frozen down, a flask is used in the serum-free, defined 3D collagen matrix
assay described in the text. A comparison between control cultures (No Dox) and doxycycline-treated cultures
(+Dox, 5 μg/ml) is illustrated
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2 Materials

The key materials necessary to perform these morphogenic assays
include human endothelial cells and human pericytes, which are
grown as we have described previously [18, 21, 34]. We perform
morphogenic assays utilizing 3D rat tail collagen type I containing
matrices and use recombinant growth factors and cytokines, which
are added either into the collagen matrix or into the culture media,
or both [34]. All of the assays are performed in half-area 96-well
plates while immunostaining is performed by fixing the 3D colla-
gen gels and staining the gels using methods similar to whole-
mount staining of tissues or embryos [34, 39]. Cultures can also
be stained with dyes such as toluidine blue, which facilitates our
ability to assess and quantitate lumen and tube formation by pho-
tography and trace tube areas using Metamorph software [34].

2.1 Endothelial

Cells and Pericytes

Human umbilical vein endothelial cells (HUVECs; Lonza) and
human umbilical arterial cells (HUAECs; Cell Applications, Inc.)
are grown from passages 2–6 using Medium 199 (Invitrogen)
containing 20 % fetal calf serum, 400 μg/ml of bovine hypotha-
lamic extract, and 100 μg/ml of heparin (Supermedia; see Notes 1
and 2). Flasks are pre-coated with 1 mg/ml of gelatin in PBS for at

+DoxNo Dox +DoxNo Dox
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mCherry

Doxycycline: − +

ß-actin
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Fig. 6 Doxycycline-inducible expression of recombinant genes in human pericytes. An example of the
efficiency of the doxycycline-inducible system is shown also for human pericytes. GFP and mCherry were
cloned into a lentiviral vector system allowing for doxycycline (Dox)-inducible expression and stable pericyte
cell lines were established. Dox was added or not and pericytes were photographed under fluorescence. For
the bottom panel, lysates were prepared of these cultures and Western blots were performed to detect GFP or
mCherry proteins. Bar equals 100 μm
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least 30 min at 25 �C. Human brain vascular pericytes (HBVP;
ScienCell) are grown from passages 2–10 and grown in DMEM
with 10 % fetal calf serum on gelatin-coated flasks. Pericytes were
labeled with enhanced GFP using a recombinant lentivirus, or with
inducible Tre3G-mCherry, as described below.

Fig. 7 Doxycycline-inducible expression of GFP and mCherry during EC-pericyte tube co-assembly
in 3D collagen matrices. GFP and mCherry were cloned into ECs and pericytes, respectively, in the
doxycycline-inducible system and were allowed to undergo tube morphogenesis under serum-free defined
conditions with hematopoietic cytokines and FGF-2 in 3D collagen matrices for 72 h. At the beginning of
the assay, cells were either left untreated (control; No Dox) or were induced with doxycycline (+Dox).
Gels were then fixed in 2 % paraformaldehyde and imaged under fluorescence microscopy. Separate
panels of DIC light images, fluorescent GFP and mCherry images, as well as merged overlay images are
shown. Bar equals 50 μm
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2.2 Rat Tail Collagen

Type I

Collagen type I is purified from rat tails and lyophilized from a 0.1 %
acetic acid solution in H2O (sterile filtered). The collagen is resus-
pended in 0.1 % acetic acid in H2O solution at a final concentration
of 7.1 mg/ml and we obtain approximately 100 mg of collagen
type I from one rat tail (see Note 1).

2.3 Reduced Serum

Supplement II (RSII)

This supplement is made by mixing a combination of insulin,
transferrin, selenium, and fatty acid-free bovine serum albumin
(all obtained from Sigma) with added C18 oleic acid (obtained
from Avanti Polar Lipids) which is prepared as described [34] and
the mixture is frozen and stored at �20 �C. After thawing an
aliquot, the RSII can be left at 4 �C for 1–2 months and utilized
in the assay systems.

2.4 Recombinant

Growth Factors,

Cytokines, and Other

Media Additives

Recombinant FGF-2 is obtained from Millipore, and SCF, IL-3,
and SDF-1α are obtained from R&D Systems. Ascorbic acid is
obtained from Sigma.

2.5 Culture Plates Half-area 96-well tissue culture plates (Costar) are used in all
experiments.

2.6 Lentivirus

Production

Lentiviruses are generated using the ViraPower Lentiviral Expres-
sion system (Invitrogen) and utilize a lentiviral construct (pLenti6/
V5 TOPO) with a blasticidin resistance gene (GFP-pericytes), or
using the Lenti-X system (Clontech) or the lentiviral vector pLVX-
Tre3G (puromycin selection) or pLVX-Tet3G (G418 selection) to
be able to induce gene expression in ECs or pericytes. A lentiviral
vector packaging system from Clontech is utilized along with
293FT cells (grown in DMEM with 10 % fetal calf serum) to
make recombinant lentiviruses.
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Fig. 8 Doxycycline-inducible expression of TIMP-3 in ECs markedly blocks tube formation in a serum-free,
defined 3D collagen matrix assay. To provide a functional example of the efficiency of the inducible lentiviral
transfection system, TIMP-3 expression was induced with doxycycline (Dox, 5ug/ml), or not (No Dox control).
Cultures were fixed, stained with toluidine blue, photographed, and analyzed for EC tube area after 72 h
(n ¼ 25/group that is averaged and plotted � standard deviation). Cells treated with or without Dox were
examined for TIMP-3 expression by Western blot (right panel). The asterisk indicates significance at p < 0.01.
Bar equals 100 μm

Investigating Human Vascular Tube Morphogenesis and Maturation Using Endothelial. . . 183



3 Methods

3.1 EC Tube

Morphogenesis

Assay in 3D Collagen

Matrices Using

HUAECs

This assay has been described for use with HUVECs; this report
utilizes HUAECs in the exact same manner (Fig. 2). One T75 cm2

flask of confluent human ECs is trypsinized, washed 1� with 10 ml
of Medium 199 (M199), and suspended at 107 cells/ml in M199
(these cells are gently mixed with a P200 tip to break up small
clumps). They are then seeded at 2 � 106 cells per ml in 2.5 mg/
ml of collagen type I suspended in M199. To make 1 ml of gel,
350 μl of 7.1 mg/ml type I collagen in 0.1 % acetic acid, 39 μl of
10� M199, 2.1 μl of 5 N NaOH, and 409 μl of 1� M199 are
mixed together thoroughly via pipette. 200 μl of ECs are then
added to this mixture, which is swirled on ice. The cell mixture is
then placed on ice. The recombinant growth factors, SCF, IL-3,
SDF-1α, and FGF-2, are then added at 200 ng/ml within the
collagen matrix. 28 μl of gel is added per well and the plates are
periodically tapped on each edge to make certain that the gels are
evenly distributed in each well prior to polymerization. The plates
are allowed to equilibrate in a CO2 incubator for 30 min and then
100 μl of culture media is added. The culture media contains M199
with a 1:250 dilution of RSII supplement (which is added first to
the media), and then 40 ng/ml of FGF-2 and 50 μg/ml of ascorbic
acid are added. We add 125 μl of H2O in every well surrounding
the wells and also add 150 μl of H2O in non-well areas that
surround each of the wells to maintain humidity and to reduce
potential dehydration of culture wells over time. Assays are allowed
to proceed for 1, 3, or 5 days, at which time cultures are fixed
with either 2 % paraformaldehyde in PBS or 3 % glutaraldehyde
in PBS. For the 5-day culture time point, cultures are fed on day
3 by removing and replacing 60 μl of media with fresh media.
Paraformaldehyde-fixed gels can be utilized to visualize
fluorescence or perform immunostaining using various antibodies
directed to CD31 or extracellular matrix proteins. Glutaraldehyde-
fixed gels are typically stained with 0.1 % toluidine blue in H2O,
which is an excellent stain to visualize tubes using light microscopy.

3.2 EC-Pericyte

Tube Co-assembly

Assay in 3D Collagen

Matrices

HUAECs or HUVECs are placed in collagen gels (2.5 mg/ml) at
2 � 106 cells/ml while pericytes are added at 0.4 � 106 cells/ml
(Figs. 1 and 4). Also added to the gels are 200 ng/ml of SCF, IL-3,
SDF-1α, and FGF-2, and 28 μl of the cell-gel mixture are added to
the half-area 96-well plate as described above. After polymerization
and equilibration for 30–60 min, M199 culture media (100 μl/
well) is added per well, and contains a 1:250 dilution of RSII,
40 ng/ml of FGF-2, and 50 μg/ml of ascorbic acid. Cultures are
typically allowed to proceed for 3 or 5 days of culture. For the 5-day
culture time point, cultures are fed on day 3 by removing and
replacing 60 μl of media with fresh media. Cultures are fixed with
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either 2 % paraformaldehyde in PBS for immunostaining and
fluorescence microscopy or 3 % glutaraldehyde in PBS to then
stain with 0.1 % toluidine blue in H2O.

3.3 Pericyte

Invasion into 3D

Collagen Matrices

in Response to

PDGF-BB

Collagen gels (2.5 mg/ml) are prepared as described above and
contain 200 ng/ml of recombinant PDGF-BB, without the addi-
tion of cells. 28 μl of gel preparation is added per well in half-area
96-well plates as described above. Gels are allowed to polymerize
and equilibrate the pH by placing them in a CO2 incubator for
30–60 min. After this time, pericytes are seeded at 50,000 cells/
well in M199 culture media (100 μl/well) that contains a 1:250
dilution of RSII, FGF-2 at 40 ng/ml, and ascorbic acid at 50 μg/
ml. Cultures are allowed to incubate for 3 days of culture and then
fixed with 3 % glutaraldehyde in PBS (140 μl per well). Fixed
cultures are stained with 0.1 % toluidine blue in H2O. For analysis,
gels can be imaged by focusing on the very bottom of the well,
where pericytes have migrated completely through the gel and have
a flattened morphology (Fig. 3). Alternatively, gels can be bisected
with a clean razor blade to visualize a cross section of pericyte
invasion in 3D collagen matrices (Fig. 3). Pericytes readily invade
in response to PDGF-BB, which is synthesized by ECs and directly
appears to stimulate pericyte invasion toward EC-lined tubes.
These properties can be utilized to define whether or not a cell
behaves as a pericyte, or if a particular gene of interest affects
PDGF-BB-induced pericyte invasive behavior in 3D matrices.

3.4 Priming of ECs

with VEGF and FGF-2

to Activate EC

Morphogenic

Responses

T25 or T75 cm2 flasks of HUAECs or HUVECs are cultured to
confluence in Supermedia as described above, then washed 2� with
3 or 7 ml of base M199 media, respectively, and then co-cultured
for 16–20 h in M199 media containing one of the following: (a) a
1:250 dilution of RSII only; (b) 1:250 RSII and VEGF-165
(40 ng/ml); (c) 1:250 RSII and FGF-2 (40 ng/ml), or (d) 1:250
RSII, VEGF-165 (40 ng/ml), and FGF-2 at 40 ng/ml. After this
time, ECs are trypsinized and used for either the EC only or EC-
pericyte co-culture assays as described previously and above. In all
cases, EC morphogenic responses are strongly enhanced using this
VEGF priming protocol. Our work suggests that the major mor-
phogenic influence of VEGF is in priming and preparing ECs for
morphogenic responses that are stimulated by the hematopoietic
stem cell cytokines, SCF, IL-3, and SDF-1α [37].

We have shown that a key consequence of pericyte recruitment to
HUVEC-lined tubes is the deposition of vascular basement mem-
brane matrices (Fig. 1). Here, we recapitulate these findings using
HUAECs which rapidly form tubes and also dramatically recruit
pericytes to the abluminal surface of the tubes (Fig. 4). This
recruitment results in markedly increased deposition of collagen
type IV, fibronectin, nidogen 1, and laminin, which shows again
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3.5 Analysis of

Vascular Basement

Membrane Deposition

Resulting from

EC-Pericyte

Interactions During

Tube Co-assembly

in 3D Collagen

Matrices

that EC-pericyte interactions lead to vascular basement membrane
matrix assembly (Fig. 4).

EC-pericyte co-cultures are established in 3D collagen gels as
described above and after 3 or 5 days of culture, cultures are fixed
with 2 % paraformaldehyde. A critical point is that the immunos-
taining protocol for vascular basement membrane matrix assembly
is performed in the absence of detergent, such that only extracellu-
lar staining is observed. We typically utilize unlabeled ECs and
GFP-pericytes and thus stain for the vascular basement membrane
components, laminin, fibronectin, collagen type IV, nidogen 1,
nidogen 2, and perlecan, using AlexaFluor 594-conjugated second-
ary antibodies so that they are red in color (Fig. 4). To stain ECs, we
typically utilize antibodies to CD31 and utilize the AlexaFluor-
conjugated secondary antibody to stain them red (Figs. 1 and 4).

3.6 Lentiviral

Infection of ECs or

Pericytes with

Doxycycline-Inducible

Gene Vectors

Facilitates Analysis

of Genes of Interest

During Specific

Stages of Vascular

Morphogenesis and

Maturation

A critical addition to our serum-free, defined 3Dmatrix assays is the
ability to regulate the expression of specific genes in an inducible
fashion to address their functions at distinct times of the assay
(Figs. 5, 6, 7, and 8). A requirement for such lentiviral experiments
is that doxycycline (Dox) alone has no deleterious influence on the
cell’s functional ability to participate in morphogenic events in this
system,which it does not (Fig. 7). For this inducible system,we have
utilized a technique whereby ECs or pericytes are infected sequen-
tially with lentiviruses; the first contains a Tet3G-ON vector, while
the second carries a Tre3G-ON vector in which we have cloned a
specific gene of interest (GOI) (Fig. 5). The Tet3G vector is selected
with 500 μg/ml G418, and once selected cells have propagated
(a maintenance dose of 200 μg/ml), the cells are infected with the
Tre3G lentivirus, and selected using 1 μg/ml puromycin (a mainte-
nance dose of 0.35 μg/ml) (seeNotes 3 and 4).

Following the derivation of cell lines, assays of ECs alone or
EC-pericyte co-cultures are performed exactly as described above.
A schematic of the infection, selection, and assay process is illu-
strated (Fig. 5). A clear example of how genes are induced only
when Dox (5 μg/ml) is added can be observed (Fig. 6). Pericytes
carrying inducible GFP or mCherry are treated in 2D cultures with
or without Dox overnight and cultures were photographed under
light and fluorescence and were also lysed and Western blots per-
formed to examine the degree of induction as well as the back-
ground expression of either GFP or mCherry (Fig. 6). A similar
experiment was performed in the EC-pericyte co-culture morpho-
genesis assay where ECs are induced to express GFP, while pericytes
are induced to express mCherry following addition of Dox.
mCherry-labeled pericytes are observed following their recruit-
ment to EC tubes which are labeled with GFP. Also, tube formation
is not affected by Dox administration compared to control (Fig. 7).
A specific functional example of this Dox-regulated system is illu-
strated by the induction of the MT1-MMP inhibitor, TIMP-3, in

186 Stephanie L.K. Bowers et al.



ECs which results in markedly reduced EC tube formation
compared to control (Fig. 8).

The sequences of the primers used for the GFP, mCherry, and
TIMP-3 constructs for the inducible system are as follows:

GFP- UP- Not1: 50-AGGCGGCCGCACCATGGTGAGCAAGG
GCGAGGAGCTG-30

GFP- DN- EcoR1: 50-AGGAATTCTTACTTGTACAGCTCGTC
CATG-30

mCherry- UP- BamH1: 50-AGGGATCCACCATGGTGAGCAAG
GGCGAGGAG-30

mCherry- DN- Not1: 50-AGGCGGCCGCTTACTTGTACAGC
TCGTCCATGCC-30

TIMP-3- UP- BamH1: 50-AGGGATCCACCATGACCCCTTGG
CTCGGGCTCATC-30

TIMP-3- DN- EcoR1: 50-AGGAATTCTCAGGGGTCTGTGG
CATTGATGATG-30

4 Notes

1. Two key reasons for our success over the years in performing
these EC tube morphogenesis assays are that we make our own
bovine brain extract as well as make our own rat tail collagen
type I preparations. In this way, we have an internal consistency
(for more than 15 years) that is not dependent on variable
commercial sources or availability issues.

2. For optimal assays, ECs should be of passages 2–6 and
“Supermedia” growth media should be made and used to feed
cells exactly as we describe. Because of different factors that are
used in commercially availablemedia, theymay adversely impact
the performance of the assays that we describe. This issue has
not been assessed in detail; however, our assays are highly
reproducible if performed as we describe, and they will work
well each time an assay is established.

3. G418 selection is relatively mild, but the cell line used and virus
titer will determine how quickly selection occurs, which is
evidenced by patchy areas where cells have detached with a
large increase in cell debris. It usually takes up to a week for
selection to begin; it is recommended to utilize G418 at a dose
of 400–600 μg/ml, and then use 200 μg/ml for maintenance
feeding after selection has occurred. Depending on the virus
titer, anywhere from 30 to 90 % of cells will die off.

4. ECs are highly sensitive to puromycin treatment, so it is
important to find a balance between rapid selection and
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getting the cells to a lower maintenance dose as quickly as
possible. Conversely, pericytes are less sensitive, and the higher
1 μg/ml dose may need to be maintained for a longer period of
time (3–5 days) before selection is observed. In our experience,
a common observation for ECs or pericytes during puromycin
selection is that cells will select very suddenly overnight, with a
large amount (at least 50 %) of cell death within a period of 12 h.
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Chapter 13

Three-Dimensional Traction Force Microscopy
of Engineered Epithelial Tissues

Alexandra S. Piotrowski, Victor D. Varner, Nikolce Gjorevski,
and Celeste M. Nelson

Abstract

Several biological processes, including cell migration, tissue morphogenesis, and cancer metastasis, are
fundamentally physical in nature; each implicitly involves deformations driven by mechanical forces.
Traction force microscopy (TFM) was initially developed to quantify the forces exerted by individual
isolated cells in two-dimensional (2D) culture. Here, we extend this technique to estimate the traction
forces generated by engineered three-dimensional (3D) epithelial tissues embedded within a surrounding
extracellular matrix (ECM). This technique provides insight into the physical mechanisms that underlie
tissue morphogenesis in 3D.

Key words Micropatterning, Biomechanics, Engineered tissue

Abbreviations

2D Two-dimensional
3D Three-dimensional
BSA Bovine serum albumin
DMEM Dulbecco’s modified Eagle’s medium
DVC Digital volume correlation
ECM Extracellular matrix
EMT Epithelial-mesenchymal transition
FBS Fetal bovine serum
HBSS Hanks’ balanced salt solution
PBS Phosphate-buffered saline
PDMS Polydimethylsiloxane
TFM Traction force microscopy
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1 Introduction

1.1 History

and Importance

of Traction Force

Microscopy (TFM)

Many fundamental biological processes are driven by an interplay
between mechanical and biochemical signals, including cell prolif-
eration [1], differentiation [2–4], and epithelial-mesenchymal tran-
sition (EMT) [5, 6]. Quantifying the mechanical forces that cells
exert, however, and assessing their role in the vast array of molecu-
lar signaling networks that regulate cell behavior is a tremendous
challenge. This is partially owing to the fact that mechanical loads
act across hierarchical length scales. (For example, should we be
measuring forces at the level of the cytoskeleton, the level of the
organism, or somewhere in between?) In addition, cells are usually
ill suited to traditional mechanical tests, as they are small and often
mechanically inaccessible, both when embedded in a dense mesh-
work of ECM and when interconnected with neighboring cells in
an intact epithelium.

Still, despite these challenges, significant progress has been
made in the study of mechanical forces in biology with the advent
of traction force microscopy (TFM). This technique involves cells
(or tissues) cultured on or embedded within a flexible substratum
that can deform in response to cell-generated tractions. If the
mechanical properties of the substratum are well characterized,
then the traction forces that generated the observed deformations
can be calculated (see Note 1).

When TFM was first invented, deformations were restricted to
two dimensions (2D), since cells were typically cultured on thin
films [7–10]. TFM was later expanded to three-dimensional (3D)
systems: first, by accounting for 3D deformations of the underlying
substratum during 2D cell culture [11], and then later by studying
individual cells embedded in 3D gels [12]. Single cells have been
estimated to exert forces on the order of 10 nN on their surround-
ing substrata [11].

1.2 Recent

Contributions

We were among the first to fully extend 3D TFM into a multicellu-
lar context. Engineered mammary epithelial tissues can be embed-
ded within 3D collagen gels [13] containing fluorescently labeled
polystyrene microspheres, which are used to track the deformations
of the gel during culture and thereby estimate the traction stresses
exerted by the developing tissues [14]. Here we present a detailed
protocol for these experiments, which can be readily extended to
other types of cells, gels, and tissues.

2 Materials

2.1 PDMS Stamps 1. Polydimethylsiloxane (PDMS) (Sylgard 184, Ellsworth
Adhesives).

2. PDMS curing agent (Sylgard 184, Ellsworth Adhesives).
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3. Lithographically patterned silicon master.

4. Plastic weigh boat.

5. 100 mm Petri dishes (Fisher Scientific).

6. 70 % (v:v) Ethanol.

7. Razor blade.

2.2 Micropatterning

Materials

Prepare collagen mixture on ice. Keep reagents at 4 �C.

1. 10� Hanks’ balanced salt solution (HBSS).

2. Cell culture media: 1:1 Dulbecco’s modified Eagle’s medium:
Ham’s F12 Nutrient Mixture (DMEM/F12 (1:1), Hyclone)
supplemented with 2 % fetal bovine serum (FBS), 5 μg/mL
insulin, and 50 μg/mL gentamicin.

3. Phosphate-buffered saline (PBS).

4. 0.1 N NaOH.

5. Bovine type I collagen (non-pepsinized; Koken, Tokyo, Japan).

6. 1 μm diameter fluorescent polystyrene beads (Invitrogen).

7. 1 % (m:v) bovine serum albumin (BSA) in PBS. Store at 4 �C.

8. Curved stainless steel tweezers (#7 Dumont).

9. 35 mm tissue culture dishes (Fisher Scientific).

10. 15 mL conical tube (Fisher Scientific).

11. 1.5 mL Eppendorf Safe-Lock Tube (Eppendorf).

12. Circular#1glass coverslips, 15mmindiameter (BellcoGlass Inc.).

13. Vybrant DiI (or DiO) cell-labeling solution (Invitrogen).

14. 0.05 % 1� Trypsin–EDTA (Invitrogen).

15. 70 % (v:v) Ethanol.

16. Ice.

2.3 Confocal

Fluorescence

Microscopy

1. CCD camera attached to an inverted spinning disk confocal
microscope.

2. 0.05 % (v:v) Triton X-100 in PBS.

2.4 Tracking Bead

Displacements

1. Imaris, Version 7.6.3 (Bitplane).

2.5 Calculating

Average Displacement

Fields

1. MATLAB (The Mathworks).

2.6 Reconstructing

Tissue Geometry

1. Inventor Professional (AutoDesk, Inc.).

2.7 Computing

Traction Forces

1. COMSOL Multiphysics, Version 4.2a (COMSOL AB).
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3 Methods

Here, we describe a 3D engineered tissue model used to quantify
the traction forces exerted by tissues on their surrounding ECM
(Fig. 1). Collagen matrices containing fluorescent beads with mul-
tiple tube-shaped cavities of defined geometry are created using a
microlithography-based technique. The cavities are then seeded
with epithelial cells labeled with fluorescent vital dye (DiI). The
tissues and surrounding fluorescent beads are then imaged in 3D
using confocal fluorescence microscopy both before and after treat-
ment with Triton X-100. Bead displacements are tracked in 3D,
and the resultant traction stresses are calculated using computa-
tional modeling.

Cast PDMS stamp off silicon master

Coat stamp with BSA solution

Wash stamp with cell media

Mold collagen gel with embedded
fluorescent beads

Seed gel with suspension of cells

Wash off excess cells

Place collagen lid on sample

Image confocal stack, relax tissues, and
image post-relaxation confocal stack

Remove stamp from gel

Track bead displacements and
estimate traction forces using

COMSOL

fluorescent
beads

epithelial
cells

PDMS
supports

PDMS
stamp

collagen

silicon
master

BSA
solution

collagen
lid

flip

Fig. 1 Schematic of procedure for preparing samples
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3.1 Preparation

of PDMS Stamps for 3D

Micropatterning

1. Mix the PDMS prepolymer and curing agent at a 10:1 (w:w)
ratio. Aim for a total weight of approximately 60 g. Remove the
entrapped air bubbles by degassing in a vacuum chamber
(~15 min). Pour the bubble-free mixture onto a lithographi-
cally patterned silicon master in a large weigh boat. Cure the
PDMS in an oven at 60 �C for at least 2 h.

2. Once the PDMS is cured, remove the rims from the weigh boat
and carefully peel the PDMS from the silicon wafer, removing
any PDMS on the bottom of the master. Using a clean razor
blade, remove any excess PDMS from around the imprinted
features, leaving the remaining PDMS in a circular shape.

3. Using a clean razor blade, cut the polymerized PDMS into
stamps (~5 mm cubes), making one stamp for each sample.
Place the stamps feature side up in a 100 mm Petri dish.

4. Create supports for the PDMS stamps by spreading 2–3 g of
PDMS on a 100 mm Petri dish using a spin coater (seeNote 2).
Cure the PDMS as described above. Using a razor blade, cut
out two (~5 mm square) supports per PDMS stamp and place
the supports in the Petri dish containing the PDMS stamps.

5. In a biosafety cabinet (cell culture hood), sterilize stamps and
supports by washing briefly with 70 % ethanol and aspirating
the excess liquid. Allow residual ethanol to evaporate
completely (~2 min).

3.2 Micropatterning

of 3D Epithelial

Tissues

1. In a biosafety cabinet, coat four PDMS stampswith approximately
200 μL of 1 % BSA in PBS (see Note 3). Leave the BSA-coated
stamps at 4 �C for a minimum of 4 h to eliminate air bubbles.

2. Aspirate BSA from the four PDMS stamps.

3. Add cell culture media to the stamp surfaces, aspirate, and
repeat (200 μL per four stamps per wash should be sufficient).

4. Using curved stainless steel tweezers, place the PDMS supports
in the 35 mm tissue culture dishes (two supports per stamp,
separated by a distance slightly less than the length of the stamp).

5. Wash four circular glass cover slips (15 mm in diameter, #1)
with 70 % ethanol and aspirate the excess liquid. Place these in a
100 mm Petri dish.

6. In a chilled 1.5 mL Eppendorf tube, prepare a neutralized
solution of collagen. Add 50 μL 10� HBSS, 30 μL 0.1 N
NaOH, 30 μL cell culture media, and 400 μL of stock collagen
for a final concentration of 4 mg/mL (see Note 4). Mix slowly
by pipetting up and down; try not to introduce bubbles. If
bubbles are introduced, centrifuge the mixture. If fluorescent
beads are to be used for TFM, add them to the collagenmixture
at this time at a high concentration (~4 � 108 beads/mL).

7. Distribute 200 μL of the collagen mixture evenly on the
surfaces of the PDMS stamps (approximately 50 μL per stamp).
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8. Using the curved tweezers, flip the stamps upside down onto
the supports in the tissue culture dishes and place the dishes
into the incubator at 37 �C for approximately 30 min. Add
50 μL of the collagen mixture onto each of the circular cover
slips (these will be the collagen caps that are placed on top of
the patterned tissues) and place these into the incubator at
37 �C for approximately 30 min.

9. Aspirate the media from a 100 mm tissue culture dish that is
40 % confluent with epithelial cells. Add 10 μL Vybrant DiI (or
DiO) (Invitrogen) in 2 mL of fresh culture media to the tissue
culture dish and incubate at 37 �C for 15 min.

10. After the incubation, aspirate the media containing DiI or DiO,
wash the cells once with PBS, and trypsinize the cells using
2 mL of trypsin.

11. Add 8 mL of cell culture media to the trypsinized cells, place in
a 15 mL conical tube, and centrifuge at 800 rpm for 5 min.

12. After the centrifugation step, aspirate the supernatant and
resuspend the cells in 250–400 μL of cell culture media for a
final cell concentration of ~106–107 cells/mL (see Note 5).

13. Remove the tissue culture dishes containing the PDMS stamps
and collagen from the incubator and lift the PDMS stamps off
of the collagen using the curved tweezers (see Note 6); the
stamps can now be discarded.

14. Add 30 μL of cell suspension onto each collagen gel. While
observing under a microscope, shake the dishes so that the cells
settle into the patterned collagen (see Note 7).

15. After ~5 min (or whenever the cells have settled into the wells
of the pattern), wash the stamps with 430 μL of cell culture
media by tilting the tissue culture dish on its side and allowing
the media to pour over the stamp (see Note 8). Aspirate the
wash from the tissue culture dish and repeat.

16. Place the collagen containing the cells in the incubator at 37 �C
for 15 min. Then, place the glass cover slips with collagen caps
on top of the cell-containing gels so that the cells are
completely embedded in collagen (Fig. 2). Place the dishes in
the incubator at 37 �C again for 15 min.

17. Add cell culture media slowly (~2.5 mL) on top of the glass
cover slip until the cell-containing gels are covered in media,
and place the dishes in the incubator at 37 �C.

3.3 Confocal Time-

Lapse Imaging

of Fluorescent Bead

Displacements and

Tissue Morphogenesis

1. Monitor the positions of the fluorescent beads by collecting
confocal stacks of the tissues: 120 images (spaced 1 μm apart).

2. Relax the tissues by adding 0.05 % Triton X-100 in PBS
overnight.

3. Capture a second stack of post-relaxation images (120 images,
1 μm apart) of fluorescent beads the next day (see Note 9).
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4. To account for experimental noise in the motion of the fluores-
cent beads, monitor the positions of the beads in cell-free
collagen gels (see Note 10).

3.4 Tracking Bead

Displacements

1. For each tissue, import 3D image stacks into Imaris (seeNote 11).
There should be two timepoints—before and after treatmentwith
Triton X-100.

2. Correct for rigid body drift between image stacks.

(a) Select Edit ! Properties, and input voxel dimensions.

(b) In Surpass view, use Spots filtering to select a region of
beads far away from the tissue.

(c) Track these spots using the Autoregressive Motion routine.

(d) Highlight all tracks in the “Edit Track” window and select
“Correct Drift.” This should be largely rigid body motion
(i.e., only translations and rotations).

(e) In Surpass view, the newly drift-corrected image stack
should appear.

3. Quantify 3D bead displacements in the entire imaging volume
using the Spots filter and the Autoregressive Motion tracking
routine (Fig. 3) (see Note 12).

4. Export the tracked displacements as a spreadsheet. The follow-
ing quantities will be used for further analysis:

Track
Position
Start X

Track
Position
Start Y

Track
Position
Start Z

Track
Displacement
X

Track
Displacement
Y

Track
Displacement
Z

Fig. 2 (a) Bright-field image of micropatterned epithelial tissues. (b) Higher magnification view of micro-
patterned tissue presented in (a). (c) Confocal fluorescence image (maximum z intensity) of tissue shown in
(b); 1 μm diameter fluorescent microspheres (green), DiI-labeled cells (red). Scale bars ¼ 50 μm
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3.5 Computing

Average Displacement

Field (Using Data from

Multiple Tissues)

1. Use the griddata subroutine in MATLAB to interpolate the
exported displacement data across a 3D grid spanning the
entire imaging volume. Use Track Position Start X, Y, Z to
define a point cloud, and then interpolate each component of
the displacement field (e.g., Track Displacement X) separately.
These data are often fairly noisy (Fig. 4a).

Fig. 3 (a) Maximum z intensity image of confocal stack showing fluorescent microspheres before treatment
with Triton X-100; the epithelial tissue outline is indicated with a white dashed line. (b) Maximum z intensity
image of confocal stack showing fluorescent microspheres after treatment with Triton X-100; bead displace-
ments are shown in purple, and the tissue outline is indicated with a white dashed line. The inset shows a
higher magnification view of the boxed region. (c) 3D reconstruction of bead trajectories shown in (b) with
indicated dimensions. Scale bars ¼ 50 μm
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Fig. 4 (a) Plot of the interpolated total displacement field for a single tissue. (b) Plot of the interpolated total
displacement field averaged over 20 tissues. (c) Plot of the averaged x component of the displacement field
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2. To increase the signal-to-noise ratio, each component of the
displacement field can be averaged across multiple tissues
(Fig. 4b, c), but only if the displacement data from multiple
tissues are properly aligned using the fluorescently labeled
tissue geometry. Especially for small displacements, subtle
alignment errors can produce significant artifacts in the aver-
aged displacement field.

3. Ensure that the data for each component of the displacement
field is organized in a format compatible with the finite element
package used to compute the resultant traction forces.

3.6 Reconstructing

and Exporting Tissue

Geometry

1. Using Imaris, measure average morphological parameters (e.g.,
tissue length, height) for several fluorescently labeled tissues
(Fig. 5a).

2. Use the measured parameters to draw a 3D surface in Auto-
Desk Inventor Professional. Save the reconstructed geometry
as an Inventor .ipt file (Fig. 5a).

Fig. 5 (a) Tissue geometry was reconstructed in AutoDesk Inventor from measurements of fluorescently
labeled tissues in Imaris. Adapted from [14]. (b) Model geometry used to compute traction forces in COMSOL
Multiphysics. (c) Finite element mesh. (d, e) Imported displacement field prescribed as boundary condition
along the surface of imported tissue geometry. Here, the x component of the displacement field “displx” is
shown. (Compare to Fig. 4c.) (f) Model-computed traction stresses
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3.7 Calculating

Traction Forces

1. Construct a 3D finite element model to compute the traction
forces exerted by the engineered tissues. Although other com-
mercial software packages can be used, the following protocol
employs COMSOL Multiphysics Version 4.2a (see Note 13).

(a) Open COMSOL Multiphysics and create a New (File !
New. . .) model file.

(b) Select “3D” for Space Dimension, “Solid Mechanics
(solid)” for Add Physics, and “Stationary” for “Select
Study Type” (see Note 14). Click the “Finish” icon.

2. Create model geometry.

(a) Click “Geometry 1” and specify the appropriate units for
length.

(b) Right-click “Geometry 1” in the Model Builder window,
and click “Import.” Under the “Geometry import:” pull-
down menu, select “3D CAD file,” then click “Browse. . .”
to locate the Inventor .ipt file containing the exported
tissue geometry, and click “Import” (seeNote 15). Ensure
that “Solids” and “Surfaces” are checked under “Objects
to import” and that “Form solids” is selected under the
“Import options” pull-down menu. (If the length units
specified in the CAD file are correct, ensure that “From the
CAD document” is selected from the “Length unit” pull-
down menu.)

(c) Right-click “Geometry 1” in the Model Builder window,
and click “Block.” Under the “Size and Shape” menu,
select values for “Width,” “Depth,” and “Height” that
are significantly larger than those of the imported tissue
geometry. This block will represent the surrounding colla-
gen gel. (The appropriate size will depend on how far the
displacement field propagates into the gel. The displace-
ments should all decay to zero before the outer boundary
of the block. Here, we specified a cube with sides of 1 mm.)
Click the “Build Selected” icon.

(d) Right-click “Geometry 1” in the Model Builder window,
and under the “Transforms” menu, click “Move.” Under
“Input objects:,” click on the imported tissue geometry
and click the “+” icon. Select “imp1” (i.e., the imported
tissue geometry) and specify values for “x,” “y,” and “z”
that move the tissue to a location within the surrounding
gel that will coincide with the position of the tissue in the
measured displacement field exported from Imaris. (The
two must be aligned to ensure that the correct experimen-
tal displacements are interpolated along the model tissue
surface.)
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(e) Right-click “Geometry 1” in the Model Builder window,
and under the “Boolean Operations” menu, click “Differ-
ence.” Under “Objects to add,” click on the block and
click the “+” icon. Under “Objects to subtract,” click on
the imported tissue geometry and click the “+” icon.

(f) Right-click “Geometry 1” in the Model Builder window,
and click “Build All.” This final geometry (Fig. 5b) repre-
sents the geometry of collagen gel surrounding the tissue.

3. Import the (averaged) experimental displacements.

(a) Right-click “Global Definitions” in the Model Builder
window, and under the “Function” menu, select
“Interpolation.”

(b) Under “Data Source,” select “File” and click “Browse. . .”
to locate the data file containing the x component of the
averaged gel displacements. (Ensure that the units of the
grid points specified in the imported displacements file
match the units in the model.)

(c) Select the appropriate data format and assign the function a
name. (Here we use “displx”.) Check the box for “Use
space coordinates as arguments.” Under the Extrapolation
pull-down menu, select “Specific value” and input “0” for
“Value outside range.”

(d) Repeat and create separate interpolation functions for the y
and z components of the averaged gel displacements.
(Here we name these functions “disply” and “displz,”
respectively.)

(e) Right-click “Definitions” under “Model 1” in the Model
Builder window, and select “Variables.” Select “Boundary”
from the “Geometric entity level” pull-down menu.
Ensure that “Manual” has been selected from the “Selec-
tion” menu.

(f) Select the surfaces bounding the imported tissue geometry
and define the following variable:

tract sqrt solid:Tax2 þ solid:Tay2 þ solid:Taz2
� �

4. Define mechanical properties and boundary conditions

(a) Expand “Solid Mechanics (solid)” in the Model Builder
window, and click “Linear Elastic Material Model 1.”

(b) Ensure that the entire model geometry is selected. Under
the “Linear Elastic Model” menu, select “Isotropic” and
specify the Young’s modulus and Poisson’s ratio as follows
(see Note 16):
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E Young’s modulus User defined 750 Pa

ν Poisson’s ratio User defined 0.2

(c) Right-click “Solid Mechanics (solid)” and select “Pre-
scribed Displacement.” Under “Boundary Selection,”
ensure that “Manual” is selected, and select the surfaces
bounding the tissue by clicking on them individually and
selecting “+” (Fig. 5d, e).

l Check the box next to “Prescribed in x direction” and
input the following (see Note 17):

u0 � displx * 10(�6)

l Repeat for displacements in the y and z directions,
using “disply” and “displz,” respectively.

(d) Right-click “Solid Mechanics (solid)” and select “Fixed
Constraint.” Under “Boundary Selection,” ensure that
“Manual” is selected, and select each of the outer surfaces
of the box representing the collagen gel.

5. Create model mesh.

(a) Right-click “Mesh 1” in the Model Builder window. Select
“Free Triangular” under “More Operations.”

(b) Under “Geometric entity level,” ensure that “Boundary”
is selected from the pull-down menu and that “Manual” is
selected from the “Selection” menu.

(c) Select the surfaces bounding the imported tissue geometry.

(d) Right-click “Free Triangular 1” and select “Size.” Under
the “Predefined” list for “Element Size,” select “Fine.”

(e) Right-click “Mesh 1,” and select “Free Tetrahedral.”
Ensure that “Remaining” is selected as the “Geometric
entity level.”

(f) Right-click “Free Tetrahedral 1” and select “Size.” Under
the “Predefined” list for “Element Size,” select “Coarser.”

(g) Right-click “Mesh 1” and select “Build All” (Fig. 5c).

6. Solve model and plot results.

(a) Right-click “Study 1” in the Model Builder window and
select “Compute.” Once the solution converges, results
can be plotted in the “Results” tab. (Ensure that the scale
factor for deformations in all plots is set to 1.)

(b) To plot traction stresses, right-click “Results” and create a
“3D Plot Group.” Right-click the “3D Plot Group” and
select “Surface.” Under “Expression,” type “tract”
(defined above) and click Plot (Fig. 5f).
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(c) Ensure that model displacements reasonably reproduce
those observed experimentally. If they do not, a more
accurate description of the mechanical properties of the
surrounding gel may be needed. Alternatively, nonlinear
effects due to large deformations may likewise need to be
included in the analysis.

4 Notes

1. It is important to note that forces are not measured directly
here. Instead, they are calculated from the observed deforma-
tions of flexible substrata. The accuracy of the computed forces
is thus highly dependent on the measured mechanical proper-
ties of these flexible materials, which are (typically) only char-
acterized for a specific set of loading conditions. Moreover,
simplifying assumptions such as material linearity, isotropy,
and homogeneity are often assumed. These assumptions are
often made for convenience and only approximate the actual
behavior of real materials. The traction forces computed using
TFM are thus only estimates.

2. The thickness of the supports will determine how close the
epithelial tissues are to the bottom of the tissue culture dish.

3. In a biosafety cabinet, place four dots of BSA in the four corners
of each stamp and one in the center, and then spread with a
pipet tip so that BSA covers the entire stamp.

4. When using a new bottle of collagen (5 mg/mL), check the pH
of the final mixture. The pH should be 8–8.5; adjust the
volume of NaOH accordingly.

5. Err on the side of less media; a more concentrated cell suspen-
sion will promote faster and more homogeneous settling of the
cells into the collagen cavities.

6. Gently lift the PDMS stamps off the collagen as vertically as
possible so as not to disturb the pattern.

7. To improve settling of the cells into patterned wells, place the
tissue culture dishes next to a bench top centrifuge set to
700 rpm. The vibrations from the centrifuge shake the cells
into the collagen cavities.

8. It may be easier to wet the bottom support first so that the wash
flows straight down.

9. The elastic recoil happens quickly after adding the detergent
(as soon as the detergent diffuses in and lyses the cells).
Full relaxation/viscous flow is complete after treating with
detergent overnight.

10. This accounts for noise owing to bead movement (which is
negligible in these dense gels) as well as for inaccuracies in the
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Imaris tracking algorithm. In a single sample, signal-to-noise
was typically 5:1, but averaging data from multiple samples
attenuated the ratio to ~20:1.

11. Other (free) tracking applications are available. Their imple-
mentation, however, requires that the user is proficient with
different programming languages (e.g., MATLAB). Examples
include Crocker and Grier’s 3D particle tracking algorithm
[15], and Franck and colleagues’ digital volume correlation
(DVC) [16].

12. Filters (using quantities such as track length) can be used to
screen errant tracks.

13. Although the steps outlined in this protocol are specific to
COMSOL Multiphysics Version 4.2a, a similar workflow can
be developed in both older and newer versions of the software.

14. In selecting a “Stationary” study type, we thereby neglect
inertial effects, which are typically negligible in problems such
as cell migration and tissue morphogenesis.

15. Several other CAD formats are compatible with COMSOL. If
one would prefer not to use Inventor, consult the COMSOL
Mulitphysics User’s Guide for a list of these alternatives [17].

16. As only a first approximation, we assume linear elastic material
properties for the surrounding collagen gel [14].

17. In our analysis, displacements were interpolated in micrometers
and therefore converted into meters. The negative sign is
owing to the fact that displacements were tracked from before
to after treatment with Triton X-100—that is, from the
deformed to the undeformed configuration of the gel, which
here must be reversed.
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Part III

Manipulating Cells and Tissues In Vivo





Chapter 14

Probing Cell Mechanics with Subcellular Laser Dissection
of Actomyosin Networks in the Early Developing
Drosophila Embryo

M. Rauzi and P.-F. Lenne

Abstract

Laser dissection is a useful tool in developmental biology to probe mechanical forces from the subcellular to
the tissue/embryo scale. During tissue morphogenesis, cells are equipped with networks of actomyosin that
generate forces. Here we present a technique based on near-infrared (NIR) femtosecond (fs) pulsed laser
dissection that allows subcellular ablation of actomyosin networks. This technique allows to selectively
ablate actomyosin networks while preserving cell plasma membrane. The resulting relaxation of the
remaining network after laser dissection is imaged and analyzed to deduce local forces responsible for tissue
morphogenesis in the developing Drosophila embryo.

Key words Cell mechanics, Actomyosin network, Submicron dissection, Membrane preservation, IR
femtosecond laser, High NA objective, Fast confocal imaging, Safety procedures

1 Introduction

Probing the cell mechanics in vivo is crucial to understand how
cells and tissues acquire and maintain their shape. During the last
decade, laser dissection by near-infrared (NIR) femtosecond (fs)
pulses has proven to be an efficient tool to disrupt structures,
which support mechanical tension in vitro and in vivo [1, 2]. It
produces subcellular disruption with low collateral damage due to
nonlinear absorption processes and localized plasma formation
[3, 4]. Here we present the application of this technique to
study subcellular mechanics of actomyosin networks in the early
Drosophila embryo.

Celeste M. Nelson (ed.), Tissue Morphogenesis: Methods and Protocols, Methods in Molecular Biology, vol. 1189,
DOI 10.1007/978-1-4939-1164-6_14, © Springer Science+Business Media New York 2015
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2 Materials

2.1 Safety

Equipment

For safety reasons build the system in a dedicated room with
controlled access. Use adapted light-protecting goggles (for the
laser specified here below, with optical density (OD) 11 at
1,030 nm wavelength) (see Note 1).

2.2 Laser, Optical,

and Mechanical

Components

1. 1 W average power, 1,030 nm wavelength, 50 MHz, 200
femtosecond Yb::YAG solid state laser (Mikan, Amplitude Sys-
tèmes, Pessac, FRANCE) connected to its controller. Fs lasers
at other NIR wavelengths could be used alternatively.

2. A mechanical shutter with diameter greater than the laser beam
width and with a time cycle of opening/closing of a
millisecond.

3. One Dichroic mirror for IR light reflection and visible light
transmission (FF01-750/SP, Semrock).

4. Four coated mirrors for IR light reflation (see Note 2).

5. One light-polarizing prism, one polarization rotator λ/2 for
1,030 nm wavelength mounted on a computer-controlled
mechanical rotating wheel.

6. A telescope composed of two lenses with IR coating for optimal
IR light transmission (see Note 3).

7. A power meter with a head light detector adapted to >1 W
light source.

8. IR visor and IR fluorescent paper disc that can be mounted on a
lens holder for IR laser light alignment.

9. An inverted microscope (seeNote 4) equipped with a nanome-
ter precision moving stage and high numerical aperture (NA)
high-magnification IR-corrected objective (e.g., Plan Apochro-
mat 60�water immersion NA 1.2 by Nikon, or C-Apochromat
63� water immersion NA 1.2 by Zeiss having 65 % transmis-
sion at 1,030 nm).

10. A commercial spinning disc system coupled to the microscope
for fast confocal imaging.

11. A periscope to elevate the optical path.

12. Rails to mount all optical components, lens and mirror holder,
screws. The system should be mounted on an optic table.

2.3 Software

and Controllers

1. Use LabView software to control all mechanical components
and to read and plot the CCD frames captured during live
acquisition.

2. Use an image-processing software (e.g., ImageJ) to process the
images for force measurement.
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3. Three controllers connected to the computer are necessary: (1)
for controlling the opening and closing of the shutter; (2) for
rotating the λ/2, thus modulating the intensity of the laser; and
(3) for controlling the microscope stage to position the sample.

2.4 Sample

Preparation Equipment

Two types of sample have to be prepared: the laser alignment
sample and the biological sample (Drosophila melanogaster
embryo).

2.4.1 Laser Alignment

Sample

1. 0.17 mm glass cover slip.

2. 500 nm fluorescent polystyrene beads.

2.4.2 Biological Sample 1. 0.17 mm glass cover slip, bleach, heptane glue, and halocarbon
oil. For more detailed information about the materials for
embryo preparation for confocal imaging and laser dissection
refer to [5].

2. For membrane preservation control after ablation use a caged
fluorescein (0.9 kDa) UV uncageable (Molecular Probes).

3 Methods

All experiments are done at 22� room temperature. Pay special
attention to safety procedure to avoid any eye, skin, and fire hazard.
Here are presented just some of the major safety procedures. Do
refer to more detailed information on the laser safety norms accord-
ing to the European (EN 207/208/60825) or the American stan-
dards (ANSI Z136). Use the IR visor and the IR fluorescent paper
disc to visualize the laser beam. Here we present as an experiment
the ablation of junctional actomyosin. The laser surgery system
presented in this method session is optimized for punctual ablation
by fixing in space the ablating focal point and moving the sample
with the microscope stage. A similar procedure can be applied for
cell medial-apical actomyosin meshwork ablation [6].

3.1 Safety

Procedures

1. Wear eye-protecting goggles when the laser is shooting.

2. Work as much as possible in bright room conditions while
building the surgery system. Brightness reduces the NA of
the eye and thus reduces the risk of eye hazard.

3. Do not wear a watch or any metal bracelets while setting up and
using the system.

4. Avoid crossing with your eyes the plane on which the optic path
mostly travels through by installing all controllers possibly
above the optic table.

5. Design and build an optical path that travels as long as possible
close (few centimeters) to the optic table.
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6. Always keep your goggles on even when looking through the
IR visor.

7. After setting up the laser dissection system, build a protection
box (e.g., in metal to absorb IR light) around it to protect the
user from IR laser light exposure.

3.2 Setting Up the

Laser Dissection

Optical Path

1. Position and fix to the optic table the microscope and the laser
in a way that with two 90� reflections the beam is directed
towards one lateral side of the microscope (See Fig. 1).

2. Position as close as possible in front of the laser exit and fix to
the table the mechanical shutter (see Note 5).

3. Position after the shutter, align to the laser line, and fix the λ/2
and the polarizing prism as close as possible to the laser. These
two optical elements in conjunctions constitute the laser beam
attenuator. If you follow the optic path, the λ/2 should come
first and then the polarizer. Nevertheless when installing the
attenuator you should first position the prism, mounted on a
manual rotator, and orient it in order to have maximal light
transmission (see Note 6). Position the λ/2 in front of the
polarizer. Both optical components should be aligned with
the laser line.

4. Place two mirrors to reflect the beam towards the microscope
with two 90� reflections. These two mirrors are mounted on
mirror holders equipped with at least two screws representing
the two degrees of freedom of movement per holder (four
degrees of freedom in total) used to align the laser into the
telescope. Do not place the mirrors too close to one another for
a more efficient alignment of the telescope (see step 6).

5. Place and fix the telescope on a rail and align it more over with
the two times reflected beam. The telescope is composed of
two lenses that expand the beam to a width equal to the
diameter of the back aperture of the objective (see Note 7).
The lens with smallest focal length should come first.

Fig. 1 Schematics of the laser dissection setup
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6. To align the beam to the telescope put two irises aligned in
front of the two lenses of the telescope. Use the four reflecting
degrees of freedom given by the two mirrors to align the beam
to the center of the two lenses (see Note 8).

7. Place, align, and fix the periscope bringing upwards the optical
path closer to the back aperture of the objective. The two
mirrors of the periscope are mounted in a way that their long
axis is lying on the inclination of the mirror in order to reflect
the full expanded beam.

8. Place the dichroic mirror underneath the back aperture of the
objective with a ~45� angle in order to reflect the beam coming
from the periscope into the objective.

9. The dichroic is also mounted on a holder having at least two
degrees of freedom of movement. Use these degrees of
freedom along with the ones of the mirrors mounted on the
periscope to align the laser beam into the objective (see
Note 9).

3.3 Alignment

Sample Preparation

Make a single layer of 500 nm fluorescent beads over a cover slip
(see Note 10).

3.4 Focal Ablation

Spot Alignment

1. Use the alignment sample to focus the IR light onto the same
focal plane as the imaging system. While imaging the mono-
layer of beads let the IR laser shutter open with laser at full
power (1 W) and move back and forth the lens of the telescope
with greater focal length until the laser beam ablates the mono-
layer. Since the power is very high a big cluster of beads is
ablated.

2. Reduce gradually the power and the time exposure and find
gradually the optimal position of the lens of the telescope for
successful bead ablation. By moving such lens you are changing
the depth at which the IR laser is focused by the objective. You
should finally find the optimal conditions (laser power and
telescope lens position) necessary to ablate one single bead
with few milliseconds laser exposure time.

3. Reduce further the laser power: the bead will just bleach.
Check if the bead was ablated or bleached by passing from
fluorescence confocal imaging to bright-field diffraction
imaging.

3.5 Computer

Communication with

the External

Mechanical Devices

Use LabView software to communicate and control the opening/
closing of the shutter; the λ/2 angular position does modulate the
laser power and the microscope stage to position the desired region
of the sample in the focus of the objective.
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3.6 Biological

Sample Preparation

1. Collect Drosophila embryos after 4 h of egg laying in order to
perform the ablation experiments during embryo gastrulation.
Bleach the embryos and wash them with water.

2. Transfer the embryos over a solid substrate of agar gel. Align
and orient the embryos.

3. Take a cover slip and spread some heptane glue over it. Glue the
embryos onto the cover slip by gently pressing the glue side of
the cover slip against the agar.

4. Put few drops of halocarbon oil over the embryos sticking on
the cover slip. For more detailed information about the meth-
ods for embryo preparation for confocal imaging and laser
dissection refer to [5].

3.7 Laser Dissection

Experiments of

Actomyosin Bundles

1. UseDrosophila embryos expressing MyoII tagged with fluores-
cent protein (i.e., GFP) to visualize MyoII or actin-binding
protein (like utrophin or moesin) tagged with a fluorescent
protein to visualize actin.

2. Displace the microscope stage by using the LabView software
over a bundle of actomyosin at the cell junction (usually
situated at 5 μm depth from the surface of the embryo).

3. Expose the bundle to 3–5ms of laser light with an average power
of 370 mW on the back aperture of the objective. Control the
exposure time by controlling the shutter open/closing time and
control the laser intensity by rotating the λ/2 and by checking
the power with the power meter.

4. Use the confocal spinning disc for live imaging of the ablation
of the bundle and of its relaxation by capturing 1 frame/s (see
Fig. 2a, b).

3.8 Probing Cell

Membrane Integrity

After Laser Ablation

1. To control cell membrane integrity after ablation inject the
caged fluorescein in the embryo yolk during the stage of cellu-
larization while cells are still open at their basal side (for injec-
tion see ref. 7). The caged fluorescein will diffuse in all cells of
the embryo.

2. Focus the objective in the center of one of the two cells sharing
the ablated actomyosin junction. Uncage the fluorescein by
using the same IR laser source used for ablation. Reduce the
laser power to 40 mW at the back aperture of the objective
(~10-fold less than the power used for ablation) (seeNote 11).
If the ablation has perforated the membrane you will notice
that both cells sharing the ablated junction will emit fluorescent
signal from their cytoplasm (see Fig. 3b). If the membrane has
been preserved only one cell will highlight (see Fig. 3b and
Note 12).
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Fig. 3 Control of the membrane preservation after ablation. All cells are loaded with a caged probe used to
detect possible holes in the cell membrane after performing laser ablation. (a) After ablation (red arrowhead),
no leakages are detected between cells 1 and 2 since the caged probe, uncaged (green arrowhead) in cell 1,
does not diffuse out from the cell. (b) Using higher laser power or longer laser exposure time is possible to form
holes in the cell membrane. After laser ablation, the caged molecule is uncaged (green arrowhead) in cell 3
and it leaks in the neighboring cell 4: this experiment shows that the ablation has damaged the contacting
membrane of both cells 3 and 4. Adapted from ref. 2 (Color figure online)

Fig. 2 A punctual ablation in the center of a cell junction depletes actin (a) and
E-cadherin (b). Kymographs show the distribution of each protein along the
ablated junction in function of time and the relaxation of the junction. Adapted
from ref. 2
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3.9 Image Analysis

for Force

Measurement

Open the confocal spinning disc image time lapse of an ablation
experiment. Measure the increase over time of the displacement
of a vertex of the ablated junction. Measure the slope of the
obtained curve just after ablation. This value will give you an
estimate of the tension acting on the junction (see Fig. 4a, b and
Note 13).

4 Notes

1. For laser dissection noncommercial systems, like the one pre-
sented here, wear eye-protecting goggles before turning on the
laser. The laser presented in this method section is a 4-class laser
(highest class of danger). Respect this and all additional stan-
dard safety procedures for such laser class.

2. Choose accurately the size of the two mirrors that are placed
after the telescope, mounted on the periscope. The minor axis
should be at least as long as the diameter of the back aperture of
the objective used and the major axis should be at least twice as
long. The same is for the dichroic mirror.

3. For safety reason one lens should have negative focal length in
order to expand the beamwithout focusing the laser beambefore
reaching the back aperture of the objective. By focusing the laser
the intensity increases and thus the safety procedure gets stricter.
Focusing the laser beamcan in additionproduce plasma in the air,
and this would drastically reduce the laser power after the plasma
in addition to producing undesired acoustic noise and emitting
wide-spectrum light. The focal length of the lenses is chosen in a
way that the beam will completely cover the back aperture of the
objective (see Subheading 3).

Fig. 4 (a) Cartoon representing a three-way cell vertex. A contractile element (C, green) produces a cortical
force along the junction (F, red). After ablating C1, F1 is null and the vertex moves at a certain speed v. (b) Plot
showing the vertex displacement after ablation in function of time. Vertex speed is maximal (vmax) shortly after
ablation. At longer time scales, the vertex reaches an asymptotic distance
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4. Inverted Nikon microscopes are generally very suited for laser
coupling since they have free accessible space below the back
aperture of the objective.

5. The moving part of the mechanical shutter is usually shaped as
an iris and when it closes it can leave a small aperture in the
center. Do misalign the center of the shutter from the laser
beam line in order to have full blocking of the beam when the
shutter is closed and still full transmission of the beam when the
shutter is open. Do place the shutter with the most reflecting
side towards the laser. Give to the shutter an angle so that the
reflected part of the beam is reflected not towards to the exit of
the laser. Do place a beam block element (made of black metal
with a long cavity that avoids the beam to escape) absorbing the
light reflected by the mechanical shutter.

6. The efficiency of the λ/2 of rotating the polarization of the
laser light is <100 %. If the polarizer is not oriented along the
laser light polarization the maximal transmission of the attenu-
ator is reduced. By turning the polarizing prism and placing the
power meter after it you will find the optimal orientation when
you will detect maximum power. Check for both the λ/2 and
the polarizer which is the side facing the beam.

7. Choose two lenses having focal length f1 and f2 so that |f1/f2|
gives the wanted expanding beam factor. For a beam of 1mm in
diameter and an objective with back aperture of 8 mm you need
an expansion factor of 8 (thus, e.g., f1 ¼ 240 mm and f2 ¼
�30 mm). You should then place the two lenses at a distance
equal to |f1|�|f2|. Do not choose lenses with focal length
smaller than 30 or 25 mm: these short focal length lenses
tend to degrade the properties of the laser beam. Use plano-
convex lenses, for instance, and remember to position the
convex region of both lenses towards the outside of the tele-
scope where the beam is parallel.

8. Use the mirror reflecting the first to align the beam on the first
iris/lens of the telescope and the following mirror to align the
beam on the second lens. Repeat the alignment in cycles always
using the same procedure until reaching perfect alignment.

9. Use an IR fluorescent paper or a mirror mounted on a holder
that can be screwed in the place of the objective. This will allow
you to see with the IR visor the cross section of the expanded
beam and to center it moving the dichroic mirror and the
periscope mirrors.

10. To make a single layer of beads dilute the beads in water, then
transfer some drops of the solution onto the cover slip, and let
it dry slowly. When the water is evaporated the beads will end
up forming a monolayer attached to the cover slip.
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11. The caged fluorescein is typically uncageable with a UV light
source (333 nm). NIR femtosecond pulsed laser can also be
used by exploiting a 3-NIRphoton absorption process. Plasma
formation in water is instead a higher order [4, 5] multiphoton
absorption process.

12. The caged fluorescein is a very small molecule that diffuses
270 μm2/s in water. This is an optimal probe to detect even
very short transient holes in the cell membrane. For further
control uncage the fluorescein in one cell before ablating one of
its junctions.

13. Consider a vertex from which three junctions (L1, L2, and L3)
radiate. Three forces can be considered acting on each junction
(F1, F2, and F3). These forces reflect the contribution of the
actomyosin contractile units (C1, C2, and C3). By considering
the system in a quasi-equilibrium state, the resultant of the
three forces is null. If now C1 is ablated, F1 can be considered
null. In this way the system is driven out of equilibrium and the
resultant of forces can be written as F

!
tot ¼ F

!
2 þ F

!
3 þ μ v!;

where μ is the drag coefficient and v! is the speed of vertex
displacement. Shortly after ablation a maximum speed is
reached that can be written as vmax ¼ F

!
2 þ F

!
3

��� ���
t¼0þ

=μ.
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Chapter 15

UV Laser Ablation to Measure Cell and Tissue-Generated
Forces in the Zebrafish Embryo In Vivo and Ex Vivo

Michael Smutny, Martin Behrndt, Pedro Campinho, Verena Ruprecht,
and Carl-Philipp Heisenberg

Abstract

Mechanically coupled cells can generate forces driving cell and tissue morphogenesis during development.
Visualization and measuring of these forces is of major importance to better understand the complexity of
the biomechanic processes that shape cells and tissues. Here, we describe how UV laser ablation can be
utilized to quantitatively assess mechanical tension in different tissues of the developing zebrafish and in
cultures of primary germ layer progenitor cells ex vivo.

Key words Zebrafish—UV laser ablation, Mechanical tension, Force generation, Actomyosin cortex,
Epiboly, Enveloping layer (EVL), Yolk syncytial layer (YSL), Mesoderm cells

1 Introduction

Morphogenesis is intrinsically a mechanical process where tissues
and cells move and deform due to mechanical forces generated in a
local microenvironment [1, 2]. Recent studies have provided both
experimental and theoretical insight into the molecular and cellular
mechanisms by which a complex network of mechanically coupled
cells drive tissue morphogenesis by generating forces that are trans-
mitted to neighboring cells, which in turn actively respond to those
local forces by modifying transcriptional and posttranslational pro-
cesses involved in cell shape and fate specification [3–5].

Visualization and measuring of biological forces has been a
major challenge. In the last decade, significant advances have been
made to develop tools for probing cell mechanics, such as micropi-
pette aspiration, atomic force microscopy, magnetic tweezers, trac-
tion force microscopy, and laser ablation [6]. Clearly, to understand
the complexity of biomechanic properties of living organisms, it is
also necessary to complement qualitative measurements with
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quantitative data analysis to enable a precise description of an
observed phenomenon [7].

In this section we focus on laser-tissue interactions to visualize
tensions within tissues and cells of the developing zebrafish embryo
in vivo and ex vivo. Pulsed lasers allow severing of biological tissues
with a precision in the range of hundreds of nanometers and
provide a powerful tool to locally perturb molecular structures
within a single cell or even a subcellular compartment [8, 9].
Depending on the main light parameters several distinct laser-tissue
interactions can be achieved, amongst them photochemical inter-
actions, thermal interactions, photoablation, plasma-induced abla-
tion, and photodisruption. In this review, we exclusively describe
experimental methods using plasma-induced laser ablation of
biological tissue. For in-depth theoretical and technical informa-
tion on the other abovementioned categories of laser-tissue inter-
actions, we refer the reader to recent excellent reviews on these and
related topics [5, 10].

Plasma is formed at high light power densities (exceeding
1,000 W/cm2) in solids and in fluids, and a nonlinear absorption
phenomenon occurs (optical breakdown) that leads to mechanical
shock waves in the tissue due to energy absorption of the plasma
itself [11]. In principle, plasma can be generated by near-infrared
(NIR) and ultraviolet (UV) radiation and both methods have been
successfully applied to produce very fine ablations in biological
material. In this section, we deal solely with plasma-induced UV
laser ablation. Important features of plasma-induced laser ablation
are that it needs to be performed on samples that are nonpigmen-
ted, like transparent embryonic tissues, and that ablations can be
used as a noninvasive tool for ablating biological structures in living
embryos without affecting cellular and developmental processes.

This chapter provides protocols to monitor, measure, and ana-
lyze tension within the cortex of cells and intercellular forces
between cells of the developing zebrafish embryo both in vivo
and ex vivo. The zebrafish embryo has proven to be an excellent
model to study tissue morphogenesis and offers some key advan-
tages over other vertebrate organisms, such as its quick and external
development and optical transparency making it easily accessible to
various imaging tools. Moreover, there are multiple transgenic lines
available to visualize the actomyosin network in cells of different
tissues within the developing embryo.

In the following, we explain in detail how to prepare embryos
for high-speed fluorescence imaging on an inverted microscope
equipped with a spinning disc, and how an attached UV laser cutter
can be used to generate ablations in the enveloping layer (EVL) and
in the yolk syncytial layer (YSL) of the developing zebrafish
embryo, and on cultured mesoderm germ layer progenitor cells.
The EVL is a simple squamous epithelium that spreads together
with the underlying deep cells and the YSL over the spherical yolk
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to ultimately seal the embryo on the vegetal side [12, 13]. The YSL
constitutes a thin multinucleated cytoplasmic layer at the surface of
the yolk cell directly beneath the blastoderm and undergoes epiboly
movements simultaneously with the EVL, which is connected to
the YSL at its margin [13, 14]. Force generation produced by a
contractile actomyosin network within the YSL has been
previously identified as a critical regulator of EVL epiboly move-
ments [15, 16].

Finally we focus on force generation in ex vivo cultures of
primary mesoderm germ layer progenitor cells. Mesoderm progen-
itor cells undergo collective migration during zebrafish gastrula-
tion, a process that seems to be controlled by the mechanical
properties of these cells [17, 18].

2 Materials

2.1 Embryos 1. Wild-type embryos of TL (Tupfel Long fin) background.

2. Transgenic embryos:

GFP-tagged Lifeact—Tg(actb2:lifeact-GFP).

RFP-tagged Lifeact—Tg(actb2:lifeact-RFP).

GFP-tagged non-muscle myosin 2 regulatory light chain—Tg
(actb2:myl12.1-GFP).

mCherry-tagged non-muscle myosin 2 regulatory light
chain—Tg(actb2:myl12.1-mCherry).

GFP under the goosecoid gene promoter—Tg(gsc:GFP).

2.2 Media 1. 1� E3 medium:

5 mM NaCl, 0.17 mM KCl, 0.33 mM CaCl2, 0.33 mM
MgSO4. Make a 1� E3 fresh from a 60� stock solution.

2. 1� Danieau’s buffer:

58 mM NaCl, 0.7 mM KCl, 0.4 mM MgSO4, 0.6 mM Ca
(NO3)2, 5 mM HEPES pH 7.2. Prepare each component as a
100� stock solution, except for NaCl, which should be 50�
concentrated. Add 5ml of a mixture of 10,000 units penicillin/
ml and 10,000 μg/ml of streptomycin to 1,000 ml of solution
when preparing a 1� buffer.

3. Dulbecco’s modified Eagle’s medium/nutrient F12 ham mix-
ture (DMEM/F12):

15.6 g of phenol-free DMEM/F12 powder was dissolved in
H2O, calibrated to pH 7.7, sterile filtered, and stored at 4 �C.

2.3 Dechorionating

and Mounting Embryos

1. Stereomicroscope equipped with transmitted and ultraviolet
(UV) light.

2. Glass petri dishes (100 � 15 mm).
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3. Two sharp forceps (Dumont no. 5).

4. Plastic Pasteur pipettes (3.5 ml).

5. 150 mm Glass Pasteur pipettes.

6. Stock of 1 % low-melting-point agarose (LMP) dissolved in 1�
E3 media or 1� Danieau’s buffer. Heat solution in microwave
until it is completely dissolved, aliquot in 1 ml in Eppendorf
tubes, and store them at 4 �C.

7. Heating block at 70 �C.

8. Heating block at 40 �C.

9. Matek glass-bottom cell culture dishes (35 mm).

2.4 Spinning Disk

with UV Laser Cutter

Setup

The setup is shown in Fig. 1. The UV laser cutter is based on a
previously described layout [16, 19].

1. Axio Observer Z1 (Zeiss) inverted microscope with a Plan Apo
water-immersion objectives (40 � 1.2 NA, 63 � 1.2 NA).

2. Confocal spinning disk unit (Andor Revolution Imaging
System, Yokogawa CSU-X1).

3. Passively Q-switched solid-state 355 nm UV-A laser (Power-
chip, Teem Photonics).

4. Acousto-optic power modulator (AOM, AA.MQl l0-43-UV,
Pegasus Optik).

5. Variable zoom beam expander (Sill Optics).

6. Pair of high-speed galvanometric mirrors (Lightning DS,
Cambridge Technology) with a telecentric f-theta objective
(Jenoptik).

Fig. 1 Setup of the microscope with UV laser cutter. (a) Axio Observer Z1 inverted microscope with spinning
disk unit; (b) UV laser setup inside the housing
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7. Motorized stage (MS 2000, ASI) with a piezoelectric actuator.

8. iXon DU-897-BV EMCCD camera (Andor Technology).

9. Custom-built stage heater and objective heater.

10. Computer-controlled custom-built software for cutting in 3D
(LabView, National Instruments).

2.5 Preparation and

Culturing of Induced

Mesoderm Cells

1. Microinjection setup is described elsewhere [20].

2. Cyclops synthetic mRNA (100 pg).

3. Casanova morpholino (2 ng, Genetools).

4. Fibronectin from bovine plasma (Sigma-Aldrich).

5. Bovine Serum Albumins (Sigma-Aldrich): Prepare a 50 mg/ml
solution in PBS, filter sterile, and keep aliquots at 4 �C.

6. Stereoscope equipped with transmitted and ultraviolet (UV)
light.

7. Matek glass-bottom culture dish.

3 Methods

3.1 UV Laser

Ablation of the

Actomyosin Cortex

In Vivo

3.1.1 Obtaining Embryos

To image the actomyosin cortex in the YSL and EVL tissue
throughout the course of UV laser ablation procedure, zebrafish
transgenic embryos expressing GFP-tagged myosin 2 regulatory
light chain or GFP-tagged Lifeact can be used. Expression of the
transgene needs to be provided maternally for imaging during
gastrulation. To visualize the EVL cell membrane, inject the
embryos with GPI-RFP mRNA (50 pg).

1. Set up one male and female adult zebrafish of the respective
transgenic line per water-filled container box in the evening
before the experiment and keep them separated by a mesh of
metal or plastic overnight.

2. Next morning put the male and female adult fish together for
mating and collect transgenic embryos after the fish have laid.

3. For UV laser ablation of the EVL actomyosin cortex inject
GPI-RFP mRNA into one-cell stage of transgenic embryos
(microinjection setup explained in [20]).

4. Transfer injected embryos into plastic petri dishes.

5. Keep uninjected embryos for control of developmental stages
in 1� E3 media.

6. Keep the embryos in a plastic dish containing 1� E3 media at
25–31 �C (see Note 1).

7. After 2 h, sort out unfertilized eggs and embryos that look sick
using a pipette tip and remove them with a plastic Pasteur
pipette.
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3.1.2 Dechorionating

Embryos

For imaging of embryos, the chorions have to be removed before
mounting. Here we describe manual dechorionation, which is less
invasive for the embryo than enzymatic removal of the chorion.
Dechorionated embryos are very sensitive and react with plastic and
air; hence care has to be taken not to damage the embryos. For
subsequent handling of the embryos use glassware (glass petri
dishes) and metalware (forceps) to prevent any damage.

1. Transfer previously selected embryos with a plastic pipette into
a glass petri dish containing Danieau’s buffer for
dechorionation.

2. Use two sharp forceps to make small holes into the chorion and
very gently peel off the chorion without injuring the embryo.

3. Remove the floating chorions and eventually damaged
embryos from the petri dish and incubate embryos at the
desired temperature until mounting.

3.1.3 Handling and

Mounting Embryos

in Agarose Solution

When using a glass Pasteur pipettes to transfer dechorionated
embryos, make sure that the ends of the pipettes have no sharp
edges. For time-lapse imaging of living embryos, it is necessary to
embed the embryos in a mounting media that is rigid enough to
immobilize the embryo while still allowing sufficient flexibility and
enough oxygen diffusion for the embryo to develop normally. For
imaging embryos on an inverted scope, mount them against a glass
cover slip of a Matek dish in an LMP agarose-containing solution.

1. Prepare fire-polished pipettes by quickly moving the front edge
of the pipette through a flame of a Bunsen burner to smoothen
the edge (see Note 2).

2. Before mounting the embryos melt 1 % LMP agarose solution
at 70 �C for at least 30 min.

3. Transfer the LMP agarose solution to a heating block at 40 �C.

4. Start with the mounting when the embryos are in the desired
stage of development.

5. Use the glass Pasteur pipette and slowly suck up to ten dechor-
ionated embryos from the glass dish.

6. Transfer embryos into the Eppendorf tube that contains the
melted agarose solution at 40 �C by diluting the agarose as little
as possible with additional Danieau’s medium. Discard the
remaining Danieau’s medium from the glass Pasteur pipette.

7. Carefully suck up the embryos from the agarose solution in the
Eppendorf tube using the glass Pasteur pipette.

8. Transfer the embryos with the agarose solution from the
pipette onto a glass cover slip of a Matek dish. Make sure that
the embryos are not touching air when transferred and that the
embryos settle down completely on the glass cover slip (see
Note 3).
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9. Carefully orient the embryos with a hair loop or a forceps so
that the region desired for imaging is facing the cover slip
(see Note 4).

10. Wait for a few minutes until the agarose is solidified and cover
with 1� Danieau’s solution.

3.1.4 UV Laser Ablation

and High-Speed Imaging

of the Actomyosin Cortex

of the YSL and EVL

During Epiboly

The UV laser cutter is based on a previously described layout
[16, 19] and detailed technical information about laser nanodissec-
tion for biological tissues can be found elsewhere [21]. In brief, a
pulsed laser beam operating at a wavelength of 355 nm enables
diffraction-limited dissection of the actomyosin cortex. The
response of the cortex to the perturbation can be visualized with
high spatial-temporal resolution by coupling the ablation system to
an inverted spinning disk setup with an ultrasensitive iXon EMCC
camera. A custom-designed LabView software allows for simulta-
neous control of the image acquisition and UV laser ablation
systems.

EVL epiboly movements during zebrafish gastrulation are
thought to be driven by EVL cell division, motility, and cell–cell
rearrangements, and through pulling by an actomyosin ring within
the YSL. To investigate how the actomyosin ring within the YSL
pulls on the EVL margin, we perform cortical laser ablations of the
YSL actomyosin ring in living embryos [16]. Furthermore, to
determine how the EVL responds to pulling forces from the YSL
actomyosin ring, we utilize cortical laser ablations to map tension
distribution within the EVL.

UV Laser Ablation of the

Actomyosin Cortex Within

the YSL

1. Set temperature on the stage heater as well as objective heater
to 28.5 �C.

2. Transfer the embryos mounted on the glass-bottom Matek
dish into the dish holder of the temperature chamber (see
Note 5).

3. Use a low-magnification objective to confirm the developmen-
tal stage of the embryos.

4. Switch to high-resolution objective (63�) and focus with
respective laser and filter settings onto the bright actomyosin
structure within the YSL close to the EVL margin in one
embryo.

5. As the actomyosin ring is a thin structure, one z plane is
sufficient to image the ablation response and acquire images
fast (acquisition time 380 ms, loop time 500 ms).

6. Draw the desired ROI using the LabView software along which
the cortex will be ablated, e.g., a 20 μm long line 20 μm away
from the EVL margin and perpendicular to it (Fig. 2a).

7. UV ablation will be performed point-wise along the line.
Therefore adjust the settings of the UV laser for pulse
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repetition rate, number of pulses per ablation point, ablation
point density, and UV laser intensity for optimal ablation of the
cortex (see Note 6).

8. While the images are being acquired, initialize UV ablation
along the designated ROI. During the ablation procedure
(e.g., for a 20 μm line with the respective settings: 1.2 s)
image acquisition is temporarily paused, but it should cover at
least 5 s of the unperturbed cortex before the cut and enough
frames afterwards to clearly see the subsequent cortex recovery
(>1 min).

60-70%
epiboly

0 1 2 3 4 5 6 7 8 9 10
−5

0

5

10

15

20

R
ec

o
il 

ve
lo

ci
ty

 (
µ

m
/m

in
)

Time post-cut (s)

n = 40

v(t)=v(0)*exp(-t / ) +t*off

25

b

a

c

v(0) = 19.1 ± 1.5 µm/min
 = 1.7 ± 0.2 s

EVL

YSL

      off = -2.0 ± 0.6 E-03 µm/s2 

Fig. 2 Laser ablation within the YSL actomyosin ring. (a) Image sequence of a Tg(actb2:myl12.1-eGFP )
embryo labeling myosin-2 at 70 % epiboly, which has been ablated along a 20 μm long line (white solid line)
perpendicular to the EVL margin. Fast recoil of the actomyosin network in response to the cut is followed by
regrowth of the cortex within the cut opening. Cortex recovery and the lack of visible wound response serve as
a control that the plasma membrane has not been permanently damaged. (b) PIV analysis produces the 2D
velocity field (white arrows) of the recoiling actomyosin network. Rectangles (white solid line) adjacent to the
cut indicate the region, in which components orthogonal to the cut line are averaged to yield the mean recoil
velocity for a given time point. (c) The average recoil velocity curve for perpendicular cut in embryos at
60–70 % epiboly decays exponential with time. The experimental data (gray dots) are fitted using an
exponential function (solid black line) with linear offset to determine the initial recoil velocity v(0) and the
characteristic decay time τ. Error bars denote the error of the mean at 95 % confidence
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9. Switch to a new embryo within the same dish and continue
with steps 3–8.

10. After cutting all embryos of the dish check once more for the
developmental stage to confirm the time window in which the
ablation experiments were conducted.

UV Laser Ablation of the

Actomyosin Cortex Within

the EVL

1. Proceed as indicated in steps 1 and 2 for UV laser ablation of
the actomyosin cortex within the YSL (Subheading UV Laser
Ablation of the Actomyosin Cortex Within the YSL).

2. Use a low-magnification objective to confirm the developmen-
tal stage of the embryos and the EVL margin location that will
serve as a reference when cutting close to the margin.

3. Switch to a high-resolution objective (40�) and focus with
respective laser and filter settings onto the apical actomyosin
EVL cortex in one embryo.

4. In order to visualize the ablation response in the whole depth
of the EVL, acquisition of three z planes per channel (488 and
561 nm wavelengths) is sufficient and also allows for fast image
acquisition (acquisition time 100 ms per z plane, loop time per
frame 1,000 ms).

5. Draw the desired ROI using the LabView software along which
the cortex will be ablated, e.g., a 100 μm long line 3–6 cell rows
distant fromtheEVLmarginandparallel to it (Fig.3) (seeNote7).

Fig. 3 Laser ablation within the apical actomyosin cortex of the EVL. Image sequence of a 60 % epiboly Tg
(actb2:myl12.1-eGFP ) embryo that was injected with GPI-RFP mRNA to label the cell membrane (down).
The apical actomyosin cortex was ablated along 100 μm long line (white solid lines), which was placed at
about 3–6 cell rows away from the margin and parallel to it. Opening of the actomyosin cortex (up) in response
to the ablation without affecting the cell membrane integrity (down). Animal pole (A) is up and vegetal pole ( V )
is down. Scale bar, 20 μm
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6. UV ablation will be performed point-wise along the line.
Therefore adjust the UV laser settings (for details and advice
see Subheading UV Laser Ablation of the Actomyosin Cortex
Within the YSL) for optimal ablation of the cortex.

7. While the images are acquired, initialize UV ablation along the
designated ROI. During the ablation procedure (e.g., for a
100 μm line with the respective settings: 3 s) image acquisition
is temporarily paused. Nevertheless, image acquisition should
cover at least 5 s of the unperturbed cortex before the cut and
enough frames afterwards to clearly see the subsequent cortex
opening and membrane integrity in response to the cut (>30 s)
(see Note 8).

8. Switch to a new embryo within the same dish and continue
with steps 3–7.

9. After cutting all embryos of the dish, check once more for the
developmental stage to confirm the time window in which the
ablation experiments were conducted.

3.2 UV Laser

Ablation of Cell–Cell

Interfaces of

Mesoderm Cells Ex

Vivo

3.2.1 Obtaining

Mesoderm Progenitor Cells

from Zebrafish Embryos

Embryos injected with cyc mRNA and cas morpholino oligonucleo-
tides ubiquitously express goosecoid, a marker of the anterior axial
mesoderm. To analyze actomyosin dynamics in mesoderm-induced
cells, use embryos from crosses of male Tg(gsc:GFP) with female Tg
(actb2:lifeact-RFP) or female Tg(actb2:Myl12.1-mCherry).

1. Inject a mixture of cycmRNA and cas morpholino into one-cell-
stage fertilized transgenic embryos (microinjection setup
explained in [20])

2. Transfer injected embryos into plastic petri dishes and incubate
embryos in 1� E3 at 25–31 �C.

3. Keep uninjected embryos in 1� E3 media to control the devel-
opmental stage.

4. Once control embryos reach 30 % epiboly, discard those
embryos that do not exhibit characteristic phenotype of
mesoderm-induced embryos, such as disorganized blastoderm
not initiating epiboly.

5. Dechorionate embryos as explained in Subheading 3.1.2 of this
chapter.

6. At 50 % epiboly, check embryos for GFP-expressing cells. Dis-
card embryos that show partial or no expression of GFP (see
Note 9).

7. Transfer around 30 GFP-positive embryos gently with a glass
pipette (as described in Subheading 3.1.3) into a 15 ml Falcon
tube (see Note 10).

8. Remove excess media above the embryos with a pipette and
carefully add 2 ml of pre-warmed (28 �C) DMEM/F12 media.
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9. Remove excess media and wash twice with DMEM/F12
media.

10. Dissociate embryos by pipetting the embryos up and down.
This will lead to shearing of the embryos and subsequent
release of the embryonic cells into the DMEM/F12 media
(see Note 11).

11. Spin cell suspension for 3 min at 600� g at room temperature.

12. Wash cell pellet twice with 2 ml DMEM/F12 media.

13. Remove excess media and resuspend mesoderm cells in
200–250 μl of DMEM/F12 media.

14. Keep cells at 28 �C until transferring them to a culture dish.

3.2.2 Culturing of

Mesoderm Cells In Vitro

In order to produce larger aggregates of mesoderm cells in vitro,
cells have to be cultured in clusters on a glass cover slip coated with
fibronectin.

1. Make a fresh dilution of fibronectin in sterile H2O to a final
concentration of 200 μg/ml.

2. For one Matek dish glass cover slip add 50 μl fibronectin
solution and spread it out to coat the cover slip.

3. Air-dry the cover slip at room temperature until liquid is
completely evaporated (~1–2 h).

4. Block fibronectin by applying 300 μl of BSA onto the
fibronectin-covered area and incubate for at least 30 min at
room temperature (for longer storage keep at 4 �C).

5. Wash fibronectin twice with pre-warmed DMEM/F12 media
and add 3 ml of DMEM/F12 media to the dish.

6. Take 3–5 μl of mesoderm cell suspension prepared in Subhead-
ing 3.3.1 and place ~50 cells as a cluster onto the fibronectin
substrate. Use a stereoscope with transmitted light to check the
placement and distribution of the cells on the fibronectin
substrate.

7. Allow cells to adhere to the substrate by incubating them for at
least 90 min at 28 �C.

3.2.3 UV Laser Ablation

of Cell–Cell Interfaces

Between Migrating

Mesoderm Cells In Vitro

Mesoderm cells have been shown to undergo directed cell
migration as a collective during gastrulation in the zebrafish
embryo [17, 18]. Cooperative migratory behaviors require both
cohesion and force application at the cell–cell interface, such as
tugging forces generated by the actomyosin network on cadherin
adhesion receptors of neighboring cells [22]. In order to visualize
forces between cells, we use UV laser ablation (for setup see Sub-
heading 3.1.4) to sever interfaces between cohesive polarized cells
in vitro.
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1. Check mesoderm cells 2 h after incubation on the stereoscope
for polarized cells migrating out of the cluster in random
directions (Fig. 4a) (see Note 12).

2. Mount theMatek dish on a heated motorized piezo stage on an
inverted spinning disc microscope and use a 63� objective and
transmitted light to focus on an area where polarized cells form
a continuous chain (see Note 13).

3. Briefly check soluble GFP expression of the cells by using a
488 nm excitation laser with ~25 % laser power (laser output
power 2.5 mW) to ensure mesoderm fate of cells (LP 488
emission filter).

4. Switch the laser line to 561 excitation laser and adjust the laser
power to ~20 % (laser output power 2.5 mW) to visualize actin
(RFP-tagged Lifeact) or myosin 2 (mCherry-tagged myosin
2 light chain) in the cells (LP 568 emission filter) (seeNote 14).

5. Use the ROI function of the LabView software to draw a line
along the cell–cell contact area to define the position of the cut
(Fig. 4b). As the contact area between polarized mesoderm
cells on a substrate is a thin structure, usually one z plane is
sufficient to image the relaxation of the cortex after ablation
(see Note 15).
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Fig. 4 Laser ablation of cultured mesoderm progenitor cells. (a) DIC image showing several clusters of
mesoderm progenitor cells spread on fibronectin substrate. A leader cell migrates away from the cluster
(arrow) and is followed by other cells, thereby creating a chain-like cell pattern. Arrow bar equals 50 μm.
(b) Polarized leader cell making contact at its rear to a follower cell before laser ablation. Actomyosin is
enriched adjacent to the cell–cell contact area (arrows) and at the leading edge of the leader cell
(arrowhead). A kymograph was created from a line (dashed line) perpendicular to the cut area (full line)
and relaxation of the actomyosin-labeled cell cortex was followed after the cut (black arrowhead in
kymograph indicates cut frame). Arrow bar equals 5 μm. (c) The graph shows the distance of relaxation
after laser ablation measured over time from five different cuts. The tension at the cell interface was
calculated by linear-regression analysis (dashed line) of the initial relaxation velocity (vI). Error bars
represent standard error of the mean
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6. For UV laser ablation, set the pulse rate of the laser to 1 kHz,
set the area density along the line to 1 shot/μm2, adjust four
pulses per shot, and adjust the laser intensity to sever contacts
(see Note 16).

7. For high-speed image acquisition (200 ms frame rate, 150 ms
exposure time), start recording a few seconds before the abla-
tion and continue imaging for several seconds after the ablation
to observe complete recoil recovery (see Note 17).

8. Observe the behavior and morphology of the cells for several
minutes after laser ablation (see Note 18).

3.3 Analysis

3.3.1 Analysis of Laser

Cuts for Measurement

of Cortical Tension in the

YSL and EVL

Laser ablation can be used to visualize cortical tension in vivo,
because locally disrupting a cortical actomyosin network under
tension will lead to immediate recoil of adjacent cortical material.
Importantly, the initial recoil velocity in response to the cut is
proportional to the mechanical tension, under which the actomyo-
sin network was before the ablation [19]. The proportionality
factor is related to the viscous properties of the cortex and often
not known. It is therefore important to keep in mind that the
measure of cortical tension by laser ablation techniques is always a
relative one. Meaningful insight into the mechanical properties of
the cortex under study can only be gained by comparative laser
ablation experiments. For instance, conducting laser ablation for
different orientations of laser cuts will enable to characterize the
degree of anisotropy of tension within the cortex. Comparing laser
ablation results in the presence or the absence of specific compo-
nents of regulatory pathways can help to unravel the molecular
basis of tension generation.

As outlined above the analysis of laser ablation experiments is
based on quantifying the recoil velocity of the cortex in response to
the cut. For laser ablation in the YSL actomyosin ring or the apical
cortex of the EVL, recoil movement of the actomyosin network can
be well captured using particle image velocimetry (PIV). In con-
trast to the classical application of PIV, where injection of tracer
particles allows for visualization of flows in fluid or gases, structural
contrast in the actomyosin network of the YSL/EVL is sufficient to
apply PIV directly on these images. As depicted in Fig. 2b, PIV
analysis yields the 2D velocity field (vector arrows) of the recoiling
actomyosin network. Averaging the velocity component, which is
orthogonal to the cut line, in two rectangular regions adjacent to
the ablation site, produces the outward recoil velocity as a function
of time. The mean recoil velocity for laser ablation experiments in
multiple embryos is characterized by an exponential decay
(Fig. 2c). Fitting the experimental data therefore with an exponen-
tial function allows to determine the initial outward velocity, which
is proportional to the tension before the cut, and a characteristic
decay time, which depends on the viscoelastic material properties of
the cortex [16, 19].
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3.3.2 Analysis of Tension

at the Cell–Cell Interface

Although the actomyosin cortex of a cell is treated as an active
viscoelastic material, the cortex shows elastic behavior on short
time scales [19]. Cortical elastic tension of a cell is comparable to
the tension of a spring and the mechanical energy of a cell and the
tension at interfaces are dependent on the cell deformations, like
stretching [23]. We assume that highly polarized migrating meso-
derm cells in culture generate actomyosin-dependent forces at the
cell–cell interface and the release of these forces by laser ablation
results in an elastic relaxation between cells and recoil of the cortex.

We represent one way to quantitatively analyze intercellular
forces by measuring the relaxation of the actomyosin cortex shortly
after laser ablation and extraction of the initial relaxation velocity
[23]. Briefly, a kymograph was used from a line scan perpendicular
to the cut position to represent pre- and post-cut states of the cell
contact area (Fig. 4b). We utilized fluorescence of the actomyosin
cortex to visualize relaxation of intercellular tension from the
kymograph analysis and estimated the relaxation distance (d) for
several hundreds of milliseconds post-cut (t). As the relaxation
velocity reaches a maximum immediately after the cut, the initial
relaxation velocity (vI) can be calculated from the initial slope of the
distance against the time plot through the origin (Fig. 4c). Thus
fitting the relaxation data at the maximum speed displacement with
a linear function can be utilized to derive the initial displacement
velocity, which relates to mechanical forces occurring at the cell–cell
interface before the ablation.

4 Notes

1. In order to conduct multiple rounds of ablation experiments at
the same developmental stage on one day, put the fish together
at different times in the morning and do different rounds of
injection. In addition or alternatively, incubate embryo batches
at slightly different temperatures.

2. Take care when you melt the glass capillary not to make the
glass diameter too small for the embryos to pass through. Use a
diameter (�1 mm) that creates a large enough opening to allow
a dechorionated embryo to pass through without deforming it.

3. Larger agarose droplets allow for more time to orient the
embryos. If the time is not sufficient, consider using solutions
with less dissolved agarose (e.g., 0.7 % or 0.5 % LMP agarose).

4. Depending on the time that the mounting as well as
subsequent steps take, anticipate the epiboly movement, when
orienting the embryo for instance for laser ablation of the YSL
actomyosin ring or of EVL cells close to the leading edge.

5. Preferentially, set the temperature at least 30 min prior to start-
ing the experiment in order to allow for thermal equilibration.
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6. Optimal ablation of the cortex for tension measurement is
characterized, by efficiently disrupting the cortex without caus-
ing additional wound response, e.g., through permanently
damaging the plasma membrane. Such wounding could lead
to outflow of yolk material and interfere with the tension
measurements. As a quality control for the ablation of the
YSL actomyosin ring, adjust therefore the cutting parameter
to achieve clear disruption of the cortex (characterized by fast
and homogeneous opening of the cortex in response to the cut)
with subsequent recovery of the cortex within the opening,
indicative of an intact plasma membrane. Cuts that are followed
by a wound response, e.g., visible by an accumulation of F-actin
or myosin for wound closure, should be discarded from the
tension measurements. In our experience, more pulses per
ablation point and a higher density of ablation points along
the designated line lead to better and more reproducible cut-
ting results. To minimize the time it takes to conduct a cut
without compromising on ablation performance the following
settings proved a good balance: 1 kHz pulse repetition rate, 25
pulses per ablation point, and an ablation point density of
2 pts/μm. With these settings the intensity of the UV laser
has to be fine-tuned for optimal cutting conditions as charac-
terized above. To account for possible variation in laser inten-
sity, cortical tension measurements for different conditions
have to be conducted alternating with control conditions on
the same day.

7. If necessary move the stage so that the EVL margin comes into
the field of view, and then draw the desired ROI along the EVL
margin. Afterwards, slowly, move back to your desired cut
location while counting how many cell rows distant the EVL
margin is. For cuts at the animal pole (AP) there is no need to
check for the EVLmargin, given that it should be equidistant in
all directions and, thus, the cut orientation is not relevant.
Nonetheless, as an internal control, alternate the cut orienta-
tion in between the different AP cuts. We chose 100 μm length
cut in order to cut along the cortex of 3 to 4 EVL cells, thus
probing tension across the whole tissue rather than assessing
the tension at one cell–cell junction alone.

8. Optimal ablation of the cortex for cuts in the EVL has to be
determined similar to cuts within the YLS (see Note 6). Cuts
that illicit cortical opening in conjunction with permanent cell
membrane rupturing, recognizable by loss of the GPI-RFP
labeling in the cut opening, should be discarded from analysis.
Thus, for the ablation of the EVL actomyosin cortex, adjust the
cutting parameters to achieve clear disruption of the cortex
without damaging the cell membrane [5]. We used the follow-
ing settings to ablate the EVL cortex: 1 kHz pulse repetition
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rate, 25 pulses per ablation point, and an ablation point density
of 1 pts/μm. With these settings the intensity of the UV laser
has to be fine-tuned for optimal cutting conditions as charac-
terized above. Note that EVL cells on which the cortical laser
ablation was performed displayed apoptosis and were actively
extruded from the epithelium.

9. If microinjection was performed optimally, mesoderm-induced
embryos usually show gsc::GFP expression in all of the cells.

10. Make sure to transfer embryos with enough liquid to cover
them and check that the embryos sink to the bottom of the
Falcon tube to prevent them to stick to the sidewall of the tube.

11. Do not produce air bubbles during the pipetting, as contact to
air can damage embryos and cells.

12. Usually, we observed that cells migrate outwards of the cluster
and form a chain-like pattern with a leader cell up front, while
the cell that migrates out of the cluster at last still displays
physical contact to the cluster (Fig. 4a).

13. Stage unit and objective should be preheated to 28 �C at least
30 min before imaging for thermal equilibration.

14. Note: We observed that actomyosin accumulated adjacent to
the contact area between two neighboring cells, indicating
increased local tension surrounding the junctions (Fig. 4b).

15. Cell–cell contacts of cultured mesoderm cells are very dynamic
and can vary in cell height and width. For optimal cuts find
highly polarized cells that display reduced cell height at the cell
interface. We found that cells with a contact area of more than
5 μm width could not be successfully separated with a single
cut. For tension measurements, we considered only single cuts
that led to an immediate and complete separation of the cell
contact as successful cuts. Save the xy positions of the cut line
for post-processing.

16. The settings described here are recommendations based on our
experience with cultured mesoderm cells. For other cell types
and culture conditions, these settings would have to be opti-
mized empirically.

17. For fast relaxation times within seconds, keep the frame in
hundreds of milliseconds and the exposure as short as possible
to increase the time resolution of the relaxation. Image acqui-
sition was continued during ablation and the cut frame(s)
should be clearly visible in the movie. Under our conditions,
a complete cut was usually achieved in 200–400 ms.

18. Cells that exhibit permanent severe membrane damage should
be discarded from the measurements. Signs of continuous
membrane damage include constant cell blebbing, detachment
of the cell from the substrate, or leakage of cytoplasm into the
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media (visible by fluorophore leakage). Therefore the cut con-
ditions have to be empirically determined for different cell and
culture conditions (see also Note 6).
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Chapter 16

Measurement of Intercellular Cohesion
by Tissue Surface Tensiometry

Ramsey A. Foty

Abstract

Intercellular adhesion plays a vital role in many biological processes including embryonic development,
malignant invasion, and wound healing, and can be manipulated to generate complex structures in tissue
engineering applications. Accurate measurement of the strength of intercellular adhesion is not trivial and
requires methods rooted in sound physical principles. Tissue surface tensiometry (TST) rigorously quan-
tifies intercellular cohesive energy of 3D tissue-like aggregates under physiological conditions. TST utilizes
a custom-built tensiometer to compress 3D spheroids between parallel plates. The resistance to the applied
force and changes in aggregate geometry are applied to the Young-Laplace equation, generating a mea-
surement of apparent surface tension. We describe all components comprising the tensiometer and provide
step by step instructions of all the key steps involved in generating spherical aggregates. We explain how
tissue surface tension is calculated and provide a statistical analysis of a sample data set from 12 aggregates.

Key words Cell adhesion, Tissue liquidity, Surface tension, Tissue surface tensiometry, Parallel plate
compression

1 Introduction

Differences in the strength of cell-cell adhesion have been demon-
strated to specify relative spatial positioning between cells and
tissues, in vitro [1–3] and in vivo [4–6], reviewed in [7]. Methods
adopted by biologists to measure cell adhesion generally fall into
three categories—distractive, kinetic, and thermodynamic [8].
Distractive procedures measure the forces required to separate
adhering cells from each other. Interpretation of this force is diffi-
cult since it may represent separation of adhesion receptors, extrac-
tion of receptors from membranes, extraction of membranes from
cells, or a combination thereof. To further complicate
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interpretation, distractive methods must also consider the rate of
application of the distractive force since this can significantly affect
the peak “force of distraction” [8]. Kinetic measurements [9, 10]
are used to assess the rate of cell aggregation in stirred suspensions.
Such measurements present at least three serious obstacles to their
use to measure the strengths of cell-cell adhesions. First, forward
reaction rates are limited not by free energies of the reaction but by
activation energies [11]. Thus aggregation rate cannot be used as a
measure of intercellular adhesive strength or affinity. Second, the
shear force employed in comparing the aggregation rates of differ-
ent cell populations may itself create the functional equivalent of an
activation energy barrier preventing the aggregation of one popu-
lation of mutually adhesive cells while permitting that of another
and thus creating a misleading impression of adhesive specificity
[12]. Third, since cell adhesions mediated by cadherins, for exam-
ple, become greatly strengthened during the hour or so following
their initiation [13], the rate of initial cell attachment cannot
measure the strengths of mature, physiologically relevant adhe-
sions. Thermodynamic measurements of cell-cell adhesion, carried
out under equilibrium conditions free of kinetic artifacts, of energy
dissipation due to transient cell deformations [14], and of the
possibility of receptor “pullout” [15, 14], none of which
influences the steady-state adhesion itself, are ideal since they mea-
sure an adhesive free energy rather than a force or a rate.

The method described here, tissue surface tensiometery (TST),
was developed to generate rigorous measurements of intercellular
binding energy in 3D tissue-like spheroids under physiological
conditions. TST is grounded in the concept of tissue liquidity.
The concept that certain tissues behave like “living liquids” was
originally posited by Malcolm Steinberg in the 1960s to explain the
“rounding-up” and “sorting-out” behaviors displayed by avian and
amphibian embryonic tissues (reviewed in [16]). The concept has
more recently been applied to teleost germ layer tissues [3], various
cancer cell lines [17–20], and genetically engineered cells [12, 2].
Briefly, mutually cohesive cells, if prevented from adhering to a
substrate, will spontaneously assemble into clusters. Over time,
these clusters will “round up” to form spheres (Fig. 1a, Movie 1
at SpringerExtras.com). They do so to minimize their surface area
to volume ratio ratio and thus adhesive free energy. TST employs a
custom-built instrument (Fig. 2) to compress spherical cellular
aggregates between parallel plates to which they cannot adhere.
A chart recorder is used to monitor the applied force, and a dis-
secting microscope is used to capture images of aggregate geome-
try. Aggregates are compressed (Fig. 1b) until they reach a shape
and force equilibrium, whereupon measurements of aggregate
geometry and the force of resistance at equilibrium are applied to
the Young-Laplace equation (Eq. 1) [21], producing numerical
values of apparent tissue surface tension. Each aggregate is then
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Fig. 1 Aggregate of chick embryonic liver. Image of an aggregate positioned on the lower compression plate,
which has been coated with poly-HEMA to prevent attachment and spreading (a). The same aggregate
undergoing parallel plate compression (b)

Fig. 2 The tissue surface tensiometer. The instrument comprises a number of commercially available
components including the Cahn electronic balance weighing unit and controller, a chart recorder, a stereomi-
croscope, digital camera, and boom stand, all positioned on a vibration isolation table. The base, compression
cell, and the lower assembly are custom-built
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decompressed and allowed to round up for some time, whereupon
it is subjected to a second, greater compressive force. After aggre-
gates have reached a second force and shape equilibrium, surface
tension is again calculated. Only measurements in which surface
tension is independent of the applied force, as would be expected of
a liquid system, are used calculate the average surface tension for
any aggregate type. In this context, tissue surface tension represents
a physically rigorous assessment of aggregate cohesion. We will
describe, in detail, the components comprising the tissue surface
tensiometer and various methods used to generate spherical aggre-
gates. We will provide a step-by-step description of how the data are
generated and analyzed. Where necessary, we will point out poten-
tial pitfalls and provide solutions to overcome them:

σ ¼ F

πR2
3

1

R1
þ 1

R2

� ��1

(1)

2 Materials

2.1 The Tissue

Surface Tensiometer

1. The compression cell (Fig. 3) is composed of twomachine-milled
Delrin chambers. The inner chamber (IC) sits in a groove in the
base of the outer chamber (OC). Both chambers contain two
round quartz-glass viewing windows to facilitate visualization
of the aggregate. The lid, also composed of Delrin, has a series
of stainless steel screws that when tightened compress a rubber
gasket that effectively seals the chamber. The OC contains two
ports that are connected to the inlet and outlet valves of a
Haake DC10 circulating water pump, and thus serves to regu-
late the temperature of the inner chamber (IC). The bottom of
the inner chamber contains a tapped hole that accepts the lower
assembly (LA). The LA (Fig. 4) screws into the base of the
inner chamber and is used to (a) position the aggregate in the
inner chamber, (b) seal the bottom of the inner chamber, (c)
elevate the aggregate to initiate compression, and (d) control
the distance between the parallel plates and hence the compres-
sion of the aggregate. The central core (CC) of the assembly
is adjustable. The tip of the central core is composed of smooth
Teflon and acts as the lower compression plate (LCP). The
upper compression plate (UCP) is a Teflon cylinder 15 mm
long that hangs from the balance arm (B) by a thin nickel-
chromium wire (see Note 1).

2. The Cahn C-2000 Recording Balance and flat-bed chart
recorder. The C-2000 is a very sensitive weight and force mea-
surement instrument, and is essentially a force to current con-
verter. It works on the null-balance principle. The fulcrum of
the balance arm has an armature and torque motor within a
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permanent magnetic field. When the balance is operating, it
continuously modulates the current passing through the elec-
tromagnetic assembly, which in turn maintains the balance arm
in the horizontal position. When an object is suspended from
the balance arm, the voltage, which the balance applies to keep
the arm in the horizontal position, is proportional to the
object’s weight at that moment. The balance is composed of a
control unit where all controls and outputs are contained, and
the weighing unit, which detects the actual weight or force.
The weighing unit is connected to the control unit by an

Fig. 3 The compression cell. The cell comprises two chambers: an outer is connected to a circulating water
bath that serves to regulate the temperature of the inner chamber (IC). The IC fits into a groove in the base of
the outer chamber. When the lid is fastened, rubber gaskets compress, effectively sealing each of the
chambers. Both chambers contain view ports to allow for visualization of the aggregate
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interconnect cable. The control unit connects to a Servogor
102 potentiometric flat-bed chart recorder (see Note 2).

3. The base unit. The unit is composed of an 18 � 8 � ½ (L �
W � thickness) inch steel plate to which three 12 in. long,
¾ diameter legs are attached by stainless steel screws. The
bottom of each leg contains an adjustable footpad to level the
base unit. The base serves to house the compression cell. The
weighing unit of the Cahn balance sits on top of the base and is
connected to it by an aluminum plate that is fastened to an x–y
manipulator.

4. The stereomicroscope, boom stand, and digital camera. To visua-
lize the aggregate, a Nikon SMZ-10A stereoscopic dissecting
microscope connected to an Infinity 2 B&W digital camera is
mounted on a Digital Imaging Instruments boom stand. To
capture an image of the aggregate, the camera is connected to a
PC running Infinity software. An LED light source is used to
illuminate the aggregate.

Fig. 4 The upper and lower compression plates. The upper plate comprises a
flame-straightened nickel-chromium wire attached to a Delrin cylinder, which
acts as the upper compression plate. The barrel of a 30-gauge needle is inserted
into the Delrin cylinder and serves to connect the wire. The end of the wire is
slightly kinked so as to provide friction between the I.D. of the barrel and the
wire. The upper part of the wire is bent at a 45� angle to connect the wire to the
“A” loop of the balance arm. The lower assembly (LA) houses the adjustable
inner core that serves as the lower compression plate (LCP)
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5. Vibration isolation. The setup including the base unit with
attached compression cell, the weighing unit of the Cahn
balance, and the stereomicroscope/boom stand/camera
combination are positioned on a TMC vibration isolation
table connected to a compressed air cylinder.

2.2 Other

Equipment/Supplies

1. Orbital shaker water bath with gassing hood. Lab-Line model
3445 orbital water/bath shaker with a Plexiglass gassing hood.
The hood is connected to a COBE gas mixer. Pressurized CO2

and air are mixed in the COBE unit and flushed through the
gassing hood. A Fyrite gas analyzer is used to monitor CO2

concentration and adjustments to airflow are made until a 5 %
CO2 concentration is achieved. The shaker also houses a plat-
form to hold 32 clamps sized for 10 ml custom-designed
round-bottom glass flasks.

2. Shaker flasks. These are 10 ml capacity, 1¼ in. diameter,
2 5/8 in. height, 1¼ in. DeLong neck shake flasks and were
custom-ordered from Bellco Glass Inc. Catalogue # 2511-
S0001, factory order # PROD015056. The round-sided
design prevents tissue fragments from converging at the center
of the flask and helps to avert their cohesion. Stainless steel vent
caps were used as closures.

2.3 Reagents 1. Poly(2-hydroxyethylmethacrylate) (poly-HEMA). The reagent is
supplied as a solid (Sigma, P-3932) and must be dissolved in
100 % methanol. The stock solution is prepared by dissolving
100 mg of poly-HEMA in 10 ml of methanol and rotating for
2–3 days at room temperature. This solution is used to coat
both the UCP and LCP prior to TST.

2. Compression medium. Since TST is performed in room air, it is
necessary to employ a CO2-independent medium. The basal
medium is available from Gibco Life Technologies and is
provided as a 1� liquid. The medium contains a unique buff-
ering system composed of mono- and dibasic phosphate and
β-glycerophosphate. It contains a small amount of sodium
bicarbonate to support essential bicarbonate-dependent func-
tions. The basal medium must be supplemented with L-gluta-
mine, 10 % fetal calf (or horse) serum, and a mixture of
antibiotics/antimycotics. The medium must be degassed
prior to use (see Note 3).

3. Standard tissue culture reagents. Basal medium (DMEM,
RPMI etc.), fetal calf serum, and other additives, including L-
glutamine, nonessential amino acids, and antibiotic/antimyco-
tics, should be carefully chosen to optimize cell growth. Other
reagents required to passage cells include trypsin/EDTA,
phosphate-buffered saline (HBSS), Hanks’ balanced salts solu-
tion (HBSS), and DNase.

Measurement of Aggregate Cohesion 243



3 Methods

The following will provide a detailed description of the four major
steps associated with tissue surface tensiometry: (1) generation of
spherical aggregates for compression, (2) setting up of the com-
pression cell and tensiometer, (3) aggregate compression, and (4)
data analysis.

3.1 Generation of

Spherical Aggregates

Various cultured cell types have been successfully used to generate
spherical aggregates. To establish the methodology, it is advisable
to start with a cell line that readily forms spherical aggregates and
that is easy to grow and maintain. Rat-2 fibroblast cells are suitable
candidates for spheroid formation using either the hanging drop or
the centrifuged sheet method (see Note 4). All steps should be
performed under aseptic conditions using a laminar-flow hood,
sterile solutions, and lab-ware. A video describing the process can
be found in [22].

To generate spheroids by the hanging drop method:

1. Culture cells in DMEM/10 % FCS/antibiotics/antimycotics
until they achieve 80–90 % confluence. We typically grow cells
in 10 cm dishes.

2. Wash cell monolayers twice with PBS and then add 2 ml of
trypsin/EDTA until cells detach.

3. Stop the trypsinization by adding 2 ml of complete medium,
and then transfer cells into a 15 ml conical centrifuge tube.

4. Add 40 μl of a 10 mg/ml DNase solution and incubate at room
temperature (RT) for 5 min (see Note 5).

5. Centrifuge cells at 80 � g for 4 min at RT and wash the pellet
twice with PBS.

6. Resuspend the washed cells in 1 ml of complete medium and
count the cells using either a hemocytometer or an automated
cell counter (BioRad TC10).

7. For the hanging drop method, adjust the concentration to
4 � 106 cells/ml in complete medium (see Note 6).

8. To create a hydration chamber for incubation of the hanging
drops, remove the lid from a 60 mm tissue culture dish and
pipet 5 ml of HBSS into the bottom of the dish.

9. To create hanging drops, pipet up to twenty 10 μl drops of the
cell suspension onto the underside of the lid, making sure that
drops are kept sufficiently apart so as not to touch.

10. Re-invert the lid and replace it onto the HBSS-filled bottom.
Allow the drops to sit at RT for at least 30 min or until cells
have had a chance to pool at the bottom of the drop.

11. Transfer the dish to a tissue culture incubator set at 37 �C/95 %
humidity/5 % CO2 and incubate until spheroids form
(see Note 7).
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3.2 Setting Up of the

Compression Cell

1. Coating the UCP and LCP with poly-HEMA. To prevent
adhesion and spreading of aggregates on the UCP and LCP,
the plates must first be coated with a thin layer of poly-HEMA.
It is easier to coat the plates when visualized through a stereo-
microscope. The plates must first be cleaned using 95 % etha-
nol. It is convenient to load 1 ml tuberculin syringes fitted with
30-gauge needle with 95 % ethanol or with the stock solution
of poly-HEMA. To clean the plates, a small droplet of ethanol
is placed directly on top of the surface of the plate and allowed
to rest there for approximately 15 s. The edge of a Kimwipe
should then be used to wick off excess ethanol. This should be
repeated three times, at which point the surface of the plate
should be allowed to air-dry for a few minutes. To coat the
plates, a small drop of poly-HEMA stock solution is deposited
onto the surface. The edge of a Kimwipe is then used to wick
off excess poly-HEMA (see Note 8). The plates are then
allowed to air-dry for a few minutes.

2. Connecting the UCP to the nickel-chromium wire. The UCP is
composed of a Teflon cylinder 15 mm long into which the
barrel of a 30-gauge needle with nominal I.D. of 0.14 mm is
inserted (Fig. 4). The inner diameter of the barrel is just small
enough to provide friction between it and the nickel-chromium
wire. The wire has an optimal outer diameter of 0.127 mm. It is
available from Consolidated Electronic Wire and Cable Corpo-
ration (Part # 36 BNC). The wire must be heat-straightened
(see Note 9) prior to use. To prepare the UCP/wire combina-
tion for attachment to the balance arm, the end of the wire that
fits into the barrel of the UCP must be very slightly bent to
increase friction between the wire and the barrel. This is best
achieved by applying a little pressure using the edge of a razor
blade approximately 10 mm from the end of the wire. Care
must be taken not to overbend the end of the wire as this will
make it difficult to pass the wire into the barrel. The other end
of the wire must also be bent at a 45� angle to produce a sharp
bend that will attach to the loop of the balance arm (Fig. 4). We
typically use two razor blades to produce a 45� bend approxi-
mately 10 mm from the end of the wire. The wire is connected
to the UCP by threading the slightly kinked end of the wire
into the barrel of the connector until it reaches the end. The
overall length of UCP/wire must be empirically determined so
as to provide the best possible visualization of the UCP and the
LCP within the viewing window when aggregates are under
compression.

3. Filling the compression cell. Screw the lower assembly (LA) into
base of the inner compression chamber (ICC) and hand
tighten. The LCP has a rubber o-ring to seal the connection
between the LA and the ICC. Ensure that the vibration
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isolation table is activated. Turn on the circulating water bath
and allow the temperature of the ICC to reach 37 �C. Once
temperature is achieved, pipet 12.5 ml of the compression
medium into the top of the ICC. Do this slowly so as to
avoid forming of any air bubbles or protein froth. Allow the
compression medium to equilibrate to temperature for approx-
imately 15 min. To further eliminate air bubbles, repeatedly
raise and lower the LCP. After three cycles, bubbles should no
longer escape. Any bubbles that adhere to the UCP should be
dislodged using a Pasteur pipet and a rubber bulb.

3.3 Loading the

Aggregates

Aggregates are loaded by first transferring them to a 35 mm tissue
culture dish containing approximately 5 ml of compression
medium. Individual aggregates are then aspirated halfway up the
tip of a Pasteur pipette fitted with a silicone bulb. The pipette is
transferred to the inner chamber, and the tip positioned above the
LCP. The aggregate is then expelled onto the LCP by very gently
squeezing the bulb. Alternatively, the aggregate is allowed to fall by
gravity onto the LCP. A hair loop is then used to position the
aggregate onto the middle of the LCP and the LCP is lowered
into the central core. The UCP is transferred gently into the ICC,
making sure that it is positioned well away from the LCP. On
occasion, it may be necessary to remove and replace the UCP/wire
combination so as to dislodge any air bubbles that may have
formed. The balance weighing unit is then positioned above
the compression cell, making sure to align the hole in the base of
the weigh unit over the nickel-chromium wire without bending it.

3.4 Attaching the

UCP to the Balance

Arm

The arm of the balance has three loops. The right side contains the
“C” or the tare loop. The tare loop connects to a saddle and weigh
pan. The left arm contains the “A” and “B” loops. The UCP/wire
combination must be attached to the “A” loop. To do so, fine
tweezers are used to grasp the top of the wire near the 45� bend
and suspending the wire through the “A” loop (see Note 10). The
weight of the UCP/wire combination suspended from the “A”
loop must then be balanced with the tare loop.

3.5 Establishing a

Pre-compression UCP

Weight Baseline

In order to determine precisely how much force/weight is applied
to compress the aggregate and the force at shape equilibrium, it is
first necessary to establish a pre-compression weight baseline for
the UCP. Doing so requires setting certain control switches on the
Cahn balance control unit and on the chart recorder. The control
unit settings should be “power” on, filter set to zero, recorder
range set to 10 mg, and suppression range set to zero. The chart
recorder should be connected to the Cahn unit using the 10 mV
output/input ports, and the paper speed set to 6 cm/h. When
ready, the toggle switch on the control unit labeled “short” should
be switched to “output.” At this point, the pen on the chart
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recorder will deflect to some position on the chart paper. To zero
this position, small pieces of aluminum foil should be either added
to or removed from the tare loop/saddle to position the pen as
close as possible to the 0 mark on the chart paper (see Note 11).
The coarse and fine adjustments on the Cahn control unit can then
be turned to fine-tune the position of the pen at the zero point of
the chart paper.

3.6 Aligning the LCP,

Aggregate, and UCP

Once a zero baseline for the UCP has been established, the LCP,
aggregate, and UCP must be positioned relative to one another so
as to optimize visualization for image capture. Whereas the LCP
and aggregate are held in place, the UCP is free to move in an x,y
plane. TheUCP should be adjusted to align directly above the LCP,
with the aggregate positioned as close to the center of the LCP as
possible. If aligned properly, the UCP and LCP will be parallel to
one another and the aggregate will be positioned between them.
Illumination must be optimized to generate high-contrast images.
Care should be taken to focus carefully so as to optimize clarity of
both parallel plates and the aggregate. At this point, a pre-
compression image of the aggregate and plates should be captured
using the attached digital camera and image capture software.

3.7 Aggregate

Compression

Compression is initiated by raising the LCP using the adjustable
knob at the base of the lower assembly. The LCP is raised until the
aggregate becomes compressed between the LCP and UCP. Com-
pression effectively reduces the weight of the LCP, causing the pen
on the chart recorder to deflect proportionally to the weight
change (see Movie 2 at SpringerExtras.com). The degree of com-
pression must be determined empirically for each aggregate/tissue
type (see Note 12). Apparent UCP weight change is continuously
recorded on a strip chart recorder, achievement of shape equilib-
rium being denoted by the leveling off of the Cahn balance’s
voltage output. Aggregate images at this first force/shape equilib-
rium are captured, whereupon, the force is released and aggregates
are allowed to “relax” for at least 30 min (see Movie 3 at Spring-
erextras.com). A second, greater compression is then applied and
the aggregate is again allowed to reach a second shape and force
equilibrium (see Note 13). A second set of images and force tra-
cings are recorded. Images of the compressed aggregates are ana-
lyzed using ImageJ as described below. A video describing the
procedure can be found in [23].

3.8 Calculation of

Aggregate Surface

Tension

At shape equilibrium, the surface tension of an aggregate of cells
compressed between parallel plates to which it does not adhere can
be obtained from the Young-Laplace equation (Eq. 1), where σ is
cohesivity, F is the force acting to compress the aggregate, πr23 is
the area of the surface of the aggregate upon which force F is
exerted, and R2 and R3 are, respectively, the radius of the equator
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of the compressed aggregate and the radius of an arc defining its
surface profile normal to the compressing plates and extending
between them (Fig. 5). To measure the changes in aggregate
shape, images are opened in ImageJ. The scale is set using the
diameter of the LCP, namely 1.69 mm. The line tool is used to
measure aggregate diameter (D1) and the height between the
parallel plates (H). D2 is measured by superimposing a circle that
best aligns with the circular edges of the compressed aggregate and
extracting R2. Since R3 is difficult to visualize accurately, H is used
in Eq. 2 to calculate R3. Applying these measurements to the
Young-Laplace equation generates numerical values of apparent
tissue surface tension. Upon reaching equilibrium and calculation
of σ1, aggregates are decompressed and allowed to approach a
second equilibrium and σ2 is calculated as described above. A mini-
mum of ten aggregates, each being subjected to a double compres-
sion, are required to generate a data set:

R3 ¼ R1 �R2ð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2ð Þ2 � H

2

� �2s
(2)

3.9 Confirmation of

Aggregate Liquidity

The calculated surface tension of a liquid aggregate, when sub-
jected to two different compressions, will remain constant. Accord-
ingly, the means of σ1 and σ2 when compared by a paired t-test must
not be significantly different. For liquid aggregates the ratio of σ2/
σ1 will approach 1 and will be less than the ratio of the applied force
at each successive compression (F2/F1). In contrast, the calculated

Fig. 5 Geometry of a compressed sphere. Diagram of a liquid droplet
compressed between two parallel plates to which it adheres poorly, at shape
equilibrium. R1 and R2 are the two primary radii of curvature, at the droplet’s
equator and in a plane through its axis of symmetry, respectively. R3 is the radius
of the droplet’s circular area of contact with either compression plate. H is the
distance between upper and lower compression plates. X is one side of a right-
angled triangle with hypotenuse R2 extending to a point of contact between the
droplet’s surface and either compression plate. R1, R2, and H are used to
calculate R3, using Eq. 2. The Young-Laplace equation (Eq. 1) is then used to
calculate aggregate surface tension (σ )
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surface tension of an elastic aggregate will obey Hooke’s law and
increase proportionately to the applied force. For elastic aggregates
the ratio of σ2/σ1 will not approach 1 but will instead equal F2/F1.
Any aggregates that do not follow these rules must be eliminated
from the data set since they do not represent a true liquid surface
tension (seeNote 14). Only measurements in which surface tension
is independent of the applied force are used to calculate average σ
for aggregate type. The surface tension of liquid aggregates will also
be independent of aggregate size. The relationship of aggregate
surface tension and volume is analyzed by regression analysis
and the correlation coefficient must approach zero. For a more
visual demonstration of the liquid-like properties of aggregates,
see Note 15.

3.10 A Sample

Data Set

Results of TST data for a sample data set of 12 aggregates, each
subjected to two successive compressions, can be found in Table 1.
For this cell line, the average surface tension was calculated to be
14.6 � 0.4 dynes/cm (see Note 16). In order to represent a true
surface tension, confirmation of aggregate liquidity is required. For
liquid aggregates, σ calculated at compression 1 must be similar to
that calculated at a second, greater compression 2. A paired t-test
generated a p-value of 0.414, indicating that σ1 and σ2 were not
significantly different (Table 2, Fig. 6a, b). For liquid aggregates,
the ratio of surface tensions obtained at two different degrees of
compression (σ2/σ1) must approach 1. As seen in Table 2, σ2/σ1

Table 1
Sample data set of TST measurements for 12 aggregates

Agg. # σ1 (dynes/cm) σ2 (dynes/cm) σ2/σ1 F2/F1 Volume mm3

1 11.9 13.1 1.10 1.59 0.031

2 13.1 14.1 1.08 1.44 0.087

3 17.5 15.9 0.908 1.48 0.065

4 12.5 10.6 0.848 1.87 0.074

5 15.4 13.3 0.864 1.46 0.108

6 14.6 14.8 1.01 2.20 0.042

7 13.0 14.6 1.12 1.88 0.097

8 17.2 17.9 1.04 1.56 0.102

9 17.5 16.0 0.914 1.56 0.045

10 13.6 13.6 1.00 1.61 0.087

11 17.5 16.0 0.91 1.62 0.042

12 13.6 13.6 1.00 2.20 0.108
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was 0.98. That ratio must also be significantly different than the
ratio of the applied force F2/F1, calculated here as 1.71. A paired t-
test confirmed that the ratio of σ2/σ1 was significantly different
than that of F2/F1 (p < 0.0001, Table 2, Fig. 6c). For liquid
aggregates, surface tension must also be independent of aggregate
size. Regression analysis was performed to test this relationship and
generated a correlation coefficient r2 of 0.0128 (Table 2, Fig. 6d),
indicating no relationship between these two parameters. Collec-
tively, the data confirm that a σ value of 14.6 � 0.4 dynes/cm
represents a true surface tension.

Fig. 6 Confirmation of aggregate liquidity. Surface tension measurements can only be considered valid if the
means of σ1 and σ2 are not significantly different. A box plot (a) and bar graph (b) of sample data show that
this is indeed the case. The surface tension of liquid aggregates must also be independent of the applied force
(c) and of size (d)

Table 2
Statistical analysis of TST data for confirmation of aggregate liquidity

σ1 (dynes/
cm) � s.e.m.

σ2 (dynes/
cm) � s.e.m.

t-test, σ1

vs. σ2, p σ2/σ1 F2/F1

t-test, σ2/σ1

vs. F2/F1, p
σ vs.
Volume, r2

14.8 � 0.6 14.5 � 0.5 0.414 0.98 � 0.03 1.71 � 0.08 <0.0001 0.0128
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4 Notes

1. The chambers were custom-built by a skilled machinist and
were designed to eliminate the possibility of leaks between the
inner and outer chambers, or between the outer chamber and
the environment. The inner chamber should be cleaned after
every run by flushing first with distilled water, then with 1 %
H2O2, and finally with 70 % ethanol. The compression cell
should be cleaned once/month by dismantling the unit and
soaking the components overnight in 2 % SDS. After thor-
oughly rinsing with distilled water, each component should
be misted with 70 % ethanol and allowed to air-dry.

2. The balance must be kept away from any sources of vibration or
drafts. Large temperature fluctuations must also be avoided.

3. Air bubbles can significantly affect this method and steps must
be taken to ensure that their presence is minimized, or at best
eliminated. Accordingly, degassing the compression medium is
of paramount importance. This can be accomplished by simply
placing the complete medium at 37 �C in a water bath over-
night, or actively degassing the medium by applying a vacuum.
For the latter, 50 ml of compression medium is placed in a
250 ml vacuum flask and the flask is plugged with a rubber
stopper. The flask is then connected to house vacuum for 5 min
with gentle agitation. Once small air bubbles disappear, the
vacuum should be slowly released. The medium should then
be immediately loaded into the compression cell.

4. An alternative method to generate spherical aggregates from
tissue culture is to generate a single-cell suspension and adjust-
ing the concentration to 1 � 106 cells/ml. Three milliliters
can then be transferred to 13 � 100 mm borosilicate glass
round-bottom centrifuge tubes (Bellco Glass Inc. Part #
2012-01310). Cells are then centrifuged into a thin sheet and
incubated overnight. The cohesive sheet can then be trans-
ferred to a 35 mm culture dish and cut into 1 mm fragments
using micro-scalpels. These fragments are then transferred to
shaker flasks containing 3 ml of tissue culture medium and
incubated under tissue culture conditions with orbital shaking
at 80–90 rpm until spheroids form. Spherical aggregates can
also be generated from embryonic tissues as per the methods
described in [1] and [3].

5. DNase is added to prevent nonspecific clumping when dam-
aged cells release DNA into the medium.

6. Cell concentration must be empirically determined for each cell
type. Smaller cells typically require a higher cell concentration
than larger cells. For example, whereas RAT2 cells that are
~6 μm in diameter require a concentration of
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4–6 � 106 cells/ml to form 200 μmdiameter aggregates, MLL
cells that are between 14 and 16 μm in size require a lower
concentration, 2.5 � 106 cells/ml, to generate such
aggregates.

7. The time required for spheroids to round up must be empiri-
cally determined for each cell type. Some can take as little as 2 h,
whereas others may require 4–5 days. For longer incubations in
hanging drop cultures, it may be necessary to “feed” each drop
by adding another 10 μl of tissue culture medium. Alternatively,
cell clusters can be transferred to shaker flasks and incubated as
described in Note 4.

8. Care must be taken to remove just enough poly-HEMA to
leave a thin coating. Removing too much may not prevent
adhesion, whereas leaving too much may generate a thick gel
that will peel off the surface of the compression plates.

9. The nickel-chromium wire is heat-straightened by hanging a
15 in. length from a retort stand and clamping a small binder
clip to the end. A Bunsen burner is then quickly run up and
down the length of the wire until the wire glows red. The
straightened wire can then be cut into appropriate lengths.

10. Operators sometime experience difficulty when hanging the
UCP/wire combination because the wire tends to adhere by
surface tension to the sides of the aperture at the top of the
inner chamber. To resolve this, care must be taken not to over-
or underfill the inner chamber. Any liquid adhering to the sides
of the aperture should be dried using a cotton swab.

11. The pen can be zeroed at any position on the chart paper, and
not necessarily on the 0 mark. However, if the operator wished
to position the pen at any specific point, this should be accom-
plished by adding or removing small pieces of aluminum foil at
the tare loop and not by using the coarse or the fine adjustment
knobs on the Cahn balance. The balance tends to exhibit less
zero drift when adjustedmechanically rather than electronically.

12. Some aggregates require very little force to significantly change
shape, whereas others can be subjected to a large compressive
force without appreciably changing shape. Determining how
much force to apply at first and second compression will vary
with aggregate type. Too small a compression will not suffi-
ciently change aggregate shape. Accordingly, cells within the
aggregate may not become sufficiently compressed and will not
rearrange to dissipate the applied force. Conversely, too large a
compression may require massive cell rearrangement, and in
the extreme may cause aggregates to rupture. In either case, it
is unlikely that the surface tension calculated will be a true
surface tension.

13. The time for aggregates to reach shape and force equilibrium
varies with aggregate type and must be determined empirically.
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Some aggregates reach equilibrium within an hour, whereas
others may take up to 8 h. It is advisable to err on the side of
caution and allow the aggregate more time to reach equilib-
rium, particularly during the first compression. Aggregates
should also be allowed to relax for some time between com-
pressions. This too will vary with aggregate type. Typically,
softer aggregates tend to require less time to relax prior to
second compression than do tighter aggregates.

14. For any two successive compressions, the ratio of σ2/σ1 will
likely never be exactly 1.0. This is because aggregates seldom
reach a true force or shape equilibrium. Viscosity interferes and
prevents aggregates from reaching an absolute equilibrium
state. Accordingly, the operator must use his/her judgment
to determine what is an acceptable difference between σ2 and
σ1 that would still denote a liquid aggregate. We typically
assume that a 10 % difference is acceptable, although for larger
aggregates, a larger difference, perhaps up to 15 %, is also
tolerable. What is more important is that the data set as a
whole reflects liquidity by demonstrating that the means of σ1
and σ2 are not statistically different.

15. Aggregates display both viscoelastic and liquid-like properties.
When initially compressed, aggregates behave as an elastic
solid. That is, if aggregates are compressed between parallel
plates, and the force is immediately released, they almost imme-
diately “spring” back into their original shape (Movie 4 at
SpringerExtras.com). If, however, aggregates are clamped
between parallel plates and held under compression for several
hours, they do not “spring” back into a sphere once decom-
pressed. Rather, the aggregate surfaces in contact with the
parallel plates remain flat, and only round back up after several
hours in culture (Movie 5 at SpringerExtras.com). This behav-
ior led to the assertion that aggregates, upon compression,
behave as elastics on short time scales and viscous liquids on
longer time scales.

16. Since σ1 and σ2 were not significantly different, the average σ
value was calculated by pooling all the data.
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Chapter 17

Quail-Chick Chimeras and Eye Development

Sinu Jasrapuria Agrawal and Peter Y. Lwigale

Abstract

The quail-chick chimera is a stable and precise labeling technique that allows tracing of definite cells and
their progeny without interfering with normal development of two related avian species. This technique
utilizes the transplantation of quail tissues into chick embryo or vice versa. The region of interest (graft) is
removed from the donor and replaced in the stage-matched host embryo. The quail-chick chimeras can be
analyzed by immunolabeling donor-derived cells with species-specific antibodies, or by differential staining
of the nucleus. The use of the quail-chick chimera technique is valuable to eye development studies since its
formation involves coalition of tissues from different embryonic origins: the ectoderm, neuroectoderm, and
neural crest cells derived from the interaction between the ectoderm and neural ectoderm. This chapter
describes the protocols for using quail-chick chimeras to identify neural crest- and ectoderm-derived
components of the eye. This technique can be used in combination with molecular biology techniques in
functional studies to determine the cellular and tissue interactions involved in eye development.

Key words Quail-chick chimera, Neural crest cells, Neural tube, Eye development

1 Introduction

The quail-chick chimera is a powerful technique to identify
embryonic territories that contribute to organ formation during
development. It is also widely used for mapping cell fate of neural
crest cells and neural primordium at different stages of embryonic
development [1–3]. During the first days of incubation, when most
of the important events in embryogenesis take place, the size of the
quail and chick embryos and the chronology of their development
differ only slightly, which facilitates “cut-and-paste” transplanta-
tion of tissues between the two species. Transplantation of donor
tissues into host embryos to generate chimeras is performed in ovo,
thus permitting analysis of chimeras until late stages of develop-
ment or after hatching.

Eye development studies are a perfect candidate for the quail-
chick chimera technique, since it is formed from three distinct
embryonic origins (ectoderm, neuroectoderm, and neural crest
cells). The lens and ocular epithelium are of ectodermal origin.

Celeste M. Nelson (ed.), Tissue Morphogenesis: Methods and Protocols, Methods in Molecular Biology, vol. 1189,
DOI 10.1007/978-1-4939-1164-6_17, © Springer Science+Business Media New York 2015
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The optic cup (future retina) forms as a result of invagination of the
neuroectoderm (optic vesicles) in the region of the diencephalon.
The neural crest cells originate from the dorsal neural tube, migrate
into the periocular region, and give rise to majority of the remain-
ing ocular tissues including the cornea, iris, sensory nerves, ciliary
body, and mesenchyme of the eyelid [4–8]. Therefore quail-chick
chimeras for studying ocular development can be generated using
grafts from the cranial ectoderm, neural tube, or dorsal neural tube
prior to neural crest migration. The eyes of chimeras generated
after grafting any of these tissues can be analyzed at various stages
of development using different identification techniques. Earlier
analyses were based on differential staining of the nucleus by Feul-
gen and Rossenback nuclear staining [6, 9], but recently immuno-
labeling of quail cells using the quail-specific nuclear antibody
(QCPN) has gained popularity [2, 4, 8, 10].

With the recent advances in molecular techniques, quail-chick
chimeras can be easily used in combination with electroporation to
perform gain- or loss-of-function studies in the avian embryos.
Quail-chick chimeras can also be used to study stem cell potential
of tissues. An example of such study is the injection of stromal
keratocytes isolated from quail corneas into chick embryos [8]. In
this chapter we provide a protocol for using quail-chick chimeras to
trace the tissue origin of the avian eyes.

2 Materials

2.1 Egg Incubation 1. Fertilized eggs from Japanese quail (Coturnix coturnix japon-
ica) and White Leghorn chick (Gallus gallus domesticus) are
used (see Note 1).

2. Ventilated and humidified incubators equipped with timed
programmers are useful to obtain very precise stages of devel-
opment (see Note 2).

3. Cardboard egg holders (in which they are transported).

2.2 Preparation of

Donor Grafts (Quail)

and Host Embryos

(Chick)

1. 70 % ethanol for sterilization.

2. Disposable syringes (1- or 5-mL) and hypodermic needles
(18½ G and 26½ G).

3. Transparent tape (5 cm in width).

4. Microsurgical instruments including fine scissors, AA forceps
(Swiss Dumont no. 5), tungsten needles or pulled glass needles
(see Note 3), curved iris forceps. All instruments should be
sterilized with 70 % ethanol before use.

5. Physiological buffers: Sterile phosphate buffer saline (PBS) or
sterilized Ringer’s solution. Phosphate-buffered saline: Dis-
solve 138 mM NaCl, 2.7 mM KCl, 8.1 mM Na2HPO4·H2O,
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1.4 mM KH2PO4, 90 μMCaCl2·2H2O, 49 μMMgCl2·6H2O,
in Milli-Q water and adjust the pH to 7.4. Sterilized Ringer’s
Solution: Dissolve 123 mM NaCl, 1.5 mM CaCl2, 5 mM KCl,
81 μMNa2HPO4, 14 μMKH2PO4 in Milli-Q water and adjust
the pH to 7.4. Supplement the buffers with Penicillin/Strep-
tomycin antibiotics: final concentration 100 μg/mL penicillin
and 100 μg/mL streptomycin.

6. 1 mL Pasteur pipettes and parafilm.

7. India ink diluted 1:10 in sterile Ringer’s solution containing
antibiotics.

8. Stereomicroscope equipped with magnification (5� to 40�)
and gooseneck light source.

2.3 Histological

Analysis of the

Chimeric Embryos

1. 4 % paraformaldehyde for fixation of the tissues.

2. Paraffin histology (see Note 4).

3. Microscope equipped with digital cameras and imaging
software.

3 Methods

A video showing detailed instructions of a similar technique applied
to unilateral dorsal neural tube grafts is available at http://www.
jove.com/video/3622/ [11].

3.1 Incubation

of Eggs

1. Wash the eggs with tepid water to remove debris.

2. Chick eggs are arranged horizontally on the cardboard egg
holder. With the eggs in horizontal position, pencil-mark the
highest point of the surface with an “X.” This region corre-
sponds to the site where the future embryo will be localized.
Quail eggs are incubated with the blunt side up.

3. Eggs are incubated for 29–30 h at 38 �C in a humidified and
ventilated incubator (see Note 5). Turn on rocking function.
The operations described here are performed with stage 8 and
stage 9 embryos [12].

3.2 Preparation of

Eggs for Dissection

and Windowing

1. Experiments should be carried out under relatively sterile con-
ditions, in a clean separate room. Eggshells are cleaned with
70 % ethanol (see Note 6).

2. Eggs are placed onto an individual egg holder (see Note 7).
Using AA forceps make a small hole in the eggshell near the
pointed end of the egg.

3. Remove about 3 mL of albumin from the egg, using 18½ G
hypodermic needle and 5 mL syringe (seeNote 8). This lowers
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the yolk level and separates the blastoderm from the eggshell
membrane.

4. The hole is wiped with 70 % ethanol and sealed with a small
piece of transparent tape.

5. Using AA forceps, tap another hole onto the upper surface of
the chick egg, in the region of the egg marked “X.” Insert one
end of the curved iris forceps into the hole parallel to the
eggshell, pinch off the shell to create a ~2 cm diameter window
in the eggshell. The fertilized embryo appears as an opaque disc
on top of the yolk (see Note 9).

6. Inject a small amount of India ink beneath the blastoderm to
increase visual contrast and assist with the staging of the
embryo. Use a 1 mL syringe and 26½ G hypodermic needle,
bent at an angle of 45� at the base of the needle, with the bevel
facing up. Puncture the yolk membrane outside the perimeter
of the blastoderm and slide the tip of the needle beneath the
embryo, close to the surface of the yolk but not in the embry-
onic layers. Inject just enough ink to outline the embryo, and
then carefully withdraw the needle (see Note 10).

7. Embryos are staged according to Hamburger and Hamilton
(HH) [12] under stereomicroscope with fiber optic gooseneck
light source.

8. To prevent dehydration and/or contamination of the embryo,
2–3 drops of sterile Ringer’s solution are added on the embryo
surface. Temporarily, seal the window with parafilm stretched
over the surface of the egg. Stage all the eggs before proceeding
to the transplantation (see Note 11).

3.3 Prepare the

Donor (Quail) Graft

Tissue

1. Use curved iris forceps to open quail eggs in the blunt end
region that forms the top surface during incubation. With fine
scissors, make four cuts outside the embryo (see Note 12).

2. Use curved iris forceps to carefully lift the embryo from the
yolk and transfer it to Petri dish containing Ringer’s solution.
Gently remove the transparent vitelline membrane with fine
forceps.

3. Transfer the quail embryos into fresh Ringers’ solution. The
embryos are kept at room temperature throughout the dura-
tion of the grafting procedure. For proper grafting, the donor
and host embryos are strictly stage-matched. Under the micro-
scope, the quail embryo is then excised at the region of interest
(see Subheading 3.5). Depending on the needs of the experi-
ment, this region may be a complimentary region of the host
(chick) neural tube or from a different region near the
ectoderm.
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3.4 Prepare the Host

(Chick) Embryo to

Receive the Graft

1. Remove the parafilm from the chick egg. Using a tungsten
needle, make a small hole in the vitelline membrane above the
desired region of the embryo.

2. To prevent dehydration of the exposed embryo, add a drop of
the sterile Ringer’s solution and repeat as required.

3. Use a pulled glass needle to extirpate the tissues from the
desired region of the host embryo.

3.5 The Grafts 1. Neural Tube transplantation: To target presumptive ocular
neural crest, make bilateral incisions in the dorsal neural tube
between the rostral diencephalon and metencephalon region
(Fig. 1a, arrowheads) of a stage 9 chick embryo. After the two
edges of the dorsal neural tube are detached, make a perpen-
dicular cut in the diencephalic region followed by an identical
cut in the metencephalic region (Fig. 1a, asterisks). Use a
pulled glass micropipette with Ringers’ solution to aspirate
and discard the detached dorsal neural tube explant. Make
similar dissection in a stage-matched quail embryo and use a
micropipette to transfer the dorsal neural tube explant to the
prepared chick host. Use the pulled glass needle to orient the
graft and gently insert it in the extirpated neural tube region of
the chick.

2. Ectoderm Transplantation: Use stage 8 quail and chick
embryos to target ocular ectoderm. At this stage the embryo
is relatively flat and ideal for ectoderm grafts (Fig. 1g). Prior to
dissection, the chick and quail embryos are prepared as
described in the neural tube grafts above. Dissect the ectoderm
from the rostral region of the embryo by making incisions
adjacent to the neural fold and lateral region of the embryo
(Fig. 1g, arrowhead), followed by anterior and posterior inci-
sions (Fig. 1g; asterisks). Use glass needle to gently tease the
ectoderm from the underlying cranial mesenchyme. Remove
the detached ectoderm from the chick embryo using a micro-
pipette and discard. Dissect an identical region from the quail
embryo. Any loose cranial mesenchyme can be scrapped from
the explant using a tungsten needle (see Note 13). Use a
micropipette to transfer the explant to the chick host. Use a
glass needle to orient and tuck the explant underneath the
edges of the host ectoderm. This prevents dislodging of the
explant.

3.6 Sealing the Eggs 1. Add 2–3 drops of Ringer’s solution to the egg (away from the
graft region to prevent dislodging explant) and seal with Scotch
tape. Make sure that the tape seals the entire region of the
windowed egg, to prevent dehydration and contamination of
the embryo. Following transplantation, eggs can be kept at
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Fig. 1 Localization of quail-derived cells in quail-chick chimeras following neural tube and ectoderm
transplantation. (a) Schematic showing bilateral dorsal neural tube transplantation from stage 9 quail into
stage-matched chick host. Black arrowheads represent the region of incisions in the dorsal neural tube
between the rostral diencephalon and metencephalon and asterisks represent the extent of the cuts in the
diencephalic and metencephalic region respectively. (b, c) Analysis of a cross section through chimera
collected at E4 shows quail neural crest-derived cells (brown) localized in the periocular mesenchyme (pm)
and trigeminal ganglion. The epithelium (ep), optic cup (oc), and lens (l) are chick-derived (grey). (d) At E9,
quail neural crest-derived cells are localized in the region of the presumptive ciliary body/trabecular
meshwork (cb/tm), corneal endothelium (en), stroma (st), iris (ir), and around the ocular blood vessel (bv).
(e) Also at E9, quail neural crest-derived cells are in the mesenchyme of the nictitating membrane (nm) and
eyelids (ey). (f) High magnification of the trigeminal ganglion showing quail neural crest-derived neurons (large
cells) in the proximal region (arrow) and glia (small cells) distributed throughout the ganglion. (g) Schematic
showing unilateral transplantation of cranial ectoderm (shaded in brown) from stage-8 quail donor into stage-
matched chick host. Arrowheads and asterisks indicate the boundaries of the grafted tissue. (h, i) A cross
section through the eye of a chimera collected at E9 shows quail ectoderm-derived cells in the lens epithelium
(lep), lens fiber (lf), corneal epithelium (ep), and eyelid epithelium



room temperature until all chimeric embryos are created (we
usually do not exceed 10 h).

2. Incubate eggs until desired stages. Make sure the “rocking”
function is turned off while incubating the chimeras (see
Note 14).

3.7 Analysis of

Chimeric Embryos

1. Quail-chick chimeras can be analyzed at different stages of
development depending on the experiment. For eye develop-
ment studies, embryos can be analyzed at embryonic day (E)3,
which corresponds to the rudimentary eye stage when neural
crest mesenchyme surrounds the optic cup, and the lens vesicle
is detached from the overlying ectoderm (Hay and Revel,
1969).

2. To collect chimeras during early stages of development
(E3–E4), cut the embryo away from the yolk with four large
cuts outside the boundaries of the blastoderm. Between E5 and
later stages, embryos can be lifted from the egg using curved
forceps.

3. Transfer the embryo to a Petri dish containing Ringer’s solu-
tion. Take care to minimize air exposure to prevent
dehydration.

4. Under stereomicroscope, remove any unwanted tissues using
#5 forceps or fine scissors. For eye development, we simply
detach the head from the rest of the embryo at early stages, and
for later stages, we remove the eyeballs.

5. Transfer embryos or dissected tissues to ice cold 4 % parafor-
maldehyde and fix overnight at 4 �C.

6. Prepare the samples and embed for paraffin sectioning. Alter-
natively, samples can be embedded in gelatin for
cryosectioning.

7. Immunostain with QCPN supernatant antibody (diluted 1:1)
following standard protocols.

3.8 Analysis of

Quail-Chick Chimeras

for Neural Crest and

Ectoderm Contribution

to the Eye

Sections of quail-chick chimeras collected at desired time points can
be immunostained and visualized using fluorescent secondary anti-
bodies or stained with 3,30-Diaminobenzidine (DAB). Here we
show DAB stained sections showing contrast between the quail-
derived cells (brown) in the chick host (grey). Examination of a
neural tube grafted quail-chick chimera at E4 reveals quail-derived
cells in the periocular region that surrounds the optic cup of the
rudimentary eye (Fig. 1b, c). The quail neural crest-derived cells
from the grafted dorsal neural tube region also contribute to the
trigeminal ganglion (Fig. 1b), where they give rise to neurons
(large cells) in the proximal region (Fig. 1f, arrow) and glia (small
cells) throughout the ganglion. Sensory nerve projections into the
eye originate from the trigeminal ganglion. Both neural crest- and
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placode-derived axons project into most ocular tissues, except for
the cornea, which is innervated by only the neural crest-derived
nerves [10]. During eye development, some of the quail neural
crest-derived cells migrate between the ectoderm and lens to form
the cornea stroma and endothelium (Fig. 1d). The cells that remain
in the periocular region form the iris stroma, ciliary body, trabecular
meshwork, and also contribute pericytes to the ocular blood vessels.
The quail neural crest-derived cells in the distal region of the eye
contribute to the mesenchyme of the nictitating membrane and
eyelids (Fig. 1e), and later contribute to the musculature of these
tissues.

The quail ectoderm grafts in the cranial region followed in an
E9 chimera show that the ectoderm gives rise to the lens (epithe-
lium and fiber cells, Fig. 1h, i). Quail ectoderm-derived cells also
contribute to the epithelium of the cornea, conjunctiva, and to the
eyelid (Fig. 1h, i).

4 Notes

1. For neural crest grafts, a nonpigmented chick strain can be
chosen to use the heavily pigmented quail strain as the marker.
Freshly laid eggs are stored no later than a week at 15 �C.

2. Incubators must be set at temperature 38 �C and humidity
regulated to 45 % (first two-thirds of incubation time), 75 %
(last one-third of incubation time and hatching).

3. Pulled glass needles are generated from silicon glass capillary
tubes that have been pulled under heat with a needle pulling
apparatus.

4. After fixation samples are passaged through a series of increas-
ing concentration of ethanol in PBS (50, 70, 90, and 100 %).
Samples are cleared in Histosol, then embedded in paraffin.
These blocks of paraffin containing samples are sectioned
(8–10 μm) using a microtome.

5. For HH stage 8 incubation time ranges from 27 to 29 h and for
HH stage 9 incubation times range from 29 to 33 h at 38 �C.
Chick and quail embryos were staged according to convention-
ally used developmental tables [12–14].

6. Spray and wipe off the ethanol quickly with a Kimwipe to avoid
absorption through the eggshell.

7. For individual egg holders, we use small Petri dish (size
35 � 10 mm for quail and 60 � 15 mm for chick) lined with
folded Kimwipes (to provide cushion to the eggs).

8. Care should be taken to insert the needle vertically into the
hole, with the bevel facing the pointed end of the egg; this
prevents damaging of yolk when albumin is withdrawn.
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9. Fertilized eggs are identified by presence of a blastoderm on the
surface of the yolk. If a white spot is observed, the egg is
unfertilized and should be discarded.

10. Injecting too much ink could be lethal. Also care should be
taken to avoid injecting any air bubbles beneath the embryo, as
this can be a source of contamination.

11. Eggs continue to develop at the room temperature but the rate
of development is very slow.

12. The four cuts should make a rectangular shape and all ends
must meet to permit extraction of the embryo.

13. Alternatively, tissue can be incubated briefly in dispase to
loosen and remove the mesenchyme. In this case, the tissue
must be rinsed extensively in Ringers’ solution containing
bovine serum albumin (BSA) to inactivate the enzyme prior
to grafting.

14. Avoid sudden jerking movements while transferring the eggs to
the incubator as this might dislodge the explants. Eggs may be
gently turned by hand two times a day to increase the viability.
Also, the incubator humidity must be raised from 45 to 75 %.

References

1. Catala M, Teillet MA, De Robertis EM et al
(1996) A spinal cord fate map in the avian
embryo: while regressing, Hensen’s node lays
down the notochord and floor plate thus join-
ing the spinal cord lateral walls. Development
122:2599–2610

2. Douarin L (1982) The neural crest. Cambridge
University Press, Cambridge

3. Le Douarin NM (1993) Embryonic neural chi-
maeras in the study of brain development.
Trends Neurosci 16:64–72

4. Creuzet S, Vincent C, Couly G (2005) Neural
crest derivatives in ocular and periocular struc-
tures. Int J Dev Biol 49:161–171

5. Hay ED, Revel JP (1969) Fine structure of the
developing avian cornea. Monogr Dev Biol
1:1–144

6. Johnston MC, Noden DM, Hazelton RD et al
(1979) Origins of avian ocular and periocular
tissues. Exp Eye Res 29:27–43

7. Lwigale PY, Bronner-Fraser M (2009)
Semaphorin3A/neuropilin-1 signaling acts as
a molecular switch regulating neural crest

migration during cornea development. Dev
Biol 336:257–265

8. Lwigale PY,Cressy PA, Bronner-FraserM (2005)
Corneal keratocytes retain neural crest pro-
genitor cell properties. Dev Biol 288:284–293

9. Gabe M (1968) Techniques histologiques.
Masson, Paris

10. Lwigale PY (2001) Embryonic origin of avian
corneal sensory nerves. Dev Biol 239:323–337

11. Griswold SL, Lwigale PY (2012) Analysis of
neural crest migration and differentiation by
cross-species transplantation. J Vis Exp 60:1–8

12. Hamburger V, Hamilton HL (1951) A series of
normal stages in the development of the chick
embryo. J Morphol 88:49–92

13. Eyal-Giladi H, Kochav S (1976) From cleavage
to primitive streak formation: a complementary
normal table and a new look at the first stages
of the development of the chick. I. General
morphology. Dev Biol 49:321–337

14. Zacchei AM (1961) Lo sviluppo embrionale
della quaglia giaponese. Archivi Anatomica
66:36–62

Quail-Chick Chimeras in Eye Development 263





Part IV

Emerging Models of Tissue Morphogenesis





Chapter 18

Studying Epithelial Morphogenesis in Dictyostelium

Daniel J. Dickinson, W. James Nelson, and William I. Weis

Abstract

The discovery of polarized epithelial tissue in the social amoeba Dictyostelium discoideum establishes this
classical model organism as a novel system for the study of epithelial polarity and morphogenesis.
D. discoideum grows as single cells and is easily maintained in cell culture. Starvation of the cells triggers
a multicellular developmental process that culminates with the formation of a fruiting body, whose normal
morphogenesis is dependent on a polarized epithelium located at the apex of the developing structure.
Here, we discuss techniques for genetic manipulation and imaging of multicellular D. discoideum, with a
focus on methods that have facilitated the study of the epithelial tissue in this organism.

Key words Cell polarity, Dictyostelium, Epithelium, Immunofluorescence, Microscopy, Morphogen-
esis, Multicellularity, RNAi

1 Introduction

A simple epithelium, comprising a monolayer of structurally and
functionally polarized cells, is the basic unit of organization of
animal body plans. Epithelial cells have biochemically distinct apical
and basolateral plasma membrane domains and a polarized organi-
zation of the secretory pathway and cytoskeleton. An epithelium is
the first differentiated tissue to appear during embryonic develop-
ment, and the coordinated rearrangement of epithelial cells is a
major contributor to tissue and organism morphogenesis [1, 2].
In mature epithelial organs, the epithelium is organized into a tube,
with the apical surface facing the lumen [3].

The social amoebaDictyostelium discoideum is a classical model
system for the study of cell motility, cell–cell interactions, evolu-
tion, and morphogenesis [4]. Dictyostelium multicellular develop-
ment is triggered by starvation, which induces aggregation of
individual amoebae to form a mound, then a slug, and finally a
fruiting body (Fig. 1a). D. discoideum offers several unique advan-
tages as a model system for the study of morphogenesis. The
amoebae grow as single cells that can be handled with ease similar
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to mammalian tissue culture cells, but with considerably less cost.
Multicellular development takes only 24 h and can be induced at
will by simply subjecting the cells to starvation. Techniques for
genetic and biochemical manipulation of cells are well established,
and modern approaches for genomic analysis and high-resolution
imaging are increasingly being adopted. Finally, the phylogenetic
position of the social amoebae as an outgroup to the opisthokonts
(animals + fungi) [5] makes D. discoideum an informative model
for comparative studies [6, 7].

The final stage ofD. discoideum development is called culmina-
tion and results in the formation of a mature fruiting body. At the
onset of culmination, a polarized epithelium appears which is essen-
tial for normal fruiting body morphogenesis (Fig. 1b) [6, 8]. The
organization and polarity of the epithelium require homologues of
β-catenin and α-catenin, which are also essential for epithelial integ-
rity in animals. This epithelial tissue is located in a region called the
tip (Fig. 1b), which was classically known as an organizing center
for morphogenesis [9, 10]. Our recent work has revealed how the
tip epithelium contributes to D. discoideum culmination. Tip epi-
thelial cells secrete cellulose and extracellular matrix proteins direc-
tionally to form the rigid exterior of the stalk [6], while at the same
time, apical actomyosin contractility in the tip epithelium regulates
stalk diameter [8]. Importantly, directional protein secretion, apical
actomyosin contractility, and a requirement for β- and α-catenin are
conserved properties of epithelial tissues in both D. discoideum and
metazoans.
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Membrane
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Fig. 1 Epithelial polarity in social amoebae. (a) The D. discoideum developmental process. Starvation triggers
the aggregation of individual amoebae to form a mound, which then elongates to form a slug. After a period of
migration, the slug develops into a fruiting body. The process of fruiting body formation is called culmination,
and an immature fruiting body is called a culminant. (b) The fruiting body consists of a rigid stalk supporting a
collection of spores. Stalk formation is orchestrated by the tip, which consists of a polarized epithelium
surrounding the stalk at the apex of the culminant. The epithelial cells are polarized, with the apical surface
adjacent to the stalk. Adapted from [8]
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The experimental tractability of D. discoideum and the
similarities between D. discoideum and metazoan epithelia make
D. discoideum an attractive simple model system for the study of
epithelial polarity and morphogenesis. Here, we provide a suite of
methods to facilitate the investigation of D. discoideum culmina-
tion. These methods allow the investigator to obtain homogenous
expression of fluorescent protein fusions, to disrupt gene function
with temporal specificity using RNA interference, and to examine
the developmental process at subcellular resolution using confocal
microscopy. Basic techniques for culture, maintenance, and trans-
formation ofD. discoideum cells are not covered here due to lack of
space, but the reader is referred to recent methods articles that
discuss these techniques in detail [11, 12].

2 Materials

2.1 Cell Growth

and Transformation

with Fluorescent

Protein Fusions

1. HL5 Medium: Dissolve 7 g Proteose Peptone No. 2 (BD), 7 g
Proteose Peptone No. 3 (BD), 7 g Yeast Extract, 1.5 g
KH2PO4, and 0.5 g Na2HPO4 in 950 mL of water, adjust
pH to 6.5 and autoclave. Before use, add 50 mL filter-sterilized
27 % Glucose (final concentration 1.35 %) and 10 mL of a
tissue culture-grade 100� Penicillin-Streptomycin solution;
also add selective drugs if needed (see below). Store at 4 �C
after addition of antibiotics.

2. G418: Prepare a 100 mg/mL (active concentration) stock
solution, filter sterilize, and store at �20 �C.

3. Hygromycin B: Can be purchased as a 50 mg/mL stock solu-
tion, which can be stored at 4 �C indefinitely. Alternatively,
prepare a stock solution from powder, filter sterilize, and store
at 4 �C.

4. Genes of interest are cloned into one of the pDM expression
vectors [13] or another appropriate Dictyostelium discoideum
expression vector.

2.2 Development

of D. discoideum

Under Controlled

Conditions

1. Development Buffer (DB): Prepare a solution of 5 mM
Na2HPO4, 5 mM KH2PO4, adjust pH to 6.5 and autoclave.
The solution may be stored at room temperature, but should
be cooled to 4 �C before use. Also, autoclave stock solutions of
1 M MgCl2 and 1 M CaCl2. Immediately before use,
add MgCl2 and CaCl2 to a final concentration of 2 mM each
(see Note 1).

2. Whatman No. 3 filter paper.

3. 25 mm black Nuclepore filters with 0.2 μm pores (Whatman).
Before the experiment, wash the filters by placing them in a
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beaker of boiling water with gentle stirring for 10–20 min.
The stirring should be vigorous enough to discourage
the filters from sticking to the sides of the beaker, but not so
vigorous that the filters contact the stir bar. The filters
will tend to float to the surface and to stick to each other;
use forceps to separate them and push them down into the
water. Boiled filters may be stored indefinitely in a clean
petri dish.

2.3 RNA Interference 1. Hairpin construct targeting the gene of interest (see below for
vector construction).

2. Doxycycline hyclate, stored in powder form in a desiccator at
4 �C (see Note 2).

3. Antibody recognizing the protein of interest on a western blot,
for characterization of the efficacy of knockdown.

2.4 Whole-Mount

Immunofluorescence

of Culminants

1. Fixation solution: 4 % formalin in histology-grade ethanol. May
be stored at 4 �C for several months.

2. Blocking solution: 10 % bovine serum albumin (BSA), 5 % goat
serum (see Note 3), 1 % saponin (see Note 4), 0.02 % sodium
azide, in phosphate buffered saline (PBS). May be stored at
4 �C for several months.

3. Antibody solution: 3 % BSA, 5 % goat serum (seeNote 3), 0.5 %
saponin (see Note 4), 0.02 % sodium azide in PBS. May be
stored at 4 �C for several months.

4. Primary antibodies recognizing the protein of interest. The
primary antibody should recognize a single band
(corresponding to the protein of interest) on a western blot; if
nonspecific bands are observed, affinity purify the antibody.

5. Secondary antibodies appropriate for the species of primary
antibody being used, labeled with fluorophores suitable for
the microscope to be used.

6. Fluorescently labeled phalloidin.

7. Calcofluor white M2R (also known as fluorescence brightener
28) for cellulose staining (optional).

8. PBST: PBS containing 0.1 % (v/v) Tween 20.

9. Vectashield mounting medium (Vector Labs). Vectashield con-
taining DAPI can be purchased if nuclear staining is desired.
Add 200 μg/mL (final concentration) of calcofluor to the
mounting medium if staining of cellulose in the stalk tube is
desired.

10. Nail polish for sealing slides.
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3 Methods

3.1 Obtaining

Homogenous

Expression

of Fluorescent

Fusion Proteins

Transformation of D. discoideum with plasmid DNA is a rapid and
efficient procedure [12], but transgenes introduced in this manner
are typically expressed at variable levels and in only a subset of cells
(see, e.g., [13]). For experiments using single cells this is not a
problem, as one can choose to analyze only the cells that express a
transgene at the desired level. However, for the study of morpho-
genesis it is often desirable to achieve equal levels of fluorescent
protein expression in all cells in a multicellular structure. In addi-
tion, one often wishes to compare the localization of a fluorescent
protein in different mutant backgrounds, and for this it is impor-
tant that the transgene be expressed at equivalent levels in different
cell lines (which must be independently transformed). Here, FACS
sorting of transformed D. discoideum cells is used to achieve
homogenous and reproducible transgene expression levels.

1. Place 10 mL of HL5 axenic medium in a 10 cm tissue culture
dish, and inoculate withD. discoideum cells from a frozen stock
or from spores (see Note 5).

2. When the cells are >80 % confluent, remove the medium.
Resuspend the cells in a few mL of medium by squirting them
off the bottom of the dish with a pipet, and transfer to a 15 cm
dish with 20 mL of fresh medium (or split between two 10 cm
dishes).

3. Allow the cells to grow to near confluence. A total of at least
3 � 107 cells are needed for one transformation experiment.

4. Transform two batches of 107 cells each with the desired DNA
construct of interest, using electroporation [12]. Also electro-
porate a control sample with no DNA. After transformation,
allow the cells to recover in the absence of selective drugs
overnight.

5. Replace the medium with fresh medium containing selective
drugs (see Notes 6 and 7).

6. Examine the cells daily and look for the appearance of drug-
resistant clones only on the transformed plates (colonies should
not appear on the control plate). Substantial cell death should
be apparent within 24–48 h after addition of selective medium.

7. Change the medium every 48 h until colonies appear (usually
within 4–10 days after the addition of selective medium). When
changing the medium, rock the plate gently from side to side to
dislodge dead cells and remove them with the old medium.

8. Once the colonies are large (several hundred cells), resuspend
the cells in fresh medium and allow them to distribute evenly
over the surface of the culture dish. This allows the cells to
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grow to confluence without becoming overcrowded in the
centers of the colonies.

9. When the cells are nearly confluent (but not overcrowded),
resuspend and transfer the cells to a conical tube. Spin for
5 min in a clinical centrifuge to pellet the cells and resuspend
in 1 mL fresh medium (see Note 8).

10. Purify fluorescent protein-expressing cells using a Fluorescence
Activated Cell Sorter. We use three gates to isolate a pure
population:

(a) A forward-scatter (FSC) gate is used to eliminate dead
cells, which are present in relatively large numbers due to
the selection (Fig. 2a).

(b) A pulse width gate is used to eliminate cell doublets and
any higher-order aggregates (Fig. 2b).

(c) Finally, a fluorescence intensity gate is used to isolate cells
expressing the transgene (Fig. 2c).

Collect 105–106 expressing cells into a sterile tube. After sort-
ing is complete, transfer the cells to fresh medium for further
growth.

11. As soon as possible after sorting, freeze some of the sorted
amoebae for later use or long-term storage [11].

12. For experiments, maintain the sorted cells in medium with
selective drugs. The cells should be passaged in axenic medium
for no more than 3 weeks (see Note 5); transgene expression
levels and homogeneity of expression will gradually decline
during this time.
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Fig. 2 FACS sorting to obtain homogenous expression of fluorescent protein fusions. (a) Forward-scatter (FSC)
versus side-scatter (SSC) plot. The P1 gate is used to eliminate dead cells. (b) Pulse width versus FSC plot. The
P2 gate is used to eliminate cell doublets and other aggregates. (c) Fluorescence intensity plot showing GFP
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3.2 Development

of D. discoideum

Under Controlled

Conditions

A key advantage of studying morphogenesis inD. discoideum is that
the investigator can induce multicellular development at will. The
following procedure is used to prepare multicellular structures for
microscopy.Modifications are described in Subheading 4 that adapt
the procedure for biochemical experiments.

1. Grow cells of the desired strain in axenic culture to 50–80 %
confluence. Do not use 100 % confluent or overgrown cells for
this procedure, since overgrowth triggers starvation responses
that give some cells a “head start” on development. An 80 %
confluent 10 cm tissue culture dish will typically yield enough
cells for 2–3 samples.

2. Prepare DB by adding CaCl2 and MgCl2 (see Subheading 2)
and place on ice; 100 mL is enough for a typical experiment
(see Note 9).

3. Prepare a petri dish with four layers of Whatman No. 3 filter
paper in the bottom. Soak the filters with enough DB to
saturate them. Let stand for 2–3 min at room temperature to
ensure that the filters are fully saturated, then aspirate the excess
DB and gently smooth the filter paper to squeeze out any large
air bubbles.

4. Wet a washed Nuclepore filter briefly with DB and place it shiny
side down on the saturated filter paper (see Note 10).

5. Remove the medium from the cells and wash twice by gently
adding ~6 mL DB (for a 10 cm dish), taking care not to
dislodge the cells. Then resuspend the cells in a third portion
of DB by using a pipet to squirt the cells off the bottom of the
dish. Use a graduated pipet to transfer the cell suspension to a
conical tube on ice and note the total volume.

6. Remove a 10 μL aliquot of the cell suspension and transfer to a
Neubauer hemocytometer for cell counting.

7. Centrifuge the cell suspension for 5 min in a clinical centrifuge
at 4 �C to pellet the cells. While the cells are spinning, count the
cell aliquot in the hemocytometer to determine the cell density,
and calculate the total number of cells.

8. Resuspend the cell pellet in ice-cold DB to a density of
4 � 107 cells/mL.

9. Pipet 125 μL of the cell suspension onto each Nuclepore filter.
To distribute the cells evenly, start in the center of the filter and
move the pipet tip in a spiral while dispensing the cell suspen-
sion. Use the pipet tip to spread the liquid over most of the
surface of the filter (but avoid wetting all the way to the edges,
since this will cause the cell suspension to flow off of the
Nuclepore filter and onto the filter paper below).
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10. Let the dish stand undisturbed for a few minutes until the
liquid is absorbed, then seal the plate with parafilm and place
in the dark.

11. Monitor development periodically with a dissecting micro-
scope. Mounds are typically observed 8–12 h after plating,
slugs at 15–18 h, and culminants at 20–24 h (the timing will
vary somewhat from strain to strain).

3.3 RNA Interference

During Multicellular

Development

RNA interference offers an alternative to gene disruption for rap-
idly investigating gene function in D. discoideum. We have
improved upon existing protocols for RNAi [14] by driving expres-
sion of the knockdown construct under an inducible promoter.
A key advantage of this approach is that cells can be challenged by
depleting a protein of interest and assayed immediately thereafter,
thus avoiding the confounding effects of secondary mutations that
can sometimes arise during the lengthy selection procedure
required to generate a knockout. This approach also allows tempo-
ral control of gene disruption, which allows one to study the
developmental roles of genes that have essential functions in vege-
tative cells and to avoid the lethality that would be caused by
constitutive knockdown or gene deletion.

1. Construct design and construction: Use BLAST [15] to align
the DNA sequence of the gene of interest against the entire D.
discoideum genome [16]. Identify the longest contiguous
region of the gene that has low homology to other genes in
the genome—this region will be used to generate an RNA
hairpin (see Note 11).

2. Clone two copies of the hairpin region in opposite orientations
into the doxycycline-inducible expression vector pDM310
(Fig. 3) [17]. Also include a spacer region of 300–500 bp
between the two inverted repeats—this spacer does not con-
tribute to knockdown, but allows the inverted repeat to be
stable in E. coli (Fig. 3) (see Notes 12 and 13).

3. Transform cells with the hairpin construct and grow up a pool
of transformants (see Notes 7 and 14).

4. Gene depletion during multicellular development: Grow cells to
60–80 % confluence and split 1:4 into medium containing
10 μg/mL doxycycline to induce expression of the hairpin
(see Note 2). Prepare a control plate of cells in parallel, lacking
doxycycline. Allow cells to grow overnight in the presence of
doxycycline (see Note 15).

5. Develop the cells as directed in Subheading 3.2, adding
10 μg/mL doxycycline to the DB used for all steps. Process
the control sample in parallel, taking care not to expose the
control cells to doxycycline at any step in the procedure.
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6. Collect samples at different time points and test for depletion
of the target protein by western blotting or immunofluores-
cence. If stronger knockdown is desired, retransform the hair-
pin construct and select at a higher G418 concentration
(see Note 7) and/or isolate clonal cell populations and identify
clones with more efficient knockdown (see Note 14).

7. Once a cell population with the desired level of knockdown is
obtained, it should be frozen as soon as possible for storage.
Maintain cells in axenic culture for no more than 3 weeks after
isolation (see Note 5); in our hands, the efficiency of knock-
down gradually declines over this window.

Gene of Interest

Identify unique region
(200-500 bp with low homology
to other sequences in the genome)

Unique region plus
300-500 bp upstream,
in antisense orientation

Unique region,
in sense orientation

R1 R2 R2 R3

R1 R2 R3

Assembled Hairpin
in pDM310

Pdox

Transcription

Fig. 3 Construct design for RNA interference in D. discoideum. Using BLAST analysis of the gene of interest, a
region with low homology to other genomic regions (at least four mismatches in every 20 bp stretch) is
selected. This unique region is cloned in the sense orientation into any convenient plasmid, and unique
restriction sites (R2 and R3) are introduced. The unique region plus several hundred bp of flanking sequence
(see Note 12) is cloned in an antisense orientation into another vector, flanked by unique restrictions sites (R1
and R2). After sequence verification, the two pieces are combined in pDM310 to produce the final hairpin
construct. “Pdox” indicates the doxycycline-inducible promoter
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3.4 Whole-Mount

Immunofluorescence

of Culminants

Our primary assay for the study of morphogenesis inD. discoideum
is immunofluorescence of fixed specimens, which allows both visu-
alization of protein localization (using either a specific antibody or
fluorescent protein fusions as described in Subheading 3.1) and
examination of the morphology of culminants under various
mutant or RNAi conditions. For numerous examples of images
produced using this method, please see [6, 8].

We note that although high-resolution live imaging of the slug
stage of D. discoideum development is possible [18], it is unclear
whether culmination can occur under the conditions that were used
to achieve subcellular resolution. In the future, it will be important
to develop methods for high-resolution live imaging of the tip
epithelium during culmination.

1. Develop cells as described in Subheading 3.2. If desired, induce
dsRNA expression as described in Subheading 3.3. Monitor
development with a dissecting microscope.

2. When the desired developmental stage is reached, use forceps
to transfer the Nuclepore filter to a 6 cm dish or to one well of a
six-well plate. Immediately add ~2 mL of cold (4 �C) fixation
solution to the filter (try to do this gently, but as quickly as
possible so that the filter doesn’t dry out). The best way to add
the fixative is to pipet it dropwise directly onto the center of the
filter. Some structures will dissociate from the filter, but some
should remain attached.

3. Place the sample at 4 �C and incubate for 1 h.

4. Remove the fixative and wash the filter three times for
5–10 min each with ~2 mL PBS. Use forceps to gently push
the filter down so that it sinks in the PBS rather than floating on
top. Do not rush this washing step—if culminants are not
adequately rehydrated, they will not stain well. At this stage,
the samples may be stored for up to a few days in PBS contain-
ing 0.02 % sodium azide.

5. Aspirate the PBS and transfer the filter to a sheet of parafilm
placed in a humidified box. Add 500 μL blocking solution (the
culminants should be completely submerged) and incubate for
2–3 h at room temperature.

6. Dilute primary antibodies in antibody solution just before use.
The optimal concentration will depend on the antibody, but we
typically use ten times the concentration that works for western
blotting as a starting point for further optimization.

7. Aspirate the blocking solution and replace with 250 μL of
primary antibody solution. Incubate with primary antibodies
overnight at 4 �C.

8. Aspirate the primary antibody solution and wash three times for
5 min each with PBST.
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9. Dilute secondary antibodies in antibody solution just before
use. We use a 1:100 dilution as the starting point for most
secondary antibodies. Also add fluorescently labeled phalloidin
(use a 1:200 dilution as a starting point). We include phalloidin
in all of our experiments, because it serves as a useful counter-
stain that outlines the cells.

10. Aspirate the PBST and replace with 250 μL of secondary anti-
body/phalloidin solution. Incubate with secondary antibodies
for 2–3 h at room temperature in the dark.

11. Aspirate the secondary antibody/phalloidin solution and wash
three times for 5 min each with PBST, then twice for 5 min
each with PBS (without Tween).

12. Transfer the filter to a glass slide and aspirate any residual PBS.
Place a drop of Vectashield in the center of the filter, then place
a coverslip on top (avoid air bubbles). Aspirate the excess
mounting medium, then seal the edges of the coverslip with
nail polish.

13. Acquire images using a laser scanning confocal microscope.
We use a 63�, 1.4NA objective for routine imaging at subcel-
lular resolution. Techniques for acquiring high-quality images
using a confocal microscope are beyond the scope of this
chapter; consult with experts or core facility staff at your insti-
tution for help if needed.

4 Notes

1. Add CaCl2 and MgCl2 immediately before use, and do not
store DB after divalent cations have been added. Calcium
from CaCl2 gradually precipitates as calcium phosphate,
which lowers both the calcium and phosphate buffer concen-
trations in solution and adversely affects reproducibility.

2. Doxycycline stability in aqueous solutions varies widely
depending on pH, temperature, and light exposure; however,
its half life has been reported to be as short as 24 h under some
conditions. Therefore, to ensure reproducible results, we store
doxycycline exclusively in powder form and dissolve it in water
immediately before use.

3. We use secondary antibodies produced in goat, and so the
addition of goat serum to the blocking and antibody solutions
helps reduce background. If using secondary antibodies pro-
duced in a different species, substitute the appropriate serum.

4. Saponin is ideal for permeabilizing culminants, which are rather
fragile and require a gentle detergent. Saponin also works well
for aggregation streams. For mounds and slugs, which are
denser and thicker, use of a stronger detergent (e.g., Triton
X-100) may give better results.
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5. When studying multicellular development in Dictyostelium
discoideum, it is crucial to regularly start new cultures from
frozen stocks or spores, in order to ensure a stable phenotype
over time. There are two reasons for this: first, since Dictyoste-
lium grows as single cells, there is no selective pressure to
maintain normal multicellular development when the cells are
grown continuously in axenic culture; and second, since
D. discoideum cells are haploid, any mutations that arise during
axenic growth can immediately generate phenotypes once the
cells are developed. For these reasons, we maintain cells in
axenic culture for no more than 3 weeks after isolation before
discarding them and starting new cultures from frozen stocks.
Because generating transgenic strains for imaging can take
1–3 weeks, we always start the process with a fresh batch of cells.

6. The choice of selective drug influences the copy number of the
transformed plasmid, and hence the expression level of the
transgene [12, 19]. We routinely use hygromycin selection to
express fluorescent fusion proteins, because it results in moder-
ate plasmid copy number [20]; for example, we have used a
hygromycin-resistant vector to express GFP-myosin at near-
endogenous levels [8]. G418 selection produces higher copy
number [19], and so we typically reserve its use for situations
where overexpression is desired (including expression of RNAi
constructs). We avoid the use of blasticidin resistance as a
selectable marker for fluorescent protein fusions because blas-
ticidin is typically used for gene disruption in D. discoideum,
and consequently many useful mutant strains are already
blasticidin-resistant.

7. Plasmid copy number (and hence transgene expression level)
can be influenced to some extent by the concentration of
selective drugs used [19]. Since the activity of drugs can vary
somewhat between different lots and manufacturers, it is good
practice to perform a dose-response study by incubating
untransformed cells in the presence of different concentrations
of the drug of choice. For fluorescent fusion protein expression,
we typically use the minimum drug concentration that is
required to kill 100 % of untransformed cells (10 μg/mL
G418 or 50–60 μg/mL Hygromycin in our hands). For
RNAi, it is useful to generate and test cell lines at several
different G418 concentrations, as the degree of knockdown
can correlate with drug concentration.

8. There have been anecdotal reports of autofluorescence from
Dictyostelium cells grown in HL5 medium, which in principle
could interfere with FACS sorting. However, autofluorescence
has not been a problem in our hands. It is critical to sort cells
under fed conditions (i.e., resuspended in medium, not in
buffer) because starvation induces rapid cell aggregation that
interferes with cell sorting.
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9. Because of the low salt concentration and relatively weak buff-
ering conditions, development in DB is somewhat asynchro-
nous (i.e., different aggregates develop at slightly different
rates). For microscopy this asynchrony is convenient, as it
ensures that a range of stages are present in a single sample.
For biochemistry, however, more synchronous development is
desirable, especially if one wishes to compare the abundance of
a protein, mRNA, or protein complex between different devel-
opmental stages. More synchronous development can be
achieved by using Sussman’s LPS buffer (8 mM Na2HPO4,
32 mM KH2PO4, 20 mM KCl, pH 6.5, with 2 mM MgCl2
and 2 mM CaCl2 added just before use) in place of DB [21].

10. For biochemistry, use Whatman #50 filter paper in place of a
Nuclepore filter. We routinely purchase 42.5 mm diameter
filters and cut them into quarters; one quarter holds 5 � 106

cells in 125 μL (the same as a Nuclepore filter). This number of
cells is sufficient for performing a western blot.

11. To exclude the possibility of nonspecific gene knockdown,
there should be no fewer than four mismatches in any 20-
nucleotide window of the chosen region [22]. We have had
success with a 170 bp hairpin region, but longer hairpins may
increase the likelihood of achieving knockdown.

12. It is often convenient to derive the spacer region from an
adjacent portion of the gene of interest, as shown in Fig. 3;
however, it may also be derived from unrelated vector
sequence.

13. Sequencing and PCR of the assembled hairpin construct are
usually impossible, since the hairpin folds rapidly when the
DNA is denatured (which prevents primer annealing). There-
fore, we recommend cloning and sequencing each half of the
hairpin separately, and then subcloning (without PCR) to
assemble the full hairpin construct. Alternatively, a gateway
cloning strategy could be used, as has been done in other
systems [23, 24]. Regardless of the cloning strategy, it is helpful
to include unique restriction sites that can be used to identify
the correct hairpin construct by restriction mapping.

14. The simplest way to avoid clonal selection artifacts is to work
with a pool of transformants. However, this sometimes results
in ineffective knockdown, presumably because not enough of
the cells express the hairpin construct at high levels. We recom-
mend testing depletion of the protein of interest using a pool of
transformants first. If the desired reduction in protein levels is
not achieved, isolate single clones by serial dilution into 96-well
plates, and test these to identify clones with strong knockdown.
If clonal populations are used, at least three independent clones
should be assayed to ensure that all show a similar phenotype.
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15. For genes whose expression is strongly upregulated during
development, induction of hairpin expression for 12–24 h
before initiating development increases the efficiency of knock-
down (probably because it allows time for the hairpin RNA to
accumulate before the gene of interest becomes active). How-
ever, for genes that have important functions in both vegetative
growth and development, hairpin induction during the growth
phase may be toxic. If this is the case, hairpin expression can be
induced later, at the onset of development; we have observed
target protein depletion under these conditions. We have also
attempted to achieve temporal control of gene expression by
adding doxycycline after the onset of development, but we
were unable to induce expression when doxycycline was
added at or after the mound stage (approximately 8 h after
the onset of starvation). This is probably because the doxycy-
cline does not diffuse efficiently through multicellular
structures.
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Chapter 19

Primary Cell Cultures of Regenerating Holothurian Tissues

Samir A. Bello, Ricardo J. Abreu-Irizarry, and José E. Garcı́a-Arrarás

Abstract

The ability to culture different cell types is essential for answering many questions in developmental and
regenerative biology. Studies in marine organisms, in particular echinoderms, have been limited by the lack
of well-described cellular culture systems. Here we describe a cell culture system, for normal or regenerating
holothurian cells, that allows cell characterization by immunohistochemistry and scanning electron micros-
copy. These cell cultures can now be used to perform multiple types of experiments in order to explore the
cellular, biochemical, and genomic aspects of echinoderm regenerative properties.

Key words Echinoderm, Sea cucumber, Primary cell culture, Regeneration, Gastrointestinal tract,
Immunohistochemistry, Scanning electron microscopy

1 Introduction

Echinoderms stand out among the group of animals known for their
remarkable regenerative properties. Members from different classes
of theEchinodermata can regenerate, both as adults or larvae, a large
number of tissues and organs. Well-known examples include the
regeneration of spines by sea urchins, arm regeneration by sea stars
andbrittle stars, and the regenerationof viscera byholothurians. The
latter has been exploited in our laboratory using the species
Holothuria glaberrima as amodel system to study not only intestinal
regeneration following evisceration but also nervous system regen-
eration following radial nerve transection [1–4].

Investigators using novel model systems need to develop many
of the tools for modern molecular biology analyses, tools that are
readily available for most classical model organisms. Echinoderm
studies, in particular, are limited by the lack of a well-described
technique for culturing cells or tissues from adult organisms.
In fact, the culture of primary cells from marine invertebrates has
been one of the limiting factors not only to study regeneration in
echinoderms but also for the study of different processes in several
animal groups. Initial attempts have been done previously where
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investigators have been able to grow explants and cells from crinoid
arms [5, 6] and different tissues of asteroids [7, 8]. Other investi-
gators, using cells from regenerating tissues of the sea cucumber
Apostichopus japonicus, established cell cultures where different cell
activities could be identified [9]. We have built upon these previous
studies and have established a culture system that is amenable for
the maintenance of dissociated cells of holothurians. Cells in these
cultures can be identified using the same markers applied to in vivo
tissues, namely immunohistochemical and morphological analyses.

Tissue cultures provide a unique tool where many cellular
events and processes can be characterized. Moreover, these cultures
will provide a tool for the development of techniques and method-
ology such as gene transfections, single cell transcriptomics, and
lineages studies, among others, that are hitherto unavailable to
study regeneration in adult echinoderms.

2 Materials

Prepare all solutions using ultrapure water and analytical-grade
reagents. Diligently follow all waste disposal regulations when dis-
posing waste materials. All cell culture procedures must be carried
out under sterile conditions in a laminar flow hood.

2.1 Sea Cucumber

Collection and

Evisceration

1. Potassium chloride (KCl): 0.35 M solution in distilled water.
Add 250 mL of distilled water in a 500 mL beaker. Weight
6.5 g KCl and transfer to the beaker. Mix using a magnetic
stirrer and store at room temperature (RT).

2.2 Sea Cucumber

Disinfection and Gut

Dissection

1. Anesthetic solution: 1,1,1-Trichloro-2-methyl-2-propanol
hemihydrate (chlorobutanol, Sigma), 0.2 % in natural sea
water (SW). Add 950 mL of filtered SW in a glass beaker.
Weigh 2 g chlorobutanol and transfer to the beaker. Stir for
about 45 min until solubilized. Make up to 1 L with SW. Store
at 4 �C.

2. Sodium hypochlorite: 10 % solution in water.

3. Ethanol: 95 % solution in water.

4. Antibiotic/antifungal solution (see Note 1): Penicillin/Strep-
tomycin (300 U/mL and 300 μg/mL, respectively), neomycin
(150 μg/mL), and amphotericin B (7.5 μg/mL) in filtered SW.
Add 1.5 mL of the concentrated penicillin/streptomycin solu-
tion (10,000 U penicillin and 10 mg/mL streptomycin),
750 μL of the concentrated neomycin solution (10 mg/mL),
and 150 μL of the amphotericin B stock solution (2.5 mg/mL)
to 45 mL of SW in a 50 mL tube. Adjust the pH to 7.7.
Complete to 50 mL with SW and sterilize by filtration
(0.22 μm filters). Store at 4 �C.
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2.3 Gut Rudiment

Dissociation and Cell

Culture

1. Calcium and Magnesium Free Artificial Sea Water Solution
(CMFSS) [10]: Weight 0.8 g potassium chloride (KCl),
25.5 g sodium chloride (NaCl), 3.0 g sodium phosphate diba-
sic (Na2HPO4), 3.0 g glucose, and 2.86 g (4-(2-hydro-
xyethyl)-1-piperazineethanesulfonic acid) HEPES and transfer
to a 1 L beaker. Add 950 mL of ultrapure water and mix by
magnetic stirring. Adjust the pH to 7.7 and complete to 1 L
with ultrapure water. Sterilize by filtration (0.22 μm filters) and
store at RT (see Note 2).

2. Collagenase Type IA (Sigma): 0.125 % in CMFSS [9] supple-
mented with antibiotics (200 U/mL penicillin, 200 μg/mL
streptomycin, 100 μg/mL neomycin) and antifungal (5 μg/
mL amphotericin B). Add 45 mL of CMFSS in a 50 mL tube.
Add 1 mL of the concentrated penicillin/streptomycin solu-
tion (10,000 U penicillin and 10 mg/mL streptomycin),
500 μL of the concentrated neomycin solution (10 mg/mL
neomycin), and 100 μL of the amphotericin B stock solution
(2.5 mg/mL) in the 50 mL tube. Weight 62.5 mg of collage-
nase type IA and transfer to the 50 mL tube. Adjust the pH to
7.7. Complete to 50 mL with CMFSS and sterilize by filtration
(0.22 μm filters). Aliquot 5 mL of the solution in 15 mL tubes
and store at �20 �C until use.

3. L-15 Medium (Leibovitz, Sigma): conditioned for marine
species adding salts to the original composition [11, 12].
Weight 6.9 g L-15 powder, 6.25 g NaCl, 3.12 g glucose,
1.58 g magnesium sulfate (MgSO4), 172 mg KCl, 96 mg
sodium bicarbonate (NaHCO3), 1.33 g magnesium chloride
(MgCl2), 150 mg L-glutamine, 745 mg calcium chloride
dihydrate (CaCl2·2H2O) and transfer to a 500 mL beaker.
Complete to 500 mL with ultrapure water. Mix by magnetic
stirring. Sterilize by filtration (0.22 μm filters). Store at 4 �C in
a bottle wrapped in aluminum foil.

4. Cell culture medium: L-15 medium conditioned for marine
species supplemented with antibiotics (100 U/mL penicillin,
100 μg/mL streptomycin, 50 μg/mL gentamicin), antifungal
(2.5 μg/mL amphotericin B), 1� MEM nonessential amino
acids, 1 mM sodium pyruvate, 1.75 mg/mL α-tocopherol
acetate, 1 μg/mL hydrocortisone, 1� ITS (Insulin, Transfer-
rin, and sodium Selenite), 2 % Fetal Bovine Serum, 10 % cell-
free coelomic fluid (see Note 3). Add 500 μL of penicillin/
streptomycin stock solution (10,000 U penicillin and 10 mg/
mL streptomycin), 250 μL of gentamicin stock solution
(10 mg/mL), 50 μL of amphotericin B stock solution
(2.5 mg/mL), 500 μL of MEM nonessential amino acid
stock solution (100�), 500 μL of sodium pyruvate stock
solution (100 mM), 50 μL of α-tocopherol-acetate stock solu-
tion (17.5 mg/mL), 100 μL of hydrocortisone stock solution
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(500 μg/mL), 500 μL of the ITS (Insulin, Transferrin, and
sodium Selenite) stock solution (100�), 1 mL of fetal bovine
serum (FBS, Sigma), and 5 mL of sea cucumber cell-free coe-
lomic fluid in a 50 mL tube. Transfer L-15 medium
conditioned for marine species to the 50 mL tube to complete
45 mL. Mix gently by inversion of the tube. Adjust the pH to
7.7–7.8 using sodium hydroxide (NaOH) 1 N. Complete to
50 mL adding L-15 medium. Sterilize by filtration (0.22 μm
filters). Store at 4 �C in a bottle wrapped in aluminum foil
(see Note 4).

5. Sea cucumber cell-free coelomic fluid: The method that we
apply to obtain the cell-free coelomic fluid was described by
Zhao et al. [13] with some modifications. Briefly, we wash the
animals in clean SW to remove particles attached to the animal
skin. Then, a person holds the animal on a sterile dissecting pan
while another person cut its oral side (where the tentacles are
present) using a sterile razor blade. The animal is raised and
squeezed so that the coelomic fluid squirts into a sterile beaker
which is on ice. Transfer the coelomic fluid to 50 mL tubes and
centrifuge at 2,000 � g � 10 min at 4 �C to remove the cells.
Transfer the supernatant to clean tubes. Sterilize by filtration
(0.22 μm filter). Aliquot the supernatant in 5 mL aliquots and
store at �20 �C. A new aliquot of coelomic fluid must be used
every time culture medium is prepared (see Note 5).

6. Trypan blue dye (Sigma): 0.4 % solution in CMFSS. Sterilize by
filtration (0.22 μm membranes). Store at RT.

2.4 Cell

Identification

by Indirect Immuno-

histochemistry

1. Lab-Tek™ II Chamber Slide System, 8 wells per slide
(0.7 cm2/well) (Thermo Fisher Scientific). Each pack of glass
slides includes a slide separator system to remove the polysty-
rene chamber.

2. Poly-L-lysine (Sigma): 0.01 % solution in water.

3. Paraformaldehyde (PFA, Sigma): 4% in filtered SW(seeNote6).

4. Blocking solution: Normal goat serum (Sigma) diluted 1:50 in
PBS containing 0.01 % sodium azide (NaN3).

5. Triton X-100 (Sigma): 0.1 % solution in PBS.

6. Phosphate Buffered Saline (PBS): 0.1 M. Weight 8 g NaCl and
13.4 g sodium phosphate dibasic heptahydrate (NaH2PO4·7
H2O) and transfer to a 1 L beaker. Add 800 mL to the beaker
and mix using a magnetic stirrer. Adjust the pH to 7.4. Com-
plete to 1 L with ultrapure water.

7. RIA buffer: Weight 7.06 g potassium phosphate dibasic
(K2HPO4), 1.29 g potassium phosphate monobasic (KH2PO4),
9 g NaCl, 5 g bovine serum albumin (BSA), 0.1 g sodium azide
(NaN3) and transfer to a 1 L beaker. Add 800 mL to the beaker
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and mix using a magnetic stirrer. Adjust the pH to 7.4. Complete
to 1 L with ultrapure water. Aliquot in bottles wrapped in alumi-
num foil and store at �20 �C.

8. Monoclonal antibody Meso 1 [14]: diluted 1:20 in RIA buffer.
This antibody was developed in mouse in our laboratory and
specifically labels the mesothelial cells from the mesentery and
the gut rudiment of holothurians.

9. Monoclonal anti-β tubulin antibody (Sigma, clone 2-28-33):
diluted 1: 500 in RIA buffer. This antibody was prepared from
sea urchin sperm axonemes. It labels neuron-like cells and nerve
bundles in the mesothelium and connective tissue of normal
and regenerating mesenteries in H. glaberrima [15]. Aliquot
10 μL of the anti-β tubulin antibody in microtubes. Store at
�20 �C. Immediately before use add 990 μL of the RIA buffer
to a microtube to obtain a stock solution (1:100). Transfer
100 μL of the stock solution (1:100) to a new tube and add
400 μL of the RIA buffer to obtain a working solution of 1:500
in RIA buffer.

10. Secondary antibody: Goat anti-mouse conjugated with the
fluorophore Cy3 (GAM-Cy3, Jackson Immuno Research
Laboratories) diluted 1:1,000 in RIA buffer. Aliquot 10 μL of
the GAM-Cy3 solution in microtubes. Store at�20 �C. Imme-
diately before use, add 990 μL of the RIA buffer to a microtube
to obtain a stock solution (1:100). Transfer 100 μL of the stock
solution (1:100) to a new tube and add 900 μL of the RIA
buffer to obtain a working solution of 1:1,000 in RIA buffer.

11. Phalloidin-Fluorescein Isothiocyanate (FITC) labeled (Sigma):
diluted 1:1,000 solution in RIA buffer. Prepare the stock solu-
tion (1:100) and the working solution (1:1,000) as indicated
for the GAM-Cy3 antibody.

12. Mounting media: buffered glycerol solution containing 2 μg/
mL 40,6-diamidino-2-phenylindole (DAPI) (Sigma). To make
a 5 mg/mL DAPI stock solution (14.3 mM), dissolve the
contents of one vial (10 mg) in 2 mL of ultrapure water.
Then prepare a 1 mg/mL DAPI working solution adding
200 μL of stock solution to 800 μL of ultrapure water. To
prepare the mounting media add 100 μL of the DAPI working
solution (1 mg/mL) to 24.9 mL of 0.1 M PBS in a 50 mL
tube. Finally add 25 mL of glycerol to the same 50 mL tube
and mix. Wrap in aluminum foil and store at 4 �C.

2.5 Cell

Identification by

Scanning Electron

Microscopy

1. Round German glass coverslips (Electron Microscopy
Sciences): 8 mm in diameter, 0.16–0.19 mm in thickness.

2. 24-well Cell Culture Plate (BD Falcon): tissue culture-treated
polystyrene, flat-bottom with lid.
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3. Glutaraldehyde (Sigma) (see Notes 6 and 7): 2 % solution in
85 % natural SW. Mix 85 mL of natural SW with 15 mL of
distilled water to obtain 100 mL of 85 % natural SW. To
prepare 100 mL of the 2 % glutaraldehyde solution, mix
96 mL of 85 % natural SW with 4 mL of 50 % glutaraldehyde.
The final osmolality is 1.1 Osm.

4. Osmium Tetroxide (OsO4, Electron Microscopy Sciences): 1 %
in natural SW with the contribution of glucose. Add 0.37 g of
glucose to 6 mL of natural SW. To produce 8 mL of 1 % OsO4

mix the 6 mL of natural SW containing glucose with 2 mL of
4 % OsO4 (see Notes 6 and 7).

5. Ethanol (Sigma): 25, 40, 50, 60, 70, 80, 90, 100 % solutions in
distilled water.

6. Hexamethyldisilazane (HMDS, Electron Microscopy
Sciences): diluted in ethanol at 25 %, 50 %, 75 %, and pure
(100 %).

7. Carbon adhesive tabs (Electron Microscopy Sciences): 12 mm
in diameter.

8. Aluminum mounts (Electron Microscopy Sciences): stubs of
12.2 mm in diameter.

3 Methods

3.1 Sea Cucumber

Collection and

Evisceration

1. Collect sea cucumbers of the species Holothuria glaberrima
(see Note 8) and maintain them in the laboratory in sea water
aquaria with constant oxygenation.

2. Eviscerate the sea cucumbers by injecting 0.35 M KCl
(3–5 mL) into the coelomic cavity. During evisceration sea
cucumbers expel most of their viscera (gut, hemal vessels,
gonads, and part of the respiratory trees) through the cloaca
in approximately 5 min. After evisceration, return the animals
to the aquaria and allow them to regenerate for 5 days.

3.2 Sea Cucumber

Disinfection and Gut

Dissection

1. Immerse ten of the sea cucumbers which have regenerated their
gastrointestinal tract for 5 days in 500 mL beakers containing
250 mL of anesthetic solution (prewarmed to RT) for 45 min
at RT.

2. Decontaminate the sea cucumber surface immersing the ani-
mals one at a time in a 10 % sodium hypochlorite solution for
1 min, 95 % ethanol for 5 min, and a quick rinse in sterile
ultrapure water.

3. Put the animals, ventral side up, on an autoclaved vinyl pad in a
dissecting pan. The ventral side can be identified by the pres-
ence of the ambulacral feet. Cut with scissors along the
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longitudinal line that separates the dorsal and ventral axis.
In Holothuria glaberrima this line rests at the boundary
between the ventral side and the side without ambulacral feet
(dorsal). To decrease the risk of contamination, make the cut
from about 1 cm from the mouth (surrounded by a crown of
tentacles) to approximately 1 cm from the cloaca. Once the
body wall is opened, hold down the sea cucumber using push-
pins. Dissect the gut rudiments under the stereoscopic micro-
scope using fine tweezers and spring scissors. The gut rudiment
may be recognized at day 5 of regeneration because in
H. glaberrima it appears as a pink thickening at the free end
of the mesenterium.

4. Collect the gut rudiments of ten sea cucumbers in 10 mL of the
antibiotic/antifungal solution in a 15 mL tube and keep on ice.

5. Wash the gut rudiments with fresh antibiotic/antifungal solu-
tion twice for 30 min at 4 �C.

3.3 Gut Rudiment

Dissociation and Cell

Culture

1. Cut the gut rudiments into small pieces of approximately
1 mm3 on a sterile glass petri dish using a scalpel with #12
blades in the laminar flow hood. Transfer the pieces to 5 mL of
0.125 % collagenase in a 15 mL tube using a sterile dissecting
needle.

2. Incubate the pieces in a water bath with constant agitation
(15 rpm) (see Note 9) for approximately 2 h at 28 �C. Check
for the presence of remaining tissue pieces after 1 h of incuba-
tion, the length of the dissociation will depend on the amount
of tissue.

3. Centrifuge the cell suspension at low speed (300 � g, 4 �C) for
1 min to form a pellet with the tissue that remains nondisso-
ciated. Transfer the supernatant containing the cell suspension
to a new 15 mL tube and discard the pellet (nondissociated
tissue pieces).

4. Pass the cell suspension through a sterile cell strainer (mesh size
70 μm) placed on a 50 mL tube to remove large cell aggregates.

5. Centrifuge the cell suspension at 900 � g for 10 min at 4 �C,
discard the supernatant containing the collagenase solution.
Resuspend the cells in 5 mL of CMFSS supplemented with
antibiotics and centrifuge again (900 � g, 10 min, 4 �C) to
wash the cells and to eliminate the cell debris.

6. Resuspend the cells in 1 mL of CMFSS (seeNote 10). Perform
trypan blue exclusion test to estimate the number of cells in
suspension and their viability. Transfer 20 μL of the cell sus-
pension to a microcentrifuge tube and add 20 μL trypan blue
dye (0.4 % in CMFSS) (see Note 11). Mix and load
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approximately 10 μL of the cell suspension by capillary action
in each side of a hemocytometer and count the cells under an
inverted microscope. Dead cells will stain blue.

7. Count the number of live and dead cells in each of the four
corner squares of the hemocytometer. To estimate the cell
concentration in a milliliter of CMFSS follow the formula:
(total live cells/4) � Dilution Factor (DF) � 104. As an exam-
ple, if you counted on average 80 cells in the four squares of the
hemocytometer and used the DF mentioned in 6, then the
formula will be: 80 � 2 � 104 ¼ 1.6 � 106 cells/mL of
CMFSS. The cell viability is determined by: (total live cells)/
(total live cells + total dead cells). Following the dissociation
protocol mentioned previously, the cell viability should be
>80 %.

8. Seed the cells on 8-well glass slides treated with poly-L-lysine
(see Note 12) at a cell density of 6 � 104 cells/cm2, diluting
the cell suspension in the supplemented cell culture medium.
Add 300 μL of culture medium per well.

9. Incubate the cells in a modular incubator chamber (Billups-
Rothenberg Inc) at RT. Change the culture medium every
3–5 days to reduce the risk of contamination (see Note 4).
Check your cultures daily under an inverted microscope to
check the cell morphology and possible contamination.
Figure 1 shows an example of a 5 day cell culture observed by
phase contrast microscopy.

Fig. 1 Cells from regenerating gut rudiments (5 days post-evisceration) of the sea cucumber Holothuria
glaberrima after 5 days in culture observed by phase contrast microscopy. Various cell sizes and morphologies
can be observed, among them are spherical (arrowhead), oval-(asterisk), and spindle-shaped structures
(arrow). Scale: (a) ¼ 30 μm, and (b) ¼ 10 μm
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3.4 Cell

Identification

by Indirect Immuno-

histochemistry

1. After culturing cells on glass slides for the previously deter-
mined length of time, discard the culture medium and
wash carefully the cultures with 300 μL of filter sterilized SW
(see Note 13) per well. Add 300–500 μL of 4 % paraformalde-
hyde solution for 24 h (see Note 14) at 4 �C to fix the cells.
After fixation rinse the cultures twice with filtered SW for 5 min
each. At this point you can store the cultures in SW with 0.01 %
sodium azide (NaN3) at 4

�C.

2. Add 300 μL of normal goat serum (diluted 1:50) in each well
and incubate for 1 h at RT to block the nonspecific binding of
the primary antibodies.

3. Discard the normal goat serum. Add 300 μL of 0.1 % triton
X-100 in 0.1 M of Phosphate Buffered Saline (PBS) for 10 min
at RT to each well (see Note 15). Wash twice carefully with
0.1 M PBS for 10 min each.

4. Incubate the cells overnight (ON) at 4 �C with the primary
antibody(ies) at the appropriate dilution in RIA buffer
(seeNote 16). The primary antibody may be monoclonal (gen-
erally raised in mice) or polyclonal (generally raised in rabbits)
or a mix of both. As an example, we have used the monoclonal
antibody Meso-1 [14] or the monoclonal antibody β-tubulin.
For the 8-well glass slides with a surface area of 0.7 cm2/well,
we use at least 100 μL of the primary antibody solution per well.
Keep in mind that this solution must completely cover the cells.

5. After incubation with the primary antibody, wash cultures
thrice carefully with 0.1 M PBS for 10 min each.

6. Incubate the cultures with the secondary antibody, conjugated
with a fluorophore, and diluted in RIA buffer for 1 h at RT in
the dark. In this case, we have used the goat anti-mouse anti-
body conjugated with the fluorophore Cy3 (GAM-Cy3)
diluted 1:1,000 in RIA buffer. To label SLSs (see Note 17)
incubate the samples with phalloidin-FITC. The samples can
be simultaneously labeled with GAM-Cy3 and phalloidin-
FITC. Transfer 100 μL of the GAM-Cy3 and 100 μL of the
phalloidin-FITC stock solutions (1:100) in a microtube and
add 800 μL to obtain a working solution (diluted 1:1,000) of
secondary antibody and phalloidin. Use at least 100 μL of the
working solution per well.

7. After incubationwith the secondaryantibodyandphalloidin-FITC,
wash cultures thrice carefully with 0.1M PBS for 10min each.

8. Carefully remove the polystyrene medium chamber using the
slide separator included in each pack of the glass slides. Mount
each slide adding mounting media and a 24 � 55 mm cover-
glass (VWR), sealing the borders with nail polish and drying
under a blower. The DAPI is used to stain the cell nuclei.
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9. Examine the slides using a microscope equipped with the
appropriate filters (see Note 18).

Figure 2 shows a 5 day primary cell culture from a regenerating
gut of H. glaberrima displaying cells immunoreactive for β-tubulin
(Fig. 2a) and Meso-1 (Fig. 2b).

3.5 Cell

Identification

by Scanning Electron

Microscopy

(See Note 7)

1. Proceed to gut rudiment dissociation as indicated in Subhead-
ing 3.2 from steps 1–7. Then seed the cells on round glass cover-
slips treated with poly-L-lysine (see Note 12) at a cell density of
1 � 105 cells/cm2. The 8 mm round coverslips fit inside the 24
well plates. Dilute the cell suspension in the supplemented
cell culture medium. Add 500 μL of culture medium per well
(seeNote 19) and incubate the cells as in 3.3.9.

2. After culturing cells on glass slides for the previously deter-
mined length of time, discard the culture medium and wash
carefully the cultures with 500 μL of filtered SW (see Note 13)
per well. Add 300–500 μL of 2 % glutaraldehyde in filtered SW.
Incubate for 2 h at 4 �C. Discard the glutaraldehyde and
incubate in 500 μL of filtered SW ON at 4 �C.

3. Post-fix the cells adding 300–500 μL of 1 % osmium tetroxide
(OsO4) in SW (see Note 13) for 2 h at RT. Wash specimens in
sterile distilled water with two rapid washes.

4. Dehydrate the cultured cells in graded ethanol (25, 40, 50, 60,
and 70 %) for 10 min each; (80, 90 %) twice for 10 min each,
and 100 % ethanol thrice for 10 min each.

5. Chemically dry the samples using Hexamethyldisilazane
(HMDS, Electron Microscopy Sciences) (see Note 20)

Fig. 2 Anti-β-tubulin and Meso-1 immunoreactivity of primary cell cultures from regenerating gut rudiments
(5 days post-evisceration) of the sea cucumber Holothuria glaberrima after 5 days in culture. (a) Anti-β-tubulin
labels (red) spherical and oval-shaped cells some of which exhibit cell projections (arrowhead). (b) Meso-1
labels (red) spherical cells (arrowhead). Phalloidin labels (green) spindle-like structures (arrow) that lack nuclei
in (a) and (b). Cell nuclei are labeled with DAPI (blue). Scale ¼ 10 μm
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incubating successively with 25, 50, and 75 % HMDS in 100 %
ethanol for 10 min each. Finally, wash thrice the samples with
100 % HMDS for 10 min each. Let the third wash in HMDS to
evaporate ON in a clean protected place at RT.

6. Put a carbon adhesive tab on each stub (Electron Microscopy
Sciences, 12.2 mm in diameter) with fine tweezers and proceed
to mount the sample. This is done carefully picking the glass
coverslips from the 24 well plates with fine tweezers one at a
time and placing them on the adhesive tab with the poly-L-
lysine (cell) side facing up. If you are not sure, check the cover-
slips under the stereoscopic microscope.

7. Coat the samples with a layer of 25 nm of gold and then
examine them with a scanning electron microscope (JEOL
JSM 6480 LV) using variable magnifications.

Figure 3 shows a 5 day primary cell culture from a regenerating
gut of H. glaberrima displaying cells with different morphologies
by Scanning Electron Microscopy.

Fig. 3 Cell morphology of cultured cells from regenerating gut rudiments (5 days post-evisceration) of the sea
cucumber Holothuria glaberrima after 5 days in culture shown by Scanning Electron Microscopy. Spherical
(asterisk ), ovoid-shaped (arrow ), and spindle-shaped (arrowhead ) structures are observed in (a). Higher
magnification of spindle-like structures (b) and an ovoid-shaped cell with a cell projection (asterisk ) (c) are
shown. Scale: (a) ¼ 10 μm, (b) ¼ 1 μm, and (c) ¼ 2 μm
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4 Notes

1. The antibiotic/antifungal solution concentration is three times
higher compared to that in cell culture medium and is used to
disinfect the dissected tissues. Diluted antibiotic and antifungal
solutions are heat labile, thus, it is recommended to store the
SW supplemented with antibiotics/antifungal at 4 �C until use.

2. There are different formulations to prepare calcium and mag-
nesium free artificial sea water. The formulation presented here
is the one reported by Van der Merwe et al. [10].

3. Cell-free coelomic fluid is used as a growth factor source in our
cell culture protocol.

4. Antibiotics and antifungal lose their activity in culture medium
in approximately 3–5 days. Additionally, supplements such as
L-glutamine also lose their activity in a few days in culture.
Thus, it is recommended to add the supplements to the L-15
medium the same day or the day before the cells are cultured,
and to change the culture medium every 3–5 days. The L-15
supplemented medium can be stored up to 2 weeks at 4 �C.
Some of the supplements used to enrich our culture medium
are used as reported by Odintsova et al. [9].

5. We obtain the coelomic fluid from sea cucumbers from the
species Holothuria mexicana, that, due to their size contain a
higher volume of coelomic fluid per animal when compared to
Holothuria glaberrima.

6. Prepare and manipulate the paraformaldehyde, glutaraldehyde,
and osmium tetroxide (OsO4) solutions carefully under the
fume or chemical hood since these solutions and their vapors
are highly hazardous by inhalation or skin contact. Use per-
sonal protective equipment: chemical goggles, disposable
nitrile gloves, disposable laboratory coat, and closed-toed
shoes. Before manipulation of these solutions read the
corresponding Material Safety Data Sheet. The used parafor-
maldehyde, glutaraldehyde, and osmium tetroxide solutions
should be disposed as hazardous waste.

7. The recipe to prepare the glutaraldehyde and the osmium
tetroxide solutions, as well as the protocol to fix and dehydrate
the cell monolayers for scanning electron microscopy was
kindly provided by Dr. Cristiano Di Benedetto from the Uni-
versity of Milan, Bioscience Department (personal
communication).

8. We work with the species Holothuria glaberrima because of
their high availability in nearby coastal areas, however, the
procedure described here could be used with other species of
holothurians, such as Holothuria mexicana.
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9. Prewarming the collagenase solution for approximately 5 min
at 28 �C in the water bath previous to tissue incubation, as well
as the agitation during incubation, accelerate the dissociation of
the tissue.

10. We have observed that cells from regenerating tissues tend to
clump more when compared to cells from nonregenerating
sources. Thus, it may be necessary to pass again the cell sus-
pension at this time through a cell strainer (mesh size 70 μm) to
eliminate the cell aggregates so as to be able to quantify
the cells.

11. You must dilute the trypan blue in CMFSS to obtain the same
osmolality as the medium in which the cells are resuspended,
otherwise the cells will lyse. We have tried resuspending cells in
culture medium but this increases the cell clumping.

12. Poly-L-lysine coated glass slides and coverslips are prepared by
incubating each well of the 8-well glass slides with 200 μL and
each coverslip in 24-wells plates with 500 μL of 0.01 % poly-L-
lysine solution ON; then the excess solution is removed and the
wells are washed in sterile ultrapure water. The slides and cover-
slips are dried and sterilized exposing them to UV light ON in a
laminar flow hood. These can be stored dry for up to a year at
RT if protected from dust.

13. We use filtered natural sea water but artificial sea water can also
be used to wash the cells.

14. Initially, we fixed the cells in 4 % PFA for only 10 min at 4 �C,
but after completing the immunohistochemistry protocol we
observed that most cells had detached from the well surface.
Thus, we increased the length of the fixation to 24 h, which
increased the number of attached cells remaining after the
immunohistochemistry protocol.

15. Triton X-100 is used to permeate the cell membrane to facili-
tate the entrance of the primary antibody into the cells. If the
antigen is on the external side of the membrane it might not be
necessary to incubate the cells with Triton X-100.

16. We centrifuge (13,000 � g for 2 min) the primary antibody
solutions prior to their addition to cells to eliminate any partic-
ulate present from the solution. Most of the antibodies used in
our lab are produced by our group and correspond to ascites or
hybridoma supernatants which contain suspended particles.
These particles may increase the background in your samples
if they are not eliminated at this point.

17. A cellular process involved in gut regeneration in holothurians
is cell dedifferentiation [14]. Specifically, when muscle cells
dedifferentiate they condense their contractile apparatus into
vesicles termed spindle-like structures (SLSs). These structures
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may be visualized labeling the SLSs which contain actin with
the phalloidin conjugated with the fluorophore FITC or Rho-
damine. Phalloidin is a fungal toxin that is well-known to bind
to actin filaments.

18. In our laboratory, cell cultures are examined and photographed
using a Nikon Eclipse E600 fluorescent microscope equipped
with FITC, R/DII and DAPI filters, and a Spot RT3 digital
camera (Diagnostic Instruments, Inc.). Images were recorded
using the Spot Basic software (version 4.7; Diagnostic Instru-
ments, Sterling Heights, MI), and Image J (version 1.37; NIH,
Bethesda, MD).

19. The 8 mm glass coverslips float in small volumes of poly-L-
lysine or cell culture medium. We have observed that 500 μL is
a suitable volume to maintain the coverslips on the bottom of
the 24-well plates.

20. An alternative method to dry the cells is the critical point drying
which requires a specialized device (Critical Point Dryer), liquid
carbon dioxide (CO2), and amyl acetate. In our lab, the
chemical-drying works well with the holothurian cells.
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Chapter 20

Large-Scale Parameter Studies of Cell-Based Models
of Tissue Morphogenesis Using CompuCell3D or VirtualLeaf

Margriet M. Palm and Roeland M.H. Merks

Abstract

Computational, cell-based models, such as the cellular Potts model (CPM), have become a widely used tool
to study tissue formation. Most cell-based models mimic the physical properties of cells and their dynamic
behavior, and generate images of the tissue that the cells form due to their collective behavior. Due to these
intuitive parameters and output, cell-based models are often evaluated visually and the parameters are fine-
tuned by hand. To get better insight into how in a cell-based model the microscopic scale (e.g., cell
behavior, secreted molecular signals, and cell-ECM interactions) determines the macroscopic scale, we need
to generate morphospaces and perform parameter sweeps, involving large numbers of individual simula-
tions. This chapter describes a protocol and presents a set of scripts for automatically setting up, running,
and evaluating large-scale parameter sweeps of cell-based models. We demonstrate the use of the protocol
using a recent cellular Potts model of blood vessel formation model implemented in CompuCell3D.
We show the versatility of the protocol by adapting it to an alternative cell-based modeling framework,
VirtualLeaf.

Key words Cellular Potts model, CompuCell3D, VirtualLeaf, Angiogenesis, Cell-based model,
Parameter study, Quantification

1 Introduction

To study the mechanisms of tissue morphogenesis, it is often useful
to see a tissue as a swarm of interacting cells that follow a set of
stereotypic or stochastic rules, which would be determined ulti-
mately by their genome. The decisions of the cells are then guided
by present and past interactions with adjacent cells and the micro-
environment. In this view, tissue morphogenesis is a problem of
collective cell behavior, in which tissues emerge, sometimes via
non-intuitive mechanisms, from stereotypic or stochastic rules
that the individual cells follow.

A useful computational tool for studying collective cell behav-
ior is cell-based modeling [1, 2]. The inputs to a cell-based model are
the behavioral rules that cells follow. The output of a cell-based
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model is the tissue morphogenesis that follows indirectly from the
collective behavior of the individual cells. Cell-based models have
been applied to a wide range of problems in developmental biology,
including somitogenesis [3], tumor development [4–7], liver
regeneration [8], plant development [9, 10], epithelial branching
[11], cystogenesis [12], and angiogenesis and vasculogenesis
[13–18]. In many cell-based models cell behavior is described at a
phenomenological level, based on experimental observations. More
recent approaches have introduced detailed models of genetic net-
works guiding cell behavior; see, e.g., refs. 3, 19. These studies
demonstrate the utility of cell-based modeling for elucidating the
mechanisms of development.

Because most cell-based simulations cannot be solved analyti-
cally, insight into their behavior must be obtained using computer
simulation. Individual simulations with visual output can give some
initial intuition about the behavior and parameter sensitivity of the
model. To obtain a more systematic overview of the range of
behaviors the model can exhibit, and its sensitivity to parameters,
it becomes necessary to rerun the simulation many times for differ-
ent parameters, and, in case of stochastic models, to obtain statisti-
cal measures of the model results by rerunning many random
instantiations of the model. If values for the model parameters
cannot be determined experimentally, we must test the model for
a range of experimentally plausible parameter values [14, 20]. And
where parameter values are partly known, systematic parameter
studies help predict the response of the system to pharmaceutical
treatments [17, 18] or evaluate the behavior of a tissue. Thus,
systematic parameter studies are a central tool for analyzing cell-
based modeling.

As cell-based models become more complex and take longer to
run, performing such parameter studies can become a challenging
problem both in terms of computational power and in terms of data
management. Here, we describe a protocol and release a set of
Python scripts to automatically set up, run, and analyze large
parameter sweeps of cell-based models on desktop machines,
computational clusters, or in the cloud. Although the protocol
and parts of the scripts can be used with any kind of simulation
tool that can be started from the command line, we illustrate the
protocol in detail with a simulation of vasculogenesis (blood vessel
formation; [13, 21]), developed using the cell-based simulation
package CompuCell3D [22]. CompuCell3D is an implementation
of the cellular Potts model (CPM) [23, 24], a widely used cell-
based simulation method. The CPM is a lattice-based technique
that simulates the stochastic, amoeboid motility of biological cells
in response to local cues from adjacent cells and diffusive signals, in
this way making predictions on collective cell behavior. To illustrate
that the parameter sweep can be applied to any kind of simulation
tool with a command-line interface, we also show how to adapt the
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Python scripts to set up, run, and analyze a parameter sweep for
VirtualLeaf [9], which is an alternative cell-based modeling
technique.

2 Materials

The following materials and prior knowledge are required for using
and extending the code provided in this protocol.

2.1 Python To useCompuCell3D, and to run theCompuCell3D extensions and
parameter sweep scripts presented in this chapter, you will use the
programming language Python.

1. Download and install the latest version of the Python 2.x
branch (see Note 1) from http://www.Python.org/down
load/. Alternatively, Linux users can install Python using their
package manager.

2. Familiarize yourself with Python (see Note 2). We recommend
http://en.wikibooks.org/wiki/Non-Programmer’s_Tutorial_
for_Python_2.6 for readers with no programming experience
and http://docs.Python.org/2/tutorial/ for readers with pro-
gramming experience in other programming languages.

2.2 Cloud Computing Because cell-based simulation models typically take dozens of min-
utes to hours to complete, depending on the technique you use and
the complexity of the model, we recommend using a computer
cluster or a cloud computing service to run multiple simulations
in parallel. You can acquire access to a computing cluster via your
institute or use online services, like Amazon Webservices (http://
aws.amazon.com). If you want to use a computer cluster, familiar-
ize yourself with its usage.

2.3 CompuCell3D CompuCell3D [7] offers an easy-to-use graphical user interface for
setting up and running simulations. CompuCell3D is designed as a
modular framework and can therefore easily be extended, either
using Python or C++.

1. The Python scripts provided in this chapter require the
most recent Numpy version. Download Numpy from
http://sourceforge.net/projects/numpy/files/ and install it
(see Note 3) before installing CompuCell3D. This will prevent
CompuCell3D from installing an older release of Numpy.

2. Download a suitable CompuCell3D installer from http://www.
compucell3d.org/SrcBin. Currently installers are available for
Ubuntu Linux OS X (10.6, 10.8, and 10.9), and Windows. If
there is no installer for your operating system, build Compu-
Cell3D from the source http://www.compucell3d.org/Com
pilingCC3D (see Note 4). When you are installing
CompuCell3D on a cluster, you may also need to compile
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CompuCell3D because of the absence of suitable installers or
because you are not allowed to run an installer from your
account. During the installation of CompuCell3D you must
specify the installation directory; in the remainder of this chap-
ter we refer to this directory as CC3DPATH.

3. Familiarize yourself with the CPM [23, 24] and with Compu-
Cell3D. A step-by-step tutorial explaining the CPM and how to
set up and run simulations with CompuCell3D can be found in
[22] and an overview of the functions of CompuCell3D can be
found in the reference manual [25]. The CompuCell3D instal-
lation includes a variety of example models, which can be found
in the directory “Demos” located in the installation directory of
CompuCell3D.

2.4 CC3DSimUtils As supplementary material to this book chapter, we provide a
Python module CC3DSimUtils. This module can be used to visua-
lize and analyze simulation results, and to set up simulations with
CompuCell3D.

1. Download the supplementary material from http://persistent-
identifier.org/?identifier=urn:nbn:nl:ui:18-22500 and extract it.

2. Create a project directory at any location. In this directory we
will store all code, simulation scripts, and results. We will refer
to the path of this directory as PROJECTPATH.

3. Create a directory named “src” in PROJECTPATH.

4. Get CC3DSimUtils.zip from the supplementary materials and
copy it to the “src” directory. Make sure that the directory
containing CC3DSimUtils is named “CC3DSimUtils”. In the
subdirectory “doc” of “CC3DSimUtils” you will find the docu-
mentation of CC3DSimUtils (“html/CC3DSimUtils.html”).

5. Tell Python about the location ofCC3DSimUtils. For a Python
script that will be executed from the root of PROJECTPATH,
insert the following commands to the beginning of the Python
script:

import sys
sys.path.append("src/")

Alternatively, experienced users can add the path to CC3DSi-
mUtils to the system variable PYTHONPATH.

6. Install the following packages, which are required for CC3DSi-
mUtils (see Note 5):

l Scipy:http://sourceforge.net/projects/scipy/files/(see Note3)

l Python imaging library (PIL): www.pythonware.com/
products/pil/

l Mahotas: http://luispedro.org/software/mahotas (see Note 6)

l Pymorph: http://luispedro.org/software/pymorph
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Installation instructions for these packages can be found
at their websites. Alternatively, use a Python package
manager, such as setup_tools or pip. For example:

>> pip install pymorph

3 Methods

We illustrate the use of CC3DSimUtils using a model of vascular
network formation based on the cellular Potts model, which is
implemented in CompuCell3D. The model is described in detail
elsewhere [13, 21]. Briefly, the model captures the self-
organization of endothelial cells into vascular network-like struc-
tures, based on the following assumptions: (a) endothelial cells have
an elongated shape, they (b) adhere to one another, and (c) they
move and rotate randomly [21]. In a variant of the model, chemo-
taxis speeds up network formation and increases the stability of the
networks [13, 21].

Overall, the presented workflow is as follows. We first organize
the project directory with several subdirectories that will hold all
code, simulation scripts, simulation data, images, and analysis
results. We then run the model once and analyze the dynamics of
network formation. Next, we use this model as the basis for a
parameter study: We show how to set up, perform, and evaluate a
parameter study using CompuCell3D and CC3DSimUtils. Finally,
we illustrate the versatility of the parameter sweep protocol by
adapting the Python scripts to the alternative cell-based modeling
framework VirtualLeaf [9].

3.1 Organize Project

Directory

To organize the simulations, we create a project directory in which
you store simulation and analysis scripts, raw simulation data, sim-
ulation images, and analysis results. The structure of this directory
is based on the structure suggested by Noble [26].

1. Create a project directory at any location, if you have not yet
done so in Subheading 2.3. From now on we will refer to the
path to the project directory with PROJECTPATH. This direc-
tory will be used for all examples in this section.

2. Create the following subdirectories:

l “src”: Holds all non-executable codes, such as theCC3DSi-
mUtils module.

l “bin”: Holds all executable codes, such as analysis scripts.

l “scripts”: Holds all simulation scripts that will be used with
CompuCell3D.

l “log”: Holds text files that list parameter values and ran-
dom seeds for automatically generated simulations.
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l “data”: Holds all raw simulation data.

l “images”: Holds all images that show the configuration of
cells resulting from a simulation.

l “results”: Holds all data files and images resulting from
analysis methods.

3.2 Run the

CompuCell3D Model

from the Command

Line

We run a simulation of the blood vessel formation model using the
command line interface of CompuCell3D. By running Compu-
Cell3D from the command line we can bypass the graphical user
interface, which reduces simulation time. Furthermore, using the
command line enables us to use a computer cluster, because clusters
are usually unable to run a graphical interface. All commands
provided in this section are designed to be executed from the root
of the PROJECTPATH. When we refer to directories, we refer to
subdirectories of PROJECTPATH.

1. Get the file “steppables.zip” from the supplementary materials
and extract it to the “src” directory.

2. Get “longcells_chem.zip” from the supplementary materials
and extract it to the “scripts” directory. The zip file contains
three files: a CC3DML file (“.xml”), and Python file (exten-
sion “.py”), and a “CompuCell3D” file (extension “.cc3d”).
Together, these three files specify a single CompuCell3D
simulation. Change the variable projectpath on line 5 of
“longcells_chem.py” (in subdirectory “longcells_chem” of the
“scripts” directory) to your PROJECTPATH. Windows users
can use either the slash (/) or two backslashes (\cr) in path
definitions.

3. Run the simulation by typing the following in a terminal
emulator (Linux and OS X) or Command Prompt (windows)
(see Notes 7–9):

Linux and OS X

>>CC3DPATH/runScript.sh --noOutput -i
PROJECTPATH/scripts/longcells_chem.cc3d

Windows

>>CC3DPATH\runScript.bat --noOutput --i
PROJECTPATH\scripts\longcells_chem.cc3d

>>This may take up to ~45 min.

4. Next we plot the simulation results, and combine the images
for a number of time steps in a single figure. Get “long-
cells_chem_draw.py” and “default.ctb” from the supplemen-
tary materials. Save “longcells_chem_draw.py” in the “bin”
directory and “default.ctb” in your PROJECTPATH. Run
“draw_longcells_chem.py” (see Note 10):
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>>python bin/longcells_chem_draw.py

The directory “longcells_chem” (subdirectory of “images”)
contains the morphologies of consecutive time steps, and
the “results” directory contains a collage similar to Fig. 1
(“longcells_chem.png”) of the morphologies for 500, 2,000,
5,000, and 10,000 simulations steps combined. The morphol-
ogies are created with the function makeImages from
CC3DSimUtils. This function draws images using the data
files generated by the simulation. The function stackImages
from CC3DSimUtils can be used to combine any set of images
of the same size. See the CC3DSimUtils documentation for
further details.

3.3 Analyzing

a Single CompuCell3D

Simulation

Now we have a set of simulation results and images. We next
present a series of methods to quantify these simulation results.

1. Calculate the compactness of the vascular network simulations.

The compactness is defined as
Acells

Ahull
with Acells the total area of

the largest connected component andAhull the area of the convex
hull. The convex hull can be seen as the smallest “gift wrapping”
around an object. Get “longcells_chem_compactness.py” from
the supplementary materials, save it in the “bin” directory, and
run with

>>python bin/longcells_chem_compactness.py

The “results” directory will contain a tab-separated text file,
“longcells_chem_compactness.data”, which lists the compact-
ness for every time step measured. A plot of this data should
look similar to Fig. 2.

2. Analyze where the elongated cells align with one another and
where defects in alignment occur. To do so, we first quantify and
visualize the relative orientations of the cells. Calculate an angle
θ between the cell at a pixel x! and the average orientation in
the neighborhood of x!. The orientation of a cell, v!, is the

Fig. 1 Morphologies at 500, 2,000, 5,000, and 10,000 time steps, for a simulation with “longcells_chem”
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orientation of the long axis of that cell. Assuming that cells are
close to elliptic, we can approximate v!by the orientation of the
eigenvector corresponding to the largest eigenvalue of the cell’s
inertia tensor. For a cell C, defined as the set of pixels with
coordinates x!¼ x1; x2f g that the cell occupies, the inertia

tensor is defined as I ðCÞ ¼

X
x!2C

x2
2 �

X
x!2C

x1x2

�
X
x!2C

x1x2
X
x!2C

x1
2

0
BBB@

1
CCCA.

The average cell orientation within a disk of radius r centered
on x! is called the director:

n! x!; r
� � ¼ v! σ y!� �� �� �

y!2Z2: x!� y!�� ��<r
� �. The angle θ

between the cell orientation v! and the director n! is a measure
for local cell alignment:

θ x!; r
� � ¼ cos�1 n! x!;r

� �
� v! σ x!� �� ��� ��

n! x!;r
� ��� �� v! σ x!� �� ��� ��

	 

. Get “longcells_

chem_alignment.py” from the supplementary materials, save it
to the “bin” directory, and then run with

>>python bin/longcells_chem_alignment.py

This script calculates θ for r ¼ 3 at each pixel and plots it on the
morphology. The script stores the resulting images in the sub-
directory “longcells_chem” of “images”. It also creates a collage
similar to Fig. 3 (“longcell_chem_reldir_r¼3.png” in “results”),
which combines plots of θ for r ¼ 3 at time steps 500, 2,000,
5,000, and 10,000.

3. The2DnematicorderparameterSðrÞ ¼ cos 2θ X
!

σð Þ; r
� �� �D E

σ
,

with X
!

σð Þ the center of mass of cell σ, quantifies the degree of
local alignment in amorphologywith a number between 0 and 1.
S(r) ! 1 for cells aligning with one other on overage over a
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Fig. 2 Time evolution of the compactness for a single simulation of
“longcells_chem”
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distance r, and S(r) ! 0 for cells with random orientations.
Get “longcells_chem_orderparameter.py” from the supplemen-
tarymaterials and save it in the “bin”directory.Run the scriptwith

>>python bin/longcells_chem_orderparameter.py

This script produces a file, named “longcells_chem_orderpara-
meter.data”, in the “results” directory that contains the order
parameter for radii 20, 40, and 600 for every 250th time step.
Note that radius r ¼ 600 the disk covers the whole 400 � 400
simulation domain, so S(600) becomes a global order parame-
ter. Plotting the evolution of the order parameters should result
in an image similar to Fig. 4.

3.4 Setting Up and

Running a Parameter

Sweep with

CompuCell3D

We showed how to set up, run, and analyze a single simulation using
CompuCell3D and CC3DSimUtils. To gain insight into how spe-
cific parameters affect the model behavior, a model should be
simulated repeatedly with different parameter values. In case of a
stochastic model, such as the CPM, the simulation for each parame-
ter value should be repeatedmultiple times to obtain good statistics.

Fig. 3 Angle θ between cells and the local director (for r ¼ 3) mapped on the morphologies at 500, 2,000,
5,000, and 10,000 time steps, for a simulation with “longcells_chem”
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Fig. 4 Time evolution of the order parameter for radii 20, 40, and 600 (global) for
a single simulation of “longcells_chem”
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Here we show how to set up and run such a parameter sweep. First,
we create a driver script that runs and analyzes a single simulation.
Next, we show how to automatically create the simulation scripts for
each parameter value and simulation repeat. In this example we vary
the surface tension and turn chemotaxis on or off.

1. Get “driver.py” from the supplementary materials and save it as
a subdirectory of PROJECTPATH called “bin”. The driver
script runs a simulation (Subheading 3.2) and analyzes the
simulation results (Subheading 3.3). Change the variables
projectpath and cc3dpath in “driver.py” such that pro-
jectpath points to your PROJECTPATH and cc3dpath
points to your CC3DPATH. For example, to run the driver
script for “longcells_chem.cc3d” run the driver script with

>>python bin/driver.py longcells_chem

The concept of collecting all operations concerning a single
simulation in one driver script can be applied to any modeling
method that can be invoked from the command line.

2. (For cluster users) When a driver script is used on a cluster, you
may also include commands to compress and pack the data to
facilitate data transfer to your desktop machine. The command
system in the Python module “os” can call the compression
utilities from your driver script. To create a compressed archive
containing all files starting with “longcells_chem” and ending
with “.data”, append the following line to the driver script:

os.system(“tar --czf data_longcells_chem_001-1.
tar.gz longcells_chem_001-1*.data”)

3. To automatically set up the simulation, we use template simu-
lation scripts. Get “templates.zip” from the supplementary
materials and extract it in the root of PROJECTPATH. This
will create a new folder named “templates” and in it you find
four files: “longcells_chem.py”, “longcells_chem.xml”, “long-
cells_nochem.py”, and “longcells_nochem.xml”. The first two
files serve as templates for the simulations with chemotaxis and
the second two files serve as templates for the simulations
without chemotaxis.

4. Automatically generate the scripts needed to run aCompuCell3D
simulation. Get “preprocess.py” from the supplementary materi-
als, save it in the “bin” folder, and run with

>>python bin/preprocess.py

For each parameter value specified in “preprocess.py” this
script creates for each repeat a CompuCell3D script, and a
directory containing a CC3DML script and Python script in
the “scripts” directory. For each simulation repeat a unique
random seed is generated to ensure that each simulation is
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different (see Note 11). Each simulation is identified by an
automatically generated simulation name, constructed as
[description]_[number]-[repeat]. We use the [description]
to differentiate between simulations with and without chemo-
taxis: “longcells_chem” and “longcells_nochem”. The three-
digit simulation [number] is used to link a simulation to a
parameter value. The [repeat] is a number that is used to set
apart the simulation repeats. Besides the scripts for Compu-
Cell3D, “preprocess.py” also generates log files (in the direc-
tory “log”) that store the parameter values (“longcells_1-10.
sim”) and the random seeds (“longcells_1-10_10x.seed”).
“preprocess.py” is specific for changing the surface tension in
a set of templates. For other CompuCell3D models and/or
other parameter sets, adapt “preprocess.py” using the func-
tionality in the Experiment class of CC3DSimUtils. See the
CC3DSimUtils documentation for more details.

5. (For cluster users) The simulations become faster if you save
the simulation results on a section of the file system local to the
node you are running on (often called “scratch space”), and
move the data to your home directory when the simulation is
finished. Point the variable datapath in “preprocess.py” to the
scratch space, and add commands to the driver to copy the data
back to your home directory. For this we recommend using the
Python standard library modules os and shutil.

6. (For cluster users). The script “preprocess_cluster.py” automat-
ically generates the job scripts needed to schedule the simula-
tions on cluster using PBS [27]. Get “preprocess_cluster.py”
from the supplementary materials to the “bin” directory, create
a directory “clusterscripts” in PROJECTPATH, and run “pre-
process_cluster.py”:

>>python bin/preprocess_cluster.py

After running the script, there will be a number of PBS scripts
in the “clusterscripts” directory and should look like the
following:

#PBS -S/bin/bash
#PBS -lnodes¼1
#PBS -lwalltime¼8:00:00
cd $HOME
python driver.py longcells_chem_001-1 > log/
longcells_chem_001-1.out 2> log/longcells_chem_
001-1.err &
. . .

python driver.py longcells_chem_001-8 > log/
longcells_chem_001-8.out 2> log/longcells_chem_
001-8.err &
wait
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Submit the job script with “qsub” to add the run to the queue
on the cluster. Each PBS script contains 8 jobs and requests an
8-core node (see Note 12). To change these parameters,
change the variables cores and ppn in “preprocess_cluster.
py”. You may also need to modify the function createPBS in
“CC3DPipeline.py” in CC3DSimUtils to fit the hardware and
scheduling software of the cluster you are using.

7. When all simulations are finished we have a collection of raw
data files, data analysis results, and images. For each simulation
all data files should be located in the “data” directory, in a
subdirectory with the simulation name, for example: “PRO-
JECTPATH/data/longcells_chem_001-1/”. Similarly, the
images are expected to be in a subdirectory with the simulation
name in the directory “images”: “PROJECTPATH/images/
longcells_chem_001-1/”. If this is not the case, move your
data files and/or images to these locations.

3.5 Analyzing a

CompuCell3D

Parameter Sweep

After running the parameter sweep we have raw data, data analysis
results, and images for each simulation. Here we show how to
collect and present this data.

1. Create a morphospace, a collage of simulated morphologies
as a function of one or two simulation parameters. Get
“postprocess_morphospace.py” from the supplementary mate-
rials, save it to the “bin” directory, and run it with

>>python bin/postprocess_morphospace.py

Now, you should find an image named “longcells_1-10_
morphospace_100000.png” in the “results” folder, which
should look similar to Fig. 5. The morphospace is created

Fig. 5 Morphospace showing the effects of varying surface tensions with and without chemotaxis
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with the function morphImages, from CC3DSimUtils. See
the CC3DSimUtils documentation for more details.

2. Calculate the compactness as a function of the surface tension.
Get “postprocess_compactness.py” from the supplementary
materials and save it in the “bin” directory. Run it with

>>python bin/postprocess_compactness.py

The script collects the compactness at the last time step of each
simulation repeat for each tested parameter value and it calcu-
lates the mean and standard deviation over the simulation
repeats. The results can be found in “longcells_chem_1-
10_10x_compactness.data” (simulations with chemotaxis) and
“longcells_nochem_1-10_10x_compactness.data” (simulations
without chemotaxis) in the “results” directory. Plotting this
data should result in a plot similar to Fig. 6.

3. Quantify thedegreeof cell alignmentby calculating themean and
standard deviation of the order parameter. Get “postprocess_
orderparameter.py” from the supplementary materials, save it
into the “bin” directory, and run the script with

>>python bin/postprocess_orderparameter.py

This script calculates the mean and standard deviation of the
order parameter S(r, t) as a function of time for radii r ¼ 20
and r ¼ 40, and the global order parameter (r ¼ 600) for all
simulation repeats of one surface tension. The results can be
found in “longcells_chem_003_10x_orderparameter.data”
and “longcells_nochem_003_10x_orderparameter.data”, in
the “results” directory. With the data in these files we generated
the plot in Fig. 7 for simulations of 1,000,000 time steps. Note
that to reduce simulation time the scripts presented in this
chapter produce only 100,000 time steps.
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Fig. 6 Compactness for simulations with and without chemotaxis, plotted against
the surface tension. The compactness was calculated at 100,000 time steps,
and for each parameter the simulation was repeated 10 times (error bars
represent standard deviation)

Parameter Studies with Cell-Based Models 313



4. To relate cell motility to the degree of cell alignment, we detect
clusters of aligned cells in the morphology. We loosely define a
“cluster” as a set of cells aligned with the local director,

θ x!; r
� �

< θ�, with θ* a threshold value. Clusters are separated

from other clusters by regions with values of θ x!; r
� �

> θ�

(dark gray regions in Fig. 3). More formally, clusters are
detected as follows:

(a) Define a binary matrix B of dimensions equal to the simu-
lation domain.

(b) Assign a value of B x!� � ¼ 1 to all cell pixels x! for which

θ x!; r
� �

θ�, with θ* a threshold value and B x!� � ¼ 0 for all

other pixels.

(c) In B detect all connected components larger than 50
pixels. A set of cells forms a cluster if each cell overlaps
with the same connected component in B for 50 % of its
area or more.

5. To study how aggregation of aligned cells in clusters affects cell
behavior we measured the translation and rotation of the cells
as a function of cluster size. The translational diffusion coeffi-
cient Dt quantifies the translational motility of cells. It is
derived from the mean squared displacement (MSD) of a cell:

X
!

σ; tð Þ � X
!

σ; 0ð Þ
��� ���2D E

σ
¼ 4Dtt . The rotational diffusion

coefficient Dr is derived from the mean squared rotation
(MSR) of a cell: h(α(σ, t) � α(σ, 0))2iσ ¼ 2Drt.

6. Calculate the translational and rotational diffusion coefficients.
Get “postprocess_diffusion.py” from the supplementary mate-
rials, save it in the “bin” directory, and run the script with

>>python bin/postprocess_diffusion.py

Fig. 7 Time evolution of the order parameter for radii 20, 40, and 600 (global).
Each line represents the average order parameter of ten simulations and the grey
areas represent the standard deviation
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This script creates time series of the MSD and the MSR of each
cell as a function of the cluster size and uses those time series to
calculate the translational and rotational diffusion coefficients.
First, cells are binned according to cluster size for each time
step, with a bin size of five cells and the first bin running from
two to five cells. Then, the MSD and MSR of each cell are split
into chunks of ten consecutive time steps, during which that
cell belonged to the same cluster size bin. Using these binned
chunks the translational and rotational diffusion coefficients are
calculated with a least square fit of, respectively, the MSD and
MSR. The diffusion coefficients, together with the standard
error of the estimate of the fit, are stored in “longcells_no-
chem_003_10x_diffusion.data” in the “results” directory. In
Fig. 8 we plot the translational and rotational diffusion coeffi-
cients calculated using data from time step 500 to 250,000
(similar to our previous work [21]). As mentioned before, the
scripts presented in this chapter only produce 100,000 time
steps in order to reduce simulation time.

3.6 Adapting

the Protocol

to Alternative

Simulation Packages

The scripts described in Subheadings 3.4 and 3.5 can be adapted to
any simulation package that is (1) invoked from the command line
and (2) for which model parameters are specified in a text file. As an
example, we show how to use the scripts used in Subheadings 3.4
and 3.5 to set up, run, and analyze for the cell-based, vertex-based
modeling framework VirtualLeaf [9, 28]. A model in the Virtual-
Leaf is defined by the so-called plugin and the model parameters are
defined in the so-called leaf file. With the leaf file and the plugin,
VirtualLeaf can be invoked from the command line. Thus, Vir-
tualLeaf meets both of the requirements of the parameter sweep
protocol.
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Fig. 8 Diffusion coefficients as a function of the cluster size. (a) Translation
diffusion coefficient and (b) rotational diffusion coefficient. These diffusion
coefficients were calculated from ten simulations of 250,000 time steps. The
error bars represent the standard error of the estimates of the least square fit
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1. Create a project directory for your VirtualLeaf project
(as described in Subheading 3.1).

2. Adapt “driver.py” to run and analyze VirtualLeaf simulations.

(a) To run the simulation, “driver.py” uses the function os.
system (on line 26), which attempts to execute its argu-
ment on the command line. For example, for a VirtualLeaf
model defined in “plugin.cpp” and the parameters defined
in “leaf.xml”, this argument must be (see Note 13) as
follows:

/path/to/VirtualLeaf/bin/VirtualLeaf --b --l leaf.
xml-mlibplugin

Assign the path to the VirtualLeaf executable to execpath
(line 7) and assign the executable name, i.e., “VirtualLeaf”
to executable (lines 10–11). Next, define a new variable
named plugin, before line 26, that points to the plugin in
which your model is defined (e.g., ‘libplugin’). Now,
change line 26 to the following:

os.system(‘execpath+/+executable+ --b --l
‘+projectpath+/scripts/+id+.xml --m ‘+plugin)

(b) Remove the commands on line 28 and further, and replace
them with calls to your own analysis functions.

3. Create a template leaf file for your model that contains the
default parameter values for your model.

4. Create a new Python script to automatically generate leaf file,
based on “preprocess.py”.

(c) Copy line 1 of “preprocess.py” to import the necessary
Python libraries.

(d) Create a function buildLeafFile to change specific
parameter values in a template leaf file. Because leaf files
are based on XML, you can use “Experiment.py” as an
example on how to adapt an XML file using Python.
Besides changing specific parameter values, buildLeaf-
File also assigns a random seed, sets the intervals at which
the simulation generates graphical and numerical output,
and sets the filenames and location of the output. As with
the CompuCell3D simulations, model output files should
be identified by the simulation description, simulation
number, and repeat number: description_number-repeat,
and be stored in a directory with the same name in the
“data” directory of PROJECTPATH.

(e) Define a variable projectpath (see line 47 of
“preprocess.py”):

projectpath ¼ [PROJECTPATH]

replacing [PROJECTPATH] for your PROJECTPATH.
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(f) Define the parameters of the parameter sweep. These are
simname for the simulation description, offset for the
first simulation number, repeats for the number of
repeats, and rep0 for the first repeat number (see lines
51–58 of “preprocess.py”). For example:

simname ¼ ’leaf’

offset ¼ 1

repeats ¼ 10

rep0 ¼ 1

(g) Set the simulation time (simtime) and the frequency at
which output is generated (savefreq) (see lines 59–62
of “preprocess.py”). For example:

simtime ¼ 1000

savefreq ¼ 25

(h) Create a list of parameter values, named par, that will be
tested in the parameter sweep (see line 64 of “preprocess.
py”).

(i) Create output files for simulation settings and seeds, and
write the file headers (see lines 70–76 of “preprocess.py”):

runid ¼ simname+’_’+str(offset)+’-’+str
(offset+len(par)-1)

# open log file for parameter values

out ¼ open(’log/’+runid+’.sim’,’w’)

out.write(’#id\tPARAMETERNAME’)

# open log file for random seeds

sout ¼ open(’log/’+runid+’_’+str(repeats)
+’x’’.seed’,’w’)

sout.write(’#id\tseed’)

(j) Iterate over the parameters and the simulation repeats
(see lines 79–101 of “preprocess.py”). The outer loop is
used to write the tested parameter values to the log files.
In the inner loop the random seed is generated and the
leaf file is created:

seeds ¼ []

for i,p in enumerate(par):

out.write(’\n’+name+’_’+string.zfill(i
+offset,3)+’\t’+str(p)+’\n’)

for n in range(rep0,repeats+rep0):

simid ¼ name+’_’+string.zfill(i+off-
set,3)+’-’+str(n)

seed ¼ random.randint(1,10**9)
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# check if seed is unique

while seed in seeds:

seed ¼ random.randint(1,10**9)

seeds.append(seed)

sout.write(’\n’+simid+’\t’+str(seed))

#--- Create leaf file ---#

buildLeafFile(. . .)

5. Adapt “preprocess_cluster.py” to create a set of scripts for the
PBS job scheduler.

(a) Change numlist (line 7) such that it represents the ranges
from the lowest simulation number to the highest simula-
tion number.

(b) Change replist (line 9) such that it represents the range
from the lowest repeat number to the highest repeat
number.

(c) Replace basename (line 13) with your simulation
description.

(d) Change cores (line 17), ppn (line 19), and runtime (line
21) to fit the type of node, number of processors per node,
and simulation time you will request on the cluster.

(e) Replace line 25 with

joblist ¼ [name+’_’+string.zfill(num,3)+’-
’+str(n) for name in simnames for num in
numlist for n in replist]

6. Depending on the analysis performed in the driver script, create
your own set of post-process scripts. For this, you can use post-
process scripts from Subheading 3.5 as examples:

l “postprocess_morphospace.py” can be used as an example
for creating morphospaces.

l “postprocess_compactness.py” can be used as an example
to collect values for one time point per simulation, and
mapping that data on parameter values.

l “postprocess_orderparameter.py” can be used as an exam-
ple on how to collect time course data for multiple
simulations.

4 Notes

1. There are two Python branches: Python 2.x and Python 3.x,
which are not fully compatible. All codes supplied with this
chapter and CompuCell3D are compatible with Python 2.6
and new versions of the Python 2.x branch.
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2. Python uses indentations to delimit blocks of codes. In code
that is copied from different sources, indentation may be bro-
ken due to different indentation lengths or mixing of tabs and
spaces. See http://www.Python.org/dev/peps/pep-0008/
#indentation and http://www.Python.org/dev/peps/pep-
0008/#tabs-or-spaces for more information on how to cor-
rectly indent your code.

3. Windows users should install the Numpy or the Scipy version
that fits with your Python version. First check your Python
version:

>>python --V

Note the first two digits of the Python version, e.g., 2.7. Now
go to the download page of Numpy or Scipy and select the
latest version. Here you should find an installer that ends with
your python version, e.g., “numpy-x.y.z-win32-superpack-
python27.exe”.

4. When you compile CompuCell3D, always check the Compu-
Cell3D website for the most recent instructions and dependen-
cies. Here we list some extra instructions for the compilation of
CompuCell3D.

l The CompuCell3D developers recommend to use “cmake-
gui”; for systems without a graphical user interface the
“cmake curses gui”, also known as “ccmake”, can be used
as an alternative.

l Ensure that you compile CompuCell3D with the “release”
flag because omitting this flag significantly increases
simulation time. The “release” flag can be set with the
“cmakegui” or “ccmake”.

5. CC3DSimUtils needs freetype fonts for the labels on images.
You may need to install freetype (http://www.freetype.org/
download.html) and/or to change the variable fontpath in
the function definitions of makeImage, stackImages, and
morphImages (all in “ImageUtils.py” in CC3DSimUtils).

6. For windows users we strongly recommend to download the
installer for Mahotas at http://www.lfd.uci.edu/~gohlke/
pythonlibs/. Building the source of Mahotas, for example
using pip, is not recommended.

7. CompuCell3D interprets all paths relative to its own path.
Therefore, when running a simulation using runScript.sh you
should specify the full path to the simulation file, for example.

l Windows:C:\Users\username\project_name\scripts
\script.cc3d
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l Linux:/home/username/project_name/scripts/
script.cc3d

l OS X:/Users/username/project_name/scripts/
script.cc3d

8. On windows, running runScript.bat changes the working
directory to the CC3DPATH. Make sure to change it back to
the PROJECTPATH afterwards.

9. In this model we use a connectivity constraint to ensure that
each cell consists of single connected component. Calculating
the connected components is computationally expensive;
therefore CompuCell3D checks only for local connectivity by
checking if a cell is a single connected component within a small
neighborhood. This can cause pixels to become frozen, because
any change in their neighborhood breaks local connectivity. We
fixed this by adding an extra test to the connectivity constraint
for pixels that fit the pattern of a frozen pixel. We used this fixed
connectivity constraint for all our simulations.

This plugin (“ConnectivityFroNo.zip”) can be downloaded
from the supplementary materials and compiled as a part of the
CompuCell3D developer zone; see the CC3D developers’ man-
ual [29] for instructions.

10. On Windows the Python installation directory may not be in
the $PATH; this results in an error like the following:

‘Python is not recognized as an internal or external
command, operable program or batch file.

Adding the installation directory of Python to your $PATH
system variable should solve this problem.

11. Random seeds are used to initialize a random generator. Every
time a random generator is initialized with the same results, it
returns the same sequence of pseudo-random numbers. Thus,
if we run a CompuCell3D simulation twice with identical seeds,
we get identical results. If no random seed is provided, Com-
puCell3D uses the current time to generate a random seed.
When multiple simulations are started at the same moment, for
example on a computer cluster, they will get the same seed.
Thus, predefining random seeds has two advantages: (1) the
results are reproducible and (2) the random seeds in parameter
sweep are unique.

12. It is often more efficient to leave one core of a node idle. This
core is then reserved for system processes while the remaining
nodes are reserved for user processes, i.e., the simulations. To
do so, set ppn (processes per node) in “preprocess_cluster.py”
to one less than there are cores (number of cores of the
requested node).
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13. Due to a bug in the current version of VirtualLeaf (1.0.1), if
VirtualLeaf is invoked with both a leaf file and a plugin in
which another leaf file is defined, the leaf file defined in the
plugin will be used. To correct this problem, add the following
code to “virtualleaf.cpp’ after the line with

"model_catalogue.InstallFirstModel();", and
recompile:

if (leaffile) {

main_window->Init(leaffile);

}
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Chapter 21

Simulating Tissue Morphogenesis and Signaling

Dagmar Iber, Simon Tanaka, Patrick Fried, Philipp Germann,
and Denis Menshykau

Abstract

During embryonic development tissue morphogenesis and signaling are tightly coupled. It is therefore
important to simulate both tissue morphogenesis and signaling simultaneously in in silico models of
developmental processes. The resolution of the processes depends on the questions of interest. As part of
this chapter we introduce different descriptions of tissue morphogenesi s. In the simplest approximation
tissue is a continuous domain and tissue expansion is described according to a predefined function of time
(and possibly space). In a slightly more advanced version the expansion speed and direction of the tissue
may depend on a signaling variable that evolves on the domain. Both versions will be referred to as
“prescribed growth.” Alternatively tissue can be regarded as incompressible fluid and can be described
with Navier-Stokes equations. Local cell expansion, proliferation, and death are then incorporated by a
source term. In other applications the cell boundaries may be important and cell-based models must be
introduced. Finally, cells may move within the tissue, a process best described by agent-based models.

Key words Tissue dynamics, Signaling networks, In silico organogenesis

1 Introduction

During biological development signaling patterns evolve on
dynamically deforming and growing domains. The tissue dynamics
affect signaling by advective transport, molecular dilution, and sep-
aration of signaling centers and because of the cellular responses to
mechanical stress and others. Tissue properties and cellular behav-
ior, such as cell division and differentiation, in turn are all controlled
by the signaling system. To understand the control of tissue growth
and organ development both aspects, signaling and tissue mechan-
ics, need to be analyzed simultaneously. Computational modeling
and experimentation are increasingly combined (Fig. 1) to achieve
an integrative understanding of such complex processes [1].

Modeling the mechanochemical interactions mathematically
leads to systems, whose numerical solution is challenging. In this
review, we present general methods to formulate, couple, and solve

Celeste M. Nelson (ed.), Tissue Morphogenesis: Methods and Protocols, Methods in Molecular Biology, vol. 1189,
DOI 10.1007/978-1-4939-1164-6_21, © Springer Science+Business Media New York 2015
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morphogenetic models. The chapter is organized as follows: In
Subheading 2 we describe how signaling networks can be modeled
on growing and deforming domains using a continuous, determin-
istic approach. In Subheading 3, different tissue models will be
introduced and applications and limitations will be highlighted.

2 Signaling Models on Moving Domains

Growth can have a significant impact on patterning processes as the
growing tissue transports signaling molecules, and molecules are
diluted in a growing tissue. In the following we discuss the impact
of growth on the spatiotemporal distribution of signaling factors.
Let ci x!; t

� �
denote the spatiotemporal concentration of a compo-

nent i ¼ 1, . . ., N that can diffuse and react in a volumeΩ; x! is the
spatial location, and t the time. The total temporal change of

ci x!; t
� �

in the volume Ω must then be equal to the combined

changes in the domain due to diffusion and reactions, i.e.,

d

dt

ð
Ω

ci x!; t
� �

dV ¼
ð
Ω

�r � j
!þR ckð Þ

n o
dV (1)

where j
!

denotes the diffusion flux and R(ck) the reaction term,
which may depend on the components ck, k ¼ 1, . . ., N.
The molecule ci will diffuse from regions of higher concentration

Fig. 1 In silico models of tissue morphogenesis and signaling. Models are
formulated based on available data. The formalized models then need to be
implemented and solved. Model solutions are subsequently compared to
available and newly generated data. Models are updated until a good match is
achieved
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to regions of lower concentration, and we thus have according to
Fick’s law

j
!¼ �Dirci x!; t

� �
which, in case of a constant domain Ω, leads to the well-known
reaction-diffusion equation, i.e.,ð

Ω

dci
dt

�DiΔci �R ckð Þ
� �

dV ¼ 0

@ci
@t

¼ DiΔci þR ckð Þ (2)

If the domain is evolving in time, then the Leibniz integral rule
cannot be directly applied. We therefore map the time-evolving
domain Ω to a stationary domain Ω

ξ
! using a time-dependent

mapping. ξ
!

denotes the spatial coordinate in the stationary
domain. For the left-hand side of Eq. (1) we then obtain, using
the Reynolds transport theorem,

d

dt

ð
Ωt

ci x!; t
� �

dΩ ¼ d

dt

ð
Ω
ξ
!

ci x! ξ
!
; t

� �
; t

� �
j J jdΩ

¼
ð

Ω
ξ
!

dci
dt

j J j þ ci
dj J j
dt

� 	
dΩ

¼
ð

Ω
ξ
!

@ci
@t

þ u!� rci þ cir � u!
� 	

j J j dΩ

¼
ð
Ωt

@ci
@t

þr � ci u
!� �� 	

dΩ

where J with _J ¼ Jr u! denotes the Jacobian and u!¼ @ x!=@t the
velocity field. We thus obtain as reaction-diffusion equation on a
growing domain

@ci
@t






x!

þr � ci u
!� � ¼ DiΔci þR cið Þ (3)

where j x! indicates that the time derivative is performed while

keeping x! constant. The terms u!� rci and cir � u! describe
advection and dilution, respectively. If the domain is incompress-
ible, i.e., r � u!¼ 0, the equations further simplify.

It should be noted that this deterministic reaction-diffusion
equation only describes the mean trajectory of an ensemble.
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Whenever the molecular population of the least prevalent com-
pound is small, the advection-diffusion equation is not a good
description and stochastic techniques need to be used.

2.1 The Lagrangian

Framework

In growing tissues cells move. It can be beneficial to take the point
of view of the cells and follow them. This is possible within the
Lagrangian framework. To illustrate the differences between the
Eulerian and Lagrangian framework consider a river. The Eulerian
framework would correspond to sitting on a bench and watching
the river flow by. In the Lagrangian framework we would sit in a
boat and travel with the river.

Accordingly, at time t ¼ 0 we now label a particle by the
position vector X

!¼ x!ð0Þ and follow this particle over time. At
times t > 0, the particle is found at position x!¼ ψðX!; tÞ. Here x!
is the spatial variable in the Eulerian framework and X

!
is the spatial

variable in the Lagrangian framework. If initially distinct points
remain distinct throughout the entire motion then the transforma-
tion possesses the inverse X

!¼ ψ�1ð x!; tÞ. Any quantity F (e.g., a
concentration F ¼ ci) can therefore be written either as a function
of Eulerian variables x!; t

� �
or Lagrangian variables ðX!; tÞ. To

indicate a particular set of variables we thus write either

F ¼ F ð x!ðX!; tÞ; tÞ as the value of F felt by the particle instanta-
neously at the position x! in the Eulerian framework or

F ¼ F ðX!; tÞ as the value of F experienced at time t by the particle
initially at X

!
(Lagrangian framework).

In the Lagrangian framework we now need to determine the
change of the variable F following the particle, while in the Eulerian
framework we were determining @F=@t j x!, the rate of F apparent

to a viewer stationed at the position x!. The time derivative in the
Lagrangian framework is also called the material derivative:

dF

dt
¼

dF x! X
!
; t

� �
; t

� �
dt

¼
@F X

!
; t

� �
@t

(4)

and follows as

dF X
!
; t

� �
dt|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Lagrangian

¼ @F

@t






x!

þ @F

@xk
¼

@xk X
!
; t

� �
@t|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
uk

¼ @F

@t






x!

þ u!� rF

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
Eulerian

(5)

Note that the advection term u!� rF vanishes in the material
derivative as compared to the Eulerian description. We can now also
write the Eulerian spatial derivatives in terms of the Lagrangian
reference frame using the Jacobian of the transformation:
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J ¼ @ X 1;X 2;X 3ð Þ
@ x1; x2; x3ð Þ (6)

Geometrically, j J j represents the dilation of an infinitesimal
volume as it follows the motion:

dX 1dX 2dX 3 ¼ j J j dx1dx2dx3 (7)

Example—Uniform Growth: The benefit of working in a Lagrang-
ian reference frame is directly apparent in case of a uniformly
growing domain. In case of uniform growth in one spatial dimen-
sion we have x ¼ L(t)X, where L(t) is the time-dependent length of
the domain. We then have

@X

@x
¼ 1

LðtÞ u ¼ _LðtÞX u ¼ _LðtÞX (8)

Since the stretching factor L(t) is independent of the spatial
position, the Lagrangian reference frame X corresponds to a sta-
tionary domain. As reaction-diffusion equation on an uniformly
growing domain we then obtain a rather simple formula, i.e.,

dc

dt
þ

_LðtÞ
LðtÞ c ¼ D

1

LðtÞ2
@2c

@X 2
þRðcÞ (9)

where c ¼ c(X, t). The principle is summarized in Fig. 2. We have
used this approach in a 1D model of bovine ovarian follicle devel-
opment (Iber and De Geyter, under review).

2.2 Arbitrary

Lagrangian-Eulerian

(ALE) Method

The arbitrary Lagrangian-Eulerian (ALE) method is a generaliza-
tion of the well-known Eulerian and Lagrangian domain formula-
tions [2]. In the Eulerian framework, the observer does not move
with respect to a reference frame (Eq. 3). Large deformations can
be described in a simple and robust way, but tracking moving
boundaries can lead to nontrivial problems. In the Lagrangian
framework, on the other hand, the observer moves according to
the local velocity field. The convective terms are zero because the

Fig. 2 Mapping to a stationary domain. A one-dimensional domain is stretched. A
point on the domain, initially at x (t ¼ 0), is advected and later found at position x
(t > 0). At all times, the Eulerian coordinate system can be mapped to a
stationary domain using a mapping function ψ , and vice versa using its inverse
ψ� 1. On the stationary domain, the point stays at the same position for all times
and thus can be labeled by X
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relative motion to the material vanishes locally, and the equations
simplify substantially (Eq. 5). However, this comes at the expense
of mesh distortions when facing large material deformations.

In the ALE framework, finally, the observer is allowed to move
freely and describe the equations of motions from his or her view-
point. This allows for the flexibility to deform the mesh according
to, e.g., moving boundaries, but also for the possibility to freely
remodel the mesh independent of the material deformations.
Although the problem of mesh distortion is much reduced as
compared to the Lagrangian formulation, remeshing might still
be required when confronted with complex deformations. The
three paradigms are visualized in Fig. 3.

In the ALE framework, the reaction-diffusion equation reads

@ci
@t






x!

þ w!� rci þ cir � u!¼ DiΔci þR cið Þ (10)

where @t cij x! denotes the time derivative with fixed x! coordinate.

w!¼ u!� v! is the convective velocity (i.e., the relative velocity
between the material and the ALE frame) and v! the mesh velocity.
In the case of v!� u!, i.e., the mesh is attached to the material, the
Lagrangian formulation (Eq. 5) is recovered. On the other hand,
when setting v!¼ 0, we get back the Eulerian formulation (Eq. 3).
In between, the mesh velocity v! can be chosen freely, which can be
exploited to being able to track large deformations.

Fig. 3 Reference frame paradigms. The grey-shaded material of the initial
domain is stretched threefold. Material particles (circles) are attached to the
continuum. In the Eulerian domain R

x
! the mesh does not move as opposed to

the Lagrangian domain R
X
! and ALE domain R χ!. The red color denotes the

magnitude of mesh velocity v
!
. In the Lagrangian domain, the mesh velocity

coincides with the material velocity field u
!
, whereas in the ALE domain the

mesh velocity can be chosen arbitrarily
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3 Tissue Models

3.1 Prescribed

Growth

The development of mechanistic models of tissue growth is
challenging and requires detailed knowledge of the gene regulatory
network, mechanical properties of the tissue, and its response to
physical and biochemical cues. If these are not available but the
expansion of the tissue has been described, a phenomenological
approach can be used to prescribe the geometry based on
observations.

In “prescribed growth models” an initial domain and a spatio-
temporal velocity or displacement field are defined. The domain
with initial coordinate vectors X

!
is then moved according to this

velocity field u!ðX!; tÞ, i.e.,
@X
!ðtÞ
@t

¼ @ x!
@t






X
! ¼ u! X

!
; t

� �
(11)

3.1.1 Model-Based

Displacement Field

The velocity field u! X
!
; t

� �
can be captured in a functional form

that represents either the observed growth or signaling kinetics. In
the simplest implementation the displacement may be applied only
normal to the boundary, i.e., u!¼ μ n!, where n! is the normal
vector to the boundary and μ is the local growth rate. We studied
such models in the context of organ development and found that
the patterning on the developing lung and limb domains depends
on the growth speed [3–6].

Growth processes often depend on signaling networks that
evolve on the tissue domain. The displacement field u!ðX!; tÞ may
thus be dependent on the local concentration of some growth or
signaling factor. We then have u!¼ μðcÞ n! where c is the local
concentration of the signaling factor. These approaches can be
readily implemented in the commercially available finite element
solver COMSOL Multiphysics; details of the implementation are
described in [7, 8]. Figure 4 shows as an example a 2D sheet
that deforms within a 3D domain according to the strength of
the signaling field normal to its surface, i.e., u!¼ μc21c2 n

!,

Fig. 4 “Prescribed” domain growth under the control of a signaling model. The deformation of the domain is
controlled by a Turing-type signaling model (Eq. 12) according to u

!¼ μc21c2 n
!
. The red and blue regions

denote areas with high and low concentration of c1
2c2; the arrows denote the velocity field
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where c1 and c2 are the two variables that are governed by the
Schnakenberg-type Turing model:

@c1
@t

þr � c1 u
!� � ¼ Δc1 þ γ a � c1 þ c21c2

� �

@c2
@t

þr � c2 u
!� � ¼ dΔc2 þ γ b � c21c2

� �
(12)

a, b, γ, and d are constant parameters in the Turing model.

3.1.2 Image-Based

Displacement Field

The displacement field may also be obtained from experimental
data. To obtain the displacement field from data, tissue geometries
need to be extracted at sequential time points as shown for lung
development in Fig. 5a, b. This requires the following steps: (1)
staining of the tissue of interest, (2) imaging of the tissue at distinct
developmental time points, (3) image segmentation, (4) meshing
of the segmented domain, and (5) warping (morphing) of images at
various developmental stages. Subsequently a mathematical regu-
latory network model can be solved on the deforming physiological
domain. In the following we discuss the different steps in detail.

Fig. 5 Image-based displacement fields. (a and b) The segmented epithelium and mesenchyme of the
developing lung at two consecutive stages. (c) The displacement field between the two stages in panels (a)
and (b). (d) The growing part of the lung. The colored vectors indicate the strength of the displacement field. (e)
The solution of the Turing model (Eq. 12) on the segmented lung of the stage in panel (a). (f) Comparison of the
simulated Turing model (solid surface) and the embryonic displacement field (arrows). The image processing
was carried out in AMIRA; the simulations were carried out in COMSOL Multiphysics 4.3a. The panels in the
figure have been reproduced from Menshykau et al., submitted
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3D Image and Meshes

of Tissue

In the first step we need to obtain 3D imaging data of the tissue of
interest. In case different substructures are of interest, the tissue
needs to be labeled accordingly. The staining and imaging tech-
nique of choice depends on the tissue, the substructure of interest,
and the desired resolution. Available techniques have been
reviewed in depth before [9].

Once the imaging data has been obtained these need to be
processes computationally to obtain the 4D datasets. Several image
processing software packages are available to perform these steps,
e.g., Amira or Imaris. If multiple image recordings of the organ or
the tissue are available at a given stage, then the 3D images can be
aligned and averaged. The alignment procedure is a computation-
ally nontrivial problem. In Amira a number of iterative hierarchical
optimization algorithms (e.g., QuasiNewton) are available as well
as similarity measures (e.g., Euclidean distance) to be minimized.
Averaging is subsequently performed by averaging pixel intensities
of corresponding pixels in multiple datasets of the same size and
resolution. This helps to assess the variability between embryos and
identifies common features. It also reduces variability due to exper-
imental handling, but averaging of badly aligned datasets can result
in loss of biologically relevant spatial information. It is therefore
suggested to run the alignment algorithm several times, starting
with different initial positions of the objects, which are to be
aligned.

The next step is to perform image segmentation. During image
segmentation the digital image is partitioned into multiple subdo-
mains, usually corresponding to anatomic features and gene expres-
sion regions. A variety of algorithms are available for image
segmentation, most of which are based on differences in pixel
intensity.

To carry out finite element method (FEM)-based simulations
of the signaling networks, segmented images are subsequently
converted into meshes of sufficient quality. The quality of the
mesh can be assessed according to the following two parameters:
mesh size and the ratio of the sides of the mesh elements. The linear
size of the mesh should be much smaller than any feature of interest
in the computational solution; that is, if the gradient length scale in
the model is 50 μm then the linear size of the mesh should be at
least several times less than 50 μm. Additionally, the ratio of the
length of the shortest side to the longest side should be 0.1 or
more. To confirm the convergence of the simulation, the model
must be solved on a series of refined meshes.

Calculating

the Displacement Field

To simulate the signaling models on growing domains we need to
determine the displacement fields between the different stages. The
displacement field between two consecutive stages can be calcu-
lated by morphing two subsequent stages onto each other. In other
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words we are looking for a function which returns a point on a
surface at time t + Δt which corresponds to a point on a surface at
time t.

The landmark-based Bookstein algorithm [10], which is imple-
mented in Amira, uses paired thin-plate splines to interpolate sur-
faces over landmarks defined on a pair of surfaces. The landmark
points need to be placed by hand on the two 3D geometries to
identify corresponding points on the pair of surfaces. The exact
shape of the computed warped surface therefore depends on the
exact position of landmarks; landmarks must therefore be placed
with great care. While various stereoscopic visualization technolo-
gies are available this process is time consuming and in parts diffi-
cult for complex surfaces such as the epithelium of the embryonic
lung or kidney, in particular if the developmental stages are further
apart.

Once the correspondence between two surfaces has been
defined, a displacement field can be calculated by determining the
difference between the positions of points on the two surface
meshes as illustrated for the embryonic lung sequence in Fig. 5c;
panel d highlights the growing part of the lung.

Simulation of Signaling

Dynamics Using FEM

To carry out the FEM-based simulations the mesh and displace-
ment field need to be imported into a FEM solver. To avoid
unnecessary interpolation of the vector field, the displacement
field should be calculated for exactly the same surface mesh as was
used to generate the volume mesh. A number of commercial
(COMSOL Multiphysics, Ansis, Abaqus, etc.) and open (Free-
FEM, DUNE, etc.) FEM solvers are available. Figure 5e shows
the solution of the Schnakenberg Turing model (Eq. 12) on the
segmented lung of the stage in panel a. The distribution of the
simulated Turing pattern coincides with the embryonic displace-
ment field as shown as arrows (Fig. 5f).

3.2 Continuous

Models

In an alternative approach tissue is treated as an incompressible
fluid with fluid density ρ, dynamic viscosity μ, internal pressure p,
and fluid velocity field u!. Tissue can then be described by the
Navier-Stokes equation:

ρ @t u
!þ r � u!� �

u!� � ¼ �rp þ μ Δ u!þ 1

3
r r � u!� �� 


þ f
!

(13a)

ρr � u!¼ ωS (13b)

where ωS denotes the local mass production rate, which is com-
posed of contributions from proliferation, Sprol, and increase in cell
volume by cell differentiation, Sdiff (Fig. 6). ω is the molecular mass
of cells [kg/mol]. The impact of cell signaling on tissue morpho-
genesis can be implemented via the source term S ¼ Sprol + Sdiff in
that S can depend on the local concentration of growth or
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differentiation factors. f
!

denotes the external force density and
may, e.g., originate from cellular structures which exert force on
the fluid.

The dynamic viscosity μ of embryonic tissue is approximately
μ � 104 Pa s [11], some 107-fold higher than for water, and the
mass density of the tissue is ρ � 1, 000 Pa s. Using a characteristic
reference length L and a characteristic reference speed U, the non-
dimensional Reynolds number Re ¼ ρLU/μ is estimated to be of
the order 10�14 in typical embryonic tissue. The Reynolds number
characterizes the relative importance of inertial over viscous forces,
whereby the latter are dominant in tissue mechanics. After non-
dimensionalization, the Navier-Stokes Eq. (13a) reads (for the now
non-dimensional variables u! and p)

Re @t u
!þ r � u!� �

u!� � ¼ �rp þ Δ u!þ 1

3
r r � u!� �

(14)

Since Re is very small, the left-hand side of Eq. (14) can be
neglected, resulting in the well-known Stokes equation for creeping
flow. The Navier-Stokes equations can be numerically solved using

Fig. 6 Tissue as an incompressible fluid. Proliferating cells (shown in red) may
divide, which is modeled as a local mass source Sprol (left path). As a result of
differentiation, the cells increase in volume and lead to a local mass source Sdiff
(right path). Both mechanisms induce a velocity field u

!
in the fluid
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finite difference methods (FDM), finite element methods (FEM),
finite volume methods (FVM), spectral methods, particle methods,
and Lattice-Boltzmann methods (LBM) [12].

The Navier-Stokes description has been used in simulations of
early vertebrate limb development [13], and, in an extended aniso-
tropic formulation, has been applied to Drosophila imaginal disc
development [14]. In case of the limb the applicability of an isotro-
pic Navier-Stokes model to tissue growth has been challenged by
experimental measurements [15]. To that end Boehm and colla-
borators determined the proliferation rates inside the limb and used
the measured rates as source terms in the isotropic Navier-Stokes
tissue model. They then compared the predicted shapes to
measured shapes and noticed large discrepancies. They subse-
quently solved the inverse problem to obtain S from the measured
shapes and found that S needed to also take negative values, and
that the expansion was larger than expected from the measured
proliferation rates. Limb expansion thus must result from aniso-
tropic processes that also involve cell migration from the flank.

3.3 Cell-Based

Tissue Models

All approaches described above neglect that tissues are an ensemble
of cells. While many effects that result from cell-cell interactions can
be described also with continuous differential equations, cell-based
tissue models permit a detailed, mechanistic description of the
process that relates more easily to the biophysical measurements,
and that can help to understand how observed macroscopic proper-
ties may emerge from the microscopic interactions. Such cell-based
simulations also allow simulations to explore signal readouts on a
discrete cell level where receptors can diffuse on the surface of a cell
but not between cells.

Most cell-based models are hybrid models that capture the
discrete, individual nature of cells and which also include partial
differential equations (PDEs) that give a continuous description of
signaling pathways or availability of nutrients. These models have
the advantage that they integrate biological processes happening on
different scales; that is, they describe signaling processes within cells
and forces between cells and observe effects on a multicellular level.

There are two general ways for how to define cells: lattice-based
approaches where a cell occupies a certain number of lattice entities,
e.g., squares or hexagons, and off-lattice approaches where cells can
occupy an unconstrained area/volume in the 2D/3D space.

3.3.1 Viscoelastic Cell

Model

Elastic cellular components such as the membrane and cell
junctions play a key role in the cellular dynamics. The core idea of
the viscoelastic cell model, introduced in [16–18], is to divide the
viscous and elastic properties and represent these by a viscous fluid
and massless elastic structures, respectively. The latter are modeled
as elastic networks, which exert forces on the fluid. The fluid, on the
other hand, exerts force on the elastic structures, which leads to a
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classic fluid-structure-interaction (FSI) problem. A well-known
technique to solve FSI problems is the immersed boundary (IB)
method [19], which is illustrated in Fig. 7. The boundary is dis-
cretized into computational boundary nodes, which spread the
force to their local neighborhood defined by a delta Dirac kernel
function. Apart from the forcing term f

!
in Eq. (13a), the fluid

does not “see” the boundary, which significantly facilitates the
numerical solution of the problem. The boundary nodes are subse-
quently moved in a Lagrangian manner according to the local
velocity field.

Although the high computational costs limit this approach to
intermediate problem sizes (up to few thousand cells) as compared
to continuous cell-density representations and models with rudi-
mentary cell representations, the simulation parameters, e.g., mem-
brane elasticity and interstitial fluid and cytoplasm viscosity, can be
inferred directly from biophysical measurements, as opposed to
more abstract approaches. The method has been deployed to
study, amongst others, tumor growth and ductal carcinoma devel-
opment [16], growth of the trophoblast bilayer [17], and forma-
tion of epithelial hollow acini [20, 21].

3.3.2 Cellular Potts

Model

One important example for a lattice-based method is the Monte
Carlo-based Cellular Potts Model (CPM) [22], which is implemen-
ted in the modeling framework CompuCell3D [23]. Compu-
Cell3D models both cell behavior and signaling dynamics by
coupling the CPM module to a PDE module for diffusible signal-
ing factors.

In the CPM framework every cell is represented by a set of
lattice sites i

!
. Cell expansion is represented by an increase of lattice

Fig. 7 Immersed boundary method. The geometry is discretized into nodes at
positions X

!
. The force density F

!ð x!; tÞ, hosted by the node, is distributed to
the local fluid neighborhood using a delta Dirac kernel function. The nodes are
moved according to the local velocity u

!ð X!; t Þ, which is computed from the
fluid velocity u

!
x
!
; t

� �
using the same kernel function
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sites per cell. As one cell expands another cell will shrink by one
lattice site. If both cell types represent cells in the tissue the overall
tissue size stays constant. Tissue growth can be achieved by intro-
ducing one cell type that represents the medium and that subse-
quently loses lattice sites to the cells in the tissue. Cell movement is
achieved by a shift of the cell-specific lattice sites (identified by the
cell index σð i!Þ) along the lattice. Each cell belongs to a specified
cell type with index τðσð i!ÞÞ. Cells can secret, interact with, and
respond to the diffusible signaling factors.

CompuCell3D implements a variant of the Metropolis Monte
Carlo method. In every time step of the model, also called Monte
Carlo sweep, on average every lattice site can attempt a transition to
a different state. Thus in case ofN lattice sites, during each sweepN
lattice sites i

!
and a neighboring lattice site j

!
are chosen at

random. If the cell indices σð i!Þ and σð j!Þ are different then a
new configuration is proposed in which the neighboring lattice
site becomes part of the originally chosen cell; that is, its cell
index changes to σð j!Þ ¼ σð i!Þ. Every proposed new configuration
is accepted with the probability

P ¼ min 1; exp �ΔE
kT

� 
� 

(15)

This means that proposed moves which lower the energy
(ΔE < 0) are always accepted, while moves, which increase the
energy (ΔE > 0), are accepted with a probability that depends on
the energy difference ΔE and the energy-scaling factor kT. The
energy of a configuration includes different energy terms, e.g.,
adhesion is calculated by the sum of the contact energies per unit
area J(τ, τ0), which depends on the cell types that are in contact. In
case of cell types with high adhesive forces, represented by low
contact energies, cell clusters will emerge as these minimize the
overall contact energy (Fig. 8).

The energy scaling factor kT controls how easily energetically
unfavorable configurations are accepted. If kT is very large, moves
will easily be accepted and the effects of the move on the total
energy will not pose much of a constraint. If kT is very low, on the
other hand, moves that increase the total energy are very unlikely to
be accepted and the system will likely be trapped in a local energy
minimum instead of converging to an optimal global energy
minimum.

The definition of cells, movement, and growth is rather sim-
plistic in the CPM framework. While this may not be appropriate
for all cell-based biological problems, the CPM framework has the
great advantage of being relatively easy to implement. It avoids
many computational problems of more sophisticated cell-based
models, e.g., the boundaries of cells are clearly defined and cells
cannot overlap due to the lattice structure.
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3.3.3 Agent-Based

Models

Finally agent-based models can be used when cells take a more
active role in moving in the tissue. It is then possible to consider
the cells as interacting agents that move according to certain rules
and that may serve as sources and sinks for extracellular proteins
that then diffuse in the extracellular space. Time delays and nonlin-
ear responses can readily be incorporated. Agent-based cellular
automata were originally introduced by John von Neumann and
Stanislaw Ulam to study how complex biological behaviors might
emerge from simple local rules. While agent-based models offer a
great flexibility in encoding many details this comes at a heavy
computational cost that limits the number of agents (cells) that
can typically be followed. Agent-based models have been particu-
larly popular in immunology where many behaviors depend on
small cohorts of individual cells rather than tissues [24]. We have
previously used agent-based models to model the germinal center
reaction during an immune response with some 10,000 cells [25].
Parallel computing now permits the simulation of much larger
systems and agent-based methods are also used in simulating mor-
phogenetic processes during development [26].
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per cell type is unchanged
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Chapter 22

Elasticity-Based Targeted Growth Models of Morphogenesis

Patrick W. Alford

Abstract

Embryonic tissue mechanics play an important role in regulating morphogenesis during organ formation,
both in a bottom-up sense, where changes in gene expression drive mechanical shape changes, and in a top-
down sense, where perturbations in tissue mechanics feed back to drive changes in gene expression. In
growing tissues that can generate internal forces and have complex geometries, like those in the embryo, it
can often be difficult to empirically determine the mechanical state of the tissue, let alone the relationships
between gene expression and mechanical behavior. Mathematical models can be used to fill this gap.
Here, we discuss elasticity-based models for growing tissues with a specific focus on targeted growth in
embryonic tissues.

Key words Growth, Remodeling, Morphogenesis, Elasticity

1 Introduction

Mechanical forces have long been understood to play a key role in
embryo morphogenesis. Large shape changes that occur during
organogenesis are generated entirely by the cells in the embryo,
so mechanical behavior of those cells must be tightly regulated to
yield the appropriate tissue architecture. Further, numerous experi-
ments, in which embryonic tissues are cut or portions are removed,
have suggested that the cells adaptively respond to a loss of tension
to return the tissue to some mechanical equilibrium [1–3]. More
recently, it has also been shown that the mechanical environment
can affect differentiation of progenitor cells [4] and phenotype
expression of differentiated cells [5]. Taken together, these results
suggest that mechano-adaptation, i.e. the process by which cells
sense and refine their mechanical environment, plays a defining role
in morphogenesis necessary to form organs.

To truly understand the interaction between tissue mechanics,
gene expression, and mechano-adaptive feedback, it is first neces-
sary to know the stresses in the tissue. However, for nonlinear
materials that generate force internally, such as embryonic tissues,
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this is not as straight forward as measuring the strain and using
Hooke’s Law, as might be done with traditional engineering mate-
rials. Thus, it is necessary to develop computational models that can
be used in concert with experimental data to determine the full
stress state of the tissue.

Though tissue stresses can be informative, the true goal of the
biomechanician is to determine the mechanisms by which the stress
is produced, the stimulus for this stress production, and the result-
ing change in cellular behavior as a result of the stress. Computa-
tional models can also be used to determine governing laws for
mechano-adaptation, providing insight into the role mechanics
play in regulating biological processes and driving morphogenesis.

In recent years, many mathematical models aiming to explain
shape changes and pattern formation phenomena in embryos have
been proposed. Many of these focus on modeling individual cells
[6, 7] to capture the mechanics of cellular reorganization, while
others model each cytoskeletal component, representing the cells
or tissue as a network of springs and dashpots [8, 9]. In this chapter,
we will not discuss these discrete models, but will instead focus on
continuum models for morphogenesis. A variety of innovative
continuum models have been proposed [10–12]. Here, we will
primarily discuss models using elasticity-based nonlinear volumet-
ric growth theory and targeted growth theory, with applications in
basic morphogenesis.

2 Theory

To model the evolving stress and strain in morphogenesis, we will
use a large-deformation, nonlinear elasticity approach. This
assumes that the length scale of interest is large compared to its
discrete components and the material can be considered a contin-
uum. Thus, for our applications, the tissue is treated as a uniform
material, not a set of discrete cells. To solve any elasticity problem, it
is necessary to determine the strain-displacement relations, the
relationship between stress and strain, known as the constitutive
relations, and force equilibrium. Here, we will briefly describe the
basics of this approach and how it must be modified to accommo-
date tissue growth, primarily by modifying the strain-displacement
and constitutive relations.

2.1 Elasticity

of Non-growing Bodies

In this section, we will very briefly summarize the key concepts of
nonlinear elasticity necessary for the growth models presented in
the following section. For a more complete description of nonlinear
elasticity, the reader is referred to the excellent texts of Taber [13]
and Holzapfel [14].

Suppose a body B undergoes some deformation, composed of
a combination of translation, rotation, stretching, and shearing,
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resulting in the body b (Fig. 1). There exists a differential vector dR
located at point P in B, which, following the deformation, is
transformed into dr, located at point p in b. The tensor that fully
describes the deformation of dR into dr is the deformation gradi-
ent tensor F, defined as

F � dR ¼ dr : (1)

In a non-growing body, one can assume one-to-one point
mapping, meaning for every point P and vector dR in B, there
exists a single point p and dr in b and a unique F that describes
their deformation. Green strain, i.e. strain with respect to the
reference undeformed body B, is given by

E ¼ 1

2
FT � F � I
� � ¼ 1

2
C � Ið Þ (2)

where C is the right Cauchy-Green tensor, defined as C ¼ FT � F.
The relationship between stress and strain is defined by the

strain-energy density function, W. Normally, W must be deter-
mined empirically for the material being deformed. If W is
known, for a non-growing body, the Cauchy stress tensor (true
stress) σ is given by

σ ¼ 1

J
F � @W

@E
� FT ¼ 1

J
F � @W

@C
� FT ; (3)

where J ¼ det(F) is the change in volume during deformation.
Finally, by Newton’s second Law, every point p in the body b

must be in force equilibrium, given by

r � σ þ f ¼ ρa; (4)

where r is the gradient operator with respect to the deformed
reference frame, f is the local body force, ρ is the material density,
and a is the acceleration. For most problems in development,
deformation is relatively slow and body forces, such as gravity, can
be ignored, so equilibrium can be given by the simplified expression

r � σ ¼ 0: (5)

Fig. 1 Schematic representation of deformation in (a) non-growing and (b) growing bodies
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2.2 Elasticity

of Growing Bodies

In a growing body, the one-to-one mapping assumption made
above does not hold, since through biological processes, such as
cell proliferation or ECM production, mass can be created within
the body. To account for this, Rodriguez et al. [15] developed a
formulation in which deformation is considered in two distinct
steps; a growth deformation, where volume is added or subtracted
from the material, and an elastic deformation, where mechanical
loads cause shape change, as detailed above.

Figure 1b demonstrates how this two-step process can be
modeled. Let B be the stress-free growth-free body and b be the
deformed and grown body. The total observable deformation from
B to b is given by F. However, we can define intermediate states in
the deformation that parse deformation due to growth from defor-
mation due to mechanical load. Suppose that the body B is disas-
sembled into infinitesimally small pieces to give body Bc, in which
each piece is still unconstrained and stress free. (In the case of a
tissue, these could be individual cells or cytoskeletal components.)
Next, each piece undergoes some volumetric growth, characterized
by the growth tensor G. Because each piece is unconstrained, after
growth, each is still stress-free. However, when the pieces are
reassembled, giving body br, differential growth between the pieces
would require a deformation be applied to fit the pieces together.
This reassembly deformation can result in a stress, even when there
is no external load. This load-free stress is known as residual stress.
Additional loads due to external forces or boundary conditions
transform br into b. The deformation F*, from the grown zero-
stress configuration Bg to the final configuration b is the combina-
tion of the deformation due to external loads and the post-growth
reassembly and is called the elastic deformation.

The elastic deformation is a function of both the observed
deformation and the growth deformation and is given by

F � ¼ F �G�1; (6)

and the elastic Green strain, or strain with respect to the post-
growth zero-stress configuration (Bg, Fig. 1a) is given by

E� ¼ 1

2
C� � Ið Þ; (7)

where

C � ¼ F�T � F� ¼ G�T � C �G�1: (8)

Stress in the growing body is a function of elastic deformation,
such that

σ ¼ 2

J � F
� � @W

@C � � F �T : (9)
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Therefore, the stress in the body is now a function of both
the deformation applied by the body’s surroundings and the defor-
mation generated internally by growth. Equilibrium in the growing
body is determined as in the non-growing body (Eqs. 4 and 5).

3 Application

3.1 Applying Growth

Theory to Basic Tissue

Morphogenesis

As an example of this growth theory, we will demonstrate how it
can be employed to study basic shape change in tissue sheets. Let
the tissue be an initially unbent, plane strain beam, whose x1-axis is
oriented along its length and x2-axis is oriented through the beam’s
thickness (Fig. 2). The tissue is initially 100 μm long and 2.5 μm
thick. The beam is fixed at both ends, so that the ends cannot move
in the x1 direction. The strain-energy density function is given by a
modified Neo-Hookean description,

W ¼ μ

2
I �1 � 3
� �� μ log J �ð Þ þ νμ

1� 2μ
log J �ð Þ2; (10)

where μ is the shear modulus, ν is the Poisson’s ratio, J* ¼ det(F*)
and I1

* is the first strain invariant of the elastic deformation,
given by

I �1 ¼ tr C�ð Þ: (11)

For allmodelspresented in this chapter,μ andν aregivenby50kPa
and 0.45, respectively. Note: Embryonic tissues are both nonlinear
[16] and viscoelastic [17], so a simpleNeo-Hookeanmodel is unlikely
to be appropriate for most morphogenesis problems. The appropriate
strain-energy density function will vary by tissue.

Fig. 2 Schematic representation of deformation in a tissue sheet. The tissue is represented initially as a
straight beam. Differential growth in the central region, combined with fixed-end boundary conditions, results
in an invagination
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The tissue is subdivided into four regions (Fig. 2); two initially
passive regions, one central basal growing region, and one central
apical contracting region. The two central regions are each 10 μm
long and half the tissue height.

We assume that all growth occurs only in the x1-direction,
such that

G ¼ diag λg; 1; 1
� �

; (12)

where λg is defined as the growth stretch ratio and characterizes the
zero-stress change in length in the x1-direction due to growth. In
the two passive outer regions, λg ¼ 1, in the apical inner region,
contraction is represented by negative growth, or shortening, given
by λg ¼ 0.8, and in the basal inner region λg ¼ 1.2. If the four
regions are disassembled (Bc) and the growth is applied to the
central regions, those regions grow shorter or longer, according
to the assigned λg, but their stress remains zero (Bg, Fig. 2). When
the pieces are reassembled, the apical shortening and basal growth
cause the central region to bend and generate residual stress at the
junction between the two layers (br, Fig. 2). In br, the passive tissue
is displaced but still predominantly stress free. Finally, the fixed-end
boundary conditions are applied, limiting the bending in the cen-
tral region and resulting in increased stress in all regions. The result
is shape change and stress generated entirely by internal forces. In
this simple case, local apical construction and basal expansion yields
a shape change akin to initial stages of invagination.

Additional prescribed growth can drive further shape changes.
Suppose that, following the invagination initiation in Fig. 2, the two
central regions maintain their growth profiles, while the initially
passive outer regions begin to grow uniformly longer in the
x1 direction (Fig. 3). Due to the initial bias caused by the central
region differential growth, the growth does not result in simple
compression, but instead induces the sheet to fold further
(Fig. 3a, b). During the folding the stress in the tissue sheet will
also evolve (Fig. 3c, d). For example, in this case, the stress on the
basal surface of the tissue in the initially passive regions starts in
tension, following the initial invagination, but goes into compres-
sion with increasing growth, while increased growth in the outer
regions allows the central region to more closely approximate the
load-free residual stress in br (Fig. 2). This prescribed growth
approach can be a powerful tool when used in correlation with
observed tissue deformation to determine the stresses in embryonic
tissues with complex architectures [18–20].

3.2 Targeted Growth Though prescribed growth can generate shape changes seen during
development, the theory does not capture the adaptive nature of
embryonic tissues. Regeneration of form and function following
incision in or removal of tissue suggests that the tissue is not simply
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growing a prescribed amount, but is actively responding to it stress
state. Targeted growth models suppose that we can define physical
laws that describe how tissue growth behavior is both influenced
and directed by mechanical environment.

Fung hypothesized that all tissues have one or more homeo-
static stress states and that perturbation away from these stresses
causes the tissue to grow and remodel to bring the tissue back to
homeostasis [21]. Fung proposed that this mechano-adaptive
growth could be characterized with a stress-dependent growth
law with the form

_λg
λg

¼ c σ � σ1ð Þk1 σ � σ2ð Þk2 σ � σ3ð Þk3 ; (13)

where _λg ¼ @λg
@t is the time derivative of the growth stretch ratio,

c, k1, k2, and k3 are constants, and σ1; σ2, and σ3 are the target
stresses at which the tissue is in homeostasis. Subsequent research-
ers have simplified this law to a linear relationship given by [12]

_λg
λg

¼ 1

T
σ � σð Þ; (14)

where T is a constant that characterizes the rate of the adaptive
growth. This law prescribes that in regions where the tissue stress is
greater than the target stress, _λg will be greater than zero and the
tissue will grow longer, by cell proliferation, convergent extension,
etc., in order to decrease the strain on each individual cell.

Fig. 3 Prescribed growth model of sheet folding. (a) After the initial differential growth-induced bending
(Fig. 2), uniform growth (indicated by λg value) in the outer regions causes sheet folding. (b) Lateral tissue
displacement as a function of location. (c) Cauchy stress (σ11 component) on the apical surface of the tissue.
(d) Cauchy stress on the basal surface of the tissue
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In regions where the stress is below the target stress, _λg will be
negative and the tissue will grow shorter, via cytoskeletal contrac-
tion, apoptosis, etc., increasing the stress back to homeostasis.

Figure 4 demonstrates how targeted growth, following the
initial invagination depicted in Fig. 2, can result in more local
shape change than the globally prescribed growth in the previous
section. After the initial central differential growth, we assume that
the two central regions maintain their growth profiles, while the
two initially passive regions undergo targeted growth, with
the stress that influences growth being the σ11 component of the
Cauchy stress tensor, i.e. the force in the x1-direction on the face
perpendicular to the x1-direction in the undeformed body. Let
σ ¼ 0 and T ¼ 2e5 Pa � t (where t is unitless time). At time
t ¼ 0, nearest the central region, the stress on the apical side of
the tissue is greater than the target stress (Fig. 4a), while the stress
on the basal side is lower than the target stress (Fig. 4b). This stress
mismatch induces differential growth, with the apical region near
the central region growing longer (λg > 1) and the basal region
growing shorter (λg < 1), which results in local bending of the
tissue (Fig. 4c, f). With time, the stress in the responsive regions
reaches the target stress and the tissue returns to equilibrium
(Fig. 4a, b). In the example shown here, this targeted growth
results in local bending, with the initial small central bending
progressing toward an invagination (Fig. 4f).

Fig. 4 Targeted growth model of sheet folding and invagination. (a and b) Cauchy stress on (a) apical and (b)
basal surfaces of the tissue. (c and d) Stress-induced growth (λg) on the (c) apical and (d) basal surfaces of the
tissue. (e) Lateral tissue displacement as a function of location. (f) Final equilibrium tissue geometry
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This targeted growth method has been used to successfully
model a number of biological growth problems, including cardio-
vascular adaptation [22, 23], tumor growth [24, 25], and skin
growth [26].

3.3 Moving

the Target

The targeted growth model presented above has proven particu-
larly useful for modeling mature tissues, where it is reasonable to
assume that the tissue has an absolute, non-evolving target stress
[22, 23, 27]. In embryos, however, gene and protein expression are
rapidly changing, suggesting that the target stress may also be
changing. Recently, additional growth laws, which take into
account the evolving cell population, have been considered. Here,
we will briefly discuss these more advanced methods.

Hyper-Restoration. Based on meticulous experiments perturbing
the stress in embryonic tissue mid-development, Beloussov and
colleagues hypothesized that changes in tissue stress can induce
changes in target stress [2, 28–31]. More specifically, they hypothe-
sized that if the stress in a developing tissue is perturbed, the cells in
the tissue respond to restore it, but overshoot in their response.
This overshoot subsequently induces a stress in the surrounding
tissue, to which it responds (and overshoots). Belousov termed this
behavior hyper-restoration and posited that it is a primary player in
mechanically-mediated morphogenesis.

Recently, Taber formalized Belousov’s theory by incorporating
it into the growth theory presented above with an additional equa-
tion that gives the rate of change of the target stress as a function of
tissue stress, such that [32, 33]

_σ ¼ �a σ � σð Þ; (15)

where _σ is the rate of change of the target stress and a is a positive
constant. By tying target stress evolution to stress perturbation, this
theory captures the hypothesized stress overshoot and mimics the
embryonic shape changes observed by Beloussov and others [32],
However, the complex spatially and temporally evolving target
stress is difficult to empirically verify.

Phenotype-Dependent Growth. It stands to reason, that if the target
stress is to change, it would do so through measurable gene and
protein expression changes. So, while the target stress is itself
difficult to measure, it may be possible to indirectly determine the
target stress using cell phenotype expression.

We have recently developed a model for phenotype-dependent
growth, wherein the phenotype distribution of the cells populating
a tissue is dependent on the stress [34] and the growth behavior is
dependent on the phenotype distribution. For example, suppose
there are two phenotypes that a cell might take on, each with a
distinct growth rate (T, Eq. 12) and target stress, and that the
likelihood of the cell switching from phenotype A to phenotype B
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increases with a greater perturbation away from the target stress.
This relation could be characterized by stress-dependent phenotype
laws, such as

_ϕA ¼ �a σ � σAj j and ϕA þ ϕB ¼ 1; (16)

where ϕi is the fraction of cells of phenotype i, _ϕi is the rate of
change of the fraction of the cells of phenotype i, and a is a positive
constant.

One can imagine the target stress evolving with the embryo as
the cells mature through stress-induced phenotype switching from
pluripotent to terminally differentiated. Following some phenotype
switches, the target stress might change in such a way that the
overshoot observed by Beloussov could occur, while other switches
could lead tissues to a homeostatic stress, indicative of mature
tissue. Though this model has, as yet, not been employed for
studies of embryonic morphogenesis, it has been used to model
simple engineered vascular tissue adaptation to acute stress. In this
case, protein and RNA expression were used to validate the model
and suggest that the model assumptions are valid [34]. This simple
model system suggests that a similar approach could be successfully
used to study the relationships between tissue stress and phenotypic
maturation during development.

4 Perspectives

Here, we have presented several elasticity-based targeted growth
models, a small subset of the mathematical modeling techniques
that have been employed to study morphogenesis in embryos.
These models have been used to provide significant insight into the
mechanics of embryonic tissues as well as a platform for testing
provocative hypotheses connecting tissue stress and shape change.
Current targeted growth models primarily assume a fairly direct
relationship between stress perturbation and growth response.
However, these physical growth laws often downplay the complexity
of biological processes. Some recent models, such as the hyper-
restoration and phenotype-dependent models presented here,
portend the next step in tissue growth modeling by providing a
framework for connecting cell signaling and gene expression to
physical shape change. This next generation of models promises to
be a useful tool for understanding the role of mechanics in
embryogenesis.

5 Notes

All models presented here were developed using COMSOL Multi-
physics 4.2 finite element software. Actual implementation of the
growth in COMSOL requires some additional details beyond those
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presented in the main text. In COMSOL, the stress calculated as a
function of the strain energy density is the second Piola-Kirchoff
stress s, defined as

s ¼ 1

J
F�1 � σ � F�T ; (17)

thus, within COMSOL, it is the second Piola-Kirchoff equation
that must be manipulated, as in Eq. 9, such that

s ¼ 2
J

J �
@W

@C
: (18)

The software then calculates Cauchy stress and solves for equi-
librium using this modified stress formulation. See refs. 23, 32 for
additional details.

In addition, stresses calculated within COMSOL are with
respect to the global reference frame, so rotation of the element
will yield changes in the normal stresses reported. Since the stress of
interest in our example problem is the one initially oriented along
the tissue length and orientation of the tissue rotates significantly
during growth (see Fig. 4e, f), the stress must be rotated into the
new orientation. If stress in the global reference frame is given by σg
and the tissue has rotated into a deformed reference frame given by
x10 ; x20 ; x30ð Þ, then the stress component σ1010 is given by

σ1010 ¼ e10 � σg � e10 (19)

where e10 is the unit vector parallel to the x10 axis, which can be
found by

e10 ¼ F � e1
F � e1j j (20)

where e1 is the unit vector parallel to the global x1-axis. This σ1010
stress is the stress used for the targeted growth in Eq. 14.
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