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While writing this Foreword, I was reminded of a quote attributed to Mahatma
Gandhi: “The expert knows more and more about less and less until he knows
everything about nothing.” The quote illustrates the great dilemma that all of
us face in modern times: but this is especially acute for those engaged in the
pursuit of science. Compared to the times of Archimedes or Leonardo da
Vinci or Antonie Philips van Leeuwenhoek, whose range of interests covered
several disciplines (they looked at the world in its entirety), most of us have
now become narrow specialists of one kind or another, knowing less and less
about the wider world. Thus, edited monographs, proceedings of seminars
and the like have become absolutely essential to keep us informed and
engaged in research and teaching more meaningfully (such publications
allow summarizing of recent researches at a more advanced level than is pos-
sible in ordinary textbooks).

Turning to plant sciences, the Annual Review of Plant Biology, started in
the middle of the last century, continues to be an invaluable source of infor-
mation on the broad advances of plant biology. Yet, it is necessary to have a
more inclusive look at advances over a somewhat longer period and also have
this information in a way more organized than the format of annual reviews
allows. Thus, Prof. Bir Bahadur and his colleagues deserve our grateful
thanks on undertaking an incredibly difficult task of summarizing advances
on the very broad front of plant biology — the topics cover not only fundamen-
tal aspects of plant biology but also plant biotechnology, which is now grow-
ing almost as a separate discipline. I welcome their style of a historical
approach (nearly every article follows this style). This approach is often
neglected by specialists, but the fact is that this is the only way to genuine
understanding and for a non-expert to easily discern major advances or mile-
stones. This unity in overall planning and laying out the style has obviously
been possible due to the fact that two of three co-editors are in fact former
pupils of the senior editor (Prof. Rajam, the senior most of them, was, in a
sense, a colleague while I was at Delhi University). Understandably, in the
combined work on Volumes I and II, Prof. Bir Bahadur is author of nearly ten
chapters and Prof. Rajam author of five chapters. Their two other colleagues
Dr. Leela Sahijram and Prof. Krishnamurthy have also contributed several
chapters. Nonetheless, the work has very valuable contributions also from
several national and international contributors (in Volume 2, there are around
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ten authors from outside India), which has immensely added to the value of
this work.

I think that on the whole, a very laudable contribution has been made. The
editors have managed to include almost all topics which are significant in
modern plant biology. In Volume 1, I was delighted to see several chapters
close to my interest, such as those relating to polyploidy, photosynthesis,
apomixis and flower development. But in Volume 2, there is special emphasis
on genomics and plant biotechnology, and there are many other chapters of
current interest. Space is not adequate to mention all the chapters or their top-
ics, but to me, those on genetic markers, doubled haploids, plant genomes and
genomics (there are several on these topics), epigenetic mechanisms, bioin-
formatics and systems biology were of special interest. Also, I am very
delighted that Volume 2 starts with an excellent chapter on Arabidopsis thali-
ana. Inspired by a lecture on Langridge’s work by Prof. Arthur W. Galston, I
undertook in 1960s to ‘tame’ a wild Indian strain of Arabidopsis by raising
in vitro cultures. However, despite the fact that Arabidopsis is now the prin-
cipal material for basic research in plant biology, there are many who have
never seen a live Arabidopsis plant, and surely, the opening chapter of this
volume will be valuable for all.

Although ably aided by his pupils, Prof. Bahadur remains the chief archi-
tect of this endeavour. And I am struck with the expanse of his canvas and the
breadth of his interest — it seems to me that in part, it is due to his early asso-
ciation with Prof. J.B.S. Haldane, F.R.S., whose own interest covered many
disciplines, from mathematics, biochemistry and genetics to animal and plant
biology. The topics he and his colleagues cover are of both fundamental and
applied interest. [ have to admit that many of us in universities are a bit distant
from fields and sometimes unfamiliar with the full potential of fundamental
discoveries for biotechnological applications. This work will help focus due
attention of readers on both aspects of plant biology.

When the chapters were first sent to me, I noticed many typographic mis-
takes than are normally present in finished manuscripts — it is true that Eng-
lish is not the mother tongue of many of us in India, but I hope these mistakes
have been rectified.

Once again, I wish to congratulate Prof. Bir Bahadur and his colleagues
for a very unique monograph and insight in modern plant biology.

Honorary Scientist of the Indian, National Satish C. Maheshwari
Science Academy, Biotechnology Laboratories

Centre for Converging Technologies

University of Rajasthan, Jaipur, India

Foreword



The human population is increasing at an alarming rate and is expected to
reach 11 billion by 2050. As there is a big gap between population growth
and food production, food security for an ever-increasing population poses a
major challenge for the present and future times. In fact, it will become nec-
essary in the coming two decades or so to double food production with avail-
able arable land; else, it may precipitate great famines in some parts of the
world. This is not achievable with just conventional strategies like plant
breeding. However, the projected increase in food production may be achieved
if traditional breeding methods are coupled with biotechnological approaches
as the latter can offer novel ways for increasing productivity and quality of
crops as also for producing an array of useful compounds including pharma-
ceuticals and biofuels. Indeed, during the past couple of decades, dramatic
progress has been made in the field of plant genomics and biotechnology.
Therefore, a need was felt for updating scientific developments in these areas.

Plant Biology and Biotechnology — Volume 2 was planned to present state-
of-the-art scientific information on various basic and applied aspects of plant
genomics. This volume comprises 37 chapters spanning various aspects of
plant genomics and biotechnology and provides comprehensive and updated
information on a wide variety of topics including Arabidopsis as a wonderful
model system for plant research, plant—fungus interactions, microalgae in
biotechnological applications, genetic markers and marker-assisted breeding,
doubled haploids in breeding, DNA fingerprinting for plant identification,
nuclear and organellar genomes, functional genomics, proteomics, epig-
enomics, bioinformatics, systems biology, applications of tissue culture in
crop improvement and conservation of plant genetic resources, genetically
modified crops for production of commercially important products and engi-
neering abiotic and biotic stress tolerance, RNAi and microRNAs in crop
improvement and environmental, marine, desert and rural biotechnologies.
The book can serve as a good reference for plant molecular geneticists, plant
biotechnologists, plant breeders, agricultural scientists and food scientists.
Besides, it will also serve as a reference book for post-graduate students,
researchers and teachers besides scientists working in agri-biotech
companies.

Contributors of these volumes were selected from a wide range of institu-
tions for introducing a diversity of authors. At the same time, these authors
were selected based on their vast expertise in specific areas of their choice to
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match the diversity of topics. These authors have a deep understanding of
their subject to enable them not only to write critical reviews by integrating
information from classical to modern literature but also to endure an unend-
ing series of editorial suggestions and revisions of their manuscripts. Need-
less to say, this is as much their book as ours.

We hope that these books will help our fellow teachers and a generation of
students enter the fascinating world of plant genomics and biotechnology
with confidence, as perceived and planned by us.

Hyderabad, Telangana, India Bir Bahadur
New Delhi, India Manchikatla Venkat Rajam
Bangalore, Karnataka, India Leela Sahijram

Bangalore, Karnataka, India K.V. Krishnamurthy

Preface
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asymmetry, plant morphology and anatomy and lately the biofuel plants Jat-
ropha and castor.
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He was a postdoctoral fellow at the Institute of Genetics, Hungarian Acad-
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Society Bursar, London. He also worked at Birmingham University (UK). He
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tion at the University of Missouri, St. Louis, at the University of Texas, Hous-
ton (USA), and at the SABRO international conference at Tsukuba, Japan. He
has extensively visited most countries of Eastern and Western Europe as well
as Tanzania and the Middle East.

He has authored/edited ten books. One of his important books is entitled
Jatropha, Challenges for a New Energy Crop, Vol. 1 and 2, published by
Springer, New York, USA, 2013, jointly edited with Dr. M. Sujatha and Dr.
Nicolas Carels. These books are considered significant contributions to bio-
energy in recent times. He was Chief Editor, Proceedings of Andhra Pradesh
Akademi of Sciences, Hyderabad, and Executive Editor, Journal of Palynol-
ogy (Lucknow).

He is the recipient of the Best Teacher Award by the Andhra Pradesh Gov-
ernment for mentoring thousands of students in his teaching career spanning
over 40 years. He was honoured with the Prof. Vishwambhar Puri Medal of
Indian Botanical Society for his original contributions in various aspects of
plant sciences. He has been honoured with the Bharat Jyoti Award at New
Delhi for outstanding achievements and sustained contributions in the fields
of education and research. He has been listed as one of the 39 prominent
alumni of City College, a premier institution with a long history of about 90
years as per the latest update on its website. He has been chosen for distin-
guished standing and has been conferred with an honorary appointment to the
Research Board of Advisors by the Board of Directors, Governing Board of
Editors and Publications Board of the American Biographical Institute, USA.

He is a fellow of over a dozen professional bodies in India and abroad
including the following: Fellow of the Linnean Society, London; Chartered
Biologist and Fellow of the Institute of Biology, London. Presently, he is an
Independent Director of Sri Biotech Laboratories India Ltd., Hyderabad,
India.

About the Editors



About the Editors

xXiii

o,

"/

Prof. Manchikatla Venkat Rajam
FNA, FNASc, FNAAS, FAPAS, FABAP

Dr. Manchikatla Venkat Rajam is currently Professor and Head, Department
of Genetics, University of Delhi South Campus, New Delhi, India. He
obtained his Ph.D. in Botany (1983) from Kakatiya University, Warangal,
India. He was a postdoctoral fellow at the prestigious Yale University, New
Haven (1984-1985), and also worked at BTI (Cornell University, Ithaca) for
a couple of months as a visiting research associate. At Yale University, his
work led to the discovery of a new method for the control of fungal plant
infections through selective inhibition of fungal polyamine biosynthesis. This
novel method has been adapted by several research groups globally for the
control of a variety of fungal infections, and a large number of research arti-
cles have been published in this line of work. He returned to India to join as
Pool Officer (CSIR) and worked for about 2 years (1986-1987) at Kakatiya
University. Subsequently, he joined the University of Delhi South Campus,
where he has been on the faculty since 1987. He had worked in ICGEB, New
Delhi, for 6 months as a National Associate of DBT (1994). He made several
short visits to various countries including France, Italy, China and Indonesia
under the collaborative projects supported by the EU and Indo-French. He is
a Fellow of the prestigious Indian National Science Academy (FNA); National
Academy of Sciences, India (FNASc); National Academy of Agricultural
Sciences (FNAAS); Andhra Pradesh Akademi of Sciences (FAPAS); and
Association of Biotechnology and Pharmacy (FABAP) and is an elected
member of the Plant Tissue Culture Association, India, since 1995. He was
awarded the Rockefeller Foundation Biotech Career Fellowship in 1998 (but
could not avail it); the ‘Shiksha Rattan Puraskar’ by the India International
Friendship Society in 2011; Department of Biotechnology National Associ-
ateship in 1994; and National Scholarship for Study Abroad (Government of
India) in 1984 and for Research in 1985 by the Rotary International Club of
Hyderabad. He is serving as an Associate Editor and member of the editorial
board of several reputed journals including BMC Biotechnology and the
OMICS journal Cell and Developmental Biology and is a member of the
advisory or other committees of some universities, institutions as well as
other bodies. He has guided 28 Ph.D. students, 7 M.Phil. students and over 22



XXiv

postdoctoral fellows and has published over 120 papers (80 research articles
in peer-reviewed journals, 15 review articles, 20 book chapters and general
articles). He has one Indian patent to his credit. He has vast experience in
plant biotechnology and RNA interference and has handled over 22 major
projects in these areas.

Dr. Leela Sahijram

Dr. Leela Sahijram is currently Principal Scientist, Division of Biotechnol-
ogy, Indian Institute of Horticultural Research (IIHR), Bangalore, India, and
heading the Plant Tissue Culture Laboratory. She obtained her M.Sc. in Botany
(Plant Physiology) with distinction from Osmania University, Hyderabad, India
(1976), and her Ph.D. in Plant Physiology (1983) from the Indian Agricultural
Research Institute, New Delhi, India. She was deputed under the USAID Pro-
gram to the University of California at Davis, USA (1992), for plant transfor-
mation. She has also undergone training in bioinformatics at IISR, Calicut,
India (2003). She has published several papers in national and international
journals and has guided students for their master’s and doctoral degree pro-
grammes. She was identified by the Department of Biotechnology (DBT), New
Delhi, for training on ‘Biotechnology and Intellectual Property Rights (IPR)’ at
the National Law School of India University (NLSIU), Bangalore (2003). She
attended a residential course on ‘Creative Writing in Agriculture’ at the Indian
Institute of Mass Communication (IIMC), New Delhi (2011).

Her team pioneered the micropropagation of banana (globally, the leading
tissue culture—propagated fruit crop), which has spawned a multibillion-
dollar industry worldwide. In 1990, she successfully demonstrated over 20
choice clones of banana from across India to be ‘micropropagatable’, includ-
ing cultivars of the Cavendish Group. She was member of the Task Force for
the rehabilitation of Nanjangud Rasabale (Pride of Karnataka) syn. Rasthali,
‘Silk’ group — a clone threatened with extinction. She has also worked exten-
sively on micropropagation and ‘specific-pathogen-free’ (SPF) plantlet pro-
duction through meristem culture/micrografting in crops like citrus, caladium,
bougainvillea and chrysanthemum besides bananas and plantains. She spe-
cializes in hybrid embryo rescue in perennial horticultural crops (interge-
neric/interspecific/intervarietal crosses), particularly in fruit crops, namely,

About the Editors



About the Editors

XXV

mango, seedless grapes/citrus, banana and papaya. In 2000-2001, she pio-
neered hybrid embryo culture and ex vitro grafting in controlled crosses of
mango.

She was conferred with the Dr. Vikram Govind Prasad Award 1999-2000
for research on molecular diagnostics of viruses in micropropagated bananas.
She was also honoured with the Horticultural Society of India Award 2006—
2007 for research on hybrid embryo rescue in seedless grapes and with the
Rashtriya Samman Award 2007 for developing biotechnologies for horticul-
tural crops. She has been editing the Journal of Horticultural Sciences, an
international journal, for the past 9 years as a Founder Editor. She has also
edited a book entitled Biotechnology in Horticultural and Plantation Crops.
She has several book chapters in national and international publications to her
credit. She is the author of many technical and semi-technical popular articles
and a laboratory manual besides having trained hundreds of personnel from
development departments for setting up commercial plant tissue culture labo-
ratories. She has travelled widely.

am
Dr. K.V. Krishnamurthy

Dr. K.V. Krishnamurthy is currently an Adjunct Professor at the Institute of
Trans-Disciplinary Health Science and Technology (IHST), Bangalore, India,
and offering consultancy services in Ayurvedic Pharmacognosy. He obtained
his M.Sc. in Botany with University First Rank from Madras University,
Chennai, in 1966 and his Ph.D. in Developmental Plant Anatomy from the
same university in 1973. After a brief stint in government colleges in Tamil
Nadu, he joined the present Bharathidasan University, Tiruchirappalli, in
1977 and became a Full Professor in 1989. He has an overall teaching and
research experience of more than 47 years and has guided 32 Ph.D. scholars,
more than 50 M.Phil. scholars and hundreds of master’s degree holders. He
has published more than 180 research papers and 25 books including Meth-
ods in Cell Wall Cytochemistry (CRC Press, USA) and a textbook on biodi-
versity (Science Publishers, USA), Bioresources of Eastern Ghats: Their
Conservation and Management (with Bishen Singh Mahendra Pal Singh,
Dehradun). His major research areas include plant morphology and morpho-
genesis, biodiversity, wood science, cytochemistry, plant reproductive



XXVi

biology and ecology, tissue culture and herbal medicine and pharmacognosy.
He has operated more than 15 major research projects so far. He has been a
Fulbright Visiting Professor at the University of Colorado, Boulder, in 1993
and has visited and lectured in various universities in the UK in 1989. His
outstanding awards and recognitions include the following: INSA Lecture
Award 2011; Prof. A Gnanam Endowment Lecture Award 2010; President
2007, Indian Association for Angiosperm Taxonomy; Prof. V. Puri Award
2006 by the Indian Botanical Society; Rashtriya Gaurav Award 2004 by India
International Friendship Society, New Delhi; Scientist of the Year Award
2001 by the National Environmental Science Academy, New Delhi; Tamil
Nadu State Scientist Award 1997—-1998 in the Field of Environmental Sci-
ence; Dr. V.V. Sivarajan Gold Medal Award by the Indian Association for
Angiosperm Taxonomy for Field Study in the year 1997-1998; Prof. Todla
Ekambaram Endowment Lecture Award, Madras University, 1997; Prof.
G.D. Arekal Endowment Lecture Award, Mysore University, 1997-1998;
Prof. V.V. Sivarajan Endowment Lecture Award, Calicut University, 1997;
Prof. Rev. Fr. Balam Memorial Lecture Award, 1997; 1984 Prof. Hiralal
Chakraborty Award instituted by the Indian Science Congress in recognition
of the significant contributions made to the science of botany, 1960; Dr. Pulney
Andy Gold Medal awarded by Madras University as University First in
M.Sc. Botany, 1966; Dr. Todla Ekambaram Prize awarded by Madras Univer-
sity for standing first in M.Sc. Plant Physiology, 1966; Maharaja of Vizianag-
aram Prize awarded by Presidency College, Madras, for outstanding
postgraduate student in science, 1965-1966; and Prof. Fyson Prize awarded
by Presidency College, Madras, for the best plant collection and herbarium,
1965-1966. He has been the following: Fellow of the National Academy of
Sciences of India (FNASc); Fellow of the Linnean Society, London (FLS);
Fellow of the Indian Association for Angiosperm Taxonomy (FIAT); Fellow
of the International Association of Wood Anatomists, Leiden; Fellow of the
Plant Tissue Culture Association of India; and Fellow of the Indian Botanical
Society. He has been the Editor and editorial member of many journals in and
outside India and has also been reviewer of research articles for many jour-
nals. He has also served in various committees, the major funding organiza-
tions of India and several universities of India. He has been the Registrar and
Director, College and Curriculum Development Council; Member of Syndi-
cate and Senate; Coordinator of the School of Life Sciences and Environmen-
tal Sciences; Head of the Department of Plant Sciences; and a Visiting
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Abstract

Arabidopsis thaliana, a small, flowering, self-pollinating weed, has been
developed into an elegant model system. Concerted effort from the plant
research community has led to development of extensive genomic
resources, tools, and techniques. Advances in high-throughput (omics-
based) approaches and their application in Arabidopsis research have pro-
vided ample understanding of basic biological processes in plants. Further,
bioinformatics platforms allow for integration of the multiple “omics”
data, thus, enhancing our appreciation of biological interactions at an
organismal level. Taken together, A. thaliana has emerged as an excellent
reference source for functional and comparative genomic analysis. In this
chapter, we summarize advances made in the field of Arabidopsis research
and resources, tools, and technologies available to the plant scientific com-
munity. In addition, we briefly discuss ways in which knowledge gained
from this model system can be harnessed for effective deployment in crop
improvement.

Keywords

Arabidopsis thaliana « Model organism ¢ Forward and reverse genetics ®
Functional genomics ¢ Community resources ¢ Crop plants ¢ Plant
biology

1.1 Passage to Glory: From “Tiny
Weed” to a“Model Plant”

Mendel’s seminal work on Pisum sativum (pea)
and, later, Zea mays (maize) brought the two

R. Sivasubramanian ¢ N. Mukhi ¢ J. Kaur (D<) plants into the main foray as ideal systems for
Department of Genetics, University of Delhi studying crop genetics. Maize, a major crop plant
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suitable for cytogenetic studies, played an instru-
mental role in providing valuable insights into

Bir Bahadur et al. (eds.), Plant Biology and Biotechnology: Volume I1: Plant Genomics 1
and Biotechnology, DOI 10.1007/978-81-322-2283-5_1, © Springer India 2015


mailto:jagreet@south.du.ac.in

R. Sivasubramanian et al.

various facets of plant biology. Horticultural
plants like tomato (Solanum lycopersicum) and
petunia (Petunia hybrida) were the other models
being used by plant geneticists for studying bio-
logical processes. Despite being extensively used
in plant biology, these crops failed to develop
into ideal model systems for studies on molecular
genetics. A major drawback with most of these
crop plants being their long generation time and
complex genomes. Arabidopsis thaliana, a dicot
flowering weed belonging to the Brassicaceae
family, was not given much importance until
Friedrich Laibach included it in his search to
identify a plant which had fewer numbers of
large chromosomes suitable for cytogenetic anal-
ysis. But, due to the small-sized chromosomes,
Arabidopsis was left out and was not mentioned
in plant research for long (Meyerowitz 2001).
Laibach refocused his attention on Arabidopsis
in 1943 and proposed it as a genetic model owing
to its short generation time, small size, large
progeny, and self-pollinating lifestyle with pos-
sibility of outcrossing (Fig. 1.1). Laibach, along
with Albert Kranz, further contributed to
Arabidopsis research by collecting a large number

of natural accessions (750) from around the
world. George Redei, another plant geneticist,
extensively worked towards standardizing muta-
genesis protocols for Arabidopsis and generated
acollection of X-ray induced mutants. Langridge,
in 1955, described the first auxotrophic mutant in
higher plants. Thereafter, the use of Arabidopsis
mutants to dissect physiological and biochemical
pathways underlying various biological pro-
cesses gained momentum. Maarten Koornneef’s
group at Wageningen Agricultural University in
Netherlands also started using Arabidopsis
mutants in a major way and constructed its
detailed genetic map, further facilitating research
in Arabidopsis genetics (Koornneef and Meinke
2010). Around the same time, Estelle and
Somerville (1986) used Arabidopsis mutants to
characterize important biochemical processes
like photorespiration, further emphasizing use-
fulness of this plant in genetic analysis. Pruitt
and Meyerowitz (1986) demonstrated that
Arabidopsis had a small genome relative to other
crop models, thereby making mapping and gene
cloning comparatively convenient. The next big
step in Arabidopsis research was the discovery of

Attributes of A.thaliana as a
Model system

-Small size- requiring less growth
space

-Shorter generation time -increasing
the pace of research

-Large progeny for genetic analysis

-Small genome size (125Mb)-
completely sequenced

-Small number of chromosomes (n=5)
-Amenable to transformation

- Spectrum of genetic and molecular
resources

Fig. 1.1 (a) Large number of seeds can be grown on 90 mm petri plate. (b) Rosette of 4-week-old Arabidopsis
(c) a 5-week-old Arabidopsis plant with the inflorescence flowers
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Fig 1.2 Milestones in Arabidopsis research

a simple, convenient Agrobacterium tumefaciens-
mediated transformation of germinating seeds
which opened the floodgates for developing vari-
ous tools for genetic analysis (Feldmann and
Marks 1987). Clough and Bent (1998) further
simplified plant transformation by devising the
“floral dip” method. All these advances, together,
brought this weed into limelight as a model plant
in the field of plant genetics (Fig. 1.2).

1.2  The Arabidopsis Genome:

“Catalyst” for Plant Research

A relatively smaller genome size (approx.
125 Mb) was the simple reason Arabidopsis was
chosen as a subject for the first plant genome
sequencing project. By contrast, the genome size
of related Brassica napus (rapeseed mustard) and
Brassica juncea (Indian mustard) is about ten
times that of Arabidopsis. Similarly, the genome
of important cereals like rice, maize, and wheat is
much more complex and roughly about 3%, 45x,
100x%, respectively, compared to Arabidopsis. It
was the first plant genome to be completely
sequenced in the year 2000 under an international
Arabidopsis Genome Initiative (AGI). Analysis
of the genome using various gene-finding algo-
rithms, along with supporting data from vast

initiated

experimental evidences like EST sequences,
MPSS tags, cDNA clones, etc. predicts about
33,000 gene models (TAIR 10). The genome
analysis also revealed that it is enriched for genes
with an average size of 5 Kb (Bevan et al. 1998).
It was also observed that there is very little repeti-
tive DNA compared to any other higher plant,
which facilitates molecular studies and map-
based cloning. Release of its genome sequence
acted as a catalyst for commencement of various
projects on functional genomics, leading to gen-
eration of a vast stockpile of resources discussed
hereunder (Fig. 1.2).

1.3 Genetic Resources

for Functional Genomics

Properties of a living organism are determined
mainly by its genetic constitution and its interac-
tion with the environment. With the ever-
expanding wealth of genomic data produced by
genome sequencing projects, the next essential
step is to decipher the gene function. Multiple
tools and techniques have been developed for
Arabidopsis with a focus on dissecting and defin-
ing its gene function and interactions in a given
biological process (Table 1.1).
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Forward Genetic Tools
for Functional Analysis

1.3.1

Forward genetic approach is the classical
phenotype-based approach for screening mutants
in a biological pathway or process of interest.
Large-scale forward genetic screens have pro-
vided a basis for the discovery of a multitude of
new genes and pathways fundamental to various
aspects of plant biology. Gene disruption is the
most robust and direct approach to address the
biological function of a gene. Various libraries of
mutants for forward genetics generated in A.
thaliana are available as a public resource and are
discussed below.

1.3.1.1 EMS Mutagenesis

Ethyl methane sulfonate (EMS), a known and
commonly used chemical mutagen (alkylating
agent), induces point mutations which vary from

Forward
Genetics
Natural
Variation EMS mutants
Cross and
Panel of Natural advance Cross mutant to

wt and generate

accessions F2 populations

generations for
RILs/MAGIC lines

Genotype and
phenotype

Identify locilgenes
+ QTL mapping
*» Next Gen Mapping
+ LD Mapping

R. Sivasubramanian et al.

complete knockouts to hypomorphic mutations,
thus allowing isolation of a series of allelic vari-
ants of a given gene (Bowman et al. 1991).
Isolation of weak alleles is advantageous espe-
cially when characterizing genes involved in
essential cellular functions. EMS treatment has
been successfully used for generating a high
frequency of irreversible, randomly distributed
mutations across the Arabidopsis genome
(Greene et al. 2003). To dissect any biological
process, a saturated mutagenized population is
screened for a desired phenotype, and the classi-
cal positional cloning approach is used for identi-
fying the causal mutation/gene (Fig. 1.3). This
approach requires the mutant to be crossed to an
Arabidopsis accession significantly polymorphic
at the DNA level to generate a segregating F,
mapping population. The mapping is done in a
biphasic manner, where coarse mapping with a
few, well-dispersed genome-wide markers is fol-

Gene identification

Reverse
Genetics
Insertion Indexed T-D!#IA
TILLING mutants/RNAI/Ov
Mutants erexpressor lines
TAIL-PCR to Order seeds &
identify flanking identify
regions homozygotes
Identify gene Phenotype
Gene
validation

Fig. 1.3 An overview of gene identification methodology in A. thaliana
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lowed by fine mapping with a large number of
region-specific markers. A large number of
molecular markers have been used for mapping
in Arabidopsis, viz., simple sequence length
polymorphism (SSLP), insertions and deletions
(Indels), cleaved amplified polymorphic
sequences (CAPS), and single nucleotide poly-
morphisms (SNPs). Mapping resolution depends
upon (i) the number of molecular markers
employed and (ii) the number of meiotic recom-
binants analyzed. Mutations that interfere with
pattern formation during embryogenesis (Souter
and Lindsey 2000), branching pattern (Schmitz
and Theres 1999), flower morphology (Komaki
et al. 1988), flowering time (Putterill et al. 1995),
response to hormones, and many cellular/physi-
ological processes have been identified in simple,
forward EMS mutant screens. With the advent of
“next generation sequencing” (NGS), the tradi-
tional positional-cloning approach can be
replaced by direct identification of mutations by
whole-genome sequencing. Multiple studies have
successfully used NGS to identify directly the
mutation of interest (Schneeberger et al. 2009;
Austin et al. 2011; Schneeberger and Weigel
2011; Uchida et al. 2011).

1.3.1.2 Insertional Mutagenesis and Its
Modification

Since the classical positional cloning is an exten-
sive and a long-drawn exercise for identifying a
corresponding gene responsible for a phenotype
of interest, insertional mutagenesis — an alternate
tool for gene disruption — was developed.
Integration/insertion of T-DNA/transposable ele-
ment (TE) into the genic region causes disruption
of the gene. Since the mutant genes are tagged
with T-DNA inserts, the gene can be easily iden-
tified by isolating the sequences flanking the
insertion sites. Success of this approach depends
upon (i) an easy and efficient transformation
system and (ii) the ability of T-DNA and trans-
posable elements to integrate randomly into the
host genome (Galbiati et al. 2000). Efficient and
simplified Agrobacterium-mediated floral dip
transformation method has helped in generating
exceptionally large numbers of insertional
mutants and a near-saturation mutagenesis of the

Arabidopsis genome (Clough and Bent 1998).
Four major T-DNA mutant collections available
at TAIR collectively encompass 95 % of pre-
dicted Arabidopsis genes: (a) SALK lines
(Alonso et al. 2003), (b) GABI-Kat lines (Rosso
et al. 2003), (c) Syngenta Arabidopsis Insertion
Library (SAIL) (Sessions et al. 2002), and (d)
INRA/Versailles lines (Samson et al. 2002).
These stocks are in the public domain and are
available from ABRC and NASC stock centers.
These are popular resources for both forward and
reverse genetic approaches for functional analy-
sis. Similar to EMS mutants, insertion mutants
too have been used for unraveling molecular
mechanisms underlying various biological pro-
cesses, Viz., meiotic recombination in plants
(Reddy et al. 2003; Kerzendorfer et al. 2006),
embryo development (Stacey et al. 2002), organ
development (Dievart et al. 2003), and systemic
acquired resistance signaling (Maldonado et al.
2002).

1.3.1.2.1 Trap lines

Traditionally, gene identification relied on dis-
ruption of a gene function leading to a recogniz-
able phenotype. But most of the genes in
Arabidopsis and other crop plants are members
of multigene families and can act redundantly,
which makes it difficult to characterize them
using the classical approach. In addition, some
phenotypic characters are hard to be detected
unless the mutated gene is studied in a certain
mutant background which reveals its loss-of-
function phenotype. Yet another class of genes
not amenable to classical genetic studies is the
ones that function at multiple developmental
stages and whose loss of function may lead to
lethality at early developmental stages.
Modification of the insertional mutagenesis tool
kit has led to the development of an alternate
powerful strategy that permits gene identification
based on their expression pattern, thus eliminat-
ing the need for a mutant phenotype (Sundaresan
et al. 1995; Springer 2000). The basic principle
underlying this strategy is to randomly integrate
into the genome a promoterless reporter con-
struct (gene/promoter trap) or a reporter construct
with a minimal promoter (enhancer trap) close to



the end of the insertional element (T-DNA or
TE). The expression of the reporter gene is acti-
vated when an endogenous cis-acting promoter
or transcriptional enhancer is present at the site of
integration. Bacterial uidA encoding for
B-glucuronidase (GUS) is a commonly used
reporter since endogenous p-glucuronidase activ-
ity in plants is absent (Jefferson et al. 1987).
Alternatively, light emitting bacterial protein
(lux) and luciferase (luc) enzyme from the fire fly
have been used as reporters for nondestructive
screens. Gene traps have been extensively used to
unravel genes involved in various developmental
processes like lateral root formation (Malamy
and Benfey 1997), female gametophyte develop-
ment (Springer et al. 1995), embryo development
(Topping and Lindsey 1997), and floral organ
development (Nakayama et al. 2005). Trap lines
have also been used to identify stress responsive
genes (Alvarado et al. 2004). Besides gene iden-
tification, several organ-, tissue-, cell-, and stage-
specific markers have been identified which are
useful tools in developmental biology studies.
Additionally, the promoter traplines provide a
direct access to highly specific promoters. For
example, to tackle the problem of drought stress
in crop plants engineering stomatal activity is an
attractive idea. Guard cells control the influx of
CO, for photosynthesis and water loss during
transpiration, and the signaling cascade involved
in these responses are well dissected (Schroeder
et al. 2001). Francia et al. (2008) screened gene
trap and promoter trap lines to isolate stomata-
specific genes and promoters for biotechnologi-
cal applications. This approach has also been
extended to other crops like rice to identify cell-
type-/tissue-, stage-, and/or conditionally specific
regulatory elements (Yang et al. 2004).

1.3.1.3 Natural Variation
and Association Mapping

Extensive genotypic and phenotypic variations
have been documented in natural accessions of A.
thaliana. Natural variation is the basis for tradi-
tional linkage mapping/quantitative trait loci
(QTL) mapping aimed at identifying genes gov-
erning a trait of interest. F, populations and
recombinant inbred lines (RILs) have been used
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as experimental populations for QTL mapping.
RILs allow higher mapping resolution as com-
pared to F, populations. Over 60 RIL populations
have been developed and are available to the
research community through stock centers. The
wide range of intraspecific diversity (wild acces-
sions) available in A. thaliana makes it well
suited for association mapping (Fig. 1.3).
Association mapping is based on linkage disequi-
librium (LD) and offers very high resolution in
comparison to traditional linkage mapping, since
it takes advantage of historic recombination
events accumulated over several generations.
Linkage disequilibrium (LD) in Arabidopsis on
an average extends over 5-10 kb, thus offering
nearly single-gene resolution (Kim et al. 2007b).
Array-based re-sequencing of 20 maximally
diverse natural accessions of A. thaliana has led
to development of a genotyping array
(AtSNPtilel) containing probe sets for 2,48,584
SNPs (Kim et al. 2007b). Given the small size of
the genome (~125 Mb), this array provides, on
average, 1 SNP for every 500 bp, sufficient
enough for genome-wide association mapping.
There have been several reports of genome-wide
association studies (GWAS) in A. thaliana
(Aranzana et al. 2005; Atwell et al. 2010; Brachi
et al. 2010; Chan et al. 2011; Nemri et al. 2010).
The SNP chip has been used for genotyping
around 1,307 accessions, and the data is available
to the public (Horton et al. 2012). Several soft-
ware and web-based platforms have been
developed for GWAS in plants, viz., TASSEL
(Bradbury et al. 2007), GAPIT (Lipka et al.
2012), GEMMA (Zhou and Stephens 2012),
Matapax (Childs et al. 2012), and the GWA-
portal (Seren et al. 2012). A major drawback of
association mapping is the confounding caused
due to population structure and the consequent
increase in number of false positives. In addition,
identification of epistatic loci continues to be a
major challenge in GWAS. A new mapping
design that combines advantages of classical
QTL mapping and association mapping, known
as nested association mapping (NAM), has been
pioneered in maize wherein experimental popu-
lations derived from crosses of several founder
lines are used (McMullen et al. 2009; Yu et al.
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2008). In Arabidopsis, two such mapping popu-
lations have been developed, viz., AMPRIL
(Arabidopsis Multiparent RIL) populations
(Huang et al. 2011) and MAGIC (Multiple
Advanced Generation Intercross) populations
(Kover et al. 2009) (Fig. 1.3). The MAGIC popu-
lation is derived from a heterogeneous stock of
19 inter-mated accessions which have been com-
pletely sequenced, and tools required for QTL/
association mapping in these populations are
freely available (Table 1.1). Alternatively, asso-
ciation mapping can be combined with QTL
mapping in several independent RIL populations
to retain statistical power and, yet, not compro-
mise on resolution of mapping. Though the array-
based re-sequencing effort led to identification of
around 250K SNPs, it also revealed that the refer-
ence accession Col-0 lacks a substantial portion
of genes present in other accessions. A 1001
genome project for A. thaliana was announced in
2007 to sequence genomes of other accessions
which would contain sequences not present in the
reference genome (Weigel and Mott 2009)
(Table 1.1). This multinational effort would not
only shed light on local polymorphism patterns
and chromosomal-scale differences but be
directly useful in QTL and association mapping
as well. Since many of the accessions sequenced
are parents of RIL populations, availability of the
genome sequence may identify polymorphisms
responsible for various QTLs detected so far.
Complete-genome sequences will not only help
identify the causal allele directly in GWAS but
also assist in predicting activity differences
between causal alleles and tackling problems of
allelic heterogeneity and rare variants.

1.3.2 Reverse GeneticTools
for Functional Genomics

The genome annotations for Arabidopsis have
been refined overtime and there are more than
30,000 genes predicted, but the role of majority
of these genes in various biological processes is
yet to be elucidated. This poses a major challenge
and has made it essential to carry out systematic
genome-wide functional analysis. As emphasized

above, cloning the genes based on phenotype
requires tremendous labor and time; therefore,
complementary reverse genetic approaches are
developed to directly investigate the gene function
in specific pathways of interest. Some of the genetic
resources commonly used in the Arabidopsis
functional analysis are discussed below (Fig. 1.3).

1.3.2.1 Sequence-Indexed Insertion
Mutants

As a part of the extensive effort to experimentally
validate the function of all the predicted genes,
high-throughput thermal asymmetric interlaced-
PCR (TAIL-PCR) in combination with sequenc-
ing has made it possible to index all the insertion
mutants available. The gene indexed T-DNA
mutant library is a valuable resource for several
reverse genetic studies. The ultimate aim of the
project was to identify at least two genetically
stable loss-of-function mutations in all the pre-
dicted Arabidopsis genes. Using simple PCR-
based screening, the mutations can be confirmed
and one can select for lines that are homozygous
for the mutation. Recently, Bethke et al. (2014)
attempted to dissect the role of multiple members
of the Arabidopsis pectin methyl esterases
(AtPME) (a 66-member gene family), in pattern-
triggered immunity and immune responses to
Pseudomonas, Botrytis, and Alternaria brassici-
cola. They identified T-DNA mutants in multiple
members of AtPME gene family and analyzed
single and combinations of multiple mutations to
address their role in plant defense.

1.3.2.2 Targeting Induced Local

Lesions in Genome (TILLING)/

EcoTILLING
EMS mutagenesis can create a higher frequency
of broad-spectrum mutations as compared to the
insertion mutagenesis approach. The major draw-
back of EMS is that the eventual cloning of the
mutation is tedious. Colbert et al. (2001) devel-
oped a PCR-based high-throughput strategy for
identifying a SNP in the gene of interest from a
mutagenized F, population. TILLING (Targeting
Induced Local Lesion in Genome) combines the
robustness of random EMS-induced mutagenesis
with high-throughput PCR-based screening to
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identify mutations in the gene of interest. The
PCR products from the gene of interest are dena-
tured and reannealed to form heteroduplex which
is preferentially digested by the mismatch-
specific CEL1 endonuclease, and the cleaved
products are analyzed on a denaturing polyacryl-
amide gel. Initially, this reverse genetic strategy
was used to identify numerous mutations in
Arabidopsis mutagenized populations (Enns
et al. 2005). The use of this technique was further
extended for identifying naturally occurring
genetic variations in the available accessions and
has been named as EcoTILLING (Comai et al.
2004). A high-throughput and cost-effective
TILLING approach has been employed by the
Arabidopsis TILLING project (ATP) to provide
series of allelic point mutations for the general
Arabidopsis community. This strategy can be
extended to any crop plant for functional genom-
ics and even crop improvement (Slade et al. 2005;
Cooper et al. 2013).

1.3.2.3 RNA Interference (RNAi)
for Targeted Mutagenesis

Although insertional mutagenesis is an effective
method for generating loss-of-function mutants,
the method falters when dealing with lethal
genes or those genes which are functionally
redundant. Targeted gene silencing via anti-
sense, co-suppression, posttranscriptional gene
silencing, and most recently RNA interference
(RNAi) has emerged as a powerful alternative
reverse genetic approach for attenuating the
gene expression. In this approach, stable trans-
formants expressing double-stranded RNA
(under a constitutive or inducible promoter)
against target genes are generated, and the effect
of knockdown of the gene expression is ana-
lyzed in terms of the phenotype. In comparison
to T-DNA mutagenesis, RNAi lines typically
show a wide spectrum of gene expression, from
no reduction to complete shutdown (Waterhouse
and Helliwell 2003). To date, experimental
proof of function for only 10 % of the predicted
genes is available. The AGRIKOLA project
(Arabidopsis Genomic RNAi Knockout Line
Analysis) aims to create targeted gene knock-
down lines via RNAI for all the predicted genes
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in Arabidopsis (Hilson et al. 2004). In this
project, about 150-600 bp long gene-specific
tags (GSTs) have been designed for approx.
25,000 genes which were used to construct
dsRNA-expressing vectors. These RNAi con-
structs have been transformed into wild-type
Arabidopsis plants to generate a library of
knockdown transformants. These knockdown
lines will be an invaluable source for determin-
ing the function of individual Arabidopsis genes
and, by extrapolation, function of orthologous
genes in other crop plants as well.

1.3.2.4 Gain-of-Function Systems
for Functional Analysis

Activation tagging is another addition in the arse-
nal of gene identification tools available to the
plant scientific community. This is a popular
gain-of-function approach where the overexpres-
sion of the gene results in a novel phenotype.
Gene activation tagging systems have been estab-
lished in Arabidopsis using either T-DNA vectors
or transposon-based vectors carrying multimers
of the 35S CaMV enhancers (Walden et al. 1994;
Weigel et al. 2000; Nakazawa et al. 2003).
Agrobacterium-mediated genome-wide random
integration of the activation construct results in
upregulation of the gene present in the vicinity of
the integration site. Ectopic upregulation of the
gene can result in an observable phenotype. Since
the gene is tagged, identification by inverse PCR
or TAIL-PCR can be carried out rapidly. Activation
tagging approach has been instrumental in deci-
phering the function of a number of genes includ-
ing ADRI in defense response (Grant et al. 2003;
Aboul-Soud et al. 2009), BAK1 in brassinosteroid
signaling (Li et al. 2002), and FT in floral transition
(Kardailsky et al. 1999).

FOX hunting system (full-length overexpres-
sion of cDNA for gene hunting) is an alternative
approach to activation tagging where the ease of
transformation of Arabidopsis and the availabil-
ity of the full-length cDNA sequences have been
exploited. As opposed to activation tagging,
genes responsible for the overexpression pheno-
type can be easily identified. Using a normalized
full-length cDNA library, Ichikawa et al. 2006
have developed 30,000 independent Arabidopsis
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FOX lines which are available from RIKEN. As a
further extension of this, full-length rice cDNA
clones have been transformed into Arabidopsis
with an aim of screening for rice functional genes
in a high-throughput manner (Sakurai et al.
2010).

1.4  Omics: A High-Throughput
Tool for Deciphering Gene
Function

Functional genomics is a genome-wide

approach that attempts to use the ever expanding
wealth of data produced through various high-
throughput analysis for defining the gene func-
tion and its interactions in a given biological
process.

1.4.1 Transcriptomic Resources

for A. thaliana

Transcriptomics, a comprehensive study of the
whole-genome expression, is an informative
approach towards functional gene analysis. The
spatial and temporal expression of a gene to a
certain extent is reflective of its activity within
the cell. This section discusses the various publi-
cally available resources for gene expression
analysis and their application in functional
genomics.

1.4.1.1 Expression Profiling Provides
Insights into Gene Function

To get a glimpse of the transcriptional activity
within the cell, a large-scale expressed sequence
tag (EST) sequencing project was undertaken in
Arabidopsis. The data generated in the EST
sequencing was useful in gene discovery as it
helped in annotating the expressed regions in the
genome besides providing information about the
gene expression. Serial analysis of gene expres-
sion (SAGE) and its various modifications like
micro SAGE and mini SAGE were commonly
used by various research groups to identify large
number of differentially expressed transcripts
present in different tissues/conditions. More

n

recently, the NGS-based massively parallel
signature sequencing (MPSS) has gained the
edge. In this approach, short sequence tags are
generated for a cDNA library by sequencing
approx. 20-25 bp from the 3’ side of
cDNA. Besides discovering novel transcripts,
MPSS also provides a robust method for assess-
ing the transcript abundance. Additionally, the
MPSS platform has been used to identify a large
number of small RNAs.

The hybridization-based approaches for
acquiring large-scale gene expression profiles
have also been established for Arabidopsis and
are being continuously improved. The traditional
microarrays used for analyzing the transcrip-
tional profiles were biased towards the known
and predicted genes. With the whole genome
sequence available, it became possible to develop
tiling arrays (TA) and whole genome arrays
(WGA). These arrays cover the entire genome
with probes either at regular interval (TA) or
probes that are overlapping along the entire
length of the genome (WGA). These arrays have
not only been used for estimating the transcript
levels but also play a significant role in identify-
ing novel transcripts, various alternate transcripts,
and polymorphisms (Mockler et al. 2005). Using
the WGA, Zeller et al. (2009) studied the stress-
induced changes in the A. thaliana transcripts in
response to various abiotic stresses like salt,
osmotic, cold, and heat. They identified several
novel stress-induced genes which were missed in
the earlier classical microarray experiments.
Thousands of microarray experiments that have
been conducted in different laboratories with A.
thaliana now form a part of large quantitative
data on gene expression in different tissue and in
response to different treatments and experimental
conditions. Similarly, a comprehensive expres-
sion atlas for A. thaliana has been developed
based on WGA and is available at A. thaliana
Tiling Array Express (At-TAX) (Laubinger et al.
2008). The utility of the tiling array has been fur-
ther extended by combining this platform with
immunoprecipitation methods for detecting chro-
mosomal locations at which protein-DNA inter-
action occurs across the genome (Wang and Perry
2013). Further, Zhang et al. (2006) generated an
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extensive Arabidopsis methylome data by
coupling tiling arrays with methylcytosine
immunoprecipitation methods. Most of the
microarray data has been deposited in the public
databases such as NASC and TAIR, and this data
can be accessed for analysis either directly from
these sites or through the various available links/
tools like Genevestigator (Zimmermann et al.
2004) and MAPMAN (Thimm et al. 2004)
(Table 1.1).

1.4.1.2 Co-expression Analysis: Guilt by
Association

Since an extensive set of microarray expression
data across multiple experiments is available, the
attention has now shifted to exploring the corre-
lated expression of the entire genome with fine
focus on defining specific pathways in a biologi-
cal process. These correlation studies are a pow-
erful tool to identify new genes which could be
functionally related. Several co-expression anal-
ysis interfaces like ATTED-II and CressExpress
have been developed that use the comprehensive
collection of the publicly available transcriptome
data sets to identify co-regulated genes
(Nakashima et al. 2009). The PLAnt co-
Expression database (PLANEX) is a genome-
wide database which includes publicly available
GeneChip data obtained from the Gene
Expression Omnibus (GEO). A comparative
transcriptomic analysis using meta-analysis
approach for drought (abiotic) and bacterial
(biotic) stress response in rice and Arabidopsis
identified several genes, common to both the
stresses (Shaik and Ramakrishna 2013). This
identification of master regulatory genes that act
in biotic and abiotic stress response would be the
potential candidates for manipulating stress toler-
ance in crop plants as well.

Though co-expression analysis proves to be a
powerful tool to identify new genes which could
be functionally related, one needs to keep in mind
that the co-expression analysis is a reflection of
regulation at the mRNA level only. The analysis
would gain weightage if any known protein—pro-
tein interaction information can be integrated
into the co-expression analysis.
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1.4.1.3 Small RNA Database and Tools
for Functional Genomics

The regulation of gene expression occurs at
multiple levels including mRNA stability. It has
become evident that small RNAs are one of the
major players in regulating gene expression
during growth, development, and stress
responses in plants. The cost-effective next
generation sequencing has made it possible to
discover hundreds of small RNA from
Arabidopsis and other plants. This extensive
data is available through the web interface —the
Arabidopsis Small RNA Project (ASRP) which
also integrates the community-wide resources
related to small RNA and various bioinformatic
tools for mi- and siRNA identification
(Backman et al. 2008). The Arabidopsis model
system has been useful in dissecting the small
RNA component of genetic and epigenetic reg-
ulation in plant development, growth, and dis-
ease resistance. Palatnik et al. (2003) showed
the involvement of microRNA in controlling
leaf morphogenesis. Auxin signaling responses
were also shown to be regulated via small
RNA. Several auxin response factors (ARFs)
were predicted to be targets for miRNA. ARF10
and ARF17 contain potential sites for miR160
(Jover-Gil et al. 2005). Overexpression of
miR160 resistant version of ARF17 led to
higher accumulation of ARF17. These changes
in expression correlate with the pleotropic mor-
phological abnormalities and reduced fertility
observed in the transgenic suggesting the regu-
lation of ARF17 by miR160 (Mallory et al.
2005). Similarly, another miR393 also plays a
significant role in integrating the environmental
cues to auxin signaling pathway (Windels and
Vazquez 2011).

Additionally, using the basic principle of
small RNA-directed gene silencing, virus
induced gene silencing (VIGS), hairpin-based
RNA interference (RNAi), and artificial
microRNA (amiRNA) tools have been developed
to regulate targeted gene expression. The use of
these strategies has been further extended for
selectively regulating gene expression in crop
plants as well.
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1.4.1.4 Tools for Regulatory Sequence
Analysis

The control of gene expression is pivotal to all
cellular processes, and one of the major chal-
lenges in biology is to unravel the mechanisms
that regulate gene expression. The gene function
is directly linked to its spatial and temporal
expression which is regulated by a network of
transcription factors, the key regulatory proteins.
The cues for gene regulation are hard wired into
the promoter region which is formed by cis-regu-
latory elements. These cis-regulatory elements
are recognized by specific transcription factors.
Therefore, in order to understand the gene expres-
sion and thereby the gene function, basic infor-
mation on the transcription factors and their
binding sites is important. A. thaliana encodes
more than 1,500 transcription factors which are
classified into 40-50 families based on the
sequence similarity (Riechmann et al. 2000).
Arabidopsis Gene Regulatory Information Server
(AGRIS) is the interface that hosts AtcisDB,
AtTFDB, AtRegNet, and ReIN databases
(Table 1.1), which provide a catalogue of cis ad
trans factors involved in gene regulation.

1.4.2 Epigenomic Resources

Epigenetics is the study of changes in the regula-
tion of gene expression that do not involve a
change in the DNA sequence. Epigenetic changes/
modifications include methylation of the DNA,
chemical modification of the histones, and alter-
native histone variants. These modifications are
known to play important roles during develop-
ment and in responses to different environmental
cues. An integrated epigenome map of Arabidopsis
was published in 2008, which describes interac-
tions between the methylome, transcriptome and
the small RNA transcriptome, and their effect on
gene regulation (Lister et al. 2008). Further, the
epigenetic variation between the different acces-
sions of Arabidopsis and its dependence on the
genetic variation between the accessions has been
reported (Schmitz et al. 2013). DNA methylations
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and their effect on the transcriptional activity
have been studied in response to biotic stress
(Dowen et al. 2012). The Epigenomics of Plants
International Consortium (EPIC) provides a list
of epigenetic resources in the form of databases
and tools, which are available to the research
community (Table 1.1). Also, The EPIC-CoGe
Epigenomics Webbrowser provides a user-
friendly interface to scan and search for epigen-
etic marks in the genome (Table 1.1).

1.4.3 Proteomics Resources

Transcriptional analysis in Arabidopsis using
the whole genome arrays and tiling arrays sug-
gested that the transcriptional capacity of the
Arabidopsis genome is far more than predicted
by genome annotation. Many non-annotated
intergenic regions were transcribed and a lot of
antisense transcripts were identified. These find-
ings prompted the scientists to look at the global
translational products and their posttranslational
modifications which are known to play a key
role in many cellular processes like cell signal-
ing, regulation of gene expression, protein
degradation, and protein—protein interactions.
“Proteomics” is the study and characterization
of the complete set of proteins present at a given
time in the cell and organelle using gel- and
mass spectrometry-based high-throughput tech-
niques. Proteome profile of Arabidopsis has
led to the identification of several organ-specific
biomarkers for different developmental stages,
organs, and undifferentiated cell cultures
(Baerenfaller et al. 2008). A proteome map of
different root cell types using Arabidopsis root
marker lines and fluorescence activated cell
sorting (FACS) was recently released (Petricka
et al. 2012). Proteome profiling of Arabidopsis
under diverse abiotic stresses such as cold,
drought, salinity, hypoxia, etc. (Kosova et al.
2011; Ghosh and Xu 2014) determined the role
of several families of transcriptional factors
(TFs) and protein phosphorylation/dephosphor-
ylation events in mediating stress response. For
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instance, analysis of Arabidopsis nuclear
proteome and its variation under cold stress
identified several differentially expressed tran-
scriptional factors (Bae et al. 2003). A compre-
hensive and well-annotated database of
transcription factors like Stress Responsive

Transcription Factor Database (STIFDB)
(Shameer et al. 2009) and Arabidopsis Stress
Responsive  Gene Database (ASRGDB)

(Borkotoky et al. 2013) provide a useful resource
to study gene regulatory pathways. MASC-P is
a web-based interface which contains a compre-
hensive set of databases containing proteome
profile of not only Arabidopsis but also other
plant species as well.

Proteomics has proved to play a significant
role in characterizing virulence and pathogenic-
ity factors produced by pathogens. Exoproteome
of phytopathogenic fungus Sclerotinia sclerotio-
rum identified several cell wall degrading
enzyme, in addition to the uniquely identified
a-arabinofuranosidase, formerly not been
detected by EST studies, thus highlighting the
importance of proteomic studies (Yajima and
Kav 2006; Mehta et al. 2008). With respect to
plant responses, proteomic studies on
Arabidopsis—A. brassicicola pathosystem identi-
fied the role of different pathogenesis-related
proteins PR4, glycosyl hydrolases, and
glutathione-S-transferases in mediating defense
response (Mukherjee et al. 2009). Proteome
analysis of Arabidopsis plants challenged with
Pseudomonas syringae pv. tomato (Pst) identi-
fied several phosphorylated glutathione-S-
transferases and peroxiredoxins involved in
redox signaling (Jones et al. 2006). Cecconi
et al. (2009), using the same pathosystem,
addressed the role of nitric oxide (NO) in hyper-
sensitive response. They identified several pro-
teins undergoing tyrosine nitration during an
incompatible interaction. Most of these proteins
were enzymes associated with important cellular
processes like photosynthesis, glycolysis, and
nitrate assimilation, indicating their importance
in mediating plant hypersensitive response. A
high-throughput proteomic study thus presents a
new way to gain deeper insights into organismal
biology.
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1.4.4 Metabolomics Resources

Plants respond to changes in the environmental
conditions by altering their metabolism.
Transcriptome and proteome analyses provide
useful insights into the metabolic network that
contributes to a biochemical reaction, but these
techniques are not all-encompassing methodolo-
gies. Metabolomics hence can be used as an addi-
tional tool to characterize the degree of impact of
environmental perturbations. The basic require-
ment for metabolomics study is to quantitatively
and qualitatively analyze all the metabolites in a
given sample in a truly unbiased manner. To date,
“metabolite profiling” has mainly been per-
formed using NMR, Fourier transform infrared
(FT-IR) spectroscopy, or MS techniques. Besides
relative quantification, metabolomics also help in
de novo identification of unknown metabolites
whose presence has been demonstrated. The met-
abolic response of plants to various biotic
(Balmer et al. 2013) or abiotic (Kaplan et al.
2004) stresses has recently received attention.
Metabolite profiling of Arabidopsis plants
subjected to high salinity revealed the role of
polypropanoid pathway and glycine betaine bio-
synthesis in mediating salt stress response (Kim
et al. 2007a). Similarly, molecular basis of freez-
ing tolerance in different A. thaliana accessions
has also been addressed using metabolomic
approach. Enhanced freezing tolerance in acces-
sions originating from Scandinavia to the Cape
Verde Islands has been found to be associated
with downregulation of photosynthesis and
hormonal responses and induction of flavonoid
metabolism (Hannah et al. 2006). Metabolomics
has also emerged as a functional genomics tool
for elucidating the functions of many unknown
genes. For instance, genes associated with gluco-
sinolate, flavonoid, and sterol biosynthesis have
successfully been functionally annotated using
the metabolomic approach (Hirai et al. 2004;
Morikawa et al. 2006; Schauer and Fernie 2006;
Tohge et al. 2005). Till date, approximately 1,800
metabolites have been detected in Arabidopsis.
Many publicly available databases like
AtMetExpress and Plant Metabolic Network
(PMN) have been developed to provide the
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scientific community with access to the metabo-
lomics data along with tools to allow for its inter-
active analysis.

1.4.5 Systems Biology:“Integrating
the Omics”

The omics approaches have allowed us to sneak
a glance at each step of translation of the genetic
information to the trait, and in this process, a
large quantity of high-quality data has been gen-
erated. Systems biology integrates the omics
data and allows us to study the interactions
among various biological components such as
genes, metabolites, proteins, and regulatory ele-
ments. The study of interactions involves majorly
four types of networks: (i) gene—metabolite net-
works, (ii) transcriptional regulatory networks,
(iii) gene regulatory networks, and (iv) protein—
protein interaction networks. Gene—metabolite
networks have been used to study the responses
of the plant during sulfur and nitrogen starvation
(Hirai et al. 2004) and during biotic stress
(Goossens et al. 2003). Also, gene expression
data has been used in the context of metabolic
pathways to dissect out the interaction of sugar
and circadian rhythm signaling during the diur-
nal cycles (Blasing et al. 2005; Gibon et al.
20006). Diverse biological processes within a cell
are mediated by multiple protein complexes
consisting of individual proteins organized by
their protein—protein interactions (PPI). Several
large-scale protein interaction studies have
been carried out in Arabidopsis (Braun P et al.
2011; Mukhtar et al. 2011), and multiple
databases with PPI data have been established.
Apart from PPI, genetic interactions have also
been mapped for many genes in Arabidopsis,
and data from both genetic and protein—protein
interactions have been consolidated to define an
interactome of Arabidopsis. Some of the data-
bases that contain curated PPI and genetic
interaction data include Biological General
Repository for Interaction Datasets (BioGRID)
(Stark et al. 2006, 2011), IntAct Molecular
Interaction database (Aranda et al. 2010),
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Database (AtPID) (Cui et al. 2008), Biomolecular
Interaction Network Database (BIND) (Bader
et al. 2003), the Molecular INTeraction database
(MINT) (Ceol et al. 2010), and Search Tool for
the Retrieval of Interacting Genes/Proteins
(STRING) (Jensen et al. 2009; Szklarczyk et al.
2011) (Table 1.1). Knowledge from these inter-
actions has been used extensively to study and
understand various complex cellular signaling
pathways. In Arabidopsis, this data has been
used to define the interfaces of various pathways
involved in retrograde signaling (Glasser et al.
2014), to study how WRKY transcription factors
interact with themselves and other proteins to
regulate various biological processes (Chi et al.
2013), and to understand how the JAZ proteins
in the jasmonate signaling cascade interact with
other transcription factors and proteins from
other hormone signaling pathways to regulate
male fertility, trichome development, and other
biological processes (Pauwels and Goossens
2011). Transcriptional regulatory networks
describe the interactions between transcription
factors and their downstream targets/genes.
Transcriptional regulatory networks have been
used to dissect out the regulatory network of glu-
cosinolate biosynthesis and identify major tran-
scription  factors regulating glucosinolate
biosynthesis (Hirai et al. 2007). Transcriptional
regulatory networks have also aided in elucidat-
ing the regulatory mechanisms controlling dehy-
dration, cold stress response, and systemic
acquired resistance (SAR) (Yamaguchi-
Shinozaki and Shinozaki 2006). Gene regulatory
networks define gene—gene interactions during a
biological process and reflect the dynamics of a
biological system. Gene regulatory networks
have been mostly described for developmental
processes that are well studied in Arabidopsis
such as flower development (Espinosa-Soto
et al. 2004) and guard cell size (Li et al. 2006).
Several large-scale studies have been carried out
involving various omics technologies such as
genomics, proteomics, transcriptomics, interac-
tomics, and metabolomics. Datasets generated
from such studies need to be integrated to derive
models for describing biological interactions at
the organismal level.



1.5 Translating Weed Power:

From Arabidopsis to Crops

Fourteen years after the release of the whole-
genome sequence, Arabidopsis research is more
vibrant and vigorous than ever. There has been an
enormous development of new high-throughput
tools, techniques, and a parallel surge of advance-
ment on the bioinformatics front enabling the
researchers to handle and analyze the available
data. The studies on Arabidopsis have generated
a wealth of new fundamental insights in all areas
of biology. Large genetic and genomic resources
and extensive set of expression, proteome, and
metabolome data covering a range of environ-
mental conditions and various developmental
stages have made A. thaliana an excellent refer-
ence source for functional and comparative
genomic analysis in other crop plants. The trans-
lation of this knowledge from Arabidopsis to
crop plants has been multipronged. One approach
has been to look for orthologues in other crop
species to identify genes regulating agronomi-
cally important traits. The other approach is to
the ectopically overexpress the Arabidopsis
genes in crop species for improving the traits.
Additionally, the Arabidopsis system has proved
to be a useful and time-saving testing ground for
components discovered in crops.

1.5.1 Arabidopsis: A Reference

for Brassica Genomics

The genus Brassica, within Brassicaceae family,
is agronomically the most important genus since
it is a rich source for oil seeds, vegetable, and
fodder crops. Six different Brassica species are
extensively cultivated all over the world, out of
which three are diploids (B. rapa, B. nigra, B.
oleracea) and three are amphidiploids (B. juncea,
B. napus, B. carinata). The Brassica and
Arabidopsis lineages have diverged approxi-
mately 14-20 million years ago. Previous studies
have shown that the present diploid species in the
Brassica genus have descended from a common
hexaploid ancestor (Lagercrantz and Lydiate
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1996).  Comparative  mapping  between
Arabidopsis and B. nigra and B. oleracea indi-
cate that the Brassica diploid genomes have
evolved through extensive duplication followed
by frequent fragmentation and rearrangements
(Lagercrantz  1998; Town et al. 2006).
Comparative mapping in the amphidiploid B.
napus with Arabidopsis revealed that there are 21
syntenic blocks shared between them which can
be duplicated and rearranged to represent 90 % of
the Brassica napus genome (Parkin et al. 2005).
The Arabidopsis genome can be represented as
gene blocks (from A to X) based on its synteny
with the B. rapa and B. nigra genomes (Schranz
et al. 2006). These gene blocks can be rearranged
to model genome structures of other crucifer spe-
cies where genome information is limited.

Flowering time and its control are of impor-
tance in agriculture as well as to the understand-
ing of plant development. In Arabidopsis, the
pathway that promotes flowering in response to
photoperiod changes is well studied and charac-
terized (Mouradov et al. 2002). Some of the major
players involved in the control of flowering time
are CO (daylength response), FLC (repressor of
flowering and vernalization responsive), FRI (ver-
nalization responsive), FT, and SOC1 (flowering
time). Homologues of CO were found to be col-
located with loci that regulate flowering time in B.
nigra (Lagercrantz et al. 1996). Similarly, QTLs
responsible for vernalization-responsive flower-
ing time in B. napus (Osborn et al. 1997; Long
et al. 2007) B. rapa (Schranz et al. 2002; Lou
et al. 2007) and B. oleracea (Okazaki et al. 2007)
co-localized with homologues of the FLC gene of
Arabidopsis. Identification of QTLs for other eco-
nomically important traits such as oil composi-
tion, glucosinolate content, and disease resistance
has also been expedited by the information from
Arabidopsis. QTL studies for oil components
such as oleic acid and erucic acid have identified
orthologues of Arabidopsis FAD2, FAD3, and
FAEI gene, respectively, as the genes controlling
variation for the traits (Fourmann et al. 1998; Hu
et al. 2006). Similarly, genes for clubroot resis-
tance were identified in B. rapa through compara-
tive mapping with Arabidopsis (Suwabe et al.
2006).
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1.5.2 Insightsinto Crop

Developmental Biology

Various aspects of plant development and physi-
ology have been deciphered using Arabidopsis,
and the insights gained have improved our under-
standing of similar biological processes in the
crop counterparts. Fruit ripening in horticultural
crops is one such important trait as inefficient rip-
ening or overripening results in unpalatable hor-
ticultural products. The phytohormone ethylene
is known to play an important role in fruit ripen-
ing. A lot of effort is spent in controlling the eth-
ylene effects to save the products especially
under postharvest storage conditions. The basic
knowledge regarding the mode of perception and
action of ethylene has been elucidated in depth
mainly from the work done in Arabidopsis. A
classical genetic screen of EMS-mutagenized
population for a triple-response phenotype led
to isolation of mutants which were either insensi-
tive to ethylene or showed enhanced ethylene
responses even in the absence of ethylene
(Bleecker et al. 1988). The ensemble of advanced
molecular genetic tools developed in Arabidopsis
facilitated the rapid identification of several
components of the complex ethylene signaling
pathway like the ethylene receptors ETR1, ETR2,
ESR1, and EIN4 (Stepanova and Ecker 2000).
ETRI1 belongs to a family of transmembrane
proteins. Orthologues of ETR1 have been found
in other plant species. A dominant negative
mutation of the Arabidopsis ethylene receptor
etrl-1 when heterologously expressed in tobacco,
tomato, or petunia resulted in ethylene insensi-
tive transgenics (Wilkinson et al. 1997). Similarly,
Constitutive Triple Responsel (CTR1) identified
in Arabidopsis as a negative regulator of the eth-
ylene response pathway has homologues in other
crop plants, and some of them can complement
the weak Atctrl-18 mutants thereby suggesting
functional similarity as well (Adams-Phillips
et al. 2004). These observations indicate that the
mechanism of ethylene perception and response
defined in the model plant is largely conserved in
other crop species as well. Another integral com-
ponent of the ethylene signaling pathway EIN2
when mutated results in a complete block of the

17

ethylene responses (Bisson and Groth 2011).
Based on the sequence similarity, two rice ortho-
logues of EIN2 were identified and reported to be
positive regulators of ethylene signaling similar
to the Arabidopsis counterpart (Jun et al. 2004).
Since the ethylene signaling pathway is highly
conserved in crop plants, manipulating the ethyl-
ene production and response at the molecular
level has been explored as an efficient strategy to
prolong the shelf life of fruits and ornamentals.
Floral longevity of petunia and carnation flowers
has been extended by either overexpressing the
etrl-1 dominant mutant under fbpl, a floral spe-
cific promoter, or by suppression of ein2
(Wilkinson et al. 1997; reviewed in Stearns and
Glick 2003).

The root system plays a diverse and crucial
role in the overall growth of the plant. The root
system not only provides anchorage and mechan-
ical strength but also determines the amount of
water and nutrient uptake from the soil. In addi-
tion, it is the major site of interaction with symbi-
otic microorganisms. In light of the diverse role
the underground system has in the overall plant
growth, breeders have focused their attention on
this system for improving crop productivity. A.
thaliana has been instrumental in providing
insights into several aspects of root development
such as description of cellular structure of the
root (Dolan et al. 1993). Fitz Gerald et al. (2006),
using Arabidopsis, identified a QTL involved in
regulating size and plasticity of the root system.
Comparative analysis of genome-wide transcrip-
tional changes associated with the process of
lateral root development in the model plants
Arabidopsis and maize has helped identify a core
set of genes putatively conserved between both
species. This helps researchers extrapolate
knowledge gained from Arabidopsis to crop spe-
cies for improvement of root architecture.

1.5.3 Engineering Stress Tolerance

The ever-increasing demand for agricultural
products due to population growth, coupled with
the impending climate change, has imposed
immense pressure on agricultural production.
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Minimizing yield losses from various biotic and
abiotic factors through development of stress-
tolerant crops is, therefore, essential for sustain-
able food production.

1.5.3.1 Abiotic Stress

Abiotic stress responses well studied in
Arabidopsis include salt, cold, and drought
stress tolerance. Membrane transport proteins
(transporters) are involved in transport of miner-
als, sucrose, and water and are implicated in
various pathways mediating abiotic stress toler-
ance. The vacuolar ion transporter, AINHX1 in
Arabidopsis, has been shown to confer tolerance
to salt stress in B. napus (Zhang et al. 2001) and
tomato (Zhang and Blumwald 2001). Also,
AtNHX1 orthologues have been isolated from
various other crop species such as rice (Fukuda
et al. 1999), buckwheat (Cheng et al. 2007), and
sugar beet (Xia et al. 2002). Drought tolerance,
as a trait, has received much attention due to its
direct implication in agriculture, and multiple
pathways involved in drought-stress tolerance
have been elucidated in Arabidopsis. Certain
families of transcription factors such as the AP2/
ERF family, DREB (dehydration responsive ele-
ment binding), and NAC family have been
largely implicated in mediating drought toler-
ance. DREB/CBF proteins identified in
Arabidopsis have been ectopically expressed in
wheat, rice, and tomato to confer drought-stress
tolerance (Wang et al. 2003; Pellegrineschi et al.
2004; Oh et al. 2005). Arabidopsis, being easily
amenable to genetic transformation, has also
been used for testing the function of genes iso-
lated from various crop species. Constitutive
overexpression of CBF orthologues from rice
and maize has resulted in drought tolerance in
Arabidopsis (Dubouzet et al. 2003; Qin et al.
2004). Also, PI4K (phosphatidylinositol
4-kinase) gene from wheat has been ectopically
overexpressed in Arabidopsis to confer drought
tolerance (Liu et al. 2013).

1.5.3.2 Biotic Stress

Crops suffer heavy losses due to diseases caused
by a range of phytopathogens. Improving disease
resistance has been an important mandate in most
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of the crop breeding programs. For devising new
crop protection strategies, it is fundamental to
understand the biology of the plant responses to
pathogen invasion. Arabidopsis has been estab-
lished as a model for molecular investigations
of resistance to different crop pathogens like
Albugosp.,Hyaloperonosporasp., Colletotrichum
sp., Plasmodiophora brassicae, plant viruses,
Ralstonia sp., etc. Arabidopsis research has not
only contributed immensely to delineating vari-
ous defense responses to biotrophic and necrotro-
phic pathogens but also yielded insights into
conserved plant responses across different classes
of pathogens. “R” genes identified in Arabidopsis
can be used to engineer resistance into crop
plants. The Arabidopsis—Albugo candida patho-
system has led to identification and molecular
characterization of white rust resistance 4
(WRR4), a TIR-NB-LRR gene. WRR4 confers
broad-spectrum resistance against Albugo sp. and
has the potential for use in Brassica crops.
Recently, transgenic B. juncea and B. napus
expressing AtWRR4 from Arabidopsis have been
reported to show improved resistance against
multiple races of A. candida (Borhan et al. 2010).
Various research groups are using the natural
genetic variation existing in Arabidopsis acces-
sions for identifying novel resistance genes via
association mapping approaches. Bouwmeester
et al. (2011), in a similar approach, identified
Arabidopsis Lectin  Receptor Kinase 1.9
(AtLecRK 1.9) which is capable of recognizing
Phytophthora infestans, a notorious pathogen of
potato. Interfamily transfer of the gene AtLecRK
1.9 to potato and tobacco could confer resistance
against P. infestans and, hence, can be used in
breeding strategies to develop durable late-blight
resistant Solanaceous crops (Bouwmeester et al.
2014). Similarly, NPR1 (non-expressor of PR1),
a master regulator of the SA pathway, plays a
critical role in systemic acquired resistance
(SAR). Overexpression of AtNPRI has been
shown to confer resistance against various patho-
gens in several crop plants including rice (Chern
et al. 2001; Quilis et al. 2008), tomato (Lin et al.
2004), wheat (Makandar et al. 2006), carrot
(Wally et al. 2009), and cotton (Parkhi et al.
2010).
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It is equally important to understand the
mechanism used by the pathogen to successfully
colonize and reproduce on its host plant, as this
could also provide leads for developing novel
resistance strategies. Arabidopsis has also been
used for investigating genomics and effectromics
of different oomycetes like A. candida,
Hyaloperonospora arabidopsidis, and P. infes-
tans, to name a few.

1.6  Moving Beyond the Model

System

Knowledge gained from studies in the dicot
model Arabidopsis has facilitated understanding
of various aspects of plant growth, development,
and responses to environmental cues. Genes
involved in core cellular processes like cell cycle,
transcription, and translation tend to be con-
served throughout eukaryotic evolution (Koonin
et al. 2004). Although homologues of genes regu-
lating key biological pathways have been identi-
fied in various crop species, there is a growing
awareness that regulation of these pathways dif-
fers considerably between species, thus render-
ing translation of knowledge from the model
plant into a crop inefficient. A prime example of
this comes from the well-studied flowering-time
pathway, wherein homologues of flowering-time
genes such as FT and CO have been found in
many crops such as rice and wheat, but transcrip-
tional and posttranscriptional regulation of these
genes varies considerably in response to external
and internal cues (Ballerini and Kramer 2011).
Also, it has been shown that responses of
Arabidopsis and B. napus to Leptosphaeria mac-
ulans infection differ significantly (Sasek et al.
2012; Larkan et al. 2013). A recent commentary
discusses inadequacies of Arabidopsis as a model
system for understanding complex networks of
responses that have evolved through years of
host—pathogen coevolution (Rouxel and Balesdent
2013). Therefore, the model system may be used
to define a set of genes involved in a particular
biological process, but regulation and interac-
tions need to be resolved in a context-specific
manner. There is also a need to develop other
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model systems more closely related to the target
crops that are amenable to cultivation under labo-
ratory conditions. One such emerging model sys-
tem is Brachypodium distachyon, of the grass
subfamily Pooideae, which is closely related to
many cereal crops including wheat, barley, rice,
sorghum, and maize. The emergence of afford-
able high-throughput sequencing technologies
has culminated in many crop genomes being
sequenced. This, in turn, has led to development
of crop-specific resources, thus paving the way
for unraveling gene-trait correlations directly in
the crop species itself. Though there have been
many developments recently in the field of crop
genomics, we have a long way to go before this
knowledge can be used directly for crop improve-
ment. Till then, model systems would continue to
be workhorses in plant biology research.
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Abstract

Microalgae are used as food, feed, and fodder and also used to produce a
wide range of metabolites such as, proteins, carbohydrates, lipids, carotenoids,
vitamins, fatty acids, sterols, etc. They are able to enhance the nutritional
content of conventional food and feed preparations and hence positively
affect humans and animal health including aquaculture animals. They also
provide a key tool for phycoremediation of toxic metals and nanometal
production. The use of microalgae in nanotechnology is a promising field
of research with a green approach. The use of genetically modified algae
for better production of different biotechnological compounds of interests
is popular nowadays. Microalgal biomass production for sustainable
biofuel production together with other high-value compounds in a cost-
effective way is the major challenge of algal biotechnologists. Microalgal
biotechnology is similar to conventional agriculture but has received quite
a lot of attention over the last decades, because they can reach substan-
tially higher productivities than traditional crops and can use the waste-
lands and the large marine ecosystem. As history has shown, research
studies on microalgae have been numerous and varied, but they have not
always resulted in commercial applications. The aim of this review is to
summarize the commercial applications of microalgae.
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2.1  Introduction

Algae including cyanobacteria are the most
primitive plants that appeared on the earth’s
surface at least 3500 Ma ago. They are
chlorophyll-bearing photosynthetic organisms
which built up the oxygen in the atmosphere.
The algae comprise one of the most diverse plant
groups and constitute a species range of 40,000—
10,000,000, with majority being the microalgae
(Hawksworth and Mound 1991; Metting 1996).
Traditionally, “algae” include the prokaryotic
cyanobacteria and other eukaryotic members of
Chlorophyta, Rhodophyta, Heterokontophyta, etc.
Therefore, in general, algae include photosyn-
thetic prokaryotic and eukaryotic organisms as
well as the heterotrophic members. On the basis
of molecular phylogeny, many of these groups
are widely scattered on the “tree of life.” As a
result, the term “algae” refers to a polyphyletic,
artificial assemblage of organisms. But in recent
terminology “algae” excludes cyanobacteria.
They are described as “lower” plants that never
have true stems, roots, and leaves, and they are
normally capable of photosynthesis. Plant
bodies are thalloid, and there are members with
coccoid, capsoid, amoeboid, palmelloid, colonial,
plasmodial, filamentous, and parenchymatous
(tissue like) organizational levels. The size of
algae ranges from tiny single-celled species to
gigantic multicellular organisms (few micron to
few meters). Algae of different sizes and shapes
not only occupy all aquatic ecosystems but also
occur in almost all other habitats. Algae are one
of the earth’s most important natural resources
that contribute to approximately 50 % of global
photosynthetic activity. The first use of microalgae
by humans dates back 2,000 years to the Chinese,
who used Nostoc to survive during famine.
However, microalgal biotechnology only really
began to develop in the middle of the last century,
and establishment of Spirulina production plant
in Mexico can be considered as benchmark of
microalgal biotechnology (Borowitzka 1999).
Particularly during the past two or three decades,
algal biotechnology grew steadily into an impor-
tant global industry with a diversified field of
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applications, and more and more new entrepreneurs
began to realize the potentiality of microalgae in
biotechnological exploitation. Nowadays, about
107 t of microalgae are harvested each year by
different industries for various purposes. Today’s
commercial algal biotechnology is still a non-
transgenic industry that basically produces
food, feed, and feed additives, cosmetics, and
pigments. Presently active researches are going
on for the development of genetically modified
algae and for biotechnological exploitation.
Due to the marine and aquatic applications,
algal biotechnology is sometimes also called
blue biotechnology.

Commercial large-scale cultivation of microal-
gae started in the early 1960s in Japan with the
culture of Chlorella by the company Nihon
Chlorella (Taipei, Taiwan) (Borowitzka 1999;
Iwamoto 2004). It was followed in the early 1970s
by the establishment of an Arthrospira culturing
and harvesting facility in Lake Texcoco by Sosa
Texcoco S.A. (Mexico City, Mexico) (Borowitzka
1999). The first use of algae in aquaculture
appeared in the 1970s (Pulz and Scheibenbogen
1998). By 1980, there were 46 large-scale facto-
ries in Asia producing more than 1,000 kg of
microalgae (mainly Chlorella) per month. The
commercial production of Dunaliella salina, as a
source of P-carotene, became the third major
microalgal industry when production facilities
were established by Western Biotechnology (Hutt
Lagoon, Australia) and Betatene in 1986
(Whyalla, Australia, now Cognis Nutrition and
Health). These were soon followed by other
commercial plants in Israel and the USA. Together
with these, the large-scale production of cyano-
bacteria (blue-green algae) began in India at about
the same time. More recently, several plants pro-
ducing Haematococcus pluvialis as a source of
astaxanthin have been established in the USA and
India (Biotechnological and Environmental
Applications of Microalgae [BEAM]). Thus, in a
short period of about 30 years, the algal biotech-
nology industry has grown and diversified sig-
nificantly. Nowadays, the microalgal biomass
market produces about 5,000 t of dry matter/year
and generates a turnover of approximately US$
1.25x 10°/year.
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The aim of this review is to focus on the latest
status of multidisciplinary research in the area of
algal biotechnology mainly related to industrial
applications of algae.

2.2  Microalgae in Human

and Animal Nutrition

The microalgal market as food is dominated by
Chlorella and Spirulina (Becker 2004; Pulz and
Gross 2004), mainly because of their high protein
content and nutritive value. The biomass of these
algae is marketed as tablets, capsules, and liquids
(Table 2.1, Fig. 2.1). Microalgae can act as a
nutritional supplement or represent a source of
natural food colorants (Apt et al. 1996; Borowitzka
1999; Soletto et al. 2005). The commercial

applications are dominated by four strains:
Arthrospira, Chlorella, Dunaliella salina, and
Aphanizomenon flos-aquae. Arthrospira is used
in human nutrition because of its high protein
content and its excellent nutritive value (Radmer
1996; Rangel-Yagui et al. 2004; Soletto et al.
2005; Desmorieux and Decaen 2005). In addi-
tion, this cyanobacterium has various possible
health-promoting effects, like alleviation of
hyperlipidemia, suppression of hypertension,
protection against renal failure, growth promo-
tion of intestinal Lactobacillus, suppression of
elevated serum glucose level, etc. (Vilchez et al.
1997; Yamaguchi 1997; Liang et al. 2004).

The world’s largest producer of Arthrospira —
the Hainan Simai Enterprising — is located in the
Hainan province of China. This company has an
annual production of 200 t of algal powder, which

Table 2.1 Major microalgae commercialized for human nutrition

Microalga Major producers

Spirulina (Arthrospira) Hainan Simai Pharmacy
Co. (China)

Earthrise Nutritionals
(California, USA)

Cyanotech Corp. (Hawaii, USA)

Myanmar Spirulina factory

(Myanmar)
Chlorella
Co. (Taiwan)

Klotze (Germany)
Dunaliella salina
(Australia)
Blue Green Foods (USA)
Vision (USA)

Aphanizomenon flos-aquae

Taiwan Chlorella Manufacturing

Cognis Nutrition and Health

Products Production (t/year)

Powders, extracts 3,000

Tablets, powders, extracts

Tablets, powders, beverages,
extracts

Tablets, chips, pasta, and
liquid extract

Tablets, powders, nectar, 2,000
noodles
Powders
Powders 1,200
B-carotene
Capsules, crystals 500

Powder, capsules, crystals

Adapted from Pulz and Gross (2004), Viskari and Colyer (2003), Spolaore et al. (2006), Hallmann (2007)

Fig.2.1 Algal food used in human and animal nutrition
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accounts for 25 % of the total national output
and almost 10 % of the world output. Their
Arthrospira-based products (tablets and powder)
are distributed in over 20 countries around the
world. Many other companies sell a wide variety
of nutraceuticals made from this microalga.
For example, the Myanmar Spirulina Factory
(Yangon, Myanmar) sells tablets, chips, pasta,
and liquid extract, and Cyanotech (a plant in
Kona, Hawaii, USA) produces products ranging
from pure powder to packaged bottles under the
name Spirulina Pacifica.

For human consumption, Cognis Nutrition
and Health, the world’s largest producer of this
strain, offers Dunaliella powder as an ingredient
of dietary supplements and functional foods.
According to many research studies, used alone
or in combination with other nutraceuticals and
natural food products, A. flos-aquae promotes
overall good health (Jensen et al. 2001; Pugh and
Pasco 2001; Benedetti et al. 2004).

Many evaluations have shown the suitability
of algal biomass as a feed supplement (Becker
2004). Mainly, the microalgae Spirulina and, to
some extent, Chlorella are used in this domain
for many types of animals: cats, dogs, aquarium
fish, ornamental birds, horses, poultry, cows, and
breeding bulls (Spolaore et al. 2006). All these
members are able to enhance the nutritional
content of conventional feed preparations, and
hence, they positively affect the physiology of
these animals. Even very small amount of micro-
algal biomass can positively affect the physiol-
ogy of animals by improving the immune
response, resulting in growth promotion, disease
resistance, antiviral and antibacterial action,
improved gut function, probiotic colonization

stimulation, as well as by improved feed conversion,
reproductive performance, and weight control
(Harel and Clayton 2004).

The external appearance of the animals may
also be improved, resulting in healthy skin and a
lustrous coat, for both farming animals (poultry,
cows, breeding bulls) and pets (cats, dogs,
rabbits, ornamental fishes, and birds) (Certik and
Shimizu 1999). Since feed corresponds to the
most important exogenous factors influencing
animal health and also the major expense in
animal production, the use of alternative
high-quality protein supplements replacing con-
ventional protein sources is encouraged. In fact,
30 % of the current world algal production is sold
for animal feed applications (Becker 2004).

2.3  Aquaculture Feed

From an economic perspective, the importance of
using algae in aquaculture has grown over the
years as it can be utilized as an unconventional
source of protein alternative to the much used fish
meal. Since 1940s, microalgae became more and
more important as live feed in aquaculture
(shellfish or fish farming). Microalgal feeds
are currently used mainly for the culture of larvae
and juvenile shell and finfish as well as for raising
the zooplankton required for feeding of juvenile
animals (Fig. 2.2) (Benemann 1992; Chen 2003).
They are required for larval nutrition during a
brief period, either for direct consumption in the
case of mollusks and penaeid shrimp or indirectly
as food for the live preys, mainly rotifers, cope-
pods, and Artemia nauplii, which in turn are used
for crustaceans and fish larvae feeding (Brown

Fig.2.2 Algal feed for aquaculture
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Fig.2.3 Improved growth and color after feeding on algal feed (a) rohu and goldfish and (b) prawn

et al. 1997; Duerr et al. 1998; Muller-Feuga
2000). In 1999, the production of microalgae for
aquaculture reached up to 1,000 t (62 % for mol-
lusks, 21 % for shrimps, and 16 % for fish) for a
global world aquaculture production of 43 x 106 t
of plants and animals (Muller-Feuga 2000). The
most frequently used microalgae in aquaculture
are Chlorella, Tetraselmis, Isochrysis, Pavlova,
Phaeodactylum, Chaetoceros, Nanno-chloropsis,
Skeletonema, and Thalassiosira (Yamaguchi
1997; Borowitzka 1997; Apt and Behrens 1999;
Muller-Feuga 2000). Microalgae contain essen-
tial nutrients which determine the quality, sur-
vival, growth, and resistance to disease of
cultured species. To support a better balanced
nutrition for animal growth, it is often advised to
use mixed microalgae cultures, in order to have a
good protein profile, adequate vitamin content,
and high polyunsaturated fatty acids, mainly
EPA, AA, and DHA, recognized as essential for
survival and growth during the early stages of life
of many marine animals (Volkman et al. 1989).
One of the beneficial effects attributed to adding
algae is an increase in ingestion rates of food by
marine fish larvae which enhance growth and
survival as well as the quality of the fry (Naas
et al. 1992). Aquatic species, such as salmonids
(salmon and trout), shrimp, lobster, sea bream,
and koi carp, under intensive rearing conditions
need a supplementation of carotenoids pigments

in their diet to attain their characteristic muscle
color. In addition to pigmenting effects, carot-
enoids, namely, astaxanthin and canthaxanthin,
exert benefits on animal health and welfare, pro-
mote larval development, and provide growth
and performance. A positive metabolic role of
carotenoids in the nutrition of larval fish and
survival of young fry was also discussed by
Reitain et al. (1997), Planas and Cunha (1999),
and Lazo et al. (2000).

The present group reported the use of noncon-
ventional algal feed with improved results in
growth, carcass composition, and pigmentation
of goldfish (Fig. 2.3) (Khatoon et al. 2010a), rohu
(Khatoon et al. 2010b), and prawn (Khatoon
et al. 2009).

24 Chemicals

and Pharmaceuticals

A large number of studies have demonstrated the
benefits and potential of algae as a source for bio-
logically active (Table 2.2; Fig. 2.4) compounds
(Hirayasu et al. 2005; Bansemir et al. 2006) and
their antioxidant activity (Yuan et al. 2005).
There are at least 30,000 known species of
microalgae among which only a handful is cur-
rently of commercial significance (Table 2.3).
Algae provide a largely untapped reservoir of
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Table 2.2 Biomass composition of microalgae expressed on a dry matter basis (Um and Kim 2009; Sydney et al. 2010)

Strain Protein
Anabaena cylindrica 43-56
Botryococcus braunii 40
Chlamydomonas reinhardtii 48
Chlorella pyrenoidosa 57
Chlorella vulgaris 41-58
Dunaliella bioculata 49
Dunaliella salina 57
Dunaliella tertiolecta 29
Euglena gracilis 39-61
Porphyridium cruentum 28-39
Prymnesium parvum 2845
Scenedesmus dimorphus 8-18
Scenedesmus obliquus 50-56
Scenedesmus quadricauda 47
Spirogyra sp. 6-20
Spirulina maxima 60-71
Spirulina Figurensis 42-63
Synechococcus sp. 63
Tetraselmis maculata 52

Carbohydrates Lipid
25-30 4-7

2 33

17 21

26 2
12-17 10-22
4 8

32 6

14 11
14-18 14-20
40-57 9-14
25-33 22-39
21-52 16-40
10-17 12-14
- 1.9
33-64 11-21
13-16 6-7
8-14 4-11
15 11

15 3

Fig.2.4 Algal compounds in the form of cosmetics and medicines

novel and valuable compounds. Current exploita-
tion mainly aims to utilize fatty acids, pigments,
vitamins, and other bioactive compounds. In the
1980s, the use of microalgae as a source of
common and fine chemicals was the beginning of
a new trend (de la Noue and de Pauw 1988).
Higher plants and animals lack the requisite
enzymes to synthesize polyunsaturated fatty
acids (PUFAs) of more than 18 carbons (Lee
2001; Sancho et al. 1999). Thus, they have to get
them from their food. Currently, algal docosahexae-
noic acid (22:6 w3, 6, 9, 12, 15, 18) produced
from the dinoflagellate member, Cryptheco-
dinium cohnii, is the only commercially available
®3-polyunsaturated fatty acid producer (Walker
et al. 2005), but others like y-linolenic acid from

Spirulina, arachidonic acid from Porphyridium,
and eicosapentaenoic acid from Nannochloropsis,
Phaeodactylum, or Nitzschia have already
demonstrated as potential for industrial production
of their high-value compounds (Spolaore et al.
2006). Other fatty acids or lipids are isolated
from Phaeodactylum tricornutum as a food addi-
tive; from Odontella aurita for pharmaceuticals,
cosmetics, and baby food; and from Isochrysis
galbana for animal nutrition (Pulz and Gross
2004).

Polysaccharides are isolated from Chlorella
spp. for dietary supplements (Walker et al. 2005)
and from Porphyridium cruentum for pharma-
ceuticals, cosmetics, and nutrition (Pulz and
Gross 2004). Extracts from the cyanobacterium
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Table 2.3 Commercial companies selling algae or algal

products (Hallmann 2007)

Company
Algatech, Israel

Algisa, Compania
Industrial de Alginatos
S.A., Chile

Bluebio Bio-
Pharmaceutical Co., Ltd.,
China

Cognis Nutrition and
Health, Australia
Dainippon Ink and
Chemicals, Japan
Exsymol S.A.M.,
Monaco

Far East Bio-Tec Co.,
Ltd., Taiwan

Martek Biosciences
Corporation, USA

Mera Pharmaceuticals,
USA

Penglai Dengzhou
Seaweed Co., Ltd., China

Phycotransgenics, USA

Qingdao Richstar
Seaweed Industrial Co.,
Ltd, China

Spectra Stable Isotopes,
USA

Subitec GmbH, Germany
Nature Beta
Technologies, Israel
Necton S.A., Portugal
Codif Recherche et
Nature, France

Products

Astaxanthin, microalgae-
derived products

Alginates

Biomass (Chlorella,
Spirulina)

[-carotene

Pigments

Cosmetics

Biomass (Chlorella,
Spirulina), microalgae
extracts, health care products,
cosmetics

Fatty acids

Astaxanthin

Alginates, mannitol, iodine
Transgenic microalgae
(Chlamydomonas)

Food additives,
pharmaceutical chemicals

Stable isotope biochemicals

Fatty acids
f-carotene

Biomass (microalgae)
Cosmetics

Lyngbya majuscula are used as immune modulators
in pharmaceuticals and nutrition management
(Pulz and Gross 2004). Components of algae are
frequently used in cosmetics as thickening
agents, water-binding agents, and antioxidants.
Cosmetics companies claim benefits on the
skin or health in general from contents like
carrageenan, other algal polysaccharides, algal
proteins or lipids, vitamin A, vitamin B1, iron,
phosphorus, sodium, copper, magnesium, calcium,
or other elements; some companies promise that

algal extracts inhibit oxidative degeneration of
collagen and hyaluronic acid and that they have
antiaging properties. From a scientific point of
view, many of the promised effects have to be
judged as not scientifically proven and unsub-
stantiated. Typical species that are used for cos-
metics are Spirulina platensis, Nannochloropsis
oculata, Chlorella vulgaris, and Dunaliella
salina.

From a commercial point of view, the carot-
enoids and the phycobiliproteins seem to be the
most important. In addition to their role in
coloration, carotenoids act as provitamin A and
as biological antioxidants, protecting cells and
tissues from the damaging effects of free radicals
and singlet oxygen. Therefore, carotenoids are
utilized in pharmaceuticals, health food, and
dietary supplements, cosmetics, and as a feed
additive. The carotenoids including f-carotene
are produced in large amounts from the halophilic
green microalga Dunaliella salina. To a lesser
extent, carotenoids are isolated from Dunaliella
bardawil (Walker et al. 2005). The most promi-
nent xanthophyll is astaxanthin, which is
extracted in large scale from the green microalga
Haematococcus pluvialis (Pulz and Gross 2004).
Further utilized xanthophylls are lutein, canthax-
anthin, and zeaxanthin. Phycobiliproteins consist
of proteins with covalently bound phycobilins,
which are tetrapyrrole structures with pyrrole
rings that are laid out linearly. For efficient
photosynthesis, phycobiliproteins capture light
energy at certain wavelengths and pass it on to
the chlorophylls. The phycobiliproteins-phycoer-
ythrin and phycocyanin are isolated from
Spirulina and Porphyridium and are utilized for
health food, pharmaceuticals, and cosmetics
(Becker 2004; Pulz and Gross 2004; Spolaore
et al. 2006). Phycobiliproteins are not only used
as pigments but have also been shown to have
health-promoting properties. They are also used
in research laboratories as labels for biomole-
cules (Spolaore et al. 2006). The first and most
important application of phycocyanin is as food
pigment, replacing current synthetic pigments
(Becker 2004). Dainippon Ink & Chemicals
(Sakura) has developed a product called “Lina
blue” which is used in chewing gum, ice sherberts,
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popsicles, candies, soft drinks, dairy products,
and wasabi. They also sell another form of this
pigment for natural cosmetics like lipstick and
eyeliners (Yamaguchi 1997; Viskari and Colyer
2003). Their global market was estimated at more
than US$50 million in 1997.

2.5 Biofertilizers

Biofertilizer contains microorganisms which pro-
mote the adequate supply of nutrients to the host
plants, ensure their proper development of growth
and regulation in their physiology, and protect
plants from soil-borne diseases to a certain
degree. The need for the use of biofertilizer has
arisen, primarily for two reasons: first, because
increase in the use of fertilizers leads to increased
crop productivity, and second, because increased
usage of chemical fertilizer leads to damage in
soil texture and raises other environmental prob-
lems. Therefore, the use of biofertilizer is both
economical and environment friendly. Among
the microalgae, cyanobacteria have drawn much
attention as prospective and rich sources of
biologically active constituents that can be used
as biofertilizers (Fish and Codd 1994; Schlegel
et al. 1999). In early times, several authors like
De (1939) and Gupta and Shukla (1967) studied
the algal influence on growth, yield, and protein
content of rice plants and showed that presoaking
rice seeds with BGA cultures or extracts enhances
germination, promotes the growth of roots and
shoots, and increases the weight and protein
content of the grain. Beneficial effects of cyano-
bacterial inoculation were reported, not only
for rice but for other crops as well such as
wheat, soybean, oat, tomato, radish, cotton,
sugarcane, maize, chili, bean, muskmelon, and
lettuce (Venkataraman 1972; Rodgers et al. 1979;
Arif et al. 1995; Thajuddin and Subramanian
2005; Saadatnia and Riahi 2009; Maqubela et al.
2008; Karthikeyan et al. 2007). Efficient nitrogen-
fixing blue green algal strains are utilized for
rice production. Several reasons have been pro-
posed for beneficial effects of cyanobacteria on
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the growth of different plants. The capacity for
enhanced biosynthesis of growth-promoting
substances such as auxins, amino acids, sugars,
and vitamins (vitamin B12, folic acid, nicotinic
acid, and pantothenic acid) by algalization was
reported by Misra and Kaushik (1989b) that can
enhance the growth of plant. Cyanobacteria play
an important role in fixing atmospheric nitrogen
due to the presence of heterocysts and buildup of
soil fertility, consequently increasing rice growth
and yield as a natural biofertilizer (Song et al.
2005). Additionally, cyanobacteria excrete com-
plex organic carbon compounds that bind to the
soil particles and improve soil aggregation, hence
improve soil structure, soil permeability, and
water-holding capacity of soil (Kaushik 2007).
Cyanobacteria are capable of abating various
kinds of pollutants and have advantages as poten-
tial biodegrading organisms (Subramanian and
Uma 1996). Blue-green algal inoculation with
composite cultures was found to be more effective
than single culture inoculation. Both free-living
andas well as symbiotic cyanobacteria (blue-green
algae) have been harnessed in rice cultivation in
India. A composite culture of BGA having
heterocystous Nostoc, Anabaena, Aulosira, etc.
is given as primary inoculum in trays, polythene-
lined pots, and later mass multiplied in the field
for application as soil-based flakes to the rice-
growing field at the rate of 10 kg/ha. At many
sites where algal inoculation was used for three
to four consecutive cropping seasons, the inocu-
lated algae establish well and the effect persisted
over subsequent rice crop. The blue-green algal
inoculum may be produced by several methods,
viz., in tubs, galvanized trays, and small pits and
also in field conditions.

However, the large-scale production is advisable
under field condition which is easily adopted by
farmers. Nowadays, liquid fertilizers are in use.
There are many advantages of liquid biofertilizer
over the conventional carrier-based biofertilizers.
As they have greater potentials to fight with
native population; cost saving on carrier mate-
rial, pulverization, neutralization, sterilization,
packing, and transport; easy and quick quality
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Fig.2.5 Algal-based biofertilizers

control protocols; better survival on seeds and
soil; and very much easy to use by the farmer.
The increasing demand for the biofertilizers and
the awareness among farmers and planters in the
use of biofertilizers have paved way for the fertil-
izer manufactures and new entrepreneurs to get
into biofertilizer production. A number of biofer-
tilizer production units have been started recently
particularly in the southern states of our country
(Fig. 2.5).

The application of BGA biofertilizer in rice
popularly known as ““algalization” helps in creat-
ing an environment-friendly agroecosystem that
ensures economic viability in paddy cultivation
while saving energy-intensive inputs. The tech-
nology can be easily adopted by farmers for
multiplication at their own level.

2.6 Biofuel

Algae, particularly green unicellular microalgae,
have been proposed for a long time as a potential
renewable fuel source (Benemann and Oswald
1996; Oswald and Golueke 1960; Brennan and
Owende 2010). Microalgae have long been rec-
ognized as potentially good sources for bio-
fuel production because of their high oil content
and rapid biomass production (Table 2.4). In
recent years, the use of microalgae as an alterna-
tive biodiesel feedstock has gained renewed
interest from researchers, entrepreneurs, and the
general public. As with plant-derived feedstocks
(Table 2.5), algal feedstocks can be utilized
directly or processed into liquid fuels and gas by
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Table 2.4 Oil content of microalgae (Chisti 2007)
Oil content (% dry

Microalga weight)
Botryococcus braunii 25-75
Chlorella sp. 28-32
Crypthecodinium cohnii 20
Cylindrotheca sp. 16-37
Nitzschia sp. 4547
Phaeodactylum tricornutum 20-30
Schizochytrium sp. 50-77
Tetraselmis suecica 15-23

a variety of biochemical conversion or thermo-
chemical conversion processes (Amin 2009;
Brennan et al. 2010). Dried algal biomass may be
used to generate energy by direct combustion
(Kadam 2002), but this is probably the least
attractive use for algal biomass. In addition,
hydrogen can be produced from algae by bio-
photolysis (Melis 2002). One of the attractions of
microalgae as a biofuel feedstock is that they can
be effectively grown in conditions which require
minimal freshwater input unlike many plant-based
biofuel crops and utilize land which is otherwise
nonproductive to plant crops, thus making the
process potentially sustainable with regard to
preserving freshwater resources. There has there-
fore been significant interest in the growth of
microalgae for biofuels under saline conditions
(Rodolfi et al. 2009; de 1a Noue et al. 1992).

The rise in world oil prices led to a sharp
increase in biofuel production around the world.
High oil species of microalgae cultured in
growth-optimized conditions of photobioreactors
have the potential to yield 5,000-15,000 gal of
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Table 2.5 Comparison of microalgae with other biodiesel feedstocks (Teresa et al. 2010)

Seed oil content

(% oil by wt in Oil yield (1 oil/ha  Land use (m? year/ Biodiesel productivity
Plant source biomass) year) kg biodiesel) (kg biodiesel/ha year)
Corn/maize (Zea mays L.) 44 172 66 152
Hemp (Cannabis sativa L.) 33 363 31 321
Soybean (Glycine max L.) 18 636 18 562
Jatropha (Jatropha curcas L.) 28 741 15 656
Camelina (Camelina sativaL..) 42 915 12 809
Canola/rapeseed (Brassica 41 974 12 862
napus L.)
Sunflower (Helianthus annuus 40 1,070 11 946
L)
Castor (Ricinus communis) 48 1,307 9 1,156
Palm oil (Elaeis guineensis) 36 5,366 2 4,747
Microalgae (low oil content) 30 58,700 0.2 51,927
Microalgae (medium oil 50 97,800 0.1 86,515
content)
Microalgae (high oil content) 70 136,900 0.1 121,104

Fig.2.6 Algal biofuel

microalgal oil per acre per year. The most signifi-
cant distinguishing characteristic of algal oil is its
yield and hence its biodiesel yield. According to
some estimates, the yield (per acre) of oil from
algae is over 200 times the yield from the best-
performing plant/vegetable oils (Becker 1994).
They can complete an entire growing cycle every
few days. Microalgae are very efficient solar
energy converters, and they can produce a great
variety of metabolites (Chaumont 2005). A major
current problem for the commercial viability of
biodiesel production from microalgae is the low
selling price of biodiesel. Biodiesel from micro-
algal oil is similar in properties to the standard
biodiesel (Huang et al. 2010). The algae that are
used in biodiesel production are usually aquatic
unicellular green algae. These types of algae are
a photosynthetic eukaryote characterized by high

growth rates and high population densities. Under
good conditions, green algae can double its
biomass in less than 24 h. Additionally, green
algae can have huge lipid contents, frequently
over 50 %. This high yield, high density biomass
is ideal for intensive agriculture and may be
an excellent source for biodiesel production
(Fig. 2.6).

Algal oil contains saturated and monounsatu-
rated fatty acids. The fatty acids were determined
in the algal oil in the following proportions: 36 %
oleic (18:1), 15 % palmitic (16:0), 11 % stearic
(18:0), 8.4 % iso-linoleic (17:0), and 7.4 %
linoleic (18:2). The high proportion of saturated
and monounsaturated fatty acids in this alga is
considered optimal from a fuel quality standpoint,
in that fuel polymerization during combustion
would be substantially less than what would
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occur with polyunsaturated fatty acid-derived
fuel (Chaumont 2005; Gao et al. 2010). After oil
extraction from algae, the remaining biomass
fraction can be used as a high-protein feed for
livestock (Schneider 2006). This gives further
value to the process and reduces waste. Algae
biomass can play an important role in solving the
problem between the production of food and that
of biofuels in the near future (Chisti 2007).

2.7 Bioremediation

Organic pollutants and heavy metals are consid-
ered to be a serious environmental problem for
human health. Lead, cadmium, and mercury are
the most frequent water- and soil-polluting heavy
metals. Industrial processes, including plastic
manufacturing, electroplating, Ni-Cd battery
production, mining, and smelting industries, con-
tinuously release substantial amounts of heavy
metals into the environment. The contamination
of soils and aquatic systems by toxic metals and
organic pollutants has recently increased due to
anthropogenic activity. Phycoremediation is the
use of microalgae for the removal or biotransfor-
mation of pollutants, including nutrients and
xenobiotics from wastewater and CO2 from
waste air with concomitant biomass propagation
(Olguin et al. 2003, 2004; Mulbry et al. 2008;
Moreno-Garrido  2008).  Phytoremediation
technologies are becoming recognized as cost-
effective methods for remediating sites contami-
nated with toxic metals at a fraction of the cost of
conventional technologies, such as soil replace-
ment, solidification, and washing strategies
(Chaney et al. 1997; Flathman and Lanza 1998;
Munoz and Guieysse 2008). Recent studies have
shown that microalgae can indeed support the
aerobic degradation of various hazardous con-
taminants (Munoz et al. 2008; Safonova et al.
2004). Since few decades the potential of micro-
algae in metal biosorption process has been
studied extensively due to their ubiquitous occur-
rence in nature (Gekeler et al. 1998). Many algal
genera are found to have capabilities to accumu-
late heavy metals, thereby reducing their toxic
effects (Huang et al. 1990; Kuyucak and Volesky

1990; Schiewer and Volesky 2000; Satiroglu
etal. 2002; Arica et al. 2004; Selatnia et al. 2004).
There has been a growing interest in using algae
for biomonitoring eutrophication, organic pollut-
ants, and inorganic pollutants. There are numer-
ous processes of treating water, industrial
effluents, and solid wastes using microalgae aer-
obically as well as anaerobically. Many algae
synthesize phytochelatins and metallothioneins
that can form complexes with heavy metals and
translocate them into vacuoles (Oswald and
Golueke 1960). The growth of microalgae is
indicative of water pollution since they respond
typically to many ions and toxins. Blue-green
algae are ideally suited to play a dual role of
treating wastewater in the process of effective
utilization of different constituents essential for
growth leading to enhanced biomass production.
Secondly, the role of microalgae is the accumula-
tion and conversion of wastewater nutrients to
biomass and lipids. Microalgae are efficient in
the removal of nutrients from wastewater.
Unicellular algae have shown great efficiency in
the uptake of nutrients and have been found to
show dominance in oxidation ponds (Pittman
et al. 2010). Chlorella, Ankistrodesmus, and
Scenedesmus species have been already success-
fully used for the treatment of olive oil, mill
wastewaters, and paper industry wastewaters
(Abeliovich 1986; Narro 1987; Tilzer 1983). The
algae have many features that make them ideal
candidates for the selective removal and concen-
tration of heavy metals, which include high
tolerance to heavy metals, ability to grow both
autotrophically and heterotrophically, large sur-
face area/volume ratios, phototaxy, phytochelatin
expression, and potential for genetic manipula-
tion (Cai et al. 1995). Mei et al. (2006) suggested
that Platymonas subcordiformis, a marine green
microalgae, had a very strontium uptake capacity,
although high concentrations of strontium cause
oxidative damage, as evidenced by the increase
in lipid peroxidation in the algal cell samples and
the decrease in growth rate and chlorophyll
contents. Caulerpa racemosa var. cylindracea as a
low-cost biomaterial could be used for the
removal of boron species from aqueous solution
(Bursali et al. 2009). Dunaliella salina, a green
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microalgae, have high tendency for zinc accumu-
lation followed by copper and cobalt, the lowest
tendency was for cadmium, and this may be due
to the importance of zinc as hydrogen transfer-
ring in photosynthesis (Liu et al. 2002). The pres-
ent group also reported several algae like
Oscillatoria, Anabaena, Rhizoclonium, and
Chara that accumulated lead, cadmium, and
chromium from wastewater (Chakraborty et al.
2011). Arsenic-resistant genera recorded from
the contaminated area were Oscillatoria prin-
ceps, Oscillatoria limosa, Anabaena sp., and
Phormidium laminosum (Bhattacharya 2011).

The biomass resulting from the treatment of
wastewaters can be applied for different aims,
including the use as additives for animal feed,
the extraction of added value products like carot-
enoids or other biomolecules, or the production
of biofuel. The accumulation of heavy metals by
algae provides an advantage for phytoremedia-
tion over other methods which are more costly
and not environmental friendly. Therefore, there
is a need to improve the possibilities of accumu-
lation of heavy metals in algae.

2.8 Phyconanotechnology
Nanotechnology and biotechnology are the two
most fascinating technologies of the twenty-first
century, and unification of these two results in the
development of nanobiotechnology which deals
with the synthesis of nanostructures using
biological organisms. Reliable and eco-friendly
synthesis of metallic nanoparticles is an impor-
tant goal of nanotechnology. Nanomaterials are
gaining so much of interest due to their unique
optical, chemical, photoelectrochemical, and
electronic properties which are absent in the bulk
material because of the quantum-size confine-
ment imposed by nano-size (Kumar et al. 2003).
Nanoparticles are synthesized by a number of
chemical and physical procedures. Several manu-
facturing techniques are in use that employs
atomistic, molecular, chemical, and particulate
processing in a vacuum or a liquid medium
(Daniel and Astruc 2004). But most of these
techniques are costly, as well as inefficient in
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materials and energy use. Therefore, second-
generation nanotechnology is focused toward
clean technologies that minimize possible
environmental and human health risks associated
with manufacture and fabrication; there is an
ever-growing demand for the development of
clean, nontoxic, and environmentally benign
synthesis procedures. Green synthesis of nanopar-
ticles is a significant process for the production of
precious metals such as gold, silver, platinum,
and palladium due to their various applications in
material sciences. A number of microorganisms
and higher plants have already been found to be
competent to serve as eco-friendly nanofactories
for the synthesis of gold nanoparticles (GNP) and
silver nanoparticles (SNP). Cyanobacteria and
microalgae having the reducing power are already
designated as potential bioreagents for nontoxic
nanoparticle synthesis. They are effective in
nanoparticle synthesis, as they grow rapidly in
eco-friendly atmosphere producing large amount
of biomass in a very short time and can accumulate
high quantity of metals followed by subsequent
reduction. Their production costs are also
negligible (Nair and Pradeep 2002; Lin et al.
2005; Lengke et al. 2006a, b). The properties of
nanogold change with varying sizes and shapes
of the particles and are suitable for applying in
diverse fields, starting from decorative coating
paints to different fields of science like electronics,
catalysis, pollution control, cancer therapy, drug
delivery, biomedical assay, biosensor, bioimaging,
etc. (Xu et al. 2004; Huang et al. 2006; Hauck
et al. 2008). The “green” route for nanoparticle
(NP) synthesis is therefore of great interest for
economic prospects and applications. The green
chemistry synthetic route can be employed for
both GNP and SNP syntheses. Moreover, nano-
products, synthesized from algae, are expected to
be biocompatible, therefore minimize environ-
ment and human health risks. The use of SNPs
and GNPs in drug delivery systems might be the
future thrust in the field of medicine. Further
research is needed to screen the most suitable
algal taxa for large-scale controlled synthesis of
gold and silver nanoparticles.

The synthesis of nanogold was first reported in
1995 in Chlorella vulgaris (Ting et al. 1995) and
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Fig.2.7 Algae showing (a) control filament, (b) gold nanoparticle synthesis, and (c) extracellular cold nanoparticles in
the media. SEM of (d) control, (e) gold-treated algae, and (f) X-ray spectroscopy showing nanoparticles synthesis

afterwards, Lengke et al. (2006a, b) reported it in
Plectonema boryanum. In the same year, the pres-
ent group reported cyanobacteria- and algae-based
systemic process of gold and silver nanoparticle
synthesis and published a series of papers on bio-
synthesis of gold nanoparticle by cyanobacteria
(such as Lyngbya majuscula and Spirulina sub-
salsa), green algae (Rhizoclonium hieroglyphicum
and R. riparium), Spirogyra and diatoms (Nitzschia
obtusa and Navicula minima) (Chakraborty et al.
2006, 2009; Nayak et al. 2006a; Roychoudhury
and Pal 2014). Screening for different algae as
bioreagent of GNP production and biosynthesis
of gold nanorods by Nostoc ellipsosporum was
done by Parial et al. (2012); Parial and Pal (2014)
and of silver nanoparticles by Roychoudhury et al.
(2014) (Fig. 2.7).

2.9 Genetic Engineering

and GM Algae

Algal genome research is needed to get a new
level of efficiency in biotechnological applica-
tions. Algal species are targets of genetic engi-
neering to improve productivity, broaden

environmental tolerance limits, or increase pest
or pathogen resistance. DNA sequences are
introduced into the algal cells with the goal of
modifying biochemical pathways. Among the
biotechnologically important biomolecules,
some are with high value but required in small
quantity like medicinal compounds, but some are
low-value product and are required in large
amount like algal biodiesel. Therefore, the aim of
the algal biotechnologists is always to reduce the
cost of the required products. Sometimes the cost
of microalgal biomass production becomes so
high that ultimately the production cost of the
required compound becomes exorbitant therefore
unusable. For this reason, biotechnologists tried
to manipulate genetically many commercially
viable microalgae to get suitable combinations
of genes in the required strain for successful
low-cost production or to get the required com-
pounds — called as molecular farming. But till
date, most of the results related to GM algae pro-
duction are laboratory confined. The propagation
of GM algae is in question as algae are the
lower group of plants which frequently propa-
gate through vegetative propagation like binary
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fission resulting in the uncertain distribution of
the altered genetic combination.

There are several microalgal genome projects
(Table 2.6), of which the most advanced projects
are those for the red alga Cyanidioschyzon
merolae, the diatom Thalassiosira pseudonana,
and the three green algae Chlamydomonas rein-
hardtii, Volvox carteri, and Ostreococcus tauri.
Cyanobacteria are preferable source materials in
plant genetic engineering studies due to genetic
homology of chloroplasts in eukaryotic plants,
prokaryotic genome organization, short genera-
tion time, and fast growth rate. Most studies have
therefore been made on commonly called as
‘green yeast’. Chlamydomonas reinhardtii. Apart
from Chlamydomonas, cyanobacterial strains of
Synechocystis sp., Synechococcus sp., and
Anabaena variabilis. Synechocystis sp. and
Synechococcus sp. are naturally transformable
with exogenous DNA. The green alga
Haematococcus pluvialis naturally accumulates
large amounts of astaxanthin when exposed to
unfavorable growth conditions. The gene coding
for the enzyme that converts B-carotene into
astaxanthin has been identified from H. pluvialis
and cloned into Synechococcus. After the trans-
formation, both zeaxanthin and the attractive
compound astaxanthin were produced (Sahu
et al. 2012). Tremendous success has been
achieved in establishing functional association
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between plant seedling/calli/protoplast cultures
and N,-fixing cyanobacterial filaments through
the application of basic tissue culture technique.
Nostoc, Anabaena, and Plectonema are among
the few N,-fixing cyanobacterial species success-
fully practiced in these studies. The use of trans-
genic cyanobacterium to control insect is a new
technology. Various combinations of genes were
introduced in Anabaena which showed toxicity
against mosquito larvae. Further studies of
genetic engineered algae and bioremediation
have been performed on the green algae on
Chlamydomonas reinhardtii. In the last few
years, successful genetic transformations of ~25
algal species have been demonstrated; most of
these were achieved by nuclear transformation.
Ten species of green algae have been trans-
formed; stable transformation have been shown
for seven of them, one of which was the unicellular
model organism Chlamydomonas reinhardtii
(Debuchy et al. 1989; Kindle et al. 1989); and
transient transformation was demonstrated in
the other three. All of these green algae are
unicellular species except for Volvox carteri, for
which stable transformation has been shown
(Schiedlmeier et al. 1994). Many species of
cyanobacteria, e.g., Spirulina, Anabaena, or
Synechocystis, can be transformed by electropor-
ation or conjugation (Koksharova and Wolk
2002). Algae have also demonstrated suitability

Table 2.6 Biotechnologically utilized transgenic algal species

Algal genera Utilization

Chlamydomonas reinhardtii

Biomass from transgenics for animal health and feed,

Reference
Walker et al. (2005)

bioremediation, environmental monitoring, production of

recombinant proteins
Dunaliella salina

f-carotene and other carotenoids for health food, dietary

Pulz and Gross (2004)

supplements, cosmetics, and feed

Haematococcus pluvialis
additives

Chlorella vulgaris

Astaxanthin for health food, pharmaceuticals, and feed

Biomass for health food, dietary supplements, and feed

Pulz and Gross (2004)

Pulz and Gross (2004)

surrogates; extracts for cosmetics

Phaeodactylum tricornutum
Odontella aurita
Nannochloropsis oculata Extracts for cosmetics

Spirulina Figurensis

Lyngbya majuscula

Lipids and fatty acids for nutrition
Fatty acids for pharmaceuticals, cosmetics, and baby food

Phycocyanin, phycoerythrin, and biomass for health food,
pharmaceuticals, feed, and cosmetics

Immune modulators for pharmaceuticals and nutrition

Pulz and Gross (2004)
Pulz and Gross (2004)
Spolaore et al. (2006)

Becker (2004), Pulz
and Gross (2004)

Pulz and Gross (2004)
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for synthesizing vaccines. In this regard, stable
expression of the hepatitis B surface antigen gene
has been shown in Dunaliella salina (Sayre et al.
2001; Geng et al. 2003; Sun et al. 2003). A fur-
ther project aims at the application of antigen
producing algae in the fish industry. It is intended
to use an alga-produced antigen to vaccinate fish
against the infectious hematopoietic necrosis
virus (IHNV) which causes an infectious disease
that kills 30 % of the US trout population each
year; vaccination is realized simply by feeding
the fish with the algae (Banicki 2004).

For further biotechnological exploitation of
algae, several researchers are screening extracts
from a multiplicity of algal species in order to
find effective organic components like secondary
metabolites (Kopecky et al. 2000; Lubian et al.
2000), antifungal or antibacterial biomolecules
(Piccardi et al. 2000), algal toxins (Piccardi et al.
2000), or active pharmaceutical ingredients as
drug candidates (Skulberg 2000).

2.10 Cultivation

Algae have an important role to play in the current
world economy with an approximate turnover of
US$5 billion per year. The biotechnological basis
for the most efficient production of microalgal
biomass is a key issue for the future impact of
these organisms. The large-scale cultivation of
microalgae and the practical use of its biomass as
a source of certain constituents were probably
first considered seriously in Germany during
World War 1II. This initial research was taken up
by a group of scientists at the Carnegie Institution
of Washington, who summarized their experiences
in the classic report Algal culture: from labora-
tory to pilot plant (Burlew 1953). In the course of
time, the continuous cultivation of algae under
partially or fully controlled conditions has become
an important development, with various economic
possibilities. Techniques for the cultivation of
algae on a large scale and processes for their uti-
lization have been successfully developed in sev-
eral countries (Table 2.7), and an attempt in this
direction is worthwhile in some of the developing
countries (Benemann and Oswald 1996;
Venkataraman and Becker 1985).

Table 2.7 Present state of microalgal production (Pulz
and Gross 2004; Ratledge 2004; Hejazi 2004)

Producer
Alga Annual production country
Arthrospira 3,000 t dry China, India,
weight USA, Myanmar,
Japan
Chlorella 2,000 tdry weight Taiwan,

Germany, Japan

Dunaliella salina 1,200 t dry weight Australia, Israel,

USA, China
Aphanizomenon 500 t dry weight ~ USA
flos-aquae
Haematococcus 300 t dry weight USA, India,
pluvialis Israel
Crypthecodinium 240 t DHA oil USA
cohnii

Most algal species are obligate phototrophs
and thus require light for their growth. The
requirement for light, coupled with the high
extinction coefficient of chlorophyll in these
organisms, has necessitated the design and devel-
opment of novel systems for large-scale growth.
A few algal species are capable of heterotrophic
growth, and for these organisms, conventional
fermentation technology can be used for large-
scale cultivation (Fig. 2.8).

2.11 Phototrophic Systems

Commercial growth of photosynthetic algae has
been achieved in different ways: (1) open cultiva-
tion using natural sunlight (Oswald and Golueke
1960), (2) closed cultivation using natural sun-
light, and (3) closed cultivation using artificial
illumination. Each system has advantages and
disadvantages, and the choice of system depends
on the degree of parameter control needed to pro-
duce the desired product and on the value of the
product. A common limitation to all these sys-
tems is the need to supply light to the culture,
making it advantageous to maximize the sur-
face-to-volume ratio of the culture. Many con-
figurations of open cultures using natural
sunlight have been proposed and constructed
(Oswald 1988; Chaumont 1993; Pushparaj et al.
1997). These systems are generally large, open
ponds or raceways, and the principle advantage
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Fig.2.8 Algal cultivation in (a) photobioreactor, (b) open tank, and (¢) open raceway pond

of these configurations is that the light energy is
free (Pulz and Scheibenbogen 1998). However,
this advantage is more than offset by several sig-
nificant disadvantages. In open systems, it is
very difficult to prevent contamination of the
algal culture by other organism (i.e., algae and
other microorganisms). This problem has been
addressed by culturing algae that require or toler-
ate unique growth conditions that would exclude
contaminating organisms. Open cultures attain
cell densities leading to the need to process large
quantities of water to harvest the algae. Outdoor
phototrophic growth systems are also subject to
daily and seasonal variations in light intensity
and temperature, making it difficult to control or
reproduce specific ~ culture  conditions.
Nevertheless, for specific algal products, this
technology has proven very successful, producing
many thousands of tons of dried biomass per year
(Lee 1997). This is especially true for Spirulina,
which is extensively cultured in the USA, Mexico,
Thailand, and China (Metting 1996; Li and Qi
1997; Vonshak 1997). Several different closed
systems using natural sunlight have been described
(Richmond et al. 1993; Qiang and Richmond
1994; Molina Grima et al. 1995; Spektorova et al.
1997). In these systems, the algae are enclosed in
a transparent material (either glass or plastic) and
the vessels placed outdoors for illumination. The
closure of the vessels minimizes contamination
by other algal species. Closed, outdoor systems
are still subject to variations in light intensity and
temperature that make cultivation reproducibility
problematic. In addition, a major problem with
closed systems is the removal of oxygen from
the culture and the provision of adequate tem-
perature control. Although both of these issues

can be resolved, the cost of doing so can more
than offset the cost advantage of using natural
sunlight. As with the outdoor systems, numerous
designs have been constructed for the indoor,
closed culture of algae using electric lights for
illumination (Ratchford and Fallowfield 1992;
Wohlgeschaffen et al. 1992; Igbal et al. 1993;
Lee and Palsson 1994). These vessels are often
referred to as photobioreactors, and in principle,
they are similar to conventional fermentor, the
major difference being that they are driven by
light rather than by an organic carbon source.
These vessels provide the ability to control and
optimize culture parameters, and, coupled with
the closure that they provide, photobioreactors
are suitable for culturing many different types of
algae (Ratchford and Fallowfield 1992).

2.12 Heterotrophic Systems

The most significant advance in closed culture
systems is the adaptation of fermentation tech-
nology that allows for the heterotrophic growth
of microalgae and eliminates the problem of light
limitation (Barclay et al. 1994; Kyle 1996; Chen
1997). A significant number of microalgae are
capable of heterotrophic growth and potentially
suitable for growth in fermentors (Droop 1974;
Gladue and Maxey 1994). The basic principle of
fermentor growth is to provide highly controlled
optimal growth conditions to maximize pro-
ductivity. In these, the biomass levels are at least
tenfold higher than those achieved by photosyn-
thesis-based culture systems (Radmer and Parker
1994). The high biomass levels also greatly
decrease the volume of water that must be pro-
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cessed during harvesting. The effectiveness of
large-scale cultures and the production of high
biomass levels can make the cost of fermentative
growth an order of magnitude less expensive than
photobioreactors (Radmer and Parker 1994).
Larger-scale production of the dinoflagellate
Crypthecodinium by fermentative growth for the
production of the polyunsaturated fatty acid
DHA has been under way for several years (Kyle
1996). Production of Crypthecodinium begins
with a certified seed stock that was cryopreserved
under liquid nitrogen conditions to maintain
genetic stability. Crypthecodinium has been
reported to produce approximately 30 % of their
dry weight as the total fatty acid (Kyle et al.
1992), with DHA making up close to 50 % of the
total fatty acid (Behrens and Kyle 1996).
Chlorella is also extensively grown in large quan-
tities by fermentation techniques. Production
levels in Japan are estimated to exceed 500 T per
year, accounting for 50 % of the country’s total
production (Lee 1997). Plans have also been
announced in Korea to begin the production of
heterotrophically grown Chlorella at a level
exceeding 1,000 T per year (Lee 1997). Milking
of microalgae is the most advanced technique for
biotechnologically important compounds (Hejazi
and Wijffels 2004).

These systems have to be evaluated in their
various configuration concepts regarding their
potential productivity and economic feasibility.
The most important and most obvious differences
in microalgal production systems are the exposure
of the microalgal culture to the environment.

2.13 Conclusions

More basic research needs to be performed before
algal biotechnology would reach a capacity to
compete with other systems. But since many
physiological, morphological, biochemical, or
molecular characteristics of algae are quite differ-
ent from higher plants or animals, algae can meet
several requirements that other systems cannot
sufficiently accomplish. This is one reason why
algal systems gain more and more influence in the
production of substances of economic, industrial,

and pharmaceutical importance. However, micro-
algae are still not a well-studied group from a bio-
technological point of view. The genetic
improvement of algal strains is also a present
challenge. The use of transgenic microalgae for
commercial applications has not yet been reported
but holds a significant promise. Among the algal
species that are believed to exist, only a few thou-
sand strains are kept in collections, a few hundred
are investigated for chemical content, and just a
handful are cultivated in industrial quantities (i.e.,
in tons per year). The combination of the excep-
tional nutritional value of microalgae with color-
ing and therapeutical properties, associated with
an increase demand of natural products, makes
microalgae worth exploring for utilization in the
future in feed, food, cosmetic, and pharmaceutical
industries, with recognized advantages compar-
ing with the traditional ingredients.
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Abstract

Fungi have been recognized to be a major cause of disease in immuno-
compromised hosts: moreover, the loss of food and fodder crops through
fungi has been unmatched since the last decade. Fungi colonize the plant
cell and organs by modulating the host defense response. A number of dif-
ferent methods have been recently used to understand host—fungus inter-
actions. With the advent of HiSeq approaches, more fungal genomes and
transcriptomes are now sequenced, and their bioinformatics analyses have
enriched and assisted our knowledge of the interplay between plant and
fungi. The present chapter reviews the current biotechnological and bioin-

formatics approaches for the study of plant—fungus interactions.
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3.1 Introduction

Fungi have coevolved with other eukaryotes
including plants and animals. They can be either
saprophytic or parasitic. The plant-parasitic fungi
are strictly host specific, and the infection in
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plants is mediated by the enzymes used in the
breakdown of cell walls and toxins that inhibit or
reduce the activity of host cells. Fungal infection
in plants is also caused by disturbance in the hor-
monal equilibrium of the plant cell, causing dis-
ruptions to the growth and differentiation of the
cells and tissues (Ludwig-Miiller 2000). The
mode of infection in fungi can be necrotrophic,
biotrophic, and hemibiotrophic. Necrotrophic
infection leads to dysfunction of the tissue and
eventually death of the plant. Biotrophs take
nutrients and growth-regulating substances from
the plants, but do not kill it, while hemibiotrophs
initiate infection with a period of biotrophy, fol-
lowed by a necrotrophic phase, and they possess
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properties of both groups (Meinhardt et al. 2014).
Significant yield losses due to fungal attacks
occur in most of the agricultural and horticultural
species. After insects, fungal diseases are rated as
the second most important factor contributing to
yield losses in our major cereal, pulse, and oil-
seed crops (Grover and Gowthaman 2003).
Penetration of fungi into plant cells occurs
through diverse invasion strategies. Infection
structures such as “Spitzenkorper”, an organizing
center for hyphal growth, are produced, which
enable the fungus to penetrate different types of
plant cell walls (Mendgen et al. 1996). These
fungi penetrate and degrade the cell wall and pro-
duce toxins for their effective infection (Mendes-
Giannini et al. 2005). Often N-terminal type II
signal peptides containing fungal AVR proteins
facilitate the fungal virulence by suppressing
pathogen-associated molecular pattern-triggered
immunity and induce effector-triggered immu-
nity in plants containing cognate resistance pro-
teins (Luderer et al. 2002).
The different modes of infection include:

3.1.1 Infection Structures

Spores or hyphae of fungi penetrate through
wounds of the epidermis or open stomata. For
example, fungi imperfecti secrete a terpenoid
(fusicoccin) that increases the influx of potas-
sium into the cells of the stomata and induce
thereby a permanent opening of the stomata and
cause a high loss of water which may lead to
death. Thus fusicoccin is also known as a wilting
toxin (Arntzen et al. 1973).

3.1.2 Cell Wall Degradation

There is a range of polysaccharide-degrading
enzymes and glycosidases such as alpha-
galactosidase, beta-galactosidase, beta-
xylosidase, and alpha-arabinosidase produced by
phytopathogenic fungi. These enzymes are able
to degrade walls of plant tissues (Albersheim and
Valent 1974).
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3.1.3 Toxin Production

2-Hydroxycyclopropyl-alpha-D-galactopyranoside
(helminthosporoside) has been identified in fun-
gus-infected leaves of sugarcane with the help of
nuclear resonance analysis and mass spectros-
copy (Strobel and Hess 1974). Further detailed
analysis revealed that it was a mixture of three
isomer sesquiterpene—alkaloids that contain diga-
lactosyl residues at both ends of the molecule.
Helminthosporoside resembles alpha-galactosi-
dases which are present in plant tissues and are
taken up by the plant cells actively. These toxins
attach at the plasma membrane, to the same bind-
ing site as these sugars, but in contrast to the sug-
ars are not transported into the cell. Instead,
binding to the toxin increases the activity of the
potassium/magnesium pump with the uptake of
potassium. This causes an increase in the uptake
of water, a bigger osmotic pressure, damage of the
membrane, and finally the disintegration of the
cell (Strobel and Hess 1974). Further, the study of
signal transduction pathways in virulent fungi is
particularly important in view of their putative
role in the regulation of pathogenicity (Mendes-
Giannini et al. 2005).

3.2 Biotechnological
Approaches for Plant-

Fungus Interactions

The study of fungal-host interplay is essential for
developing alternative protection and resistance
strategies. With the emergence of plenty of func-
tional data from genomics, transcriptomics, and
metabolomics, the study of plant—fungus interac-
tions has been promoted. Functional genetic stud-
ies are divided into forward or reverse genetics
screens. In the forward genetic study, genes are
mutated at random. After identification of a
mutant phenotype, the mutations must be mapped,
a process which is usually time-consuming and
nontrivial. Conversely, reverse genetic approaches
involve the disruption of a gene of interest, so as
to determine its function and/or involvement in a
pathway (Silva et al. 2004).
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3.2.1 Reverse Genetics Approaches

Reverse genetics approaches such as targeted
gene disruption/replacement (knockout), gene
silencing (knockdown), insertional mutagenesis
(transposon and T-DNA mutagenesis), or target-
ing induced local lesions in genomes (TILLING)
are now used to analyze the functional informa-
tion from the large number of genome projects
(Gonzélez-Fernandez et al. 2010). With the
advent of “reverse genetics,” the functions of
genes are discovered which contribute in the
molecular mechanisms of fungal development,
nutrition, and interaction with host plant
(Bhadauria et al. 2009). Targeted gene replace-
ment leads to the study of the phenotypes of
mutants in which a genomic locus has been
altered by insertion (gene disruption) or replace-
ment (gene replacement) with heterologous DNA
(Reski  1998). Homologous recombination
between a target gene and the introduced DNA
carrying its mutant allele results in targeted gene
knockout. This approach was first pioneered for
the budding yeast Saccharomyces cerevisiae to
decipher gene function (Winzeler et al. 1999).
Gene knockout can be performed by the simple
disruption of the gene of interest by a resistance
cassette, by alteration of the expression of the
candidate gene rather than its deletion, by over-
expression or mis-expression of a gene, and by
gene replacement, which combines the second
and third approaches (Bhadauria et al. 2009). A
crucial feature that makes this technology feasi-
ble is the ability to introduce linear DNA into a
large number of cells simultaneously (Melissa
and Jeff 2002). However, targeted gene disrup-
tion is again time-consuming. A faster, simpler,
and cheaper alternative of attenuating gene func-
tion in a sequence-specific manner has emerged
in the form of antisense RNA technology, ribo-
zymes, and, more recently, RNA interference
(RNAi) (Silva et al. 2004). In this technique
double-stranded RNA (dsRNA) triggers the deg-
radation of a homologous mRNA, thereby dimin-
ishing or abolishing gene expression.
RNA-mediated gene silencing methods that
block the expression of genes at the posttran-
scriptional level have been identified in a few
economically important phytopathogens such as

Magnaporthe oryzae (Kadotani et al. 2003) and
Phytophthora infestans (West et al. 1999;
Latijnhouwers et al. 2004; Whisson et al. 2005).
Generally, RNAi causes only a partial reduction
in gene expression and not a complete loss. This
is amajor disadvantage of this method (Bhadauria
et al. 2009). Insertional mutagenesis is performed
by chromosomal integration of transforming
DNA. The presence of a selectable marker in the
transforming DNA is used to establish linkage
between the insertion and the observed pheno-
type and to recover DNA representing the
mutated allele for cloning and subsequent analy-
ses (Brown and Holden 1998). Targeting induced
local lesions in genomes (TILLING) or chemical
mutagenesis is a new reverse genetic strategy for
plants that combines the efficiency of ethyl meth-
anesulfonate (EMS)-induced mutagenesis with
the ability of denaturing high-performance liquid
chromatography (DHPLC) to detect base pair
changes (G/C to A/T transition) by heteroduplex
analysis (McCallum et al. 2000; Chen et al.
2014). It has been evolved as an influential tool
for functional genomics of phytopathogens.
Lamour and colleagues (2006) employed
TILLING to isolate gene-specific mutants in
Phytophthora spp. Single-cell uninucleated
spores like zoospores of Phytophthora spp. are
best for TILLING mutagenesis (Bhadauria et al.
2009). This technique has also helped to improve
waxy quality trait in the polyploid wheat plant
(Slade et al. 2005).

All the reverse genetics tools described above
have their own merits and drawbacks, and any
one of them may be more effective for a particu-
lar phytopathogen and case study while less suit-
able for others.

3.3  Gene Expression Analysis

3.3.1 Real-Time Polymerase Chain
Reaction (qPCR) and Reverse
Transcription Polymerase
Chain Reaction (RT-PCR)

The advantage of real-time PCR is that the pro-
cess of amplification is monitored in real time by
using the fluorescence technique (Wilhelm and
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Pingoud 2003). This technique has been used for
rapid quantitative assessment of the expression of
genes involved in powdery mildew disease devel-
opment using the powdery mildew pathogen
Golovinomyces orontii on a set of hypersuscepti-
ble and resistant host plant Arabidopsis thaliana.
The technique was found to be rapid, reproduc-
ible, and useful for quantitative estimation of
gene expression in other fungi as well (Webling
and Panstruga 2012). The semiquantitative
RT-PCR is currently the common technique for
gene expression analysis, although an accurate
normalization is essential to control for experi-
mental error (Huggett et al. 2005). In this relative
analysis method, expression of the gene of inter-
est is compared with expression of a reference
gene (an internal control). The technique has
been used for different fungal plant studies such
as coffee rust fungus Hemileia vastatrix (Vieira
et al. 2011) and Verticillium dahliae in potato
(Pasche and Mallik 2013).

3.3.2 Direct FluorescentIn Situ
RT-PCR

Fungal interaction with host tissue and the under-
standing of the subsequent events have been stud-
ied by wusing direct fluorescent in situ
RT-PCR. This technology combines PCR and in
situ hybridization which is employed for mRNA
localization in cell organelles or tissue sections.
Digoxigenin-labeled nucleotides (digoxigenin-
11-dUTP) are incorporated in the PCR product
after reverse transcription and subsequently
detected with an anti-digoxigenin antibody con-
jugated with alkaline phosphatase. Further modi-
fications can be done using fluorescent probes
and fluorescence immunocytochemical labeling
(Lossi et al. 2011). This technology has been
used to study the symbiotic relationship of arbus-
cular mycorrhizal fungi (Seddas-Dozolme et al.
2010), as well as for the identification of an infec-
tion gene in hemibiotrophic plant pathogen
Colletotrichum lindemuthianum (Tollot et al.
2009). Further applications include identification
of Blumeria graminis spores and mycelia on bar-
ley leaves (Bindsley et al. 2002) and others. The
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disadvantage of this method is that it is a time-
consuming technique due to the use of hybridiza-
tion step and technically demanding procedures
such as light microscopy (Capote et al. 2012).

3.3.3 TRAC Analysis

There are a number of techniques for the analysis
of gene expression; TRAC (transcript analysis
with aid of affinity capture) analysis is a new and
advanced technique for expression analysis of
genes in strains producing foreign proteins. It is
an efficient technique for the analysis of large
numbers of samples (Nowrousian 2014). In this
technique, the cells are directly lysed, and gene
expression is measured without using RNA puri-
fication or RT-PCR (Rautio et al. 2008). A set of
fluorophore-labeled probes are used for the rec-
ognition of the gene of interest. One of the most
often used probes is biotin oligo-dT, which is
used to capture targets from their polyA tails. By
the use of TRAC method, 100-200 genes of the
filamentous fungus Trichoderma reesei and the
yeast Saccharomyces cerevisiae have been iden-
tified with supposed importance in different bio-
logical pathways (Rautio et al. 2007). These
evaluated genes show potential in many physio-
logical effects such as growth, protein production
rate, and availability of nutrients and oxygen
(Rintala et al. 2008).

3.3.4 Suppression Subtractive
Hybridization

Suppression subtractive hybridization (SSH)
technique is used for distinguishing two closely
related DNA samples. They can be used both for
cDNA subtraction and genomic DNA subtraction
(Rebrikov et al. 2004). In this technique only one
round of subtractive hybridization is needed
where the subtraction step excludes the common
sequences between target and driver population.
This increases the probability of obtaining low-
abundance differentially expressed cDNA and
simplified analysis of subtracted library
(Diatchenko et al. 1999). This has been used to
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identify the upregulated genes in the establish-
ment of mycorrhiza between Medicago truncat-
ula and Glomus mosseae (Weidmann et al. 2004)
in comparison with an infected plant and the
pathogen in axenic culture. Other examples ana-
lyzed are genes associated with phytoplasma in
Chinese jujube (Liu et al. 2014) and plants
infected with a wild-type isolate compared to
plants infected with mutants (Horwitz and Lev
2010). SSH can also identify fungal genes against
a background of the uninfected host, for example,
Alternaria brassicicola on Arabidopsis (Cramer
and Lawrence 2004), genes of the white rot fun-
gus Heterobasidion parviporum expressed dur-
ing colonization of Norway spruce stems
(Yakovlev et al. 2008), and in symbiosis for
arbuscular mycorrhizae (Brechenmacher et al.
2004). It is even possible to isolate differentially
expressed mycoparasite genes in antagonistic
fungal—fungal interactions (Carpenter et al. 2005;
Morissette et al. 2008).

3.3.5 Laser Microdissection

Infection structures are formed in fungi to extract
nutrition from plants. Laser microdissection
(LM) of plant tissues infected with a fluorescent
protein-tagged fungus is a useful method for
obtaining samples highly enriched in fungal
RNA for downstream analysis such as hybridiza-
tion to a microarray, RT-PCR, and others (Tang
et al. 2012). The technique can be used to isolate
both fungal and host plant cells after pathogen
infection. The samples are carefully fixed to
maintain the integrity of the cell and later on dis-
sected by laser. RNA isolation is further used for
gene expression analysis (Fosu-Nyarko et al.
2010). By using this technique, host—fungus
interaction studies have been done in many cases,
such as in Arabidopsis, where the epidermal cells
of leaves infected with powdery mildew (Erysiphe
cichoracearum) were isolated for gene expres-
sion studies (Inada and Wildermuth 2005), and
fungal haustoria could be separated from infected
host plant cells (van Driel et al. 2007). This tech-
nique is utilized for the study of biochemistry and

structure of hyphal cells and fungal interaction
with host tissues (Fosu-Nyarko et al. 2010).

3.3.6 Biochemical Methods

Biochemical methods are powerful tools for
investigating mechanisms of gene expression.
These techniques consist of Western blot analy-
sis, protein purification using epitope-tagged
fusion protein, protein immunoprecipitation (IP),
and chromatin immunoprecipitation (ChIP)
assays. Immunoblot analysis, also called Western
blot, is a commonly used method to detect spe-
cific proteins in tissue homogenates or protein
extracts. Protein purification is also an approach
routinely used to study the protein activity and to
identify protein complexes. Immunoprecipitation
(IP) is a method to specifically concentrate the
protein of interest by using a specific antibody,
which is widely used to study protein—protein
interaction (PPI). ChIP assay is used to investi-
gate the association of a protein of interest with
specific DNA regions (Collas 2010). These meth-
ods can be modified under different growth con-
ditions and in different filamentous fungi.

3.3.7 Proteome Profiling and Mass
Spectrometry Tools

Study of proteome changes in response to fungal
invasion is crucial to understanding the molecu-
lar mechanisms underlying plant—pathogen inter-
action and pathogenesis. Several approaches are
involved for identifying large numbers of pro-
teins expressed in cells and also for globally
detecting the differences in levels of proteins in
different cell states. These techniques involve:

3.3.7.1 Electrophoresis

One-dimensional (1D) SDS polyacrylamide gel
electrophoresis (PAGE) is a widely used tool for
the separation of total protein extracts as well as
protein fractions; two-dimensional electrophore-
sis (2DE) and two-dimensional fluorescence dif-
ference gel electrophoresis (2D-DIGE) are



54

protein separation techniques widely used in fun-
gal proteomics.

3.3.7.2 Mass Spectrometry (MS) Tools

The major invention in MS tool is the time-of-
flight (TOF) MS which is a relatively nondestruc-
tive method used to convert proteins into volatile
ions. A typical MS consists of an ion source, a
mass analyzer, and a detector. Matrix-assisted
laser desorption ionization (MALDI) and electro-
spray ionization (ESI) have made it possible to
volatilize and ionize large biomolecules, such as
peptides and proteins (Yates 1998; Godovac-
Zimmermann and Brown 2001; Mann et al.
2001). The mass analyzers currently used in pro-
teomics research are ion trap, TOF quadrupole,
and Fourier transform ion cyclotron (FT-MS).
MALDI is usually coupled to TOF analyzers that
measure the mass of intact peptides (Chalupova
et al. 2014). A new matrix-assisted laser desorp-
tion/ionization TOF/TOF MS with the novel
laser-induced fragmentation technique (MALDI
LIFT-TOF/TOF MS) provides high sensitivity
for peptide mass fingerprints (PMF).

3.3.7.3 Multidimensional Protein
Identification Technology
(MudPIT)
In this method, multidimensional liquid chroma-
tography is coupled with tandem mass spectrom-
etry (MS) and database searching by the
SEQUEST algorithm (Washburn 2004). MudPIT
was first applied to the fungal proteome of the
Saccharomyces cerevisiae strain BJ5460 grown
to mid-log phase and yielded the largest pro-
teome analysis to date. A total of 1,484 proteins
were detected and identified (Washburn et al.
2001).

3.3.8 Next-Generation Sequencing

Next-generation sequencing (NGS) technologies
are continuing to rise with the fall in its costs.
This enables researchers to conduct whole-
transcriptome sequencing (RNAseq) studies of
interactions between plants and pathogenic fungi
(Wang et al. 2009). The application of NGS in
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plant—fungus interaction research shortens the
overall time of development of molecular genetic
information necessary for functional and transla-
tional studies. Zhuang et al. (2012) reported
novel transcriptome sequence information from
the pea—S. sclerotiorum interaction obtained by
454 pyrosequencing. Illumina’s next-generation
sequencing technology sequencing by synthesis
(SBS) is a powerful tool to rapidly sequence
genomes and transcriptomes and is not all that
expensive (Venu et al. 2011).

3.3.9 Genetic Engineering:
An Approach for Plant Disease
Resistance

Genetic engineering is an artificial technique
used for transferring genes from one organism to
other. This technique is used to manipulate the
genetic makeup of a cell to produce new charac-
teristics in an organism (Zhu et al. 2013). Plants
produce different secondary metabolites, for the
prevention of growth of fungi. Transgenic plants
are developed either by increasing or decreasing
the expression of genes that are naturally present
in an organism or by transferring genes between
individuals of the same or different species.
Pathogenesis-related (PR) proteins expressed by
the host plant are induced by pathogen attach-
ment or other stresses (Antoniw and Pierpoint
1978; Van Loon et al. 1994); these are not only
accumulated locally in the infected leaf but are
also induced systemically, associated with the
development of systemic acquired resistance
(SAR) against further infection by fungi, bacte-
ria, and viruses. PR protein genes appear to be a
good potential source as candidate genes for
engineering fungal resistance in plants. Induction
of PR proteins has been found in many plant
species belonging to various families. The genes
which encode for chitinases and glucanases (PR
proteins) are the most extensively used for devel-
oping fungal resistance in plants by their overex-
pression. Another important hydrolytic enzyme
is beta-1,3-glucanase which inhibits fungal
growth in plants by catalyzing the degradation of
beta-1,3-glucan abundantly present in plant cell
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wall of many filamentous fungi (Wessels and
Sietsma 1981). The detailed information on the
engineering fungal resistance in plants by expres-
sion of PR protein and other antifungal genes has
not been given here as it is covered in another
chapter in this book.

3.3.10 Signal Transduction Pathway
Activation

Systemic acquired resistance (SAR) is an induc-
ible system that becomes activated by pathogen
exposure and leads to a broad range of resistance
against diverse pathogens. After being exposed to
a pathogen, the plant cell activator molecules
interact with signal molecules such as H,0O,, sali-
cylic acid (SA), jasmonic acid (JA), and ethylene
and trigger defense responses. H,O, has been
shown to directly inhibit pathogen growth and to
induce PR proteins, SA, and ethylene, as well as
phytoalexins (Mehdy 1994). Overexpression of
H,0, in transgenics of cotton, tobacco, and potato
reduced disease development caused by a num-
ber of different fungi, but higher level of overex-
pression was phytotoxic (Murray et al. 1999).
Salicylic acid (SA) is also one of the signal mol-
ecules involved in defense response.
Overexpression of SA in transgenic tobacco
plants enhances PR protein production and pro-
vides resistance to fungal pathogens (Verberne
et al. 2000). R genes (resistance genes) have
evolved in plants whose products allow recogni-
tion of specific pathogen effectors, either through
direct binding or by recognition of the effector’s
alteration of a host protein (Jones and Dangl
2006). R gene products control a broad set of dis-
ease resistance responses whose induction is
often sufficient to stop further pathogen growth
and spread.

Fungal infection in plants has been associated
with reduced photosynthetic rate, nutrient mobi-
lization at the site of infection, and formation of
patches called green islands (Walters and
McRoberts 2006). Cytokinins have the ability to
mobilize nutrients toward sites of application and
delay senescence which has led to the specula-

tion of involvement of cytokinin in green island
formation. Spores of some fungi such as rust and
powdery mildew are known to contain high lev-
els of cytokinins (Kirdly et al. 1967), and it has
been suggested that the nutrient mobilization and
green island formation are due to cytokinin pro-
duced by the fungus. It has also been proposed
that cytokinin-induced increases in invertase
activity occurring early on in the pathogen—host
interaction lead to carbohydrate accumulation
and the downregulation of photosynthetic metab-
olism. These events indicate that cytokinins play
a crucial role in allowing the biotrophic pathogen
to establish and grow in the host (Walters and
McRoberts 2006). However, cytokinins have
been shown to increase immunity in plants
against bacteria (Naseem et al. 2014). Systems
biology studies have been performed to under-
stand the interplay of auxin and cytokinin
(Naseem et al. 2012; Naseem and Dandekar
2012) in bacteria and host plants as well as the
effect of cytokinin on jasmonate—salicylate
antagonism in Arabidopsis immunity (Naseem
et al. 2013).

3.3.11 RNA Silencing

RNA silencing is used as a reverse tool for gene
targeting in fungi. Homology-based gene silenc-
ing induced by transgenes (co-suppression), anti-
sense, or dSRNA has been demonstrated in many
plant-pathogenic fungi. This includes
Cladosporium fulvum (Hamada and Spanu 1998),
Magnaporthe oryzae (Kadotani et al. 2003),
Venturia inaequalis (Fitzgerald et al. 2004),
Neurospora crassa (Goldoni et al. 2004),
Aspergillus nidulans (Hammond and Keller 2005),
and Fusarium graminearum (Nakayashiki 2005);
whether it is suitable for large-scale mutagenesis
in fungal pathogens remains to be tested.
Nakayashiki (2005) were successful in silencing
70-90 % of transformants mpgl and polyketide
synthase gene. The mpgl gene is a hydrophobin
gene that is essential for pathogenicity, as it acts as
a cellular relay for adhesion and a trigger for the
development of appressorium (Talbot et al. 1996).
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3.4 Bioinformatics and Systems

Biology Approaches

Biological problems often deal with different
numbers of factors which are interrelated and
lead to the whole behavior or function. This orga-
nized complexity has recently introduced sys-
tems biology as a new age science. Systems
biology studies in plant science have increased
our knowledge about circadian rhythms, multi-
genic traits, stress responses, and plant defenses.
Plants continually face biotic and abiotic stress
and respond with sophisticated biochemical and
structural defenses. Various external stimuli are
differentially perceived by plants and lead to dis-
tinct cascades of molecular responses and signal-
ing networks at the cellular level. A detailed
biochemical understanding of pathogen action
and plant responses would enable development
of disease control strategies, a challenging goal
of plant pathology. “Omics” research approaches
have produced copious data such as genomics,
proteomics, transcriptomics, interactomics, and
metabolomics which can be exploited in order to
better understand biological interactions.

Brief Introduction to Network
Reconstruction and Modeling

3.4.1

The interactions of genes, proteins, metabolites,
or other components are illustrated by networks.
Network reconstruction and analysis is one of the
most common approaches for describing biologi-
cal systems. Both component integration and
interactions are key features of systems biology.
Networks can be either static or dynamic, and of
different types, including gene-to-metabolite net-
works, protein—protein interaction networks,
transcriptional regulatory networks, and gene
regulatory networks (Yuan et al. 2008). In meta-
bolic networks, each reaction is a network edge
connecting nodes that represent reaction sub-
strates and products. The nodes connected by an
edge are also associated with values indicating
the quantity or concentration of a reaction par-
ticipant (Pritchard and Birch 2011). The values at
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the nodes vary over time, representing the ebb
and flow of material that is created or destroyed.
The network edges are said to carry a flux, the
rate at which material “flows” from one node to
another, and flux is also represented by a value.
There are two approaches for network recon-
struction: top-down approach and bottom-up
approach (Shahzad and Loor 2012). Top-down
approach provides a broad overview of the sys-
tem where the regions can be gradually filled
with detailed information of factors affecting the
dynamics of the network. A bottom-up approach
is a detailed model where the output of the mod-
ule affects processes described by other modules
at a higher level of organization. A bridge or bot-
tleneck is a pathway of communication, the
breaking of which can split the network into non-
communicating parts. A bottleneck is a potential
point of fragility in a network. However, biologi-
cal networks are error tolerant and hence follow a
“power law” with the loss of a single edge rarely
leading to a global disconnection in the network.
Hubs are the nodes which are directly connected
to many other nodes. In protein—protein interac-
tion networks, the number of network hubs varies
by organism but is always small. In biological
cells we expect a few highly connected “hubs” to
play critical roles in signal transduction, regulat-
ing transcription, and mediating metabolic flux
across the network. Such central protein nodes
with many interactions to other proteins (so-
called hub nodes with a large degree) are thus
candidates for effector targets.

3.4.2 Systems Biology of Plants

Advances in plant systems biology studies are
expected to support our current requirements of
crop adaptation for food, feed, biofuels, and
industrial and pharmaceutical production. Plants
have sessile lifestyle and phototrophic nutrition,
and in order to accommodate this behavior, they
have a unique genetic and metabolic repertoire
(Morsy et al. 2008). However network modeling
and experimental validation in plants can be
executed in a fast and reiterative way owing to
their relatively short generation times and their
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capability to produce enough offspring for
genetic analyses.

3.4.3 Different Plant-Fungus
Studies

Human pathogenic fungi such as Aspergillus
fumigatus, Candida albicans, Cryptococcus neo-
formans, and Encephalitozoon cuniculi have
been studied for some time now; plant—fungus
interactions have not been studied much.
However the complete sequencing of the
Magnaporthe oryzae, a causal agent of blast dis-
ease in rice, has shown that multi-locus genes are
concordant with host preference leading to the
segregation of a new species of Magnaporthe
oryzae from Magnaporthe grisea (Gudimella
et al. 2010). This example indicates horizontal
transfer of gene clusters in human pathogenic
fungi in accordance with host preference. The
interolog mapping approach has been used to
transfer interaction information from animal
model organisms such as  Drosophila,
Caenorhabditis elegans, and human to the model
plant Arabidopsis. In Arabidopsis, approximately
10,000 orthologs have been detected in at least
one reference species (i.e., in yeast, Drosophila,
or humans) (Morsy et al. 2008). Structure model-
ing and docking approaches have also been used
to develop a peptide which can competitively
inhibit the crucial glyoxylate pathway in fungi
(Srivastava et al. 2010).

3.4.4 Computational Techniques
that Can Aid Studies on Host-
Fungus Interactions

Different computational techniques which can
help in the study of host—fungus interaction are
enlisted below with a brief description:

3.4.4.1 Analogies from Mammal-
Pathogen Interactions

Of the 1.5-5.1 million fungal species, an esti-

mated 270,000 species are associated with plants,

and 325 are known to infect humans (Blackwell

2011; Hawksworth and Rossman 1997; Robert
and Casadevall 2009; Woolhouse and Gaunt
2007; Gauthier and Keller 2013). A small subset
of plant pathogens such as E. rostratum can cross
kingdoms and infect humans. These crossover
pathogens include fungi from Ascomycota and
Mucoromycotina phyla. The human host infected
by crossover fungi is generally immunocompro-
mised. Gauthier and Keller (2013) enlist the
fungi which can cause disease in both plants and
human. Fungi have different methods of infecting
plants and animals; however, they produce the
same mycotoxins and secondary metabolites,
assimilate similar nutrients such as iron, and have
similar MAPK, cAMP-PKA, and G-protein sig-
naling pathways. Targeted mutagenesis allows
characterization of fungal pathogenesis accord-
ing to the loss of function. The mutagenesis relies
on either random or targeted insertion of a select-
able marker. The targeted genes are identified by
comparative genome analysis between pathogen
and non-pathogen and/or by large-scale tran-
scriptome analyses. PHI-base (Pathogen—Host
Interaction Database) catalogs the phenotypes
resulting from mutations in defined genes of both
plant and animal pathogens (Sexton and Howlett
2006). The genomic resources which can be
exploited for orthologous studies of plant hosts
are rice and Arabidopsis thaliana as well as non-
mammalian hosts such as Drosophila melano-
gaster and Caenorhabditis elegans.

3.4.4.2 Predicted Interactomes

Two types of interactome have widely been rec-
ognized: genetic and physical. A genetic interac-
tome is a network of genes characterized on the
basis of genetic interactions serving to elucidate
gene function within physiological processes
(Yuan et al. 2008). Genetic interactions can be
predicted using a systematic genetic analysis
(SGA)-based method. In this approach a query
mutation is crossed to an entire mutation array set
to identify any genetic interaction, yielding func-
tional information of the query gene and the gene
it interacts with. The SGA-based genetic interac-
tome has also been applied successfully in the
nematode Caenorhabditis elegans, the fungi
Cryptococcus neoformans, the virus Neisseria
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meningitidis, and many other physiological pro-
cesses and protein families. SGA in plants is
however complicated because of polyploidy. As
compared with genetic interactions, physical
interactions among proteins are relatively easier
to characterize in plants. Different protein—pro-
tein interaction methodologies have been enlisted
by Morsy et al. (2008). The computational tech-
nique which has been used to define the protein
interactions is “interologs.” Interologs are the
predicted interactive protein pairs, based on
orthologous proteins that are known to interact in
the reference species such as yeast and human.
The interactome of Arabidopsis was predicted by
Geisler-Lee et al. (2007) using confidence scor-
ing based on the number of observations and
experimental approaches that detected the inter-
action, together with subcellular location and co-
expression data, to indicate the reliability of the
interaction. Using the interolog method,
11,674 PPIs among 3,017 M. grisea proteins
were also inferred from the experimental PPI
data in different organisms (He et al. 2008). The
potential of interactomes in understanding the
systemic regulation of biological processes is
unquestionable. However, the techniques to build
the interactome should be used carefully.

3.4.4.3 Metabolic Modeling

Fungal infection of plants leads to changes in the
secondary metabolism to boost defense pro-
grams. It also affects primary metabolism affect-
ing growth in plants. Charting the metabolic
changes can lead to better understanding of fun-
gal infections in plants. A set of linear pathways
often cannot capture the full complexity and
behavior of a metabolic network (Schuster et al.
2000). However once the genome of the intended
microbe has been annotated, the entire metabolic
map representing the stoichiometry of all the
metabolic reactions taking place in the cell can be
constructed. Metabolic networks have been
restructured for different microbes such as
Mycoplasma pneumoniae (Schuster et al. 2002),
Listeria monocytogenes (Schauer et al. 2010),
Staphylococcus aureus (Cecil et al. 2011; Liang
et al. 2011), Staphylococcus epidermidis (Cecil
et al. 2011), and E. coli (Jain and Srivastava
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2009); however, the metabolic models for fungi
are still in their infancy. With the increasing num-
ber of sequencing projects and increasing
amounts of metabolic data, the metabolic model
for plant—fungus interactions will soon increase.

3.4.4.4 EST Mining and Functional
Expression Assays

Microbial effectors are small secreted proteins
that are capable of manipulating the microbial
biochemistry by triggering a defense response.
They can act out of the host cell or can enter the
living host cell by specialized pathogen-derived
structures such as type III secretion systems in
bacteria; haustoria in fungi, oomycetes, and para-
sitic plants; and the nematode stylet. PexFinder,
an algorithm for automated identification of
extracellular proteins from EST data sets, was
developed and applied to 2147 ESTs from the
oomycete plant pathogen Phytophthora infes-
tans. The program identified 261 ESTs (12.2 %)
corresponding to a set of 142 nonredundant Pex
(Phytophthora extracellular protein) cDNAs, of
which 78 (55 %) Pex cDNAs had no significant
matches in public databases (Torto et al. 2003).
This appears to be a promising approach to iden-
tify the microbial effectors in other fungal
pathogens.

3.4.5 Fungal Pathogen Genomics

The advances in genomics and sequencing tech-
niques have allowed the analysis of gene expres-
sion changes at the whole-genome level. Different
sequencing projects are ongoing. A fungal
genome initiative (FGI) was initiated in 2000 to
promote the sequencing of medically and indus-
trially important fungi (http://www.broad.mit.
edu/annotation/fgi). The Genome Online
Database (GOLD) contains a number of draft and
complete sequence project for plant fungi (Pagani
et al. 2012). With the abundance of sequencing
and genomics data, data analysis will become the
rate-limiting step. Most gene prediction pro-
grams have been based on humans and do not
automatically work for fungi. For the correct
structural prediction of pathogenic genes, it will
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be more realistic to train the gene-finding soft-
ware EST infection libraries (Soderlund 2009).
In closely related plant-pathogenic fungi, com-
parative analysis can be used to improve de novo
gene prediction and identify genes involved in
host range determination, infection-related mor-
phogenesis, and virulence (Xu et al. 2006). For
pathogen—host studies, genes that are not found
in abundance in the non-pathogens but are found
in pathogens are natural candidates for pathoge-
nicity. Functional analysis of genes is possible by
testing the effect of mutated genes on pathoge-
nicity. The Plant-Associated Microbe Gene
Ontology (PAMGO) Consortium has collabo-
rated with the Gene Ontology (GO) Consortium
to define GO terms to describe the biological pro-
cesses common to plant and animal microbes
(Xu et al. 2006).

3.4.5.1 Tools, Techniques,
and Resources for Plant-
Pathogen Studies
While the number of symbiotic and pathogenic
fungi with genome-based research is limited, the
resources available and subsequently genes
sequenced are increasing. The ESTS, genome
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sequence data, microarray data, in silico muta-
tion models, and protein interaction databases are
available to use for the organism of interest.
Although all these resources have their limita-
tions and should be used in combination with
in vitro and in vivo experiments, their availability
is capable of saving all kinds of expenses. The
work of the Human Proteome Organization
Proteomics Standards Initiative (HUPO-PSI;
http://www.psidev.info/) has greatly improved
the ability to combine or compare interaction
data from diverse sources. In addition, HUPO-
PSI has published guidelines outlining the mini-
mum information required for reporting a
molecular interaction experiment (MIMIx)
(Mitchell et al. 2003). Some useful weblinks are
listed in Table 3.1.

3.5 Future Challenges in Plant-

Fungus Studies

Network modeling approaches are often based on
assumptions and generalizations and hence are
not capable of completely representing the actual
biological scenario; however, the predictions

Table 3.1 Repositories useful for plant—fungus interaction studies

Function
EST database with EST data

Name
Phytopathogenic Fungi and

Weblink
http://cogeme.ex.ac.uk/

Reference

Soanes and Talbot
(2006), Soanes et al.
(2002)

Oomycete EST Database from eighteen plant-pathogenic
fungi, two species of
oomycetes, and three species of
saprophytic fungi

IntAct Interaction data from literature

curation and user submission

Molecular Interaction
Database (MINT)

Experimentally verified
protein—protein interaction

http://www.ebi.ac.uk/intact/ Orchard et al. (2014)

http://mint.bio.uniroma2.it/  Licata et al. (2012)

mint/Welcome.do

mined from scientific literature

Information pertaining to
protein—protein interaction

Arabidopsis thaliana
Protein Interactome
Database (AtPID)

thaliana proteome
Database of Interacting
Protein (DIP)
Biomolecular Interaction
Network Database (BIND)

Experimentally determined
interactions between proteins
Biomolecular interaction and
complex and pathway
information

networks, domain architecture,
ortholog information, and GO
annotation in the Arabidopsis

http://www.megabionet.org/ Lietal. (2011)

atpid/webfile/

http://dip.doe-mbi.ucla.edu/ Salwinski et al. (2004)
dip/Main.cgi
http://baderlab.org/
BINDTranslation

Bader et al. (2003)

(continued)
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Table 3.1 (continued)

Name

Biological General
Repository for Interaction
Datasets (BioGRID)
Pathogen—Host Interaction
Database (PHI-base)

Comprehensive
Phytopathogen Genomics
Resource (CPGR)
Genomes Online Database
(GOLD)

Plant Expression Database
(PlexDB)

Fungal Secretome
KnowledgeBase
(FunSecKB)

ought to improve as

Function

Interaction data through
comprehensive curation

Catalogs experimentally
verified pathogenicity,
virulence, and effector genes
from fungal, oomycete, and
bacterial pathogens, which
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Weblink
http://thebiogrid.org/

Reference
Stark et al. (2006)

http://www.phi-base.org/ Winnenburg et al.

(2008)

infect animal, plant, fungal, and

insect hosts

Comprehensive plant pathogen

genomics and annotation
resource

Information regarding genome

and metagenome sequencing
projects

Unified gene expression
resource for plants and plant
pathogens

Resource of secreted fungal
proteins, i.e., secretomes,
identified from all available

http://cpgr.plantbiology. Hamilton et al. (2011)

msu.edu/

http://genomesonline.org/
cgi-bin/GOLD/index.cgi

Pagani et al. (2012)

http://www.plexdb.org/ Dash et al. (2012)

http://proteomics.ysu.edu/  Lum and Min (2011)

secretomes/fungi.php

fungal protein data in the NCBI

RefSeq database

more interactome data

become available about plants and thus will serve
as powerful tools for generating hypotheses for
future experimental investigations.
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Abstract

Genetic markers have long been used for characterization of plant genetic
diversity and exploitation in crop improvement. The advent of DNA
marker technology (during 1980s) has revolutionized crop breeding
research as it has enabled the breeding of elite cultivars with targeted
selection of desirable gene or gene combinations in breeding programmes.
DNA markers are considered better over traditional morphology and
protein-based markers because they are abundant, neutral, reliable, conve-
nient to automate and cost-effective. Over the years, DNA marker
technology has matured from restriction based to PCR based to sequence
based and to eventually the sequence itself with the emergence of novel
genome sequencing technologies. Trait mapping has been the foremost
application of molecular markers in plant breeding. Genomic locations of
numerous genes or quantitative trait loci (QTLs) associated with agro-
nomically important traits have been determined in several crop plants
using linkage or association mapping approaches. Plant breeders always
look for an easy, rapid and reliable method of selection of desirable plants
in breeding populations. Conventionally, desirable plants are selected
based on phenotypic observations. The phenotypic selection for complex
agronomic traits is difficult, unpredictable and challenging. Once the
marker-trait association is correctly established, the gene- or QTL-linked
markers can be used to select plants carrying desirable traits, the process
called marker-assisted selection (MAS). Marker-assisted backcrossing
(MABC) has been widely used for transferring single major gene or com-
bination of major genes into the background of elite cultivar; the process
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4.1

Introduction

P. Kadirvel et al.

refers to gene pyramiding. Marker-assisted recurrent selection (MARS)
and genome-wide association analysis (GWA) are considered potential
MAS strategies for improvement of complex traits but still remain as theo-
retical possibilities in plant breeding. Though molecular markers and
MAS have promises for improved plant breeding process, the marker-trait
associations or QTLs are statistical associations, which are influenced by
several factors such as trait heritability, phenotyping methods, marker den-
sity, population type and other experimental conditions that might lead to
false positives. Therefore, a cautiously optimistic approach is necessary to
consider MAS in crop breeding programmes. In this chapter, the potentials
of genetic markers in plant breeding are described.

Keywords

Morphological markers ® Isozymes  Cytological markers ® DNA markers
* Restriction fragment length polymorphism ¢ Random amplified poly-
morphic DNA e Inter-simple sequence repeats * Amplified fragment length
polymorphism ¢ Microsatellites * Simple sequence repeats * Single nucle-
otide polymorphism ¢ Gene-targeted and functional markers ¢ Genotyping
by sequencing * Trait mapping ¢ Gene tagging * Gene mapping ¢
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automated for convenience and cost-effective-
ness. During the last three decades, DNA marker

Historically, plant breeding has been augmented
with novel tools and methods from time to time.
In recent years, molecular marker technology
(especially DNA-based markers) has become
popular among plant breeders. Molecular mark-
ers are widely used for characterizing genetic
diversity in germplasm collections, mapping and
identification of genes associated with important
traits, mining of superior alleles and marker-
assisted selection (MAS) of desirable genes/traits
in breeding programmes. DNA markers are more
attractive compared to conventional morphology
and protein-based markers as they meet the char-
acteristics of an ideal genetic marker system:
unlimited in number, insensitive to environmen-
tal conditions, highly reliable and can easily be

technology has progressed tremendously; a vari-
ety of marker types has been developed, which
basically differ in their ability to detect DNA
polymorphisms. The recent advent of next-gener-
ation sequencing (NGS) technologies and bioin-
formatics tools has enabled high-throughput
development of sequence-based markers with
extraordinarily less cost and time.

Genetic enhancement for agronomically
important traits is challenging because most of
them are genetically complex, controlled by mul-
tiple genes and influenced by environment.
Classical breeding methods and tools are inade-
quate to deal with complex traits. Molecular
markers provide means to precisely identify the
number of genes controlling complex traits, to
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locate them on linkage maps and to quantify their
effects thereby enabling breeders to selectively
manipulate complex traits in breeding pro-
grammes. In this chapter, the developments in
genetic marker technology, its application in trait
mapping and MAS for crop improvement are
briefly described.

4.2  Genetic Markers

Genetic markers are the biological features, i.e.
traits, enzymes/proteins and fragments of DNA
that are inherited from parent to progeny follow-
ing the Mendelian segregation. These features are
used to keep track of an individual or a gene,
hence called ‘markers’. Genetic markers can be
classified into four categories, viz. morphological
markers, cytological markers, protein/isozymes
and DNA markers. As the knowledge on biology
improves, the marker system has evolved from
using mere morphological features as markers to
the level of using variation at DNA itself. More
detailed description of different types of markers
is given in the following sections.

4.2.1 Morphological Markers

Historically, plant breeders use easily observable
morphological traits such as leaf shape, flower
colour, pubescence, pod/seed colour, seed shape,
and others to distinguish individuals as well as to
use as a proxy in selection, when they are linked
with other agronomic traits. Morphological
markers have been reported in several crops, viz.
rice, wheat, soybean, tomato and corn. For exam-
ple, Khush (1987) has listed more than 300 mor-
phological traits that can be used for genetic
analysis in rice. A few associations/linkages
between morphological and agronomic traits
have been successfully used for selection in
breeding populations. As early as 1923, Karl Sax
found an association between seed colour and
seed size in Phaseolus vulgaris that helped for
selecting plants with large seeds. The other
examples include linkage of semid-warfism with
yield in rice and wheat, dwarfism with male

sterility in wheat, which were extensively used in
rice and wheat improvement during 1990s.
Morphological markers are still relevant for
genetic and breeding applications, if they show
discrete variation in the study materials and the
trait is not affected by developmental stage of the
plant and environment.

4.2.2 Cytological Markers

The variations in banding patterns of the chromo-
some are called ‘cytological markers’. They are
used for chromosome characterization, detection
of mutations and studying taxonomical relation-
ships. The distribution of euchromatin and het-
erochromatin is the basis for variations in the
banding pattern. Generally, the variations are
visualized in terms of colour, width, order and
position of the bands created by staining the
chromosomes. Based on the stains used, different
banding techniques were developed that include
Q-banding, G-banding, R-banding, C-banding,
NOR-banding and T-banding. In recent times,
fluorescent in situ hybridization (FISH) is used to
detect and localize the presence or absence of
specific DNA sequences on chromosomes using
fluorescence-labelled DNA or RNA as probes.
Cytological markers were widely used in physi-
cal mapping and linkage group identification.
Orellana et al. (1993) have mapped the genes
controlling seed storage proteins to chromosome
IR of rye using cytological markers. Santos et al.
(2006) reported a translocation-based cytological
marker that is associated with winter hardiness in
oat. However, similar reports on linkage/associa-
tion of cytological markers with traits of impor-
tance are very minimal perhaps due to rare
occurrence and laborious procedures for
detection.

4.2.3 Protein Markers

Some of the enzymes are present in multiple
forms in an individual and still carry out the same
function. Such variants of enzymes are called
‘isozymes’ or ‘allozymes’ and used as genetic
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markers. The isozymes are enzyme variants that
are the products of different genes and thus repre-
sent different loci, whereas enzyme variants pro-
duced by different alleles of the same gene are
called allozymes. Isozymes were the first set of
molecular markers. Enzyme variants differ in the
amino acid sequences causing differences in size
and charge, which can be visualized by gel elec-
trophoresis. This class of markers was widely
used in population genetic analysis during 1980s.
However, protein-based markers are not stable
across tissues, organs and developmental stages,
and the number of informative marker loci is too
small to use in gene mapping studies.

P. Kadirvel et al.

4.2.4 DNA Markers

Technological advances have enabled us to visu-
alize the differences in DNA sequences itself
across genotypes, which have led to the advent of
DNA-based markers. DNA markers are the varia-
tions observed in a particular portion of the DNA
among the individuals of a species. These varia-
tions may be due to different mutations such as
insertions, deletions and substitution or errors in
replication of tandemly repeated DNA. Since
1980, several DNA marker technologies have
been developed (Table 4.1), which differ on the
basis of polymorphism and the methodology to

Table 4.1 List of different DNA markers in chronological order of their publication

Nomenclature®

Restriction fragment length polymorphism
Short tandem repeats

Variable number tandem repeats
Allele-specific oligonucleotides
Allele-specific polymerase chain reaction
Oligonucleotide polymorphism

Inverse PCR

Single-stranded conformational polymorphism
Sequence-tagged sites

Randomly amplified polymorphic DNA
Arbitrarily primed polymerase chain reaction
Sequence-tagged microsatellite sites
Restriction landmark genome scanning

DNA amplification fingerprinting

Expressed sequence tags

Cleaved amplified polymorphic sequence
Strand displacement amplification

Simple sequence length polymorphism
Degenerate oligonucleotide primer-PCR
Simple sequence repeats

Multiple arbitrary amplicon profiling
Sequence characterized amplified region
Microsatellite-primed PCR

Inter-simple sequence repeats

Selective amplification of microsatellite polymorphic loci
Single nucleotide polymorphisms

Random amplified microsatellite polymorphisms
Single primer amplification reactions
Amplified fragment length polymorphism
Allele-specific associated primers
Site-selected insertion PCR

Acronym Reference

RFLP Grodzicker et al. (1975)
STR Hamada et al. (1982)
VNTR Jeffreys et al. (1985)
ASO Saiki et al. (1986)
AS-PCR Landegren et al. (1988)

OP Beckmann (1988)

IPCR Triglia et al. (1988)

SSCP Orita et al. (1989)

STS Olsen et al. (1989)

RAPD Williams et al. (1990)
AP-PCR Welsh and McClelland (1990)
STMS Beckmann and Soller (1990)
RLGS Hatada et al. (1991)

DAF Caetano-Anolles et al. (1991)
EST Adams et al. (1991)

CAPS Akopyanz et al. (1992)

SDA Walker et al. (1992)

SSLP Dietrich et al. (1992)
DOP-PCR Telenius et al. (1992)

SSR Akkaya et al. (1992)

MAAP Caetano-Anolles et al. (1993)
SCAR Paran and Michelmore (1993)
MP-PCR Meyer et al. (1993)

ISSR Zietkiewicz et al. (1994)
SAMPL Morgante and Vogel (1994)
SNP Jordan and Humphries (1994)
RAMP Wu et al. (1994)

SPAR Gupta et al. (1994)

AFLP Vos et al. (1995)

ASAP Gu et al. (1995)

SSI Koes et al. (1995)

(continued)
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Table 4.1 (continued)

Nomenclature?

Cleavase fragment length polymorphism

Inverse sequence-tagged repeats

Directed amplification of minisatellite DNA-PCR
Sequence-specific amplified polymorphism
Multiplexed allele-specific diagnostic assay
Retrotransposon-based insertional polymorphism
Anchored simple sequence repeats

Single feature polymorphism
Inter-retrotransposon amplified polymorphism
Retrotransposon-microsatellite amplified polymorphism
Miniature inverted-repeat transposable element
Three endonuclease-AFLP

Inter-MITE polymorphisms

Sequence-related amplified polymorphism
Diversity arrays technology

Target region amplification polymorphism
Promoter anchored amplified polymorphism
Conserved DNA-derived polymorphism

Start codon targeted polymorphism

Inter-primer binding site

Inter-SINE amplified polymorphism

2Some of the markers are very similar or synonyms

detect it. They can be categorized into dominant
or codominant types based on their ability to dis-
tinguish heterozygous from homozygous indi-
viduals. Dominant markers are bi-allelic and
multi-locus, whereas codominant markers are
either bi-allelic or multi-allelic and locus specific
(Fig. 4.1). Some of the widely used DNA mark-
ers based on hybridization and PCR techniques
are described below.

4.2.4.1 Restriction Fragment Length
Polymorphism (RFLP)

The RFLP uses the technique of Southern blot-
ting, a nucleic acid hybridization technique
developed by Southern (1975). It was first used in
human linkage mapping (Botstein et al. 1980).
The basis for polymorphism is the mutation
occurring in or between restriction sites causing
differences in the restriction products. RFLP
markers are locus specific, mostly codominant
and highly reproducible. It is a robust marker sys-
tem for synteny analysis across different species.
It does not require sophisticated equipment, but

Acronym Reference

CFLP Brow et al. (1996)

ISTR Rohde (1996)
DAMD-PCR Bebeli et al. (1997)
S-SAP Waugh et al. (1997)
MASDA Shuber et al. (1997)

RBIP Flavell et al. (1998)
ASSR Wang et al. (1998)

SFP Winzeler et al. (1998)
IRAP Kalendar et al. (1999)
REMAP Kalendar et al. (1999)
MITE Casa et al. (2000)
TE-AFLP van der Wurff et al. (2000)
IMP Chang et al. (2001)

SRAP Li and Quiros (2001)
DArT Jaccoud et al. (2001)
TRAP Hu and Vick (2003)

PAAP Pang et al. (2008)

CDDP Collard and Mackill (2009)
SCoT Collard and Mackill (2009)
iPBS Kalendar et al. (2010)
ISAP Seibt et al. (2012)

large amount of high-quality DNA and technical
expertise are paramount. Its throughput is very
low, hence not widely used especially in plant
breeding applications.

4.2.4.2 Random Amplified
Polymorphic DNA (RAPD)

The RAPD was first demonstrated in the 1990s
and is the simplest marker system to date. This is
PCR-based technique, which requires only a
single, short, random primer sequence to amplify
DNA segments arbitrarily (Williams et al. 1990;
Welsh and McClelland 1990). RAPD can detect
several marker loci simultaneously in the form
of presence or absence of the bands. The basis
for polymorphism is the changes in DNA
sequence that inhibit primer binding. RAPD was
the most widely reported molecular markers till
a decade ago because it is inexpensive and can
be performed in any laboratory with limited
infrastructure. But, it suffers from the problem
of reproducibility, and many consider it as inap-
propriate for any applications. However, it may
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Fig.4.1 Properties of different DNA markers

be still useful for certain applications such as
looking at overall diversity of a set of samples or
confirmation of hybrids. When useful RAPD
band is identified, this could be converted to
other types of PCR-based markers, like sequence
characterized amplified region (SCAR) to
improve the specificity (Michelmore et al. 1991;
Martin et al. 1991). There are several variants of
this technology such as arbitrarily primed PCR
(AP-PCR) and DNA amplification fingerprinting
(DAF).

4.2.4.3 Inter-Simple Sequence Repeats
(ISSR)

The ISSR technique uses a single primer designed
based on the complimentary sequences of a mic-
rosatellite as core and few selective nucleotides
as anchor at the 3’ end to amplify the sequences
between two adjacent microsatellites that are
oppositely oriented. The basis of polymorphism
is the differences in length of the sequences

between two adjacent microsatellites. The major
advantage of the ISSR is that the primers can be
synthesized without the prior sequence informa-
tion. It is a simple technique and a single run can
produce multiple bands. Like RAPD, ISSR is
also a dominant marker and suffers from repro-
ducibility and the possibility of occurrence of
similar-sized nonhomologous fragments. This
marker system has potential applications in fin-
gerprinting and genetic identity tests.

4.2.4.4 Amplified Fragment Length
Polymorphism (AFLP)

The AFLP is generated by digesting the genomic
DNA with a pair of restriction enzymes and
selective amplification of restriction fragments
using PCR. The basis of polymorphism is the
same as that of RFLP, but this technique allows
visualization of several polymorphisms simulta-
neously. The throughput is high. A typical AFLP
run would produce about 100 bands, and about
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70-80 % of them would be polymorphic depending
on the nature of samples. This technique can be
used for any organism without much initial
investment in primer or probe development and
sequence analysis. AFLPs are extremely useful
as tools for DNA fingerprinting, studying diver-
sity and germplasm characterization. However,
the process is laborious and expensive. As that of
RAPD, it is also a dominant marker though
claims for codominant inheritance are also made
based on band intensity.

4.2.4.5 Microsatellites

Microsatellites are tandemly repeated units of
short nucleotide motifs of about 1-6 bp long.
They are also known as simple sequence repeats
(SSR), short tandem repeats (STR), simple
sequence length polymorphisms (SSLP) or
sequence-tagged microsatellite sites (STMS).
The copy number of the repeats varies among
individuals, and therefore, the polymorphism is
observed in terms of variation in sequence length
based on the number of repeats. Microsatellites
are the markers of choice in most areas of molec-
ular genetics because they are hyper-variable,
highly reproducible, codominant, locus specific,
abundant and widely distributed across the
genome. Microsatellite analysis requires low
amount of DNA and can be easily automated for
high-throughput screening. They are highly
transferable between populations, and the data
can be exchanged easily across laboratories. It is
necessary to have DNA sequence information to
develop SSR markers. In the past, the develop-
ment costs of SSRs were high due to genomic or
cDNA library construction and sequencing. With
the advent of high-throughput sequencing tech-
niques, it is possible now to develop microsatel-
lite markers for any organism with little
investment in time and money.

4.2.4.6 Single Nucleotide

Polymorphism (SNP)
A SNP is a single nucleotide base difference
between DNA sequences of individuals, which
occur within coding/non-coding regions of genes
or in the intergenic regions. They are numerous
and occur at different frequencies in different

regions of the genome. SNP becomes the most
preferred marker system nowadays due to the
abundance (two to three polymorphic sites every
kilobase), high level of polymorphism, high-
throughput capability and cost-effectiveness. The
SNP markers may be a better choice for the crop
species especially legumes and oilseeds, wherein
the microsatellite diversity appears to be very
low. Even though the possibility of using SNP as
marker was demonstrated in the 1990s, it has
become popular only in the recent times due to
the advent of NGS technologies. The NGS tech-
nologies have drastically increased the speed at
which the DNA sequence can be generated, while
reducing the costs by several folds. Thus, the dis-
covery of SNPs has become very simple and
inexpensive, but the development of genotyping
assays for SNPs is still hindered by the low con-
version rate and high cost. Several SNP genotyp-
ing options are available which ranges from
simple cleaved amplified polymorphic sequence
(CAPS) analysis to very high-throughput, array-
based methods. The choice of the method largely
depends on the number of SNPs to be used for
genotyping. A detailed description on several
methods of SNP typing has been provided by
Bagge and Liibberstedt (2008).

4.2.4.7 Gene-Targeted and Functional
Markers

The markers described above may belong to
either transcribed or non-transcribed regions of
the genome and are generally developed without
the prior knowledge of their function. Hence, they
are called ‘anonymous’ or ‘random markers’.
Advancement in genomic studies now provides
opportunities to specifically target genic regions
of the genome to develop markers, which are
termed ‘gene-targeted markers’. Examples of
such markers include IRAP, REMAP, SRAP,
TRAP, PAPP, CDDP, SCoT, iPBS and ISAP
(Table 4.1). Furthermore, when DNA sequence
information from fully characterized genes is
available, markers can be developed from
polymorphic sites within such genes causing the
phenotypic variation. These markers are called
‘functional markers’. The Functional markers
possess a specific advantage that it can be used in
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the segregating population without the issue of
recombination. The candidate genes for plant
height (Dwarf8), plant stature (zbI), flowering
time (Dwarf8), vernalization requirement (VFR?2),
fruit size (fiv2.2) and grain quality (GBSS) have
been used to develop functional markers in rice,
maize, tomato and rapeseed. The potentials and
prospects of gene-targeted and functional markers
have been reviewed by Andersen and Lubberstedt
(2003) and Poczai et al. (2013).

4.2.4.8 Genotyping by Sequencing
Historically, genotyping was done by surveying
only a portion of the genome using any of the
marker technologies. Due to reduction in the cost
of whole genome sequencing, newer approaches
have been developed to use sequencing itself for
routine genotyping for genetic studies and breed-
ing applications. These approaches are called
‘genotyping by sequencing (GBS)’. In this
method, a reduced representation library is devel-
oped from the genomic DNA of each sample and
sequenced using any one of the NGS platform.
The variants such as SNPs and InDels are scored
across the genome among the samples. The GBS
procedure has been demonstrated with maize and
barley recombinant inbred populations, where
roughly 200,000 and 25,000 sequence tags were
mapped, respectively (Elshire et al. 2011).

4.2.5 Choice of Markers

In general, there is no perfect marker. Markers
vary in their attributes such as abundance,
genomic distribution, level of polymorphism,
basis of polymorphism, technical requirements,
cost, etc., and the choice depends mainly on the
application. Suitability of different markers for
selected applications is given in Table 4.2. Other
factors influencing the selection of markers
include accessibility, technical expertise, turn-
around time and level of polymorphism in the
study material, DNA quantity and quality require-
ment, transferability between laboratories and
populations and cost.
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4.3 Trait Mapping

Trait mapping has been the foremost application
of molecular markers in plant breeding (Paterson
1996). It refers to determining number, genomic
locations and effects of genes associated with tar-
get traits (qualitative or quantitative) using
molecular markers either through linkage or
association analysis. The information on genes
and the linked markers would help breeders to
design suitable strategies for marker-assisted
breeding.

4.3.1 Mapping Major Genes

Traditionally, when classical genetics analysis
suggests that the trait is under the control of
major genes, a series of near isogenic lines (NILs)
carrying different genes are created by repeated
backcrossing with a common recurrent parent.
Subsequently, the NILs and the recurrent parent
are analysed for polymorphic markers. The link-
age of polymorphic markers with the target gene
is established using segregating populations
(Yoshimura et al. 1993). But the construction of
NIL is time-consuming and tedious. However,
this limitation has been overcome by an alterna-
tive strategy called bulked segregant analysis
(BSA) developed by Michelmore et al. (1991).
The BSA involves the use of phenotypic extremes
of a segregating population, instead of NIL, for
tagging genes with the following steps: develop-
ment of segregating populations (F, or F;) by
crossing two parents that differ for target trait (for
instance, resistant or susceptible), identification
of polymorphic markers between parents, pheno-
typing of segregating populations and identifica-
tion of phenotypic extremes (resistant or
susceptible progenies), making of DNA bulks of
phenotypic extremes (usually about ten DNA
samples for each phenotype category) and com-
parison of polymorphic markers between DNA
bulks of phenotypic extremes along with the
DNA of parents. The marker alleles that are
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Table 4.2 Suitability of popular markers for different applications

Applications
Genetic diversity analysis

Comparative mapping
and synteny analysis

Genetic mapping

Hybrid confirmation

Marker-assisted selection

Genomic selection

Markers
RAPD
RFLP
AFLP

ISSR

SSR

SNP

RAPD
RFLP

AFLP
ISSR
SSR
SNP
RAPD
RFLP
AFLP
ISSR
SSR

SNP
RAPD
RFLP
AFLP
ISSR
SSR
SNP
RAPD
RFLP
AFLP
ISSR
SSR

SNP
RAPD
RFLP
AFLP
ISSR
SSR
SNP

Suitability
Suitable, easy and inexpensive system
Suitable but expensive and low throughput for this application

Provide more data point per run and ideal for this application but slightly
expensive and nonrandom in its genomic distribution in some species

Provide more data point per run and easy to perform but may be
nonrandom in its genomic distribution

Ideal because of its hyper-variability and multi-allelic nature but would
be low throughput unless automated and less polymorphic in certain
species

Highly suitable because it can survey the entire genome, but assay
development is expensive

Not suitable due to its randomness

Highly suitable because conserved gene sequences could be used as
probes

Not suitable

Not suitable

A fraction of the markers might be useful

Not suitable

Random and not locus specific, not suitable

Suitable but tedious and low throughput

Not ideal as they are not locus specific and dominant
Not ideal as they are not locus specific and dominant

Highly suitable because they are locus specific and codominant and have
good genomic distribution

Highly suitable because of its abundance and codominant nature
Easy and inexpensive system, if stringent PCR conditions are maintained
Expensive and cumbersome process

Expensive and cumbersome process

Suitable and easy system if agarose gel is used for detection
Highly suitable

Expensive unless low-cost assays like KASP are used

The target band is to be converted to SCAR

Not suitable due to tedious process and low throughput

Not suitable

Not suitable as tracking is difficult

Highly suitable because of its codominant nature and transferability
across labs

Highly suitable when low-cost genotyping assays like KASP are used
Not suitable in terms of reproducibility

Not suitable in terms of throughput and number

Not highly suitable in terms of throughput and tracking

Not highly suitable in terms of throughput and tracking

Not highly suitable in terms of throughput

Highly suitable in terms of number and distribution
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detected in the resistant parent as well as in the
resistant DNA bulk are further tested on the large
segregating population for its linkage with the
resistance gene. The putative location of target
gene can be determined by mapping the linked
marker on a reference linkage map.

4.3.2 Mapping Polygenes/QTLs

‘QTL is an acronym for ‘quantitative trait loci’.
Most of the agronomically important traits are
quantitative in nature and are controlled by mul-
tiple genes with variable effects. The ‘QTLs’ are
genomic regions that are associated with a quan-
titative trait, which may be found on different
chromosomes. The process of locating QTLs on
genome using linked genetic markers is called
‘QTL mapping’. This can be achieved by statisti-
cal methods that evaluate the association between
marker genotype and the variation in trait value
(phenotype) of individuals of a population. QTLs
are detected based on the co-segregation of
marker loci with the phenotypic trait. The co-
segregation between the marker genotype and the
trait (phenotype) is expected, if the marker loci
and the genes responsible for the trait are in link-
age disequilibrium. The earliest report of QTL
analysis dates back to the 1920s. Sax (1923) pre-
sented the first evidence for linkage between a
morphological marker (seed colour or colour pat-
terns) and a quantitative trait (seed size) in
Phaseolus vulgaris. Later, Thoday (1961) pre-
sented the methods for locating QTL on
chromosomes based on their linkage relation-
ships to Mendelian marker loci. He postulated
that the process of QTL identification is limited
only by the non-availability of sufficient number
of genetic markers. During the last couple of
decades, the limitation on number of markers has
been overcome by the advances in molecular
biology. At present, it is possible to find and use
millions of markers for any species. Hence, the
probability of finding the linkage between the
genes and the marker loci is very high. Because
of this opportunity, several attempts have been
made to identify QTL in many organisms espe-
cially human, animals and plants. QTL mapping
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has enormous applications in crop improvement
(Paterson 1998; Nelson et al. 2013). The immedi-
ate utility of QTL analysis is to know the genetic
architecture of a trait based on the number,
genomic positions and effects of QTLs that
explain the variation in the phenotypic trait. It
may also indicate if the trait is controlled by
many genes of small effect or by a few genes of
large effect. Once the association between the
genomic region(s) and the trait is established, the
candidate genes underlying the trait can be iden-
tified by high-resolution mapping followed by
sequencing the target region(s).

4.3.2.1 Steps in QTL Mapping

A typical QTL mapping experiment involves the

following major steps:

1. Developing/assembling a mapping population

2. Genotyping the mapping population using
molecular markers

3. Construction of linkage map for linkage-
based QTL analysis

4. Phenotyping the mapping population

5. Statistical analysis of genotypic and pheno-
typic data

4.3.2.1.1 Mapping Population

The genetic material used for QTL mapping
could be a set of either related or unrelated indi-
viduals, but the individuals should widely differ
for the trait under study. The populations used for
QTL analysis can be broadly classified into two
categories, viz. (i) populations derived from con-
trolled crosses of two or more parents and (ii)
natural population.

Several types of populations can be created by
crossing two or more parents in a defined fashion.
Among them, the populations produced from two
parents (biparental mapping populations) that
include F,s, backcross population (BC), recombi-
nant inbred lines (RIL), doubled haploids (DH),
test cross, half sibs, full sibs, introgression lines
(IL) and near isogenic lines (NIL) are widely
used for QTL mapping. However, biparental pop-
ulations have inherent limitations that they pro-
vide low recombination and it is possible to study
only two alleles. To overcome these limitations,
multi-parent-based mapping populations such as
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nested association mapping (NAM) population
(Yu et al. 2008) and multi-parent advanced
generation intercross (MAGIC) population
(Cavanagh et al. 2008) are used in the
recent times.

A natural population of unrelated individuals
from the germplasm collection can also be used
for QTL analysis based on the principle of link-
age disequilibrium (LD). It is assumed that the
unrelated individuals in the germplasm may still
contain very small chromosomal segments that
are identical by descent, which leads to nonran-
dom association of alleles across the genome and
can be captured through genome-wide marker
analysis, which is popularly called ‘association
mapping’ or ‘LD mapping’. An unstructured nat-
ural population is more ideal for association
mapping because the presence of subpopulations
can result in spurious marker-trait associations.
However, the concern of population structure or
family relatedness has been overcome with the
recently developed statistical methods.

The genetic model for different populations
are based on the genotype constitution of the
population. Each of the above-mentioned
populations has their own advantages and
disadvantages. Large number of markers may be
needed to identify the QTL in natural population
compared to population from controlled crosses
due to high LD decay in natural populations.
However, the accuracy and mapping resolution
will be high in natural population. The early gen-
eration populations such as F, or F,; provide the
opportunity to estimate the effect of additive and
dominance gene actions at specific locus, whereas
only additive gene action can be studied in homo-
zygous RILs and DH. However, RIL and DH
being immortal populations, they could be used
in replicated trials across locations and seasons.
Hence, the traits that are highly influenced by
environment can be better studied using RIL.

Therefore, the choice of population should be
based on the nature of trait, timeframe of the
project as well as the availability of resources.
The size of the population depends on the type of
population, nature of the trait and objective of the
study. Several simulation and empirical studies
indicated that about 500 individuals are required

for mapping QTL of small effects, whereas
population of 200-300 individuals would be
sufficient for identifying QTL with large effects.

4.3.2.1.2 Genotyping of Mapping
Populations

Any type of markers can be used for QTL analy-
sis. The choice of markers depends on the avail-
ability of the marker system in the species, ease
with which the genotyping can be performed and
the available budget. For QTL identification
through linkage analysis, it may be sufficient to
have a marker at every 10 cM interval (Kearsey
1998). The minimum number of markers for
genome-wide association analysis mainly
depends on the extent of LD in the species
(Kruglyak 1999) and the specific population
under study. For example, it has been estimated
that about 275,000 markers are required for
genome-wide association analysis in sorghum,
whereas just 2,000 markers would be sufficient
for Arabidopsis. Even for the same species, the
required number of markers differs based on the
level of recombination. For example, association
analysis in a collection of maize landraces would
require 750,000 markers, whereas only 50,000
markers might be sufficient, if the population
consists of only elite inbreds of maize. For candi-
date gene-based analysis, only markers in the
particular genomic regions, viz. promoters,
introns, exons and 5'/3’ UTRs, would be required.

4.3.2.2 Phenotyping of Mapping
Populations

The accurate and precise measurement of the
trait is the critical step in QTL analysis. The suc-
cess of any QTL mapping greatly relies on effi-
cient and effective phenotyping of large
population. Measuring the quantitative traits is a
cumbersome process because the genetic archi-
tecture of these traits often involves many loci of
small effect that may interact with each other as
well as with the environment. The trait must be
evaluated in replicated trials under different envi-
ronments using a reliable screening methodol-
ogy. If possible, each trait is to be dissected into
component traits, and more objective measure-
ments are to be taken. There is concern that
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several hundred QTLs have been reported in pub-
lication, but only a handful of them are in use.
One reason for this situation could be the report-
ing of false-positive QTLs detected using flawed
phenotypic screens. The traits may not be ame-
nable for QTL mapping if proper methods for
quantification are not available.

4.3.2.2.1 QTL Detection Through
Statistical Analysis

QTL mapping heavily relies on the statistical
model used in the analysis (Lander and Botstein
1989; Churchill and Doerge 1994; Zeng 1994;
Doerge et al. 1997; Zeng et al. 1999; Barton and
Keightley 2002; Zou and Zuo 2006). Different
analytical methods have been evolved, but the
use of a particular procedure largely depends on
the genetic architecture of the trait and the
genomic information available at the point of
time. The QTLs could be of ‘main-effect QTLs’
or ‘epistatic QTLs’ based largely on the presence
or absence of epistasis. Main-effect QTLs are the
ones showing clear additive or dominant effect
on allelic substitution and are denoted by the spe-
cific allele of the locus. Such QTLs could be
identified by single marker analysis or through
‘interval mapping’, if linkage information is
available. The epistatic QTLs are detected by
analysing the interactions between alleles at two
or more loci through epistatic models.

Single Marker Analysis

In this method, the individuals are grouped based
on the marker genotypes. The difference in the
phenotypic value among the group is statistically
tested (t-test, ANOVA, regression) (Haley and
Knott 1992). A significant difference in the group
means indicates the possible linkage/association
of the marker (used to group the individuals) to
the trait. If the backcross population is used, the
individuals can be grouped into two classes based
on the marker genotypes. Then, the difference
among the group means can be tested by simple
t-test. If F, or other early generation intercross
population is used, the number of genotypic
groups will be more than two. In that case,
ANOVA can be used to assess the significance in
the mean difference. Single marker analysis is the
simplest form of QTL analysis. It can be per-
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formed even when there is no linkage map avail-
able. However, this method has limitations that
QTL location cannot be determined and their
effects may be underestimated.

Interval Mapping

Linkage map is essential for this analysis. A QTL
is assumed in the region flanked by two linked
markers and tested for its likelihood based on the
phenotypic variance. The likelihood is calculated
for QTL position and its effect, based on the
observed phenotypic data and marker genotypes.
The significance is tested using a likelihood ratio
test. Likelihood for a single putative QTL is
assessed at each location on the genome. The
limitation in this approach is that QTLs located
elsewhere on the genome can have an interfering
effect compromising the power of detection and
accuracy of effects (Jansen and Stam 1994).

Composite Interval Mapping (CIM)

This is the most widely used method. In this
method, interval mapping is performed using a
subset of marker loci as covariates. These mark-
ers serve as proxies for other QTLs to increase
the resolution of interval mapping, by accounting
for linked QTLs and reducing the residual varia-
tion. The key problem with CIM concerns the
choice of suitable marker loci to serve as
covariates.

Multiple Interval Mapping (MIM)

This method uses multiple marker intervals
simultaneously. QTL models are built using all
the QTLs identified initially  through
CIM. Alternative models are evaluated based on
the information content and the best fit is chosen.
This method allows simultaneous detection and
estimation of additive, dominance and epistatic
effects (Kao et al.1999).

LD-Based Association Analysis

There are two major strategies for mapping QTL
using association analysis: (i) genome-wide asso-
ciation analysis and (ii) candidate gene approach.
Genome-wide association analysis uses anony-
mous markers from across the genome. In this
approach, no assumptions are made as to what
the genes might be, and markers are chosen sim-
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ply to scan the whole genome for marker-trait
association. Genome-wide approach requires a
large number of markers for genotyping the sam-
ples. Hence, it is difficult to apply for crops with
alarge genome or with limited genomic resources.

In the candidate gene approach, a list of genes
presumed to be involved in the trait is assembled
and markers are chosen within those genes. The
focus is the search for alleles at these candidate
genes that result in variation in the trait of inter-
est. Here, association mapping can be used as a
validation method based on candidate genes or
markers linked to QTL previously detected by
classical methods or to mine novel and superior
alleles from unexplored genetic materials.

Software

There are several software available for QTL map-
ping. The most widely used software include
Mapmaker-QTL, QTL Cartographer, Win-QTL
Cartographer, PLABQTL, R/QTL, MapQTL,
QGene, MQTL, MapManager/QTX and
QTLNetwork. Among these, Mapmaker-QTL,
QTL Cartographer, Win-QTL Cartographer,
PLABQTL and R/QTL are command-line soft-
ware. Except MapQTL, all others are free software.
Mapmaker-QTL is the oldest software and can per-
form only simple interval mapping. QTL
Cartographer is the most versatile software and has
options for performing most of the reported QTL
mapping methods. R/QTL is a very flexible com-
mand-line software that offers Bayesian (hidden
Markov model) method of QTL analysis. There are
specific software for QTL analysis in nonconven-
tional populations. The software ‘HAPPY’ per-
forms Multipoint QTL Mapping in genetically
heterogeneous stocks. TASSEL is the most widely
used software for marker-trait association in natural
population (Bradbury et al. 2007).

4.3.3 New Developmentsin QTL
Mapping

Now, the QTL mapping paradigm has extended
beyond the trait measured at whole organism
level. The level of expression of the gene as the
amount of RNA transcript or the amount of

protein produced is considered as quantitative
traits (Damerval et al. 1994). The gene expression
phenotypes are mapped to particular genomic loci
by combining microarray or next-generation
sequencing analyses of expression profiles and
conventional QTL mapping of the same segregat-
ing population. This approach is called expression
QTL (eQTL) mapping (Michaelson et al. 2009).
The ‘eQTL mapping’ is used to determine the
genomic regions involved in the regulation of
transcription and to study the impact of polymor-
phisms within these regions. Several eQTL stud-
ies have been reported in crops like eucalyptus
(lignin-related genes), rice (stress-regulated gene
expression with QTL for osmotic adjustment) and
maize (degree of heterosis).

4.3.4 Caveatsin QTL Analysis

The possibility of detecting the QTL is largely
dependent on the heritability of the trait being
mapped, the precision with which the trait can be
measured and the size and type of the mapping
population. Accurate phenotyping of a large pop-
ulation is crucial but seldom achieved. Even
though the number of markers is rarely a limiting
factor in QTL mapping experiments nowadays,
identification of QTLs located in certain regions
like centromere would still be difficult due to
recombination suppression in those regions. The
QTLs identified in a particular cross may be
missing in a different cross. Even the same cross
may reveal different QTLs, if the measurements
are done in different environments. At first, QTL
is a mere statistical entity. It will not be useful,
unless a biological meaning is associated with
the QTL. But, our ability to move from QTL to
gene is not an easy task. The QTL is a large chro-
mosomal segment potentially harbouring several
genes, and all of them may not have connection
to the observed phenotype. Pinpointing the gene
responsible for the trait will be a time- and cost-
intensive process. It is to be noted that the bio-
logical processes are oversimplified in QTL
analyses (Arunachalam and Chandrashekaran
1993). The current statistical models do not take
into account allelic heterogeneity and epigenetic
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inheritance. Epitasis is considered only as the
portion of the genetic variance that cannot be
explained by the marginal effects of individual
loci in the hierarchical genetic effect model.
Irrespective of the shortfalls, there are several
success stories of QTL mapping, as reported by
Price (2006). The advent and rapid evolution of
genomic technologies provides tremendous
opportunity for QTL mapping. However, QTL
mapping should be performed with prudence,
and it is not a simple click and play with soft-
ware, as perceived by many researchers.

4.4  Marker-Assisted Selection
Plant breeders always look for an easy, rapid and
reliable method of selection of desirable plants in
breeding populations. Conventionally, desirable
plants are selected based on phenotypic observa-
tions. The phenotypic selection has long been suc-
cessful for qualitative and simply inherited traits.
However, in most cases, the agronomic traits are
quantitative, controlled by polygenes and influ-
enced by environment, which makes the selection
difficult, unpredictable and challenging. DNA
markers provide alternative selection tool for effi-
cient selection of desirable genotypes in a breed-
ing programme. Marker-assisted selection (MAS)
refers to selection of desirable plants based on the
presence or absence of a DNA marker that is asso-
ciated or linked to the gene contributing for the
target trait. During the last three decades, enor-
mous progress has been made in genetic mapping
and identification of molecular markers for selec-
tion of genes/QTLs governing agronomic traits in
crop plants. The MAS provides an excellent
opportunity for plant breeders to have several
ways to improve the efficiency and genetic gains
in their breeding programmes (Collard and Mackill
2008; Moose and Mumm 2008).

4.4.1 When Is MAS Preferred

in Breeding?

The MAS is preferred in breeding to address the
following critical issues that are often encoun-
tered by the plant breeders.
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4.4.1.1 Proxy to Phenotypic Selection

The MAS improves the effectiveness and reli-
ability of selection when the phenotyping is par-
ticularly expensive, laborious, time-consuming,
destructive and growth stage and environment
dependent. For instance, genotypes with high-
oleic trait are selected by analysing seeds using
biochemical methods such as gas chromatogra-
phy. Though highly accurate, this method is labo-
rious, time consuming and destructive. But
marker assays can be carried out using DNA
from young seedlings to predict high-oleic trait
before harvesting of the seeds, and also pheno-
type of F, or F, plants can be predicted, while
analysis of individual seeds is not possible by the
conventional biochemical methods. However, it
is important to confirm the phenotype of the pre-
dicted plants at every stage of the breeding pro-
gramme. Therefore, it must be kept in mind that
MAS is only a surrogate method and not a substi-
tute for phenotypic selection.

4.4.1.2 Shortening the Breeding Cycle

The MAS helps the breeders to select plants
carrying desirable genes at heterozygous state
itself; therefore, selfing can be avoided and a sea-
son can be saved. This is especially important for
traits controlled by recessive genes as well as
crops that are highly season bound. Conventional
backcrossing will not give any clue about the
genome status of the backcross progenies. Based
on a simulation study, Frisch et al. (1999a)
reported that ~1 % of the backcross progenies
may have the maximum of recurrent parent
genome. When MAS is applied, those progenies
(with ~97 % of recurrent parent genome) can be
identified with one or two generations fewer than
that would be required in conventional
backcrossing.

4.4.1.3 Pyramiding of Multiple Genes

It has been possible to transfer only one or two
genes into a single cultivar background through
conventional breeding methods, especially for
simply inherited traits as well as in some cases
for pest and disease resistance owing to the avail-
ability of pathotypes or biotypes (Khush and Brar
1991). Those cultivars that carried one or two
genes succumbed to pest pressure soon after the
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release for the cultivation. Therefore, pyramiding
of more genes in the background of cultivars is
warranted to improve the durability of resistance.
Pyramiding of multiple genes is almost impossi-
ble if pathotype or biotype information is not
available because resistance genes cannot be dif-
ferentiated at phenotype level. MAS will be
extremely useful for gene pyramiding when the
information on the genes and the linked markers
are available for the donor genotypes.

4.4.1.4 Breaking Undesirable Linkages

Sometimes, ‘linkage drag’ and ‘repulsion link-
ages’ may cause serious hurdles for finding desir-
able recombinants in a breeding programme.
Linkage drag refers to the undesirable effects that
come along with the target trait while introgress-
ing genes from wild species, which happens
when genes for undesirable traits are closely
linked with the target gene. In backcrossing pro-
gramme, it is possible that a large segment of
wild chromosome is fixed in the plant selections.
For instance, Ty! and Ty3 genes conferring resis-
tance to tomato yellow leaf curl disease are part
of a large region (~32 cM) from Solanum
chilense, and the lines homozygous for this
region may show deleterious effects (Verlaan
et al. 2011). Based on a simulation study, Frisch
et al. (1999b) reported that even after 20 rounds
of backcrossing, the expected linkage drag
around the target locus would be around 10 cM,
when assumed that the target locus is at the centre
of 100 cM chromosome. Since MAS allows
selection of plants which are heterozygous for
target gene region, it is possible to have recombi-
nation in the region so that size of the linkage
drag can be reduced further. A repulsion linkage
refers to linkage of desirable allele of a target
gene with undesirable allele of another target
gene. For example, when resistance allele of a
gene ‘A’ is closely linked with susceptible allele
of a gene ‘B’, during the selection of resistance
allele ‘A’, the susceptible allele ‘b’ also gets
selected automatically. Tomato breeders have
observed that the TyI/Ty3 alleles are linked to
susceptible allele mi-1 of root-knot nematode
(Meloidogyne incognita) resistance gene Mi-1
and Ty-2 linked to susceptible allele i-2 of the

Fusarium wilt resistance gene I-2 (Peter Hanson,
AVRDC-The World Vegetable Center, Personal
Communication, 2010). Crossovers between the
alleles linked in repulsion phases are rare but do
occur; hence, by genotyping a large population,
the desirable recombinants can be obtained.

4.4.1.5 Rapid and Cost-Effective
Selection

Plant breeding is a number game. The probability
of finding an ideal plant improves when a large
number of segregating populations are generated
and phenotyped rigorously. When ‘genotypic
information’ of the parental lines or progenies
are available to breeders before hand, the unde-
sirable progenies can be rejected timely, and only
a small number of useful progenies can be fol-
lowed up, which can save substantial amount of
time and cost of a breeding programme. For
instance, a detailed economic analysis by Kuchel
et al. (2005) on the use of MAS in an Australian
wheat breeding programme showed that MAS
enhanced the genetic gain over phenotypic selec-
tion as well as reduced the overall cost by 40 %.
It is also important to note that MAS methods for
conversion of maize inbred lines for a single
dominant gene at International Maize and Wheat
Improvement Center (CIMMYT) were not par-
ticularly advantageous over phenotypic selection
in terms of cost-effectiveness (Morris et al. 2003).
Phenotypic selection was less expensive but slow,
whereas MAS was expensive but rapid. Therefore,
according to Morris et al. (2003), MAS will be
the best breeding method when the operating
capital is abundantly available; otherwise, the
conventional phenotypic selection will be the
best option.

4.4.2 Strategies of MAS

Traditional breeding methods such as back-
cross, pedigree and recurrent selection can be
improved with the integration of MAS. With the
advent of genomic technologies, genome-wide
MAS strategies are also emerging. The com-
monly known MAS strategies are briefly
described below.
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4.4.2.1 Marker-Assisted Backcrossing
(MABC)

Backcrossing is a commonly used breeding
method to incorporate one or a few major genes
into an adapted or elite variety. Conventionally,
the elite variety (recurrent parent) will be crossed
with donor parent for the target trait. The back-
cross progenies will be screened phenotypically
for the target trait, and a few promising progenies
will be selected and crossed back to recurrent
parent. A few backcrosses will recover the elite
variety with the desirable trait transferred or
introgressed from the donor parent. The whole
process can be efficiently managed if molecular
markers are integrated with backcross breeding
programme. Collard and Mackill (2008) have
outlined the strategy of MABC, which is
described briefly here.

1. Foreground selection (stage I) — refers to
selection of a subset of plants that carry desir-
able allele from the donor parent. This will be
done by genotyping of BC,F, plants for target
gene or QTL using linked marker. A single
marker or flanking markers that are tightly
linked to the target locus can be used in
foreground selection. The use of single marker
may be risky because the recombination
between the marker and the target locus may
lead to wrong selection of allele. Therefore,
the use of flanking markers may reduce the
probability of losing the target alleles.

2. Recombinant selection (stage II) — refers to
further selection among those of BC,F, plants,
which show heterozygosity in the target gene
or QTL region. The BC,F;s that have fixed
alleles may not have recombination in that
region so that the size of the introgression can-
not be reduced. Hence, the BC,F,; progeny
that is heterozygous for the target locus will
be selected.

3. Background selection (stage III) — refers to
final selection of BCF;s that carry maximum
proportion of recurrent parent genome. This
will be done by genotyping the selected back-
cross progenies using genome-wide markers.
The above steps may be repeated for two or

three times till an ideal backcross plant, which

carries the target locus in heterozygous genomic
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region and having the maximum of recurrent par-
ent genome, is recovered. The selected backcross
plants may be selfed for two or more generations
to fix the agronomic traits before taking up
field trials.

4.4.2.2 Marker-Assisted Pedigree
Selection (MAPS)

Pedigree method of breeding involves combining
of multiple desirable genes from two elite parents
for the development of improved breeding mate-
rials and/or new cultivars. When the number of
genes to be pyramided is many, or the genes are
tightly linked in repulsion, it is practically impos-
sible to recover the desirable recombinants in a
single generation using a realistic population
size; therefore, repeated selection at several gen-
erations is required. The availability of markers
tightly linked to the desirable genes makes it pos-
sible to conduct effective individual selection at
early generations (F, or F;). This reduces the
number of lines tested in the later generations and
increases the desirable genotype frequency in the
selected progeny (Ye and Smith 2008).

4.4.2.3 Marker-Assisted Recurrent
Selection (MARS)
Recurrent selection is a cyclic breeding system
for improvement of complex traits, wherein
superior genotypes are identified and intermated
to accumulate a large number of favourable
alleles (Hallauer 1992). MARS uses QTL-linked
markers to identify ideal genotypes for crossing
in every selection cycle; thereby, favourable QTL
alleles from diverse parental sources are accumu-
lated within a short span of time (Peleman and
Van Der Voort 2003; Ribaut and Ragot 2007).
MARS programme may involve at least two
or more superior parents. A MARS scheme with
two superior parents aims to identify the most
favourable QTLs from two parents and accumu-
late them in a single genotype. Ribaut et al.
(2010) provide a detailed scheme of a biparental
MARS programme, which is briefly described
below. The two selected parents will be crossed,
and F;-derived populations will be developed and
advanced to F, generation through single seed
descent method. The F; plants will be genotyped
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using molecular markers, and the F, progenies
will be phenotyped for target traits at multiple
locations. QTL analysis will be carried out based
on the F; genotypic data and F, phenotypic data,
and a set of key QTLs will be identified. A subset
of F; progenies will be chosen based on the QTL
information and the phenotypic performance.
Their corresponding F, plants will be grown and
genotyped using the nearest marker to the QTL
peak or flanking markers to select the desirable
plants for recombination cycle. For example, if
eight progenies are chosen, they will be crossed
as pairs (first recombination cycle), the F;s will
be intercrossed as pairs (second recombination
cycle) and the final two F;s (third recombination
cycle) will be subsequently selfed for two or
more generations to fix the desirable alleles. The
resulting lines will be genotyped using QTL-
linked markers, and ideal genotypes that carry
the most of the desirable QTLs will be identified.
When multiple sources of parental lines are
involved in MARS, the source parents will be
crossed as pairs (several biparental combina-
tions), F;s will be intercrossed as pairs and the
final two F;s will be used to start the first
selection cycle. Compared to biparental
MARS, multi-parental MARS scheme will save
time and resources and permit rapid accumula-
tion of favourable alleles from diverse parental
lines at once.

During the MARS process, the selection of an
individual will be based on a molecular score or
selection index, which is derived from genotypic
and phenotypic data of the individual. In case a
single marker is used for selection, the molecular
score of an individual for use in recurrent selec-
tion is obtained as the estimate of the statistical
association between marker genotype and pheno-
type. In cases where multiple markers are used in
selection, genotype effects of all the markers are
summed up to a single molecular score. It will be
ideal to consider both molecular score and phe-
notypic information of the individuals to obtain
maximum genetic improvement (Dekkers and
Hospital 2002; Eathington et al. 2007).

4.4.2.4 Genomic or Genome-Wide
Selection (GWS)

Genomic selection (GS) or genome-wide selec-
tion (GWS) is considered a new strategy of MAS
for plant breeding (Jannink et al. 2010; Nakaya
and Isobe 2012). In GS, selection of desirable
individuals will be based on genomic estimated
breeding values (GEBVs). Conventionally,
breeding value is predicted using phenotypic data
from family pedigrees. GS uses an innovative
method for the estimation of breeding value
based on genome-wide dense DNA markers. In
the first step, significant relationships between
phenotypes and genotypes are predicted using a
subset of a population (called training popula-
tion). In the second step, breeding population is
genotyped using the informative markers, GEBV
for each individual is derived by summing the
marker effects and desirable plants are selected
based on GEBVs. Genomic selection is expected
to address small-effect genes that cannot be cap-
tured by traditional MAS.

4.4.3 Critical Considerations
for an Effective MAS
Programme

The following issues must be kept in mind before
embarking on a MAS programme.

4.4.3.1 Choice of MAS Strategy
and Statistical Issues

A suitable strategy of MAS must be determined
based on the goals of a breeding programme,
heritability of a trait, the number of genes gov-
erning a trait, strength of linkage between target
locus and marker, population size and availability
of resources. Based on simulation studies,
Visscher et al. (1996), Frisch et al. (1999a, b) and
Prigge et al. (2009) provide the theoretical pos-
sibilities for the minimum marker distance,
marker density and population size required
for selecting at least one desirable individual
when a single gene is transferred through
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MABC. According to Frisch et al. (1999b), if the
goal is to select a BC,F, plant that is heterozy-
gous for a target gene and homozygous for recur-
rent parent alleles at both flanking markers with
99 % probability, minimum number of BCF,
plants required would be about 4,066 when the
target locus is at the distance of 5 cM from the
flanking markers. In case if the goal is to select a
BC/F, plant that is heterozygous for a target gene
and homozygous for recurrent parent allele at
one flanking marker and heterozygous at the
other with 99 % probability, the minimum num-
ber of BC,F, plants required would be about 100
when the target locus is at the distance of 5 cM
from the flanking markers. Ishii and Yonezawa
(2007) have outlined various schemes for pyra-
miding two or more genes. For instance, one of
the schemes involves crossing of multiple donors
(~4) with a single recipient parent followed by
separate backcrosses. MAS will be applied at
each backcross generation to select the plants
carrying target locus (heterozygous state) for fur-
ther backcrossing. After three rounds of back-
crossing, crosses between selected plants will be
made so that the final population is expected to
contain a genotype having all genes in homozy-
gous condition. Bernardo and Charcosset (2006)
and Bernardo and Yu (2007) discuss several
issues concerning MARS and GWS for breeding
applications based on simulation studies.

4.4.3.2 Genotyping Platforms for MAS

Simple, cost-effective and breeder-friendly geno-
typing platforms must be available depending
upon the type of markers, the scale of a MAS
programme and the resources. Gel-based geno-
typing platform would be enough and effective
when markers such as sequence-tagged sites
(STS), sequence characterized amplicon regions
(SCAR), simple sequence repeats (SSR) and
cleaved amplified polymorphic sequences
(CAPS) are used and only a few genes or a few
hundred samples are handled in a MAS pro-
gramme. Single nucleotide polymorphism (SNP)
markers are ideal for achieving high-throughput
and automation. A variety of SNP genotyping
assays, viz. high-resolution melting (HRM)
(Terracciano et al. 2013), KBiosciences
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Competitive Allele-Specific PCR (KASPar)
(Luciana Rosso et al. 2011), Golden Gate
(Thomson et al. 2012), etc., are available. The
use of high-throughput marker system may
reduce the cost per genotypic data point (Herzog
and Frisch 2011).

4.4.3.3 Phenotyping Platforms for Trait
Validation of MAS Progenies

Effects of gene/QTL may be influenced by the
genetic background (QTL x genotype interac-
tion) and the environments (QTL x environment
interaction) where it needs to be introduced. For
example, Vadez et al. (2011) reported that effects
of stay-green QTLs on water extraction, transpi-
ration efficiency and seed yield varied in different
genetic backgrounds. There are numerous exam-
ples to suggest that QTL effects vary across envi-
ronments. Hence, prioritization of genes/QTLs
for MAS work must be made after a thorough
validation across genetic backgrounds and target
environments to avoid false positives. This would
demand an effective phenotyping network across
target environments.

4.4.3.4 Integrated Breeding Platform

The fact that MAS has been highly successful
in private sector suggests its efficacy. However,
Delannay et al. (2011) observed that the public
sector in the developing countries has very
limited progress in MAS due to severe con-
straints, viz. resource-limited breeding pro-
grammes, shortage of trained manpower,
inadequate high-throughput capacity, poor
phenotyping infrastructure, lack of informa-
tion and data handling systems/tools. Delannay
et al. (2011) advocate an integrated breeding
platform that connects the above-listed com-
ponents for the successful implementation of
MAS programmes.

4.4.4 Cultivar Improvement
Using MAS

Globally, substantial efforts have been made to
develop improved cultivars using MAS in public
as well as private plant breeding programmes
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(Eathington et al. 2007; Brumlop and Finckh
2011). The list is exhaustive and a few prominent
examples are provided below.

4.4.4.1 Enhancing Yield Potential
Improvements of per se yield potential in variet-
ies and hybrids have stagnated in many crops. It
is envisaged that further improvement in yield
potential might require integrated approaches
involving traditional breeding and MAS to select
a crop ideotype for a given environment (Francia
et al. 2005). MAS for yield enhancement in a cul-
tivar has been demonstrated in barley (Schmierer
et al. 2004). Yield-enhancing QTLs from wild
species appear promising (Swamy and Sarla
2008) but are yet to be exploited for cultivar
development.

4.4.4.2 Resistance to Biotic Stresses

In India, popular rice varieties Samba Mahsuri
and Pusa Basmati 1 and parental lines of rice
hybrid PusaRH10 (PRR78 and Pusa6B) have
been improved for resistance to bacterial blight
disease through MABC. Samba Mahsuri has
been pyramided with bacterial blight resistance
genes, viz. xa5, xal3 and Xa21 (Sundaram et al.
2008). Pusa Basmati 1 has been improved with
bacterial blight resistance genes, xal3 and Xa2l,
along with blast resistance genes, viz. Piz-5, Pi-
Kh, Pi-1, Pi-ta, Pi-b, Pi-5 and Pi-9. PRR78 and
Pusa6B have been pyramided with xal3 and
Xa2l along with Piz-5 (Prabhu et al. 2009). A
highly cultivated wheat variety in India, PBW343,
has been improved for leaf rust resistance by pyr-
amiding Lr24, Lr28 and Lr48 genes (Prabhu
et al. 2009). Jairin et al. (2009) improved a Thai
aromatic rice cultivar ‘Khao Dawk Mali 105’
(KDML105) by transferring Bph3 for resistance
to brown plant hopper (Nilaparvata lugens) from
a donor variety, Rathu Heenati. Tomato breeding
lines pyramided with multiple 7y genes, confer-
ring resistance to tomato yellow leaf curl virus,
are spearheading private tomato breeding pro-
grammes in the Asia-Pacific region (Peter
Hanson, AVRDC-The World Vegetable Center,
Personal Communication, 2010).

4.4.4.3 Tolerance to Abiotic Stresses
Several popular cultivars have been improved for
abiotic stress tolerance by transfer of major QTLs
through MABC. For instance, mega rice varieties
of India, viz. Swarna, Samba Mahsuri, IR64,
TDK1 and CR1009, have been improved for sub-
mergence tolerance using the Subl QTL (Neeraja
et al. 2007; Septiningsih et al. 2009). Similarly,
Chin et al. (2011) improved Indonesian rice vari-
eties for high yield under phosphorus-deficient
conditions by transferring Pup! QTL. In Vietnam,
Huyen et al. (2012) and Cuc et al. (2012)
improved Vietnam elite rice variety ASS996 for
tolerance to salt with Saltol QTL and submer-
gence with Subl QTL.

4.4.4.4 Enhancement of Quality Traits
Development of quality protein maize hybrids
using the opaque-2 gene has been a commend-
able success of MAS worldwide. In India, Vivek
Maize Hybrid 9, a popular single-cross hybrid,
has been improved for its protein quality through
MAS. The improved QPM hybrid, Vivek Quality
Protein Maize (QPM) 9, showed 41 % increase in
tryptophan and 30 % increase in lysine over the
original hybrid. The Vivek QPM9 has been
released for cultivation in India during 2008
(Gupta et al. 2013). In rice, Yi et al. (2009)
improved cooking quality traits in Myanmar rice
cultivar Manawthukha by transferring genes for
fragrance coupled with intermediate level of
amylase content from the donor variety, Basmati
370, through MABC. Chu et al. (2011) reported
improvement of a peanut variety ‘Tifguard’ for
high oleic-linoleic (O:L) ratio along with resis-
tance to root-knot nematode (RKN) through
MABC. The O:L ratio of the improved ‘Tifguard’
was about 25-30 % compared to <5 % in the
original ‘Tifguard’. Molecular markers associ-
ated with a mutation causing high oleic level
(~70-75 %) have been derived from the FAD-2
gene family members in sunflower (Schuppert
et al. 2006) and safflower (Liu et al. 2013). The
potential of these markers for development of
high-oleic cultivars in sunflower and safflower
remains to be tested.
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4.5 Conclusions

Molecular plant breeding has been recognized as
the foundation for crop improvement in the
twenty-first century to increase crop production
(Moose and Mumm 2008; Tester and Langridge
2010). The MAS is an important tool for breed-
ing that would certainly empower plant breeders
to make their breeding programmes highly effi-
cient and productive.

Many of the features of the markers like cost,
time and expertise have changed over time due to
technological developments. The advent of NGS
has removed the divide between the so-called
‘orphan’ and ‘well-bestowed’ crops in terms of
availability of markers. Using NGS technologies,
the complete genome or the transcriptome of a
set of representative genotypes of useful gene
pool can be sequenced, and genome-wide genetic
variants such as SSRs, InDels and SNPs can be
rapidly identified and easily converted into
genetic markers for any crop. Hence, there are
multiple options available for the geneticists and
breeders, and the selection of marker is mainly
driven by the genetic materials in hand and the
intended application.

Among the MAS strategies, MABC has been
extensively used to improve widely adopted
mega cultivars in important crops such as rice,
wheat, maize and tomato particularly for traits
that are controlled by major genes or major
QTLs. Information on agronomically important
genes/QTLs in orphan crops is very much lim-
ited, which might perhaps change due to the
advent of new cost-effective, high-throughput
genomic tools. The challenge of breaking the
yield plateau would require manipulations of sev-
eral complex traits, which are low heritable and
controlled by a large number of minor genes/
QTLs. There is a concern that most of the reported
QTLs are false or not accurate because the num-
bers of QTLs are plenty but their use in breeding
is scanty. The accuracy of small QTLs can be
improved by designing phenotypic screens that
improve the heritability, improve understanding
of genotype by environment interaction and
refine map positions through candidate gene
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approach (Price 2006; Xu and Crouch 2008).
MAS for complex traits would warrant extensive
application of genome-wide MAS strategies such
as MARS and GWS, which still remain as theo-
retical possibilities in crop breeding.
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Abstract

Haploid plants provide an excellent example of cellular totipotency as they
develop from either the male or female gametes without fertilization.
Haploids can be induced in vivo and in vitro. Androgenesis is the develop-
ment of haploids from male gametes. The two main techniques that are
employed to generate androgenic plants in vitro are (a) anther culture and
(b) microspore culture. The application of anther culture is widespread.
Different developmental pathways of microspore embryogenesis have
been reported in different plant species and in response to different stress
treatments and its microspore developmental stage. Genotype or physiol-
ogy of the donor plant, microspore developmental stage, stress pretreat-
ment, culture medium and culture conditions affect the androgenesis
process. Each crop has individual optimal pretreatment regimes and
in vitro culture requirements. In vivo haploid induction techniques involve
parthenogenesis and wide hybridization followed by chromosome elimi-
nation. In maize (Zea mays L.), haploids are commonly produced by
in vivo haploid induction system and the method has been commercially
exploited by both public and private sector organizations. Wide hybridiza-
tion method is limited to potato and cereals. Wheat, barley and potato are
excellent examples of wide hybridization followed by chromosome elimi-
nation system of haploid induction. The regenerated plants particularly in
androgenesis need ploidy analysis to distinguish haploids from non-
haploid plants. Regardless of the mode of development, doubling of
haploid plants either spontaneously or by chemical means leads to a
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homozygous doubled haploid (DH) individual with two identical copies of
each chromosome. Doubled haploids have been used in breeding
programmes to produce homozygous genotypes in a number of important
species and the number is increasing. DH populations are ideal for genetic
mapping and allow the development of high-density marker maps that can
then be exploited in quantitative trait locus identification. Genetic map-
ping using DHs had an impact in locating gene control traits for yield,
quality, agronomy, abiotic and biotic stress. DHs now feature in cultivar
production in a number of crops, and breeding time is considerably
reduced. Hence, worldwide use of DH technology as an accelerated
approach to crop improvement has become routine by many breeding
companies and laboratories leading to the development of almost 300 new

varieties.

Keywords

Androgenesis * Haploids ¢ Doubled haploids ¢ Plant breeding « Wide
hybridization * High-density marker maps * Quantitative trait loci

5.1 Introduction

Doubled haploid technology is one of the revolu-
tionary techniques in accelerating the plant
breeding process. Haploids occur spontaneously
in nature or are induced artificially. The sponta-
neous haploids were first reported in Datura stra-
monium (Blakeslee et al. 1922). Subsequently,
the reports came in other crop plants (Forster
et al. 2007). However, the frequency of naturally
occurring spontaneous haploids is very low and
therefore is of limited use. It was the in vitro
induced haploids from Datura anthers (Guha and
Maheshwari 1964, 1966) which opened the doors
for haploids in basic plant research. Later, in vitro
haploids were successfully produced in tobacco
through anther culture (Nataka and Tanaka 1968;
Nitsch and Nitsch 1969). Success was also
achieved from microspores in rice via haploid
callus (Niizeki and Oono 1968). Subsequently,
the reports came in wheat, barley, maize and
other crops, but the rate of success was far below
the levels found in Solanaceae particularly in
tobacco. Slowly, the number of crop species
increased, and even new methods of haploid

induction wide hybridization followed by chro-
mosome elimination were also reported (Kasha
and Kao 1970).

Haploid is a general term used to designate a
plant containing gametic chromosome number
(n). In a diploid species, the haploid may also be
called as monoploid (n=x) as it contains only one
set of chromosomes. The haploids of a polyploid
are called polyhaploids because they contain
more than one set of chromosomes. The dihap-
loid term is thus used for haploid of a tetraploid
species where the gametic chromosome number
is n=2x. It has often been observed that the word
dihaploid is commonly used for a plant where the
chromosome number is doubled and which actu-
ally should be termed as doubled haploid (DH),
not a dihaploid.

Rapid strides in research on conversion of
sterile haploids into fertile doubled haploids led
to the further development of chromosome dou-
bling techniques to produce homozygous DH
plants (Jensen 1974). Tobacco, rapeseed and
barley are currently the most responsive species
and model species for doubled haploid
production.
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5.2  Haploid Induction Methods
The two broad systems of haploid induction are:
In vitro haploid induction: ~ Androgenesis and
gynogenesis
Induced
parthenogenesis
Wide hybridization
followed by
chromosome
elimination

The common method used for producing hap-
loids is anther and microspore culture which has
been commercially exploited in many major
crops e.g. tobacco, brassica and rice. In maize,
haploid inducer stocks are used to produce
in vivo haploids. In wheat and barley, wide
hybridization followed by chromosome elimina-
tion is the preferred method for large-scale
haploid production. Gynogenesis is the only
practical method in onion. Palmer and Keller
(2005) differentiated parthenogenesis from gyno-
genesis whereby the former involves ‘the normal
development of endosperm and embryo forma-
tion occurs in vivo’, whereas in the case of gyno-
genesis, endosperm degenerates with the passage
of time and there is a need to rescue the embryo
in the laboratory conditions. In our chapter, we
will be discussing androgenesis, induced parthe-
nogenesis and wide hybridization in haploid
induction, and ploidy determination methods,
chromosome doubling and application of dou-
bled haploids in plant breeding.

In vivo haploid induction:

5.2.1 Androgenesis

During sexual reproduction in plants, the gam-
etes are formed with half the chromosome num-
ber, which reunites to restore the normal ploidy
level. The process of microsporogenesis results
in the reduction of chromosomes through meiosis
in vegetative cells to give rise to microspores.
The normal fate of microspores is to develop into
pollen grains, but microspores can be induced to
undergo a developmental process that leads to the
formation of haploid embryos. The haploid

embryos subsequently develop into haploid
plants. This process is called androgenesis or
microspore embryogenesis. Thus, androgenesis
is the process of induction and regeneration of
haploids and double haploids from male gametic
cells. It is often the method of choice for doubled
haploid production in crop plants (Sopory and
Munshi 1997). Anther culture requires good
aseptic techniques but is generally simple and
applicable to a wide range of crops (Maluszynski
et al. 2003).

Guha and Maheshwari (1964) first success-
fully discovered that the immature pollen could
be induced to bypass normal development within
the anther to produce haploid plants in Datura
inoxia Mill. Since then considerable efforts were
made to extend the technique to other species.
Still many agronomically important crops are
recalcitrant to androgenesis. Concerted efforts on
many different plants have resulted in the docu-
mentation of the microspore embryogenesis pro-
cess in over 250 species (Maluszynski et al. 2003;
Dunwell 2010). However, success with andro-
genesis is still restricted to mostly annuals and
non-woody plants.

The two main techniques that are employed to
generate androgenic plants in vitro are the anther
culture and the microspore culture. The applica-
tion of anther culture is widespread, where the
excised immature anthers are dissected out from
flower buds and cultured on suitable growth
media under appropriate in vitro conditions.
Various stages of anther culture in tobacco are
shown in Fig. 5.1. In microspore culture, micro-
spores are isolated by mechanical means such as
crushing of anthers and release into medium by
magnetic stirring. They can also be isolated as
naturally shed microspores in the culture medium
after pre-culture of anthers. Although microspore
culture is technically more demanding and is less
efficient in some plant species than the culture of
whole anthers, it has several advantages over
anther culture. In the anther culture method,
plants regenerate from somatic tissue of the
anther wall also rather than from the haploid
microspore cells. This problem does not arise in
microspore culture because of isolation of micro-
spores from anthers before culture. As individual
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Stage 1 Stage 2

Buds selection for culture

Hardening of colchicine treated plants

Fig.5.1 Anther culture in tobacco

plants develop from separate pollen cells, the
chance of chimaera production is also low.
Further, the culture of individual microspores
makes possible the tracing of events that occur
from microspore initiation through to embryo-
genic development, by cell tracking studies
allowing for the greater understanding of the pro-
cess of androgenesis in plants. In the case of
anther culture, certain factors responsible for
microspore embryogenesis are provided by the
anthers which need to be supplemented exter-
nally for microspore culture. However, in some
plant species, microspores require the parent
environment during initial culture period, which
is available only inside the anther wall.

DAPI stained uninucleate microspores

Small plantlets 4 weeks after culture

5.2.2 Modes of Androgenesis

The initial steps of microspore embryogenesis
are unusual to any other embryogenic system,
since multicellular structure (MCS) formation
takes place inside the exine wall of microspores
(Mordhorst et al. 1997). During the initial phase
of microspore embryogenesis, several patterns
of cell division have been identified to take place
inside the exine wall. The asymmetric division
of the microspore nucleus resulting in a genera-
tive and a vegetative cell characterizes the
A-pathway. In the A-pathway, MCSs are formed
from repeated divisions of the vegetative cell,
while the generative cell or its derivatives
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degenerate and die (Sunderland 1974). This is
the most widely spread mechanism of MCS for-
mation during androgenesis and it has been
described in several plant species, including
most cereals (Raghavan 1986). In the B-pathway,
it is the symmetric division of the microspore
nucleus that gives rise to MCSs (Sunderland
1974). The B-pathway is known to play a major
role in rapeseed (Brassica napus L.), potato
(Solanum tuberosum L.), tobacco (Nicotiana
tabacum L.) and wheat (Triticum aestivum L.)
microspore embryogenesis (Zaki and Dickinson
1991; Rihova and Tupy 1999; Touraev et al.
1996; Indrianto et al. 2001), and it has been also
described among barley MCSs (Sunderland and
Evans 1980). An alternative route to androgene-
sis is defined by the independent divisions of the
generative and vegetative cells, giving rise to
MCSs with heterogeneous compositions. This
modified version of the A-pathway, also termed
E-pathway (Raghavan 1986), has been described
in barley, maize, tobacco and pepper (Capsicum
annuum L.) MCSs (Sunderland et al. 1979;
Pretova et al. 1993; Touraev et al. 1996; Kim
et al. 2004). Conversely to the known A- and
B-pathways, in which the roles of the generative
and vegetative cell are clearer, in this modified
version of the A-pathway, both generative and
vegetative cell appear to contribute equally to
embryo formation (Raghavan 1986). What leads
microspores to give preference to a particular
division sequence is not yet clear. Different
developmental pathways have been reported to
vary according to plant species and in response
to different stress treatments and the microspore

developmental  stage  (Raghavan 1986;
Sunderland et al. 1979; Kasha et al. 2001b; Kim
et al. 2004).

Irrespective of the above early pattern of
microspore divisions, the embryogenic pollen
grains ultimately become multicellular and burst
open, gradually assuming the form of a globular
embryo. This is followed by the normal stages of
postglobular embryogeny until the development
of plant. This is called direct androgenesis.
Examples are Datura and  Nicotiana.
Alternatively, the multicellular mass liberated
from the bursting pollen grain proliferates to

form a callus which may later differentiate into
whole plants either on the same medium or on a
modified medium. This is called indirect andro-
genesis and is common in most of the species,
caused by complex media. The callus-derived
plants also result in genetic variations.

5.3  Factors Affecting
Androgenesis
5.3.1 Genotype and Physiological

Conditions of the Donor
Plants

The androgenic response is genotype specific;
different varieties and genotypes respond differ-
ently to anther/microspore culture. The number
and the vigour of microspores within the anther,
the nutritional status of the tissues of the anther
and the endogenous levels of growth regulators
may to some extent be influenced by the physio-
logical age and growth condition of the donor
plant, which in turn will have a bearing on micro-
spore embryogenic competence. Differences in
competence of the cultured microspores for
embryogenic development have been observed
from field-grown and pot-grown plants (Datta
2005; Silva 2010) and crop grown under different
seasons (Foroughi-Wehr and Mix 1979). The
natural flowering conditions are normally the
best environment for donor plants to produce
anthers for successful regeneration experiments
(Wang et al. 2000). We also observed similar
results where androgenetic response from field-
grown plants was higher in comparison to the
pot-grown greenhouse plants in the case of
Nicotiana tabacum (unpublished data). Infected,
diseased and unhealthy plants should be avoided
as donors as they will reduce the response in
androgenesis. In general, the anthers from the
first or early flush of flowers have been found to
be highly responsive to embryogenic develop-
ment rather than the anthers from buds in later
stages or tillers of the plant, and the androgenic
response can be improved by carefully nurturing
of donor plants and identifying the favourable
environmental conditions.
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5.3.2 Developmental Stage
of Anthers/Microspores

The microspore development stage is a major
factor bearing strong influence on the success of
anther culture. The exact microspore develop-
ment stage that responds to inductive treatment
varies with the species, but is restricted to a rela-
tively narrow developmental window. There are
slight differences in the developmental stage of
microspores inside the anthers; thus, even the
microspores inside an anther will vary with
regard to their embryogenic competence.
Therefore, only a percentage of microspores
within a single anther would shift their normal
gametophytic pathway to sporophytic develop-
ment. For many species, the most amenable stage
is either the uninucleate stage of the microspore
or at or just after the first pollen mitosis, which is
the early binucleate stage. At this time, the tran-
scriptional status of the microspore may still be
proliferative and not yet fully differentiated
(Malik et al. 2007). Lessons learnt from model
crops suggest that mature microspores are con-
sidered irreversibly committed to gametogenesis
when the vegetative cytoplasm of binucleate pol-
len starts to accumulate starch (Touraev et al.
1997a).

It is necessary in anther culture to identify the
flower buds that need to be harvested, containing
microspores inside the anthers at the correct stage
appropriate for embryogenesis. In many species,
a maturity gradient is observed in flower buds
within the inflorescence that displays either an
acropetal or basipetal developmental succession.
Therefore, a series of buds taken from different
positions on the inflorescence or buds of different
sizes in the case of individual flowers need to be
pre-examined in order to identify the stage of
microspore development within their anthers.
This is done by squashing anthers to release pol-
len and staining with acetocarmine to observe the
nuclei under the light microscope. DAPI (4',
6-diamidino-2-phenylindole) may be also used to
stain the nuclear DNA, which can then be visual-
ized using a fluorescent microscope. Such pre-
examination will be very useful to establish a
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correlation between easily observable morpho-
logical traits (e.g. the petal to sepal length ratio in
tobacco as reported by Sunderland et al. (1974)
and Sood et al. (2013) and size and appearance of
buds in pepper by Ozkum-Ciner and Tipirdamaz
(2002)) with the pollen development stage. This
can be used as a quick guide to identify flower
buds containing anthers/microspores suitable for
androgenesis.

5.3.3 Stress Pretreatment

In androgenesis, a physical or chemical pre-
culture treatment is applied to excised flower
buds, whole inflorescences or separated anthers
to trigger the induction of the sporophytic path-
way, thereby preventing the normal gametophytic
pathway of pollen development (Hosp et al.
2007a). A variety of microspore pretreatment
stresses have been tested and found to enhance
pollen embryogenesis, although the type, dura-
tion and time of application of these pretreat-
ments may vary with the species or even the
variety (Shariatpanahi et al. 2006). It has been
shown that stress treatment to anthers also
enhances the haploid regenerants in crop plants.
With regard to different explants, the type, levels
and duration of pretreatments are different, and
regeneration efficiencies vary as well. Stress pre-
treatments such as high or low temperature, car-
bohydrate/nitrogen starvation, high osmotic
pressure and colchicine treatment are most often
used at the time of culture initiation and have
shown to play a vital role for the reprogramming
of microspores. During the plant life cycle, stress
in general seems to be a common trigger for
phase change. First, stressed microspores
undergo a transition towards a more dedifferenti-
ated state. This transition is exhibited in changes
in their overall morphology, cellular enlarge-
ment, typical ‘star-like’ vacuolization and cyto-
skeletal rearrangements resulting in the migration
of the nucleus towards a more central position
(Touraev et al. 1997a; Raina and Irfan 1998).
Second, the degradation of cellular components
and certain proteins takes place and is considered
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a prerequisite for developmental reprogramming
in many organisms (Wang et al. 1999; Maraschin
et al. 2005). Third, in tobacco and rapeseed, the
stress-treated microspores undergo a cell cycle
arrest, which is relieved when microspores are
transferred to non-stress conditions (Zarsky et al.
1995; Binarova et al. 1997). Some reports
described that stress pretreatment is not only
needed for switching the development fate but
also influence of divisions and embryos, green
plant production and spontaneous doubling effi-
ciency (Kasha et al. 2001a; Oleszczuk et al.
2006). The mechanisms underlying the stress-
induced switch from gametophytic to sporo-
phytic pathway on cellular, biochemical and
molecular processes taking place during transi-
tion to the embryogenic state have been reported
by Shariatpanahi et al. (2006).

The mechanisms of androgenesis for induc-
tion and embryo formation process are correlated
to cell cycle change with different biological sys-
tems. Wang et al. (2000) mentioned that during
androgenesis, the haploid microspore divides and
develops into an embryo and subsequently into a
new haploid plant. Maraschin et al. (2006)
showed that the embryogenic development cell
cycle changes in barley during androgenesis is
divided into three main characteristics, e.g. (i)
acquisition of embryogenic potential, (ii) initia-
tion of cell division and (iii) pattern formation of
embryos. Touraev et al. (1996) described that
after the asymmetric division, the vegetative cell
become arrested in the G1 phase of the cell cycle,
while the generative cell progresses into mitosis
and divides again to produce two sperm cells.
Induction of androgenesis by stress is able to
overcome the developmentally regulated cell
cycle arrest, as the vegetative cell re-enters
S-phase during stress treatment, and microspores
progress into G2/M transition in culture.

Specific microspore developmental stages,
combination of stress pretreatment and proper
density of microspores are very essential for the
cell development to embryo formation (Heberle-
Bors 1989; Hoekstra et al. 1997). It has been
mentioned that the type, duration and time of

application of stress pretreatments may vary with
the species (Datta 2005). After stress pretreat-
ment, a rapid loss of chlorophyll and degenera-
tion of tapetum and anther wall of cells were
observed, and these types of cells are apparently
most sensitive to stress and enter a cell death
pathway (Wang et al. 1999). The death of these
cells may release signals that are able to trigger
susceptible microspores to enter a sporophytic
development pathway. Corral-Martinez et al.
(2013) also showed that the commitment of
microspores to embryogenesis is associated with
both massive autophagy and excretion of the
removed material. It is also hypothesized that
autophagy would be related to the need for a
profound cytoplasmic cleaning and excretion
would be a mechanism to avoid excessive
growth of the vacuolar system.

5.3.4 Culture Medium and Culture
Conditions

Successful induction of embryogenesis from cul-
tured microspores or anthers depends to a large
extent on the composition of the culture medium.
The requirements of a given species are identified
mainly through an empirical process of trial and
error. The source of carbon, macronutrients (par-
ticularly the form in which nitrogen is supplied in
the medium) and micronutrients may determine
if embryogenesis will be initiated or not. The
type and concentration of the growth regulators,
particularly the auxins and cytokinins, as well as
their interactive presence can be the deciding
media factor that would influence pollen embryo-
genesis. Solidifying agent should be considered
an integral part in the case of solid culture
medium (Dunwell 1985). Standard media have
been developed for different species although
specific genotypes may have their individual
requirements. The more widely used basal media
for anther culture are the Nitsch and Nitsch
(1969), MS (Murashige and Skoog 1962),
N6 (Chu 1978) and B5 (Gamborg et al. 1968).
These media are used often in their original form
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but sometimes modified by supplementing or
subtracting one or more components to better suit
a given plant species or genotype.

It is well known that the culture atmosphere
affects the yield of microspore embryos (Dunwell
1979). The temperature at which the cultures are
incubated, light/dark conditions, the density of
anthers or microspores in a culture vessel and
other such post culture environmental conditions
may have a subtle effect on the success of micro-
spore embryogenesis, depending on the plant
species or genotype. The temperature at which
anther cultures are incubated has been shown to
be an important factor in rice (Okamoto et al.
2001). However, very few investigations have
been carried out to manipulate culture tempera-
tures for enhanced anther culture efficiency.
Light is another environmental factor that has a
bearing on anther culture success because it is a
stimulus that influences in vitro pollen morpho-
genesis (Reynolds and Crawford 1997).
Generally, anther or microspore cultures are
maintained in the dark during the initial phase of
culture, particularly when regeneration occurs
through callus, and transferred to illuminated
conditions at a later stage. For some plant spe-
cies, diurnal alternation of incubation for several
hours in the light and then darkness has been ben-
eficial (Germana et al. 2005; Sunderland 1971).
However, optimal conditions need to be deter-
mined for each system.

Microspore culture has provided a wealth of
information about the mechanisms underlying
microspore embryogenesis. Studies of micro-
spore cultures led to the identification of the
stress in various forms that converts microspores
from the gametophytic to the sporophytic path-
way or from a cell with limited developmental
potential into a totipotent or embryonic stem cell
(Shariatpanahi et al. 2006). Functional genomics
approaches that determine genes associated with
androgenic induction revealed that a collection
of genes are up-regulated and down-regulated
during the switch in developmental pathways
from gametophyte to sporophyte development
(Hosp et al. 2007b). Several genes have been
isolated and characterized as being involved in
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the reprogramming of microspores from the
gametophytic to the sporophytic phase, making
microspore embryogenesis an interesting system
in which to study cellular reprogramming, phase
change and totipotency in higher plants (Hosp
et al. 2007a, b; Tsuwamoto et al. 2007).

Although the application of anther culture is
widespread, the processes involved are poorly
understood. There is a need to study, understand
and manipulate microspore embryogenesis to
develop genotype-independent methods. There
is also a need to ensure direct embryogenesis
to eliminate an intermediary callus phase that
can promote gametoclonal variation among
regenerants.

5.4 InVivo Haploid Induction

5.4.1 Induced Parthenogenesis
in Maize

In maize (Zea mays L.), DH lines are commonly
produced by in vivo maternal haploid induction
(Bordes et al. 1997; Prigge and Melchinger
2012). After pollinating the source germplasm
with pollen inducers, a fraction of 8—10 % of the
developing seeds have a haploid embryo (Rober
et al. 2005). At present, discrimination of hap-
loid seeds from diploid F; seeds resulting from
normal cross-fertilization relies largely on the
dominantly inherited marker gene R1-nj carried
by the inducer. The marker gene causes purple
coloration of the scutellum and aleurone of dip-
loid seeds (Nanda and Chase 1966; Neuffer et al.
1997). Thus, it can be used as an embryo- and
endosperm-specific marker to distinguish hap-
loids from diploids seeds as well as seeds origi-
nating from unintended outcrossing. The use of
the R1-nj marker system for haploid detection in
combination with colchicine treatment of hap-
loid seedlings for chromosome doubling has
paved the way for routine application of the DH
technology in private and public maize breeding
programmes during the past decade (Seitz 2005;
Smith et al. 2008). The visual scoring of the
R1-nj marker expression is very labour intensive.
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Moreover, variable colour intensity of the
embryo marker hampers an unequivocal
classification of seeds. The classification system
fails if the source germplasm harbours inhibitor
alleles such as C1-I (Paz-Ares et al. 1990), which
suppress the expression of the R1-nj marker
(Coe 1962). For rapid and reliable discrimina-
tion of haploid from diploid seeds, an alternative
method based on differences in oil content stem-
ming from pollination with high oil inducers
has been developed (Melchinger et al. 2013).
This technology has applicability to any maize
germplasm and is amenable to automated high-
throughput screening.

5.4.2 Wide Hybridization Followed
by Chromosome Elimination
for Haploid Induction

Wide crossing between species has been shown
to be a very effective method for haploid induc-
tion and has been used successfully in several
cultivated species. It exploits haploidy from the
female gametic line and involves both interspecific
and intergeneric pollinations. Haploid embryos can
be produced in plants after pollination by dis-
tantly related species as shown in barley (Kasha
and Kao 1970) and wheat (Laurie et al. 1990).

In barley, wide hybridization between culti-
vated barley (Hordeum vulgare, 2n=2x=14) as
female and wild H. bulbosum (2n=2x=14) as the
male results in haploid production. The double
fertilization takes place normally and hybrid
zygote is formed. However, during early embryo-
genesis, chromosomes of the wild species are
eliminated leaving a haploid embryo. The rapidly
dividing endosperm also suffers chromosomal
elimination and usually aborts early in seed
development. The haploid embryos are excised
and grown in vitro. The ‘bulbosum’ method was
the first haploid induction method to produce
large numbers of haploids across most genotypes.
The method was quickly adopted and improved
by researchers and barley breeders worldwide
(Devaux 2003). Maize pollen could also be used
for the production of haploid barley plants at
lower frequencies.

Wheat is another crop where wide
hybridization has been used for haploid produc-
tion; chromosome elimination has been studied
and investigated to a great extent and is being uti-
lized for large-scale practical applications.
Barclay (1975) was the first person who recov-
ered wheat haploids in wide crosses between the
wheat variety Chinese Spring and Hordeum bul-
bosum. The technique was, however, genotype
specific due to the presence of the dominant
crossability inhibitor genes Krl and Kr2 in wheat,
which are expressed in many wheat varieties.
Later, wheat x maize system for haploid induc-
tion was reported (Laurie and Bennett 1987),
which was genotype nonspecific because of the
insensitivity of maize pollen to the action of Kr/
and Kr2 genes, thereby rendering this system
more efficient and of practical value.

In wheat x maize hybridization, hybrid embryo
develops after pollination, but, in the further pro-
cess, the maize chromosomes are eliminated and
haploid embryos are formed. The endosperm
aborts and haploid embryos cannot develop nor-
mally. Such haploid embryos are supplemented in
situ with growth regulator 2,4-dichlorophenoxy-
acetic acid to maintain the stage suitable for
embryo isolation and in vitro culture. This method
enables the production of large numbers of wheat
haploids from any genotype. Pollination with
maize is also effective for inducing haploid
embryos in several other cereals, such as barley,
triticale (x Triticosecale) (Wedzony 2003), rye
(Secale cereale) (Immonen and Tenhola-Roininen
2003) and oats (Avena sativa) (Rines 2003).
Several species, for example, H. bulbosum, teo-
sinte, sorghum and pearl millet, have been tested
as pollinators, but currently the most popular pol-
len donor is maize (Zea mays).

Although the wheat x maize system of haploid
production is quite successful, the maize crop
needs to be grown under controlled conditions so
as to coincide flowering with wheat, thereby
increasing the cost of haploid production.
Therefore, wheat x Imperata cylindrica system
was shown to be an efficient alternative to wheat
x maize system for obtaining the high frequency
of haploid and doubled haploids in wheat and
triticale (Chaudhary et al. 2005; Chaudhary 2007,
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2008a, b, 2010). 1. cylindrica is a winter season
plant and coincides well for flowering with that
of wheat and triticale under natural conditions. It
doesn’t require repeated sowings and available
under natural conditions in almost all parts of the
world where wheat is cultivated. Moreover, 1.
cylindrica is also genotype nonspecific for
hybridization with any variety of wheat, triticale
or their derivatives, and the pollen of I. cylindrica
is readily available in abundance during the
wheat hybridization period.

A similar system operates in potato (Solanum
tuberosum) (De Maine 2003). In this case, culti-
vated potato, S. tuberosum, is tetraploid (2n =4x)
crossed with the diploid relative Solanum
phureja. In these crosses, both sperm nuclei can
fuse with the central cell of the ovule to form a
functional endosperm that initiates and supports
the parthenogenic development of the unfertil-
ized egg (De Maine 2003). The tetraploid female
S. tuberosum produces an embryo sac contain-
ing one egg cell and two endosperm nuclei, all
with the genetic constitution n=2x, while the
diploid pollinator S. phureja produces two
sperms of the genetic constitution n=x or 2x.
After pollination, dihaploid embryos can
develop from unfertilized egg cells, which are
supported by a 6x endosperm formed by the
fusion of polar nuclei with both reduced sperm
cells. The frequency of seed containing DH
embryos is low, but these can be easily differen-
tiated from hybrid seed by exploiting a colour
marker gene carried by the pollinator line.
Dihaploid potatoes can be used for breeding
purposes, including alien germplasm introgres-
sion or selection at the diploid level, but such
plants are not homozygous. Haploids have a sig-
nificant role in potato breeding programmes of
quite a few companies, since they enable inter-
specific hybridization, which would not other-
wise be possible due to differences in ploidy
levels and endosperm balance numbers. The
gene pool of potato can be broadened, and cer-
tain valuable traits, such as disease resistance
characters from the wild solanaceous species,
can be more efficiently introgressed into culti-
vated potato (Rokka 2009).
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It has advantages in that the methods involved
(emasculation, pollination, embryo culture) are
familiar to breeders, cross combinations can be
manipulated to maximize haploid embryo pro-
duction by eliminating genotypic dependency on
the maternal side, and there is no seedling mor-
tality caused by albinism (a major problem in
microspore-derived  haploids  of  cereals).
However, flowering times of both parents need to
be matched (seasonal limitations) and additional
chemical treatments, such as colchicine, are
required to double up the chromosome comple-
ment of haploid plants. In species other than
cereals, inefficient chromosome doubling is con-
sidered to be the main bottleneck of this
technology.

5.4.3 Ploidy Determination
of Regenerants

Non-haploid embryos and plantlets have been
observed in anther culture of different genotypes
(Dunwell 2010). Therefore, ploidy determination
is of highest importance in haploid induction pro-
grammes. Three are two methods for detection of
haploid and non-haploids.

5.4.4 Direct Method

This involves mitotic or meiotic cell chromo-
some counting of induced plants. Root tips are
the most convenient source of mitotic cells
where the chromosome counting is easier and
faster. When the roots are not available, young
floral buds, leaves or callus can be used. Basic
principles for handling the mitotic chromosomes
of all plant species are similar and consist of
material collection, fixation and staining.
However, slight modifications are required
depending upon the plant species. The chromo-
some preparation varies with the plant species
and chromosome size. For example, tobacco
chromosome spread is difficult in comparison to
rice and wheat spread.
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5.4.5 Indirect Method

There are a number of indirect methods for ploidy
determination. These include flow cytometry,
stomatal size, chloroplast number of the guard
cells and morphological observations. Among
these methods, stomatal size and chloroplast
number are simple, inexpensive and less labour
intensive, while recording morphological obser-
vations like plant height, leaf dimensions and
flower morphology requires long time.

A large population of haploids need to be
screened for use in plant breeding studies. This
requires an efficient high-throughput ploidy anal-
ysis system. Flow cytometry has emerged as a
powerful tool for large-scale speedy genome
analysis. Flow cytometry provides a rapid and
simple option for large-scale ploidy determination
as early as in the in vitro culturing phase (Bohanec
2003). It also enables the detection of mixoploid
regenerants and the determination of their pro-
portion. We have analyzed tobacco haploids and
doubled haploids plants using flow cytometry
(Fig. 5.2).

Several markers can be used for assessing the
origin of diploids, depending on their availability
for a particular plant species. In the past, evalua-
tion of regenerants mainly relied on phenotypic
markers, progeny testing after self-pollination
and isozyme analysis. Nowadays, DNA molecu-
lar markers, such as AFLP (amplified fragment
length polymorphism), RAPD (random amplified
polymorphic DNA), SCAR (sequence character-
ized amplified region) or SSR (simple sequence
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repeat), are commonly used for homozygosity
testing and assessment of plant origin. There is a
considerable difference in the interpretation
between dominant or codominant electrophoretic
profiles. Codominant molecular markers, as well
as isozyme markers, have the advantage that a
single locus, when heterozygous in donor plants,
might be used for homozygosity determination.
In contrast, a more complex profile is analyzed
with dominant markers. In such a case, bands
missing from the donor profile indirectly indicate
homozygosity.

5.4.6 Chromosome Doubling
of Haploids

To use haploid plants in breeding programmes, it
is necessary to have high chromosome duplica-
tion rates of haploid plants. Haploids are gener-
ally smaller, less vigorous, more sensitive to
disease and stress sources and, most importantly,
sterile. Duplication of the chromosome comple-
ment is therefore necessary. Conversion of sterile
haploid plants into fertile homozygous doubled
haploid plants requires spontaneous or induced
chromosome doubling.

5.4.7 Spontaneous Chromosome
Doubling
In anther-/microspore-derived plants, spontane-

ous duplication of chromosomes may occur in
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Fig.5.2 Detection of haploids and doubled haploids using flow cytometry analyses
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cultures, often in a sufficient proportion, thus
eliminating the need for chemically induced dou-
bling. Spontaneously doubled plants are some-
times preferred because of the fear that the
duplication process might induce undesired
mutations. This percentage may be largely influ-
enced by the in vitro conditions used to induce
androgenesis. However, we as well as other
authors (Kasha 2005; Kasha et al. 2006) feel that
such a process seems far from being spontane-
ous, as many different in vitro or ex vitro factors
may be influencing duplication. As pointed out
by Henry (1998) and Kasha (2005), the micro-
spore stage at the time of anther/microspore inoc-
ulation, the stress treatments or the culture
conditions used to induce androgenesis do affect
the frequency of chromosome doubling. Several
factors, like duration of inductive conditions,
temperature (heat and cold), mannitol pretreat-
ments and colchicine and other antimitotic drugs,
used to induce androgenesis, are known to influ-
ence the frequency of genome duplication (Zhao
and Simmonds 1995; Henry 1998; Kasha et al.
2001a; Zhou et al. 2002a, b; Kasha 2005; Shim
et al. 2006). The use of plant hormones for
in vitro cultures has also been directly related to
DNA duplication events (Joubes and Chevalier
2000; Magyar et al. 2005). Even the type of
explant used to induce androgenesis can have an
impact. A striking example can be found in the
work on Brassica rapa of Sato et al. (2005), who
found that microspore culture yields up to a
threefold higher rate of duplication than anther
culture. Similar results have been obtained in B.
napus (Lichter et al. 1988) and B. oleracea (Wang
et al. 1999). With respect to androgenesis, endo-
reduplication has long been suggested as a mech-
anism to explain the spontaneous chromosome
doubling and polyploidy in certain species (for
details of endoreduplication in androgenesis, see
Segui-Simarro and Nuez 2008). However, it has
been inferred that the early stages of androgene-
sis induction and microspore embryogenesis do
not match many of the characteristics of cells
typically undergoing endoreduplication (Segui-
Simarro and Nuez 2008). The evidences in favour
of nuclear fusion during androgenesis have
increased in the last few years. However, most of
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the reports demonstrating nuclear fusion do not
exclude the possibility of endoreduplication
(Kasha 2005; Shim et al. 2006). But in some spe-
cies, mainly cereals, evidence for nuclear fusion
is conclusive (Gonzélez-Melendi et al. 2005;
Shim et al. 2006).

Because of the spontaneous chromosome dou-
bling occurring in the haploid calli and embryos,
ploidy level analysis cannot always identify
pollen-derived plants. In fact, when in vitro
anther or ovary cultures are performed, diploid
plants can be homozygous doubled haploids or
heterozygous diploids produced by the somatic
tissue. For example, anther culture can be
employed to obtain somatic embryos and clonal
plant propagation in many genotypes (Germana
2003, 2005, 2011). Isozyme analyses, RAPD
markers, sequence characterized amplified region
(SCAR) and simple sequence repeats (SSRs)
have been utilized to assess homozygosis and to
determine the gametic origin of callus and regen-
erated plantlets, irrespective of their ploidy.

Induced Chromosome
Doubling

5.4.8

There are always a number of induced embryos
which do not undergo doubling and finally
become a haploid plant. This number of individu-
als may oscillate enormously among species.
Within a species, there are differences among
genotypes as well. For maternally derived hap-
loid plants, the rate of spontaneous doubling is
often much lower or entirely absent, so a dou-
bling procedure is essential. The most frequently
used application 1is treatment with anti-
microtubule drugs, such as colchicine (colchicine
is a natural alkaloid extracted from several spe-
cies of the genus Colchicum, especially C.
autumnale), which inhibits microtubule polymer-
ization by binding to tubulin. Although colchi-
cine is highly toxic, used at a millimolar
concentration and known to be more efficient in
animal than in plant tissues, it is still the most
widely used doubling agent. Other options are
oryzalin, amiprophosmethyl (APM), trifluralin
and pronamide, all of which are used as herbicides
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and are effective in micromolar concentrations.
The method of application for effective duplica-
tion varies depending on the genotype.
Colchicine concentration and treatment dura-
tion seem to have a key role (Caperta et al. 2006).
The right combination of time and concentration
is critical for the promotion of either c-metaphase
arrest or chromosome doubling followed by cell
cycle progression. Short-term exposures to col-
chicine seem to work better than prolonged treat-
ments in terms of doubling frequency and
avoidance of polyploidies or embryo abnormali-
ties (Chen et al. 1994; Zhou et al. 2002a, b).
Genotype is another factor that influences the
final action of colchicine. The most common
stages to apply the treatment are (1) application
to parts or the whole haploid plant, once regener-
ated, (2) application to developing microspore-
derived haploid embryos and (3) application
during androgenesis induction as a component of
the induction medium. Haploid plants can be
totally sunk into colchicine solutions for varying
times, never longer than a few hours. However,
this method yields poor efficiency of doubling
and may carry a significant amount of plant
abnormalities and/or death. An additional draw-
back is the generation of a considerable volume
of toxic waste that must be properly disposed of.
An alternative is to apply colchicine to specific
plant organs such as roots, axillary buds or apical
meristems. These in planta methods are easy but
seem not to be an efficient wide-range strategy.
Colchicine can also be applied in vitro to
developing androgenic embryos (Pintos et al.
2007) or calli (Wan et al. 1989; Ouyang et al.
1994), but it implies low survival rates and chi-
maerism. However, what seems to be more effi-
cient is to directly apply colchicine as soon as
possible during the early stages of haploid
embryogenic development. When applied before
embryo/callus formation, the generation of chi-
maeric individuals can be greatly avoided.
Besides, early application is much more eco-
nomic due to the small amount of reagent used
and the reduced volume of waste generated. In
wheat, the incorporation of colchicine during the
first hours of anther or microspore culture
improved the doubling rate (Hansen and Andersen

1998; Soriano et al. 2007) and colchicine concen-
trations of 1 mM for 24 h or 0.3 mM applied for
48 or 72 h during the first hours of microspore
culture, resulting in pronounced increase in the
proportion of doubled haploids in triticale
(Wurschum et al. 2012). However, in the case of
melons, in vivo colchicine application has been
found better in terms of enhanced doubling effi-
ciency in comparison to in Vitro treatments
(Yetisir and Sari 2003; Solmaz et al. 2011). In
vitro trifluralin treatment to microspores of
Brassica napus resulted in higher doubling effi-
ciency in comparison to in vivo and in vitro col-
chicine and in vitro oryzalin application (Klima
et al. 2008). Trifluralin has been suggested as
more efficient, cheaper and less toxic substitution
of widely used antimitotic agent colchicine for
production of doubled haploid lines in Brassica
sp. (Abraha et al. 2008). N,O has been used to
induce chromosome doubling in a variety of spe-
cies, mostly cereals. However, N,O is considered

to be less effective than colchicine in
dicotyledons.
5.5 Applications of Doubled

Haploids

Haploids and double haploids have very impor-
tant applications in the field of plant breeding,
genetic and molecular studies. Some of these
applications are detailed below.

5.5.1 Development of Cultivars

Conventional breeding programme involving
pedigree method of selection normally takes
7 years to produce a variety in self-pollinated
crops (excluding the testing period). Doubled
haploids overcome many limitations of conven-
tional breeding (Fig. 5.3). It is the fastest route to
homozygosity and can be performed in any gen-
eration in breeding programme. Since DH lines
are homozygous, there are no dominance effects
on selection. Thus, DH breeding accelerates the
breeding programmes and shortens the time up to
3-5 years to release the cultivars. These DH lines
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can be directly released as a variety for general
cultivation and/or used as parents in breeding pro-
grammes to develop inbred lines for hybrid seed
production in the case of cross-pollinated species.
The DH lines can also serve as useful germplasm
in generating new cross combinations.

There is currently much interest in expanding
DH for F1 hybrid production to high value crops
such as medicinal and aromatic plants. Because
breeding has been neglected in these species, DH
for F1 production has the potential to make sig-
nificant advances in providing high, stable and
predictive yields of the raw biochemicals pro-
cessed by pharmaceutical and nutraceutical
industries (Ferrie 2006). Furthermore, DH is an
indispensable tool to obtain homozygosity in
species suffering from inbreeding depression
(implying therefore that they cannot easily pro-
duce fertile homozygous lines by self-
pollination), such as rye (Secale cereale)
(Immonen and Anttila 1996) and forage grasses
Festuca and Lolium (Nitzche 1970), as well as in
perennial woody species, generally characterized
by a long juvenile period, a high degree of het-
erozygosity, large size and, often, self-
incompatibility (Germana 2006, 2009) and

generally in plants with barriers to repeated self-
ing (e.g. dioecy and self-incompatibility), where
it is not possible to obtain homozygous breeding
lines through conventional methods. In A. offici-
nalis, a dioecious crop species, an inbred popula-
tion is produced through sib crosses between
pistillate and staminate plants which yield 50 %
males and 50 % females. However, the commer-
cially desirable features of this crop are uniform
male population with spears having low fibre
content. Anther culture was used to produce hap-
loids of this species and this was diploidized to
raise homozygous males. These are called as
super-males.

The first crop plant released by DH technol-
ogy was the rapeseed (Brassica napus) cultivar
Maris Haplona (Thompson 1972), followed by
the cultivar Mingo in barley (Hordeum vulgare),
obtained in Canada in the late 1970s (Ho and
Jones 1980). Worldwide, the use of DH technol-
ogy has become routine by many breeding com-
panies and laboratories involved in the
improvement of a wide range of crops (Tuvesson
et al. 2007), resulting in the development of
almost 300 new varieties (these data are probably
underestimated because of the scarce information
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from some parts of the world and from some
private companies) (Thomas et al. 2003; Dunwell
2010). Most of the DH varieties are in barley
(96), followed by rapeseed (47), wheat (20) and
the rest in pepper, rice, tobacco, eggplant, melon,
triticale and asparagus. DH cultivars are now a
feature in many crop species; for barley (H. vul-
gare) it is estimated that 50 % of contemporary
cultivars in Europe are produced via DH (Forster
et al. 2007). In vegetable crops, DHs are used
prominently as parents for F1 hybrid seed
production.

However, a number of comparisons have
shown that DH populations were comparable to
pedigreebreeding and single-seed descent-derived
populations. The technology has not been rou-
tinely used in public breeding programmes. The
main reason for non-inclusion of DH as primary
technology for cultivar release universally could
be its resource intensiveness, lack of skilled
workers and high initial setup cost. However, the
commercial plant breeding sector has included
the DH programme especially in hybrid
breeding.

5.5.2 Backcross Breeding

Backcross conversion is a standard plant breed-
ing method for improving an elite line defective
in a particular trait like disease resistance, which
is transferred usually from a hardy or wild geno-
type (donor) to a high-yielding but susceptible
genotype (recipient) of the same species. This is
done by crossing donor and recipient parents dur-
ing the first year and recurrent backcrossing of F1
hybrid to recipient parent to reconstitute/restore
the genes of high yield in new cultivar. It takes
5-6 years to recover the genes of recipient parent.
Another problem in backcross breeding is identi-
fication of gene of interest or disease resistance at
each generation particularly if disease resistance
is controlled by recessive gene. In this case we
have to self each BC generation to generate reces-
sive homozygotes for gene expression. This takes
double time as compared to dominant gene.
Contrary to the problems associated with conven-
tional backcross method, DH technology com-

bined with molecular markers not only solves the
problems mentioned above but also decreases the
product development period significantly. A
molecular marker is used to identify a gene of
interest in a backcross generation and DH is
developed to get the homozygosity in a single
generation. The method has been used success-
fully to introgress stripe rust resistance in barley
(H. vulgare) (Chen et al. 1994; Toojinda et al.
1998). Backcross inbred lines (BILs) are pro-
duced by backcrossing, and making DH from this
backcross is very useful and ideal for gene map-
ping. Hence, double haploidy combined with
marker-assisted selection (MAS) increases the
efficacy and precision of selection of desirable
traits. It is also helpful in stacking resistance
genes.

5.5.3 Mutant Selection

The use of haploid systems for mutant induction
and selection has been listed among the most
important applications of haploid development
technologies (Kasha 1974). On an average the
isolation of a homozygous mutant line in seed-
propagated crop takes three to four generations,
whereas the DH system can shorten the process
by half. All mutated traits are expressed in the
first generation after mutagenic treatment, both
at haploid and doubled haploid levels. DH
mutant lines selected on the basis of their phe-
notype are genetically fixed and do not segre-
gate in the next generation. The frequency of
desired mutant in DH population will be much
higher than in conventional M, generation due
to homozygous condition for mutants. Haploids
seem to be a good platform for selection of
mutants under in vitro conditions. The popula-
tion of haploid cells can provide an opportunity
of identifying a rare mutation event by screen-
ing a large mutagenized population in vitro.
Two approaches of applying mutagenesis to
haploids in in vitro culture have been suggested
by Maluszynski et al. (1996). In the first case,
haploid cells or tissues can be directly given the
mutagenic treatment, and in the alternative
approach, seeds are treated with mutagen, and
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M1 plant gametes are used as donors for the
haploid culture.

Microspores offer an interesting alternative
for mutation treatment. By targeting the mutation
treatment at single gametic cells and then induc-
ing embryogenesis and DH plant production, it is
possible to create a population of homozygous
mutant lines directly (Szarejko and Forster 2006)
which provide the possibility to screen both
recessive and dominant mutants in the first gen-
eration. DH also increases the selection effi-
ciency of desired mutants due to the gametic
segregation ratio (1:1) and lack of chimaerism.
However, the disadvantage is that homozygous
lethal mutations would be eliminated which
otherwise are retained in the heterozygous
condition.

5.5.4 Reverse Breeding and Male
Sterility

DH plants also play an integral part in reverse
breeding, a recently developed technology. The
protocol for ‘reverse breeding’ was proposed by
Wijnker et al. (2007). This technology involves
the recovery of DHs from microspores of plants
in which no or limited recombination has
occurred. First, the superior hybrid genotypes are
identified among the segregating population.
Then using genetic transformation, a gene for
induced suppression of meiotic recombination is
introduced. The resulting recombinant inbred
populations can be screened via molecular mark-
ers to identify those with complementary combi-
nations of chromosomes to allow an original
heterozygous parent of the DH to be recon-
structed by hybridizing the two individuals.
Consequently, different parents with different
chromosome constitutions can be identified to
reconstruct existing F1 hybrids.

Reversible male sterility and doubled haploid
production have been used in tobacco for F1
hybrid production. The technology has been
developed based on metabolic engineering of
glutamine in developing tobacco anthers and pol-
len (Ribarits et al. 2007, 2009). Cytosolic gluta-
mine synthetase (GS1) was inactivated in tobacco
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by introducing mutated tobacco GS genes fused
to the tapetum-specific TA29 and microspore-
specific NTM19 promoters. Pollen in primary
transformants aborted close to the first pollen
mitosis, resulting in male sterility. A non-
segregating population of homozygous doubled
haploid male-sterile plants was generated through
microspore embryogenesis. Fertility restoration
was achieved by spraying plants with glutamine
or by pollination with pollen matured in vitro in
glutamine-containing medium. The combination
of reversible male sterility with doubled haploid
production results in an innovative environmen-
tally friendly breeding technology. This technol-
ogy precludes the release of transgenic pollen
into the environment.

5.5.5 Doubled Haploids
in Quantitative Genetics
Studies

DH lines are valuable and the most important
material for quantitative inheritance studies as
these are completely homozygous and there is no
heterozygosity present in these lines. This makes
them best fit for studying ‘quantitative inheri-
tance’ (Touraev et al. 2009; Mochida et al. 2004).
Important components of quantitative inheritance
like number of genes controlling a quantitative
trait, gene interactions among different genes,
gene linkages and chromosome locations can be
studied using DH lines (Choo 1981a; Jui et al.
1997). The number of genes controlling a poly-
genic trait can be determined by taking the square
of deviation of extreme DH plants from sample
mean and dividing it by genotypic variance or
additive variance of DHs (Choo 1981b). For link-
age studies, DH lines from F1 and F2 generations
are developed, and means, variances and skew-
ness are compared for both types of DH lines
produced which gives the idea about linkage
among the genes. This method was proposed by
Snape and Simpson (1981). They also concluded
that if skewness of a DH population is zero, it
means there is no gene interaction present. If
skewness is greater than zero, complementary
gene interaction is present and less than zero
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means duplicate gene interaction is present. So
we can detect additive gene interaction and mul-
tiple gene action by this analysis.

5.5.6 Doubled Haploids in Genetic
Mapping and Genomics

DHs are being routinely used for basic research
in areas such as genomics, gene expression and
genetic mapping (Ferrie and Caswell 2011). DH
populations are ideal for genetic mapping due to
their complete homozygosity, ability of repeating
the experiment on several times and at different
labs and less time required to produce a large DH
population. Map construction is relatively easy
using a DH population derived from a F; of two
homozygous parents due to simple segregation
ratio (1:1) similar to backcross (Snape 1976).
Moreover, using DH lines for QTL mapping pro-
vides an opportunity to score the polymorphism
in complete homozygous conditions in several
environments in different years (Young 1994;
Paterson 1996). DHs have been a key feature in
establishing genetic maps in a range of species,
notably barley (H. vulgare), rice (Oryza sativa),
rapeseed (B. napus) and wheat (T. aestivum)
(Forster and Thomas 2005). In out-pollinating
species, genetic analysis can be simplified by
using at least one DH parent in the initial cross to
produce a segregating population — this has been
successful in vegetables such as the Brassica
oleracea complex, namely, cabbage, cauliflower,
broccoli and Brussels sprouts (Sebastian et al.
2002). Marker maps provide a platform for trait
mapping, which is of particular interest to plant
breeders. The development of molecular marker
map in DH populations led to a rapid deployment
in QTL studies. The first QTL studies in barley
were published within a year of their respective
marker maps (Heun 1992; Hayes et al. 1993). For
complete homozygous lines (like DH lines), an
MQTL software has been developed for QTL
analysis at multi-locations (Tinker and Mather
1995). In responsive crop species, such as barley,
the process of producing a segregating DH
population from an F, hybrid to find marker-trait

associations has become routine (Tuvesson et al.
20006).

In rice, DH population has been used for QTL
mapping, and QTLs have been found for yield,;
quality; agronomic, developmental traits; and
biotic stress (Forster and Thomas 2005).
Similarly, the QTLs have also been detected in
wheat, barley, maize, mustard, rapeseed, flax,
pepper;, etc. (Forster and Thomas 2005).

DHs are also ideal in establishing marker-trait
associations in bulked segregant analysis (BSA),
a technique that compares individuals from two
extremes of a population distribution for a given
trait, for example, disease resistance and suscep-
tibility. As with quantitative trait mapping, accu-
racy in BSA is dependent upon robust
phenotyping; because DHs can be repeatedly
tested, reliable data, including field data from tri-
als over several seasons, can be obtained. DNA
from the selected DHs can then be genotyped
progressively with a range of marker systems.
BSA and DH analysis has been successful in
establishing marker-assisted selection for several
breeding traits, mainly disease and pest resis-
tance, but also quality traits (Michelmore et al.
1991).

DHs play an important role in genomics.
Expressed sequence tags (ESTs) are used for
searching of candidate genes. These ESTs can be
mapped for their position relative to QTLs, and
their physical chromosomal location can be
identified via BAC libraries. DH populations
play a vital role in integrating genetic and physi-
cal maps, thereby providing precision in target-
ing candidate genes. In rice, ESTs have been
found to be co-located with major genes and
QTLs for resistance to major diseases in the IR
64x Azucena DH map (Wang et al. 2001).
Induced mutation provides another method of
linking genes to phenotypes. The mutant popula-
tions for TILLING (Targeting Induced Local
Lesions in Genomes) have been developed in
several species for forward and reverse genetics.
It is important that mutant populations are
derived from an inbred or a homozygous line
preferably DH line to avoid the detection of false
positives owing to inherent variation in the start-
ing material.
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5.5.7 Production of Transgenic
Plants

Transgenes can be incorporated into the haploid
microspore system to produce homozygous
transgenic plants. Both haploid and DHs can be
used for transformation of desirable gene, and
thus, transgenic plant having stability are pro-
duced which can be used for transfer of a desir-
able gene, genetic studies like mapping and gene
identification (Forster et al. 2007). Although the
primary target is the unicellular microspore, cells
or explants at all stages from microspore embryo-
genesis and regeneration have been used as recip-
ients for gene delivery, the choice being
determined by regeneration potential after treat-
ment. Many transformation techniques have been
tried, including microinjection, electroporation,
particle bombardment and Agrobacterium
tumefaciens-mediated transformation (Touraev
et al. 2001). Jahne et al. (1994) were the first to
produce homozygous transgenic plants using
biolistic bombardment of barley microspores. In
tobacco, particle bombardment has been directed
at embryogenic and non-embryogenic micro-
spores and immature pollen (Stoger et al. 1995;
Touraev et al. 1997b). In wheat, DH transgenic
plants were produced for drought tolerance using
the transgene (HVAI), and transgenic plants had
higher tolerance to simulated water stress. The
transgene was stably integrated and expressed
over generations (Chauhan and Khurana 2011).
The problem with transformation process is that
once a transgene is transferred, transgenic plants
need to be stabilized for homozygosity to study
the phenotypic effects of transferred gene. This
requires additional time and resources. Thus,
combining DH with transgenic technology can
enhance the efficiency and speed up the produc-
tion of transgenics.
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Abstract

Horticultural crops are important for nutritional and livelihood security of
farmers in the developing countries. Generating improved varieties
adapted to modern production, transportation and storage requirements
can make a significant impact on these economies. Compared to progress
achieved in cereals and grasses, genetic improvement in horticultural
crops has lagged behind. A significant review of the status and availability
of genomic resources in these crops can be utilised efficiently to conserve
and explore existing genetic diversity, to understand relationship between
genotype-phenotype and to accelerate breeding. Recent advances in auto-
mation and high-throughput sequencing can be used in decoding as yet
uncharacterized, complex genomes. In this review, we explore the various
tools available under genomics, with emphasis on underutilised tropical
and subtropical horticultural crops.
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6.1 Introduction
The importance of horticulture in improving
productivity of land, generating employment,
improving economic conditions of the farmers
K. Chaturvedi (>4) « L. Sahijram and entrepreneurs, enhancing exports and, above

Division of Biotechnology, Indian Institute of

Horticultural Research (IIHR), Hessaraghatta Lake al?, providing nutritional Se(':urlty to the peoplf.: 18
Post, Bangalore, Karnataka 560 089, India widely acknowledged. Horticulture sector, which
e-mail: kanu@iihr.ernet.in includes fruits, vegetables, spices, floriculture,
Bir Bahadur et al. (eds.), Plant Biology and Biotechnology: Volume II: Plant Genomics 113

and Biotechnology, DOI 10.1007/978-81-322-2283-5_6, © Springer India 2015


mailto:kanu@iihr.ernet.in

114

plantation crops and medicinal and aromatic
crops, is an important component of the agricul-
ture sector. Advances made in the field of molec-
ular biology are being effectively used in
horticultural crop improvement programmes.
With particular reference to fruit crops, we pro-
vide herewith advances made in tropical and sub-
tropical crops. Genomic resource development,
in the form of whole genome sequencing,
expressed sequence tags (ESTs), genomic survey
sequences (GSS) and high-throughput genome
sequences (HTGs), is helping growth and genetic
improvement of these crops. Resources such as a
large number of ESTs, large-insert genomic
libraries, plenty of molecular markers and high-
density genetic maps are being used for sequenc-
ing and annotation/identification/mapping and
cloning of genes or quantitative trait loci (QTLs)
and marker-assisted selection (MAS) in impor-
tant horticultural crops. Availability of next-
generation sequencing (NGS) technologies like
FLX-454, Illumina, SOLiD and PacBio has
accelerated the pace at which genomic resources
are being generated for economically important
horticultural crops (Van et al. 2013).

6.2 Genome Sequencing

Projects

Whole-genome sequencing and annotation proj-
ects have significantly improved our knowledge
of genome composition, organisation and evolu-
tion. Our understanding of plant origin and evo-
lution through genome duplication, ancestral
rearrangements and unexpected polyploidization
events has made rapid progress in recent years
due to the analysis of plant genomes. Many
sequencing projects have been initiated in several
horticultural crops of importance. Some of the
most noticeable projects are tomato genome
sequencing project (www.sgn.cornell.edu/about/
tomato), potato genome sequencing consortium
(www.potatogenome.net),  papaya  genome
sequencing project (www.asgpb.mhpcc.hawaii.
edu/papaya/) and grape genome sequencing proj-
ect (www.vitaceae.org). Genome Database for
Rosaceae (GDR) provides centralised access to

K. Chaturvedi and L. Sahijram

Rosaceae genomics, genetics and breeding data,
and analysis tools include apple, peach, straw-
berry, rose and other crops of Rosaceae family
and many more.

Papaya whole genome sequencing project has
been completed and published the genome
sequence in early 2008 (www.asgpb.mhpc.
hawaii.edu/papaya) (Ming et al. 2008).
Transgenic female SunUp variety was sequenced
to 3x coverage using whole genome shotgun
(WGS) with Sanger sequencers. Genome size of
papaya is 372 Mbp, about three times the size of
Arabidopsis, with which it shared a common
ancestor about 72 million years ago (Wikstrom
et al. 2001). Some interesting features emerged
from genome sequencing data, like papaya hav-
ing about 25 % fewer genes than Arabidopsis,
with reduction across most gene families and bio-
synthetic pathways. The lower gene number is
believed to be due to the absence of the recent
genome wide duplication of papaya genome,
unlike in Arabidopsis (Ming et al. 2008). The
much awaited banana genome, based on double-
haploid Musa acuminata cv. Pahang, was pub-
lished in June 2012. The genome was sequenced
to a depth of 20x using a combination of 454 and
Sanger sequencing and 50x using Illumina short-
read sequencing technology. The genome is
organised into 11 pseudomolecules, covering
332 Mbp accounting for 63 % of the estimated
total banana genome size of 523 Mbp. An addi-
tional 140 Mbp of unanchored scaffolds and con-
tigs (33 % of the estimated total genome size) are
also included in the current genome release
(D’Hont et al. 2012). Among citrus species, the
draft genome of sweet orange cv. valencia has
been recently published (Xu et al. 2013), while
the genome of clementine orange is unpublished
and still not fully assembled. The genome of hap-
loid clementine has been developed by in situ
parthenogenesis of Clemenules clementine
induced by irradiated pollen of fortune mandarin,
followed by direct embryo germination in vitro
by the International Citrus Genome Consortium
ICGC http://www.citrusgenome.ucr.edu/).
Using Sanger whole genome shotgun approach,
301.4 Mbp of genome spread over 1,398 scaf-
folds with 2.1 % gap at 7x coverage has been


http://www.citrusgenome.ucr.edu/
http://www.asgpb.mhpc.hawaii.edu/papaya
http://www.asgpb.mhpc.hawaii.edu/papaya
http://www.vitaceae.org/
http://www.asgpb.mhpcc.hawaii.edu/papaya/
http://www.asgpb.mhpcc.hawaii.edu/papaya/
http://www.potatogenome.net/
http://www.sgn.cornell.edu/about/tomato
http://www.sgn.cornell.edu/about/tomato

6 Plant Molecular Biology Applications in Horticulture: An Overview

generated. Over 96 % of the assembly is
accounted for by the nine chromosome
pseudomolecules. Similarly, a double-haploid
(dihaploid) line derived from the anther culture
of valencia sweet orange has been used to reduce
the complexity of the sequenced genome (Xu
et al. 2013). In addition to this, transcriptome
sequencing of four representative tissues using
shotgun RNA sequencing (RNA-seq) to capture
all transcribed sequences and paired-end-tag
RNA sequencing (RNA-PET) to demarcate the 5
and 3’ ends of all transcripts has been conducted.
On the basis of DNA and RNA sequencing data,
characterisation of the orange genome for its
gene content, heterozygosity and evolutionary
features has been accomplished.

Availability of the full genome sequence of
several crop species is helping plant biologists to
answer many questions about the evolution of
species, genome structure and genetics. Also, it
helps plant breeders conserve and explore biodi-
versity. In order to illustrate how knowledge
about genomes is directly impacting crop
research, we can consider the examples in rice,
maize, tomato, potato, sugar beet and apple. In
rice, once the genome sequence information
became available, it was immediately used to
help elucidate a major QTL for rice grain pro-
duction, which was found to be a cytokinin oxi-
dase (Ashikari et al. 2005). Later, a transcription
factor controlling the expression of the gene was
identified as DST (Li et al. 2013). The re-
sequencing of many accessions within a species
is enabling high-throughput genotyping to iden-
tify a large array of SNPs and subsequently to
produce haplotype maps (Barabaschi et al.
2012). In maize, this technique has been used to
develop powerful haplotype maps using genome
information (Gore et al. 2009), and also QTLs
for biomass and bioenergy using whole genome
and metabolic prediction have been identified
(Riedelsheimer et al. 2012). The tomato genome
has elucidated the esterase responsible for differ-
ences in volatile ester content in different tomato
species (Goulet et al. 2012). A gene underlying
the uniformity ripening locus has also been iden-
tified to be Golden 2-like transcription factor
which is responsible for chlorophyll distribution
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in unripe fruits (Powell et al. 2012). The
cultivated tomato genome along with the draft
genome of its wild relative S. pennellii has
shown the evolution of terpene biosynthesis in
this genus (Matsuba et al. 2013). The informa-
tion generated will undoubtedly help in breeding
tomatoes with improved quality traits. The
genome of another member of Solanaceae fam-
ily potato has been used for identification of
transcription factors involved in the regulation of
plant maturity and life cycle (Kloosterman et al.
2013). The sugar beet genome has been used to
identify the biological factors controlling flower-
ing time in order to create a ‘winter beet” which
would be able to avoid bolting during winter
thereby giving more yields (Pin et al. 2010).
Among fruit crops, in apple, 27 cultivars repre-
senting worldwide breeding germplasm have
been re-sequenced at low coverage with Illumina
Genome Analyzer II. These sequences were
aligned with the whole genome sequence of
‘Golden Delicious’ to identify a total of 2,
113,120 SNPs. Applying stringent filtering crite-
ria, SNPs exhibiting even distribution across the
apple genome and a range of minor allele fre-
quencies were chosen giving rise to a panel of
7,867 apple SNPs for International RosBREED
SNP Consortium (IRSC) apple 8K SNP array.
Of these, 5,554 were reported to be polymorphic
in segregating families and the germplasm col-
lection (Kumar et al. 2012). This genomic
resource is proving helpful in marker-locus-trait
association discovery, description of genetic
architecture of quantitative traits, investigation
of genetic variation and genomic selection in

apple.

EST Resources
in Horticultural Crops

6.3

Expressed sequence tags (ESTs) are short
(200-800 nucleotide base in length), unedited,
randomly selected single-pass sequence reads
derived from cDNA libraries. EST and comple-
mentary DNA (cDNA) sequences provide
direct evidence for all the sampled transcripts.
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These are the most important resources for
transcriptome exploration. ESTs enable gene
discovery, complement genome annotation, aid
in gene structure identification, establish viabil-
ity of alternative transcripts, characterise single
nucleotide polymorphism (SNP) and facilitate
proteome analysis (Jongeneel 2000; Rudd
2003; Dong et al. 2005). High-throughput ESTs
can be generated at reasonably low cost from
either 5’ or 3’ end of a cDNA clone to gain
insight into the transcriptionally active regions
in any organism. In plants having a large
genome size, it is cumbersome to sequence the
whole genome; but, EST data sets can be uti-
lised to complement or serve as an alternative
to genome sequencing, earning the label ‘poor
man’s genome’(Rudd 2003). However, ESTs
are subject to sampling bias resulting in under-
representation of rare transcripts, often account-
ing for only 60 % of an organism’s genes
(Bonaldo et al. 1996). ESTs have been devel-
oped in several plant species, and this DNA
sequence information has been deposited in
online databases. In several fruit crops,
sequence data for several fully characterised
genes and full length cDNA clones have been
generated. At the National Centre for
Biotechnology Information (NCBI) EST data-
base (dbEST; www.ncbi.nlm.nih.gov/dbEST/),
there are 77,528, 44,565 and 234,474 ESTs of
papaya, Musa and sweet orange, respectively.
These fruit crops are of worldwide economic
importance; therefore, they are being studied
extensively at the genomic level.

With the advent of NGS, it is expected that
the number of ESTs will significantly increase,
since these sequences form an important
resource for functional genomics. ESTs derived
from various kinds of tissues, including tissues
of organisms in a range of developmental stages
or under stress, could significantly facilitate
gene discovery as well as gene structure annota-
tion, large-scale expression analysis and the
design of expressed gene-oriented molecular
markers and probes for microarrays until the
whole genome is sequenced (Zhang et al. 2004;
Kawaura et al. 20006).
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6.4  Transcriptome/Gene

Expression Studies

In fruit crops with large EST collections, the next
logical step is expression analysis of genes using
techniques like SAGE, microarray, tilling array
and RNA-seq. Once available, the microarray can
be exploited to study genes involved in disease
resistance, fruit ripening, origin and evolution of
reproductive organs, etc. The transcriptome can
also be used as a proxy for a complete genome
and sequenced using NGS technology at a lower
cost, as the transcriptome size can be a fraction of
the total genome size as demonstrated in maize
which has 2.3 GB genome, but the size of anno-
tated genes is a mere 97 Mb or 4 % of the genome
(Schnable et al. 2009). A representation of a
majority of all genes in de novo assembly can be
obtained through sampling of several core tissues
with diverse biological functions, e.g. root, leaf,
flower and fruit at lower cost.

Several studies have been made on economi-
cally important fruits like papaya, banana, citrus,
avocado and pineapple. In papaya, analysis of
ripening-related genes has been carried out using
a cross-species (XSpecies) microarray technique
based on phylogenetic proximity between papaya
and Arabidopsis thaliana (Fabi et al. 2012).
Transcriptome analysis resulted in the identifica-
tion of 414 ripening-related genes. An expression
of some of these genes was validated using
gPCR. The transcription profile was compared to
tomato and grape, which revealed several simi-
larities between ripening in papaya and tomato,
especially with respect to primary metabolism,
regulation of transcription, biotic and abiotic
stress and cell wall metabolism. In another study,
the identification of genes responsible for sex
determination in papaya, namely, male, female
and hermaphrodite plants, was done using the
digital gene  expression  analysis by
Ht-SuperSAGE (Matsumura et al. 2010) which
resulted in the identification of a large number of
tags by sequence analysis using SOLiD3 which
were mapped on papaya primitive sex
chromosome.
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In avocado, transcriptome sequencing studies
have been undertaken in a big way to discover
candidate genes. Identification of defence-related
genes after infection with Phytophthora cinna-
momi which causes root rot in avocado (Mahomed
and Van den Berg 2011) and Colletotrichum
gloeosporioides responsible for anthracnose dis-
ease, using Roche 454 pyrosequencing (Djami-
Tchatchou and Straker 2012), has been done.
Floral transcriptome of avocado is of interest to
biologists since it is considered as a basal angio-
sperm, with weakly differentiated floral organs.
Using expression profiles of flowers at different
stages of development, it has been shown that
overlapping transcriptional programmes charac-
terise the floral transcriptome of avocado com-
pared to Arabidopsis where floral gene expression
domains are typically organ-specific (Chanderbali
et al. 2009). Transcription analysis is also useful
for the development of molecular markers like
the SNP and SSRs. In an unpublished work by
John Ohlrogge of Michigan State University, a
large EST library has been prepared for ‘Hass’
genotype of avocado from different tissues like
leaves, flowers, mesocarp, etc. using Roche 454
sequencing. This is being used as a reference
transcriptome, while RNA from leaves and flow-
ers of other varieties like ‘Bacon’, ‘Simmonds’
and ‘Tonnage’ has been pooled and sequenced
using Illumina GAII. These reads have been
aligned to ‘Hass’ reference to develop single-
nucleotide polymorphisms and indels (Arias
et al. 2012).

Musa (which includes both bananas and plan-
tains) is an important genus for global export and
local markets. Musa paradisiaca (ABB group,
plantain) has been shown to possess superior
stress resistance (drought, chilling, diseases, etc.)
compared to Musa acuminata (AAA group,
banana). The de novo transcriptome assembly
has been used to gain a comprehensive overview
of plantain transcriptome to identify resistance
genes/proteins for use in banana breeding pro-
grammes. Fungal infections like Fusarium oxys-
porum f. sp. cubense (Foc) cause devastating
disease in this crop. Recently, efforts have been
made to understand the mechanism of Foc

infections (Wang et al. 2012) and the genetic
basis of resistance to Fusarium oxysporum f. sp.
cubense tropical race 4 by transcriptome profil-
ing of resistant and susceptible Cavendish banana
roots (Li et al. 2012). Using RNA-seq and digital
gene expression (DGE) technique, these studies
have shed light on the transcriptional changes in
roots following infection and large differences in
the transcriptome profile of resistant somaclonal
variant and its susceptible wild type. The charac-
terisation of tolerance to Fusarium oxysporum f.
sp. cubense infection in banana using suppres-
sion subtractive hybridization and gene expres-
sion analysis along with host response, pathogen
diversity, current understanding of biochemical
and molecular changes which occur during host-
pathogen (Foc) interaction and strategies to
develop resistant genotypes has been reviewed
(Swarupa et al. 2013, 2014).

In pomegranates, the fruit peel is a rich source
of bioactive compounds, and work has been done
on transcriptome analysis of peel at different
stages of fruit development to unravel the genes
and pathways involved in the synthesis of these
compounds; also, genic SSR markers have been
developed in this study (Ono et al. 2011).
Recently, in Litchi, de novo assembly and char-
acterisation of fruit transcriptome has been done
to identify differentially regulated genes in fruit
in response to shading. This study also sheds
light on the molecular mechanism underlying
severe fruitlet abscission process under the shade
which leads to very low yield and significant eco-
nomic losses for growers (Li et al. 2013).

In citrus, extensive gene expression studies
have been conducted on different species as listed
by NCBI (January 2013). A maximum number of
studies (13) have been carried out on sweet
orange (Citrus sinensis) due to its commercial
importance, followed by C. reticulata (4), C. par-
adisi (3), C. limona (2), C. clementia (2), C. trifo-
liata (2) and one each in C. medica, C. maxima,
C. aurantifolia and C. limon. These studies cover
a wide range of problems like differential gene
expression due to infection with pathogens in
response to peel wounding, water deficit, etc.
Comparative transcript profiling has been done
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for seedless and wild-seeded orange, C. reticu-
lata Blanco and stylar canal cells of C. clementia,
to identify candidate genes implicated in
self-incompatibility.

With the goal of discovering genes controlling
consumer and grower traits in mango, gene dis-
covery project has been started by the Queensland
Primary Industries and Fisheries (Holton 2010).
Traits like fruit quality and tree architecture are
being focussed on using a multidisciplinary
approach of sequencing expressed genes via
ESTs and serial analysis of gene expression
(SAGE), next-generation sequencing producing
low-pass genome coverage, identifying candidate
genes for fruit quality (aroma and colour) and
tree architecture. Recently, the leaf transcriptome
and chloroplast genome of mango have been
characterised using NGS (Azim et al. 2014). A
total of 24,593 annotated unigenes (80 % of total)
has been reported and C. sinensis identified as the
closest neighbour with 37 % matched sequences.
The chloroplast genome in mango was reported
to contain 139 genes, out of which 91 are coding
protein.

In other crops like pineapple, persimmon, etc.,
few transcriptome studies have been done, while
such resources and studies are yet to be taken up
for several other horticultural crops of interest.
Because of the various key functionalities of
transcriptome-based gene discovery studies, it is
essential to integrate these with other studies, like
diversity analyses and combining transcript
expression with metabolite levels and other
‘omics’ fields. By doing this, transcriptomics can
become more useful than a descriptive gene cata-
loguing exercise and can aid in identifying key
genes in a pharmaceutically/nutritionally relevant
pathway (Hirsch and Buell 2013).

Molecular Markers: Marker-
Assisted Selection (MAS)
and Genetic Diversity

6.5

Molecular marker techniques (employing RFLP,
RAPD, microsatellites, AFLP, SNP and other
kinds of marker systems) represent a suite of
powerful research tools for characterisation and
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management of genetic polymorphism (variation
and diversity) in plant breeding and germplasm
characterisation programmes. Where they are
available and cost-effective, molecular markers
can have a wide number of applications in plant
breeding, the most commonly considered being
marker-assisted selection (MAS). The FAO-
BioDeC suggests that the earliest generation
forms of DNA-based molecular markers (RAPD,
RFLP) are more widely used than the more
recently developed types of molecular markers
(microsatellite and AFLP markers).

MAS is based on identification and use of
markers which are linked to the gene(s) control-
ling the trait of interest (FAO 2003). By virtue of
that linkage, selection may be applied to the
marker itself. The advantage consists in an oppor-
tunity for speeding up the application of selection
procedure. For instance, a character which is
expressed only at the mature-plant stage may be
selected at the plantlet stage if selection is applied
to a molecular marker. Also, selection may be
applied simultaneously to more than one charac-
ter, and selection for a resistance gene can be car-
ried out without needing to expose the plant to
the pest, pathogen or deleterious agent. Finally,
when there is linkage between a molecular
marker and a quantitative trait locus (QTL),
selection may become more efficient and rapid.
The construction of detailed genetic and molecu-
lar maps of the genome of the species of interest
is a prerequisite for most forms of MAS. However,
the current cost of the application of these tech-
niques is significant, and the choice of one tech-
nique rather than others may be dictated by cost
factors. There are still very few examples of crop
varieties in farmers’ fields which have been
developed based on MAS, largely because of the
currently prohibitive cost of incorporating large-
scale MAS into the budgets of most plant breed-
ing programmes.

In addition to MAS, molecular markers can be
used in germplasm characterisation. Compared
to morphological and protein markers, DNA-
based genetic markers are often considered to be
the most useful for genetic diversity studies
because they are highly polymorphic and
heritable (their expression is not affected by
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environmental variability). In recent years,
different molecular markers (RAPD, RFLP,
AFLP, SSRs and ISSR) have been employed for
the investigation of cultivar origins and taxo-
nomic relationships of several plant species
(Manoj et al. 2010). Molecular approaches, such
as RAPD for the estimation of genetic diversity
(Chen et al. 2007; Feria-Romero et al. 2009),
ALFP for genetic characterisation of genotypes
(Hernandez-Delgado et al. 2007) and SSRs for
cultivar identification and linkage mapping
(Risterucci et al. 2005), have been reported in
crops such as guava, papaya, pomegranate,
mango and several others. The FAO-BioDeC
indicates that molecular markers are being exten-
sively used in Latin America with 93 trials and
165 molecular marker projects at the research
phase in nine countries. The assessment of the
genetic diversity of Andean local roots and tubers
in Latin America using molecular markers is an
interesting development. Species reported to be
included in molecular marker programmes in
these countries are sugar cane, rice, cocoa,
banana, bean and maize. The survey also indi-
cates that most countries in Asia are undertaking
a wide spectrum of crop research using molecu-
lar markers. Molecular marker-related research
activities in Africa are reported to be underway in
only a few of the countries, such as Ethiopia,
Nigeria, South Africa and Zimbabwe; the range
of Africa crops under study with molecular mark-
ers, however, is very wide: from traditional com-
modities to tropical fruits.

6.6 Linkage Maps

and Association Studies

Conventional fruit breeding is primarily based on
phenotypic selection with the help of morpho-
logical markers, but this takes years in case of
woody species which have a long generation time
and are mostly cross-pollinated. Also, the mor-
phological markers are influenced by epigenetics
and environmental factors. Traits of economic
importance like fruit quality, yield, and precocity
and disease resistance are polygenic and complex
in nature. Therefore, advanced genetic tools like
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molecular markers (which can be used on any
tissue at any time of plant growth, overcoming
limitations of traditional methods) are being
identified and used in the breeding/varietal iden-
tification of fruit trees. The most popular markers
developed from genomic resources like ESTs
include SSRs, SNPs and conserved ortholog set
(COS) markers. SNPs are becoming more popu-
lar than SSRs as genetic markers in linkage anal-
ysis because these are more abundant and suitable
for automation (Novelli et al. 2004; Selmer et al.
2009). In temperate fruit crops like the apple,
INlumina Infinium SNP assay containing 8,000
SNPs is being used as a crucial tool for applica-
tion of a novel selection strategy called genomic
selection (GS) in breeding programmes.
Auvailability of this assay has resulted in dramatic
reduction in genotyping costs for large-scale
genotyping of apple seedlings (Chagné et al.
2012). SNPs have been developed only for a few
tropical fruit species like banana, where a small
number of 20 SNP markers are available with
NCBI. At present, the cost of developing and
testing SNPs is still higher than that for develop-
ing SSRs. Nonetheless, SNP discovery is actively
being pursued in crops like avocado (Arias et al.
2012), mango (Kuhn 2014; Sherman et al. 2014)
and longan, under a USDA-sponsored project on
genomics and single nucleotide marker discovery
in horticultural fruit crops. In fruit trees, where
the reference genome sequence exists, like
papaya, clementine and sweet orange and banana,
genotyping- by-resequencing using next-genera-
tion sequencing will allow rapid and efficient
identification of SNPs and other types of poly-
morphism that are related to structural variations
such as copy-number variations (CNVs), inser-
tion-deletion polymorphisms (IDPs) and pres-
ence-absence variants (PAVs) between genomes.
These can be used for genome-wide and candi-
date gene-based association mapping studies to
identify QTL-trait associations (Khan and
Korban 2012). Such studies have been made in
cereal crops like maize, where extensive struc-
tural variation (including hundreds of CNVs and
thousands of PAVs) has been discovered and
implicated in important biological phenomena
like heterosis (Springer et al. 2009).
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A number of approaches have been developed
to reduce the complexity of the genomes for cost-
efficient and simplified discovery of SNP mark-
ers using NGS, like RNA-seq, complexity
reduction of polymorphic sequences (CRoPS),
restriction-site-associated DNA  sequencing
(RAD-seq) and  genotyping-by-sequencing
(GBS) (Davey et al. 2011). Among these, RAD-
seq and GBS are proving to be particularly effi-
cient in rapid and mass discovery of SNPs in
highly heterozygous species. This is expected to
help develop ultrahigh density maps and associa-
tion mapping. Together with NGS, these tech-
niques help to discover SNPs by sequencing a
large set of restriction fragments. DNA fragments
from one individual are ligated to a modified
adapter containing a barcode. Fragments from
many individuals can, therefore, be pooled
together and sequenced on a single lane. The
resulting reads can be separated bioinformati-
cally by identifying the barcode. By sequencing a
family or other populations of interest this way
and comparing the tags to phenotypes of individ-
uals, many biologically relevant SNPs and
genetic loci can be identified in a single experi-
ment. If each genotype of a mapping population
has been characterised phenotypically for traits
of interest and has an individual barcode, then
RAD and GBS markers can be used routinely for
linkage mapping and QTL analysis (Rowe et al.
2011). Using RAD-seq, Chutimanitsakun et al.
(2011) recently constructed an RAD linkage map
in barley and performed QTL analysis; Scaglione
et al. (2012) discovered about 34,000 SNPs and
800 indels in globe artichoke; and Stolting et al.
(2013) revealed the patterns of divergence and
gene flow between ecologically divergent species
of poplar. GBS information for hundreds of culti-
vars and few wild relatives has been used for
development of a catalogue of segregating SNPs
in cassava (Prochnik et al. 2012). Among these
two markers, GBS holds more promise because
of its ability to allow simultaneous marker dis-
covery and genotyping with low-cost and simple
workflow (Kumar et al. 2012). In grape, under
the project VitisGen, GBS is being employed for
a coordinated marker discovery and application
using centralised phenotyping and map
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development (Davidson and Lance 2012). Under
this project, over 5,000 breeding lines are being
genotyped each year to track alleles introgressed
from 11 Vitis species by mapping 20,000 SNP per
population, including alleles not present in V.
vinifera reference genome. It is expected that a
marker set of at least 30 markers will be gener-
ated from this project for alleles controlling traits
of interest for current and future grape breeding
programme.

While SNP markers are the markers of choice
for well-studied plant species, these may not
address the needs of researchers working on
crops with limited genomic information avail-
able. In such crops, microsatellite markers have
been used in various areas like conservation of
genetic resources, the establishment of core
germplasm, population genetics, molecular
breeding and fingerprinting of varieties
(Ellegren 2004). The wide range of application
of these markers is due to their codominant,
multiallelic and highly reproducible nature;
high resolution, amenability to high-throughput
and polymerase chain reaction (Oliveira et al.
2006). These markers have been discovered tra-
ditionally by constructing genomic libraries
enriched for a few, targeted SSR motifs and
sequencing of clones containing SSRs. However,
such library-based approaches are expensive,
labour- and time-consuming and can isolate
only the targeted, enriched SSR motifs (Zalapa
et al. 2012). The various methods of genome-
wide marker discovery (SSR and SNPs) and
genotyping using NGS like reduced-representa-
tion sequencing using reduced-representation
libraries (RRLs) or complexity reduction of
polymorphic sequences (CRoPS), restriction-
site-associated DNA sequencing (RAD-seq)
and low-coverage genotyping can be used in
both model crops with high-quality reference
genome sequence and in non-model species
with no existing genomic data. Low-coverage
genotyping by pyrosequencing has been used to
develop 171 highly polymorphic markers (60 %
markers with PIC value >0.5) in pomegranate
which will help in the breeding and conserva-
tion of this speciality fruit crop (Ravishankar
et al. communicated, unpublished as of date).
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Sequences generated by pyrosequencing were
also mined to identify five conserved miRNAs
in pomegranate (Kanupriya et al. 2013).
Available genomic resources like ESTs are also
used for isolating SSRs using bioinformatics
tools. However, EST-derived markers are gener-
ally less polymorphic; thus, they are not very
useful for developing linkage maps and for
DNA fingerprinting (Kalia et al. 2011).

Linkage maps are used to show the position
of known genes or genetic markers relative to
each other in terms of recombination frequency,
rather than a specific distance along each chro-
mosome. These maps are important for the
development of physical maps, mapping QTLs
and association studies. In high-density maps,
the markers are placed very close to each other
throughout the genome (Tanksley et al. 1992). A
large number of SSR/SNP markers and mapping
population is required for developing a high-
density linkage map. Availability of such maps
along with phenotypic data is useful for predic-
tive breeding since it helps in identifying the
QTL regions associated with traits of interest. A
physical map of a chromosome or a genome on
the other hand shows the physical locations of
genes and other DNA sequences of interest.
These maps facilitate in the identification and
isolation of genes by positional cloning. In the
past decade, linkage maps have been prepared
for a few fruit crops using various types of map-
ping populations and markers. QTL mapping
has not been widely used due to the perennial
nature of most fruit crops, because of which,
establishing and maintaining biparental crosses
and progenies of fruit trees in multiple locations
are difficult and costly (Rikkerink et al. 2007).
Also, the F1 progeny derived from full-sib
crosses between two outbred parents is used for
QTL mapping which gives a low resolution of
QTLs. The QTL region has been shown to span
~ 5-10 cM, with likelihood of presence of hun-
dreds of genes within this region (Gonzilez-
Martinez et al. 2007). Therefore, utilising QTLs
in MAB without a fine mapping is not advocated
due to genetic drag effects and/or rapid decay of
linkage disequilibrium in most fruit trees (Khan
and Korban 2012).

Association mapping (AM) has been pro-
posed as a viable alternative to overcome the
above limitations. This mapping technique has
the potential to identify a single nucleotide
polymorphism within a gene that is responsible
for phenotypic differences. It involves search-
ing for genotype-phenotype correlations
between unrelated individuals. It has high reso-
lution due to historical recombination accumu-
lated in natural populations and collections of
landraces, breeding materials and varieties
(Flint-Garcia et al. 2003). Although AM pres-
ents clear advantages over linkage mapping,
they are often applied in conjugation. The low-
resolution linkage analysis is used to identify
large candidate regions (1-10 Mb) within
which fine mapping is used for identification of
causal locus. Linkage maps therefore must be
developed in fruit crops to validate the associa-
tions identified by AM, thus reducing spurious
associations/false positives (Kover et al. 2009).
An example where three maps have been used
in conjugation is found in peach where classical
linkage, physical map and association genetics
analyses were combined to find alleles of SSR
markers suitable for marker-assisted selection
(MAS) of the flat peach character at both the
parent and progeny levels (Picafol et al. 2013).
Phenotypic characterisation of germplasm is a
prerequisite for association mapping analyses.
However, it is cumbersome and expensive for
perennial plant species. Therefore, characteri-
sation could be more efficient if focused on a
reasonably sized subset of accessions or so-
called core collection, reflecting the geographic
origin and variability of the germplasm
(El-Bakkali et al. 2013). Hence, there is an
urgent need for identification of core collec-
tions in many of the horticulturally important
fruit crops using markers.

6.7 Comparative Genomics

Comparative genomics is the study of the rela-
tion between structural and functional attributes
of genomes across species generally within a
family. Sequence information on several fruit
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crops deposited in public databases can be uti-
lised for both basic and applied research in
related genera. This approach has been used
mainly across families like Rosaceae,
Brassicaceae and Myrtaceae. Comparative
genomic studies have shown that genome evolu-
tion within family results from chromosomal
rearrangements, leading to syntenic colinearity
among large chromosomal regions. As a result,
chromosomal regions where the marker order is
highly conserved have been utilised in Malus,
where primer pairs have been designed from
conserved exon sequences flanking predicted
intron-exon junctions in Malus cDNA sequences.
Transferability of these primers to other rosa-
ceous genera was found to be high, with primer
pairs representing 85 % of genes amplifying
products from Fragaria and primer pairs repre-
senting 85 % of genes, amplifying products from
Prunus genomic DNA. These primers were
screened in Fragaria and Prunus mapping bin
sets, and 38 % of the genes were successfully
located on both maps (Sargent et al. 2009). This
approach has also proved useful for construction
of first genetic linkage map of loquat (Eriobotrya
Jjaponica) by using SSR markers derived from
Malus (Gisbert et al. 2009). Whole genome of
Eucalyptus grandis, which is a member of
Myrtaceae family, has been recently sequenced
(Myburg et al. 2011). This sequence is currently
in use as a reference to identify homologies in
species belonging to the same family like guava
(Ritter 2012). Development of various genomic
tools such as genetic map, physical map, tran-
script map and map-based genome sequence,
markers, in model/important crop of one family
can be exploited in improvement of related
crops, for example, mango, cashew and pista-
chio belong to Anacardiaceae, while in Moraceae
family breadfruit, jackfruit, mulberry and fig are
found. Whole genome sequencing of one of the
members of these families will help in develop-
ing genomic resources for others (Ravishankar
et al. 2013) making this as one of the most cost-
effective methods in the development of genomic
resources.
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6.8 Database Resources

Large-scale genotype and phenotype projects
along with the advent of next-generation sequenc-
ing technology have increased the amount of data
generated and the scale at which analysis can be
performed. There is many a software available
for sequence analysis, creation of database and
curation of data for plant genome. These data-
bases have become an essential resource for
experimental and computational biologists allow-
ing users to take advantage of diverse data sets
and provide a platform for comparative genom-
ics. These resources are organised around a spe-
cific crop or related genera. Table 6.1 shows
resources generated in fruit crops and provides
curated records that have detailed and updated
information. Such records provide researchers
the essential genomic resources for molecular
understanding of biological properties and for
application of this knowledge. Such database
resources are widely used in many horticultural
crops like tomato (Iquebal et al. 2013; Suresh
et al. 2014). The large resources of SNPs/SSR
markers, especially in the genic region, QTLs,
genes and miRNAs, would immensely benefit
both breeders and the molecular biologist to uti-
lise the natural trait reservoir and functional
aspects of genes for crop improvement. It is
therefore the development of an integrated data-
base of SSRs, genes, miRNAs, known QTLs,
SNPs and their location on chromosome which
would greatly help crop biologists in understand-
ing a crop and their efforts at crop improvement.

6.9 Phenotyping

The plant phenotype is the set of structural, phys-
iological and performance-related traits of a gen-
otype in a given environment. Phenotyping is the
act of determining the quantitative or qualitative
values of these traits. In recent years, with
increasing availability of high-density genotypic
information, our understanding of the components
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of phenotypic variation that are due to genetics
has improved considerably. However, the geno-
type-phenotype relationship is expected to be
more dependent on the availability of high-
quality phenotypic and environmental informa-
tion. Unlike genotyping, which is now highly
mechanised, automated and uniform across
organisms, phenotyping is still a species-specific,
labour-intensive and environmentally sensitive
methodology which requires integrated efforts of
specialists from disciplines such as functional,
quantitative and computational genetics/genom-
ics, bioinformatics, modelling, physiology and
computer science (reviewed by Cobb et al. 2013).

Several approaches are available for pheno-
typing, destructive or noninvasive measurements,
in or ex situ, at a spatial resolution stretching
from the subcellular level (nm-scale precision) to
canopy stands (metre-scale precision) and tem-
poral resolutions ranging from seconds to entire
growing seasons. At the macroscopic level, shoot
structure, growth, physiological status and photo-
synthetic performance can be measured in a
range of crop species using optical methods (2D
imaging and 3D reconstructions in the visible
and invisible regions of the electromagnetic spec-
trum) and non-optical methods (e.g. micro-
waves). Phenotyping for complex traits is aided
by analytical chemistry such as mass spectros-
copy, high performance liquid chromatography,
inductively coupled plasma spectroscopy, etc.
Several ‘omics’ technologies (transcriptomics,
metabolomics, ionomics, proteomics, methylo-
mics, etc.) are also being used for this purpose.
These are all highly automated, and useful, due to
their high-throughput rates and accuracy (Cobb
et al. 2013). Choice of the phenotyping approach
depends on several factors like the biological
question the researcher is trying to answer, the
size of the population in question [e.g. less than
ten individuals for precise physiological experi-
ments to a moderate number of plants (200-400)
for mapping studies or GS training populations
or a large number of plants (400-1,000?) for
association studies] and the heritability of the
phenotype, controlled environment testing, trac-
tability of the phenotype and resource availability
(Cobb et al. 2013).
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Examples of high-throughput phenotyping in
tree species can be found in eucalyptus, poplar
and apple. In eucalyptus and poplar, phenotypic
assessment methods of physical and chemical
properties of wood using near-infrared reflec-
tance (NIR) together with the classical measure-
ments of growth and wood quality tree properties
have been reported by Poltri et al. (2011). In
apple, fruit quality is an important trait, and
large-scale standardised phenotyping using sen-
sory and instrumental methods has been devel-
oped under RosBREED to enable data pooling
across locations/institutes (Evans et al. 2011).
Texture analysis in an apple progeny through
instrumental, sensory and histological phenotyp-
ing has been reported by Gélvez-Lopez et al.
(2012) and high-throughput metabolic phenotyp-
ing by McGhie and Rowan (2012). From these
experiences, we need to evolve methodologies
for traits of interest in each tropical fruit tree crop
through institutional collaborations.

6.10 Conclusions

Technologies available in the present day, like
next-generation sequencing, are helping biolo-
gists decipher genome information in a short
span of time and apply it to generate genomic
information for non-model horticultural crops.
NGS has led to sequencing of whole genomes
and transcriptomes providing opportunity for dis-
covery of new and useful information on the
genetic control of important traits. Converting
these into genetic tools like markers would
enhance the efficiency and accelerate the breed-
ing of these crops compared to conventional
phenotype-based approaches. Currently, the
application of these technologies is much slower
in horticultural crops compared to others like
cereals.

First, we need to employ these technologies in
the discovery of markers like SSR and SNPs in
large numbers in non-model crops. Also, gener-
ally, the laboratories involved in researching
second-tier crops and non-model species have
limited technical and financial resources; there-
fore, it is desirable that marker assays developed
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should be easy enough to be implemented in labo-
ratories with basic equipments. Such resources will
aid in the development of linkage maps provided
that large population with a known family structure
is available for traits of interest. Another useful
application of markers will be in identification and
conservation of core group of individuals or geno-
types which can be used for association studies.
The NGS technologies will also help in sequence-
enabled allele mining and exploration and exploita-
tion of naturally occurring allelic variations in
candidate genes controlling key traits for pre-
breeding. This approach is expected to help
identify new and useful haplotypes and guide
development of allele-specific markers to be used
in marker-assisted selection. Secondly, the NGS
technology is also proving to be an important tool
in de novo transcriptome assembly providing rapid,
robust, inexpensive and informative assessment of
transcriptome content, transcript abundance and
diversity. A transcriptome can serve as a proxy for
the genome and can be generated at significantly
lower cost by whole transcriptome shotgun
sequencing (RNA-seq method). High-throughput
sequencing methods can also help identify known/
novel small RNAs involved in the regulation of
gene expression. Thirdly, comparative genomics,
using genomic data sets from phylogenetically
related species, can help assemble and interpret
genomes and transcriptomes of desired plant spe-
cies. Finally, there is a need to develop strong
international collaborations and industrial and
academic interactions to ensure adequate public
and private funding of projects. This has been
demonstrated in other crops like tomato, apple,
maize and rice where major achievements have
been made with regard to crop improvement.
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Abstract

We present a comprehensive compilation of genomic structure evolution
that should help the reader who is not familiar with genomics to under-
stand the mechanisms that are shaping its structures over time. We believe
that this understanding is essential to work with genomics in the sense that
it should help to formulate productive hypothesis for new original works.
We believe that the mechanism by which the extant genomic structures
arose is more important than the shape of these structures since evolution
is continuously at work. In addition, taking genomics under the evolution
perspective gives the possibility to release a unified picture of its unlimited
natural complexity to the reader without fair to be incomplete. It is amaz-
ing to realize how fast complex biological structures arose in the early
time of Earth, and it has been our aim to try to give a constructive view of
the life journey to the reader.
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Life’s major transitions were classified as the (i)
compartmentalization of replicating molecules in
the first cells, (ii) coalescence of replicating mol-
ecules to form chromosomes, (iii) use of DNA
and proteins as the fundamental elements of
genetic code and replication, (iv) consolidation
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of symbiotic cells to generate the first eukaryotic
cells containing chloroplasts and mitochondria,
(v) sexual reproduction involving the production
(by meiosis) and fusion of haploid gametes, (vi)
evolution of multicellular organisms from unicel-
lular ancestors, and (vii) establishment of social
groups composed of discrete multicellular indi-
viduals. All these transitions had consequences
for the organization of genomes and led to the
development of specific strategies among lin-
eages. In every major transition, selection favor-
ing increased levels of biological complexity has
been opposed by genetic conflicts acting within
and across levels of biological organization (see
in Grosberg and Strathmann 2007). It is the man-
agement of these conflicts across successive gen-
erations that led cells to display the genome
structure diversity observed in extant organisms.
This diversity is so large and displays such intri-
cated functions that it would not make sense to
describe it without reference to its evolutionary
context. Here, we aimed to review in a compre-
hensive way the challenges that drove the emer-
gence of genomic structures during their
evolution from prebiotic chemistry to complex
multicellular organisms, with particular focus on
plants.

7.1.1 Prebiotic Chemistry

and the RNA World

The hypothetical emergence of RNA might have
occurred during the period referred to as prebiotic
chemistry, approximately 0.5 billon years after
the formation of the solar system, i.e., ca. 4.5 bil-
lion years ago (Gya), by which time Earth’s ocean
had condensed (ca. 4.4 Gya). Many chemical and
biochemical studies pertaining to the chemical
origin of life, which were performed under simu-
lated prebiotic conditions (Miller 1987), showed
that cyclic autocatalytic systems mediated by
small organic molecules might have undergone
Darwinian evolution in agreement with the local
conditions prevailing under prebiotic chemistry
(Davies et al. 2009). This chemical activity is
expected to have set the foundations for the emer-
gence of a molecule that was able to encode infor-
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mation and catalyze functions in a similar way to
that used by modern ribonucleotide acid (RNA).
This model offers a solution to the difficulties
linked to the synthesis of RNA (Bernhardt 2012).
Dissection of fundamental innovations in the
molecular machinery of translation revealed that
translation appeared after the discovery of a large
number of metabolic functions but before the
enzymes that are necessary for DNA synthesis.
The catalysis of a glycosidic linkage between
nitrogenous bases and ribose according to a puta-
tive prebiotic chemistry has been recognized as
problematic (Ricardo et al. 2004). If some prebi-
otic routes for the synthesis of both pyrimidine
and purine nucleotides could be found (Glaser
et al. 2007; Powner et al. 2009), then the abiotic
synthesis of RNA polymers via oligomer conden-
sation might have been sufficient to trigger the
emergence of a replicating system based on RNA
(Cheng and Unrau 2012). It is this inference that
is actually expected from the RNA world hypoth-
esis (coined by Gilbert 1986). According to this
hypothesis, “the most critical event in life emer-
gence is the apparition of a self-replicating mole-
cule with catalytic function that can both copy
itself and evolve by mutation. It is more parsimo-
nious to conceive of a single type of molecule rep-
licating itself than to posit that two different
molecules (a nucleic acid and a protein capable of
replicating that nucleic acid) were synthesized by
random chemical reactions in the same place at
the same time” (Gilbert 1986).

7.1.2 Peptides First?

However, peptides might also have preceded
RNA emergence, or, at least, RNA and proteins
might have coevolved. This hypothesis is known
as the proteins (or peptides) first hypothesis
(Andras and Andras 2005). As shown by Oba
et al. (2005), peptides with catalytic activity
could accumulate and participate in the multipli-
cation of primeval proteins by pseudo-replication
in a process of repeated drying-heating cycles;
thus, without the need of an RNA-based
translation system. Primeval proteins might have
possessed the catalytic activity to promote the



7 A History of Genomic Structures: The Big Picture

formation of cyanide and purines from amino
acids (McGlynn et al. 2010). The route of nucleo-
tide formation from HCN in aqueous solution by
physico-chemical means is relatively simple
(Glaser et al. 2007; Roy et al. 2007; Powner et al.
2009), and it is thought to have contributed to the
abiotic synthesis of RNA-like polymers via
oligomer condensation to trigger the emergence
of a replicating system based on RNA (Cheng
and Unrau 2012). Interestingly, peptides are syn-
thesized today by a complex and apparently uni-
versal protein machinery termed non-ribosomal
peptide synthetase (NRPS) (Strieker et al. 2010)
that does not involve RNA molecules and NRPS
proteins are more ancient than the ribosomal pro-
teins (Bernhardt 2012). It is unlikely, however,
that protein synthesis occurred before the advent
of the ribosome (Bernhardt and Tate 2010).
However, after coding emerged, the sequences of
noncoded proteins might have needed to be reca-
pitulated by coded proteins. Thus, the phyloge-
netic signal can only go back to the point of
recapitulation, which draws a veil over the his-
tory of the protein before the recapitulation point.
The situation is different for noncoding RNAs
such as ribosomal RNA and tRNA because these
molecules were able to replicate prior to the evo-
lution of ribosomal protein synthesis (Bernhardt
2012). With phylogenetic trees in hand, it is now
possible to infer the sequences of ancestral pro-
teins as they might have been 3 Gya and to study
their enzymatic activity in the laboratory using
recombinant DNA technology. Such reconstruc-
tion makes sense because successful adaptations
tend to persist on large time scales. Evolutionary
descent follows a path involving finite steps, but
each descendant is continuously linked to its
antecedents by individual practical changes in a
genetic text (Yarus 2011).

7.1.3 The Primordial Replicator

In the context of prebiotic chemistry, it is inter-
esting to note that a mineral replicator might have
preceded the rise of RNA (Wichtershiuser 1988;
Orgel 2000; Martin and Russell 2003).
Montmorillonite clay might have participated to
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vesicle formation, thereby creating a pathway for
the prebiotic encapsulation of catalytically active
surfaces within membrane vesicles
(Wichtershdauser 1988; Cavalier-Smith 2001).
These vesicles can grow and divide upon agita-
tion to give daughter protocells carrying newly
replicated nucleic acids (Hanczyc and Szostak
2004). Some form of encapsulation is likely to
have been a key early step in life. Encapsulation
can protect a genome from degradation and pre-
dation and allows the cellular concentration of
useful small molecules, thus enabling natural
selection (Cech 2012).

Even if one considers that RNAs were co-
opted by proteins, it is likely that at least some of
the cofactors now used by proteins came directly
from the RNA world, in which they played a sim-
ilar role in assisting catalytic functions. Actually,
many naturally occurring RNA riboswitches are
able to bind protein enzymes as cofactors
(Bernhardt 2012). An appeal of the RNA world
hypothesis is that it shows that the roles of geno-
type/replicator and phenotype/catalyst might
have been played by the same molecule. The pri-
mordial replicator is expected to have given way
to RNA ~4 Gya; therefore, the immediate ances-
tor must have been chemically related to RNA by
a plausible transformation involving a few atoms
(Yarus 2011). The earliest replicating polymers
should have satisfied three primary conditions: (i)
initial polymers should have had an intrinsic
mechanism to facilitate their replication either
abiotically or biotically, (ii) monomers should
have been easily synthesized and polymerized
abiotically, and (iii) the resulting polymers should
have been able to promote a wide range of chemi-
cal reactions (Fig. 7.1). Systematic investigation
of naturally occurring nucleic acid analogs led to
the identification of threose nucleic acid (TNA)
(Wichtershduser 1988; Eschenmoser 2004).
TNA pairs with itself and with RNA and is much
more stable in water than RNA. Therefore, TNA
might potentially serve as a template in nonenzy-
matic template-directed RNA oligomerization.
Thus, a transition from a TNA world (based on a
primitive replicating system, with relatively sim-
ple chemistry involving a stable phosphodiester
backbone) to an RNA world is theoretically
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Fig.7.1 Model of the putative primordial replicator. (a)
Cross-replication of RNA ligase ribozymes: a ligase ribo-
zyme (gray and black) catalyzes the ligation of white and
crossed oligonucleotides (Rz'~1 and Rz'-2) to generate a
ligase ribozyme that catalyzes the ligation of black and
gray oligonucleotides (Rz—1 and Rz-2) to regenerate the
first ligase ribozyme. (b) Ribozyme-catalyzed RNA
polymerization. The complete extension of an RNA
primer (black) according to the sequence of a template

possible (Srivatsan 2004). Glycerol-derived
nucleic acid analogs, peptide nucleic acids
(PNAs), and other nonsugar compounds were
also proposed as ancestral polymer backbones
that could have acted as molecular supports for
information (Benner et al. 2012). PNA forms

(crossed) by an RNA polymerase produces a RNA duplex.
(¢) The genome replication, i.e., short double-stranded
elements of RNA (left and right), is guided by mixed
priming (center). The asymmetrical transcription of either
strand of the duplex genomic element results in the syn-
thesis of multiple genomic element copies together with
an excess of one strand (Modified from Cheng and Unrau
(2012))

stable double helices with RNA or DNA, and
information can be transferred from PNA to RNA
in a template-directed fashion. Polymers of N-(2-
aminoethyl)-glycine (AEG) have also been
hypothesized as possible backbones of PNAs
because they form in spark-tube experiments and
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can spontaneously polymerize at 100 °C. In
addition, AEG polymers are synthesized by
Cyanobacteria  (Banack et al. 2012).
Cyanobacteria are photosynthetic cosmopolitan
bacteria that are supposed to have strongly con-
tributed to the oxygenation of the atmosphere and
occupy extreme habitats such as geothermal
pools or hypersaline waters that arose early dur-
ing Earth’s history. The earliest evidence of
Cyanobacteria, in Australian fossils, date from
~3.5 Gya (Schopf 1993). However, the catalytic
potential of PNA, TNA, and other possible RNA
analogs has not yet been explored in detail
(Srivatsan 2004).

7.1.4 What Does RNA Do Today?

In contemporary biology, RNA acts as (i) a
primer in DNA replication; (ii) a messenger that
carries genetic information to the translation
machinery (mRNA); (iii) a small noncoding
RNA (snRNA) in spliceosomal intron splicing,
which requires the collaboration of ~200 proteins
and five snRNAs; (iv) self-splicing introns
(groups I and II); (v) a primer for the telomerase
in telomere extension; (vi) metabolite signaling
molecules (riboswitches bind small metabolites;
they use the binding energy to switch from one
RNA structure to another and might affect gene
expression in bacteria and eukaryotes); (vii)
defenses against pathogens (RNAi); (viii) an
endonuclease RNA (RNase P) that specifically
promotes tRNAs maturation; (ix) a transcription
modulator by switching off gene expression and
attracting proteins that modify chromatin struc-
ture (the effect may affect one or few genes or
can even spread over an entire chromosome as
with Xist RNA); (x) a component (7SL RNA) of
the signal recognition particle (SRP) responsible
for the delivery of proteins to cellular mem-
branes; (xi) a ribozyme (virtually all redox reac-
tions in modern organisms can be catalyzed by
RNA molecules by directed evolution, as with a
NAD+-dependent redox-active ribozyme mim-
icking  alcohol  dehydrogenase  activity.
Ribozymes are also involved in functions of
information processing, such as editing, ligation,
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polymerization, and replication); (xii)) a
modulator of gene expression (small double-
stranded RNAs, e.g., 21-bp small interfering
RNAs and microRNAs regulate the stability or
translatability of mRNAs); (xiii) an active factor
in the highly condensed state of heterochromatin
at chromosome centromeres; (xiv) weapons
(siRNA) to circumvent host defense by viruses or
to manipulate host cellular machinery; (xv) a
peptidyl transferase; (xvi) a mRNA start site;
(xvii) codon—anticodon interaction agents; and
(xviii) decoding centers in ribosomal operation.

7.1.5 SELEX:A Synthetic RNA World

It is generally considered that to be an acceptable
model, the RNA world must support Darwinian
evolution in the laboratory (Benner et al. 2012).
One of the questions regarding the RNA world
asks which mechanisms might have acted as a
foundation for a primeval replication system suit-
able for Darwinian evolution. Guide RNAs, hav-
ing the reverse complement of some target
sequence, could have been very useful early in
evolution and might have directed RNA ligase
ribozymes to specifically ligate short RNA frag-
ments in a sequence-specific fashion. Precisely,
RNA genetic material might have been formed of
RNA exons held together by self-splicing RNA
introns. Intron out-splicing would have tied the
exons together to make functional ribozymes
(Fig. 7.2). This view (i) provides a way of distin-
guishing information storage (genome) from
chemical reaction catalysis (ribozyme), (ii) pro-
vides a mechanism for enhanced illegitimate
recombination by the RNA synthetase occasion-
ally jumping from one molecule to another dur-
ing replication and thus creating recombinant
products (Darwinian evolution) (in addition, two
introns surrounding an RNA exon can cut across
the exon and construct a transposon that can then
enter an intron in some other molecule — Gilbert
and de Souza 1999), and (iii) allows the reduction
of combinatorial space to be screened by looking
for complex RNA functions among sequences
constructed from the association of short RNA
exons (3040 bases long).
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Fig.7.2 Model of putative
ancestral RNA gene with
intron—exon structure.
Type I introns might splice
out to produce a ribozyme
or might splice together to
carry an intervening exon
to a new position in a novel
gene, i.e., transpose
(Modified from Gilbert and
de Souza (1999))
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By analogy with proteins, a RNA enzyme
(ribozyme) might need to be larger than 300
nucleotides to carry out a complex function.
Considering 300-base ribozymes, a selection
process for a given catalytic activity would
require more than 43* molecules to be screened.
One way to circumvent this problem is to hypoth-
esize that the enzymatic activity is the result of
the combinatorial effect of short RNA pieces fol-
lowing an intron—exon structure (Gilbert and de
Souza 1999). Currently, it is considered that if the
best molecules in a library are present at a fre-
quency of 10°-107" or less, a starting random
library must be of the order of 10“-10'> mole-
cules (Gold et al. 2012). In vitro RNA selection
provides the opportunity to explore the repertoire
of RNA-catalyzed reactions and has been suc-
cessfully used to isolate many new ribozymes.
These ribozymes include catalysts for glycosidic
bond formation in nucleotide synthesis, RNA
polymerization, the aminoacylation of transfer
RNA, peptide bonds, the Diels—Alder reaction,
hydroxyl phosphorylation, and the Michael reac-
tion (see in Srivatsan 2004). Laboratory-induced
ribozyme evolution using the systematic evolu-
tion of ligands by exponential enrichment
(SELEX) technique (Wright and Joyce 1997) led
to the isolation of both pyrimidine nucleotide and

purine nucleotide synthase ribozymes (Lau et al.
2004). Catalytic RNA activities that might have
been needed in an RNA world, but have not been
found in the RNA pool of contemporary organ-
isms, are generally already present in large com-
binatorial libraries of RNA sequences and can be
discovered using SELEX (Cheng and Unrau
2012). Ribozymes are comprised of sensing
ligands and a catalytic platform. The sensing
ligands are termed “aptamers” (derived from the
Greek word aptus, “to fit”) and are the output of
the SELEX process (Gold et al. 2012).

Due to the establishment of the RNA world,
improvements in RNA polymerization might
have enabled the gradual concatenation of RNA
genomic elements into longer fragments. This
process only requires two replication activities:
RNA ligation and RNA polymerization to tran-
scribe and replicate short RNA genomic ele-
ments. Because the phosphodiester chemistry
mechanisms of RNA ligation and polymerization
are related, their emergence from an abiotic sys-
tem might be evolutionarily linked and thus pro-
vide a simple route to biological replication
(Cheng and Unrau 2012). Initial efforts during
the 1990s led to the isolation and structural
characterization of the highly efficient class
I ligase ribozyme (Bartel and Szostak 1993) and,
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subsequently, DSL ligase (Voytek and Joyce
2007). A synthetic ribozyme polymerase (B6.61)
that is able to extend a primer-template duplex by
20 nucleotides (Zaher and Unrau 2007) was then
developed in the laboratory. A ribozyme repli-
case that is able to replicate RNA stretches of 95
nucleotides has also been created in the labora-
tory (Wochner et al. 2011). Replication of nucleic
acid polymers always involves the synthesis of
sense and antisense strands following canonical
base-pairing rules.

Fundamentally, replication is a copying pro-
cess whose symmetry is broken during transcrip-
tion where a single strand is over-copied in
several fragments to allow gene expression. A
significant advantage of dsRNA over ssRNA or
folded RNAs is that the dsSRNA duplex has a uni-
form and predictable double helix that makes it
easily recognizable as a genetic component
(genome) by replicative enzymes, thus forming a
basis for the evolution of a repairing system.
Thus, a synthetic genomic system would involve
the combination of transcriptional asymmetry
and the replication and ligation of short RNA
genomic elements that would produce a self-
consistent system of RNA replication capable of
simultaneous expression of metabolic ribozymes
(Cheng and Unrau 2012). One of the aims of the
investigations described above was to create cel-
lular cooperative systems that are capable of arti-
ficial RNA evolution (Bartel and Unrau 1999) for
use in validating the RNA world hypothesis. If
such a system was constructed in the laboratory,
it would be much easier to understand the chal-
lenges associated with the very earliest steps of
the complex metabolic systems that now domi-
nate the Earth (Cheng and Unrau 2010). For now,
RNA molecular interactions can be inferred from
in silico simulations (Tinoco et al. 2010) because
the prediction of RNA secondary and tertiary
(3D) structures has improved dramatically in
recent years (Mathews et al. 2010).

7.1.6 Protocells

Ancestral to the last universal common ancestor
(LUCA), a primeval organism based on RNA
would already contain proteinaceous material in
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the form of oligopeptides to support RNA
enzymes. It is now clear that the formation of
peptide bonds in modern cells is catalyzed by
RNA moieties of the ribosome (Moore and Steitz
2002). Therefore, the emergence of the ribozyme
ancestor of today’s ribosomes was a crucial tran-
sitional step in the history of the RNA world,
together with the establishment of an earliest ver-
sion of the present genetic code (Forterre 2005).
Peptide synthesis would have begun with a few
amino acids and a single transfer/activating
RNA. A simple hairpin duplication-ligation
mechanism has been proposed for the ancestor of
tRNA by Di Giulio (1992). The number of amino
acids would have extended to 20 during the tran-
sition from an RNA world to an RNA—protein
world (Gilbert and de Souza 1999). Gradually,
protein chains would have increased in complex-
ity and replaced ribozymes in a number of bio-
chemical processes. Even if amino acids and
short peptides were already present in prebiotic
times, large self-folding proteins could only have
appeared after the emergence of a primeval ribo-
somal system.

RNA clearly preceded DNA because multiple
enzymes are dedicated to the biosynthesis of the
ribonucleotide precursors of RNA, whereas
deoxyribonucleotide biosynthesis is a derivative
of ribonucleotide synthesis and requires only two
additional enzymatic activities (thymidylate syn-
thase and ribonucleotide reductase). DNA took
over the role of genome approximately 1 Gya.
The LUCA already contained a DNA genome
and carried out biocatalysis using both protein-
based and ribonucleoproteic (RNP) enzymes
(such as the ribosome) and ribozymes (Cech
2012). Life radiation would have been impossi-
ble without the cellular confinement of metabo-
lism. Several membrane-related proteins were
already present in the LUCA, and this can be
considered a definitive argument that the LUCA
was formed by cellular organisms. The RNA
world should be seen as a biosphere containing
cells with RNA genomes (RNA cells); this world
ended when all of their cellular descendants were
eliminated by Darwinian competition from newly
emergent cells with DNA genomes (DNA cells).
Selective pressures would have induced organ-
isms to modify their genomes to protect them
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against RNAses from hostile competitors. The
higher stability of DNA (compared to RNA)
would have allowed the genome size to increase
during evolution, in turn allowing the evolution
of new metabolic functions in DNA cells beyond
those that existed in RNA cells (Forterre 2005).

7.2 The Genetic Code and Genes

7.2.1 Origin of Codons

Proteins are chains of amino acids that constitute
most parts of the cell machinery. Together, 20
amino acid types are present in proteins, and a
typical protein comprises a string of several hun-
dred amino acids. Each amino acid is encoded by
a three-base nucleotide sequence termed a codon.
With four different letters in the DNA alphabet,
4 x4x4=64 different codons are possible; 61 of
these specify amino acids, and three represent
stop. The question of how this genetic code origi-
nated in a primordial world remains open.

A curious observation made during the appli-
cation of SELEX is that aptamers selected to bind
arginine (Arg) in different laboratories using dif-
ferent protocols are predominantly composed of
Arg codons (Knight and Landweber 1998). This
finding, together with the finding that experi-
ments simulating the early Earth’s atmosphere
(Miller 1987) yielded as many as ten different
natural amino acids, lays the foundation for a
theory that the genetic code evolved under pri-
mordial conditions (Wichtershauser 1988; Orgel
2000) still dominant in modern proteins (Carels
and Ponce de Leon 2015).

Alanine (Ala) and glycine (Gly), the most
abundant amino acids resulting from Miller’s
experiments, are encoded today by the comple-
mentary triplets GCC and GGC, respectively;
this finding suggested the hypothesis that com-
plementarity and thermostability were important
for the evolution of the triplet code (Figen and
Schuster 1977, 1978a, b). Presumably, the earli-
est minigenes carried messages encoding mini-
proteins based on two independent alphabets: a
Gly alphabet encoding Gly strands and an Ala
alphabet encoding Ala strands. At a later stage,
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minigenes fused together in longer sequences,
and the resulting sequences had a mosaic struc-
ture comprising short patches of the two alpha-
bets (Trifonov 2004). AGE aptamers recognizing
the amino acids contained in the prebiotic soup,
as defined by Miller’s experiment, and a primeval
code of 3 AGE letters might have been the start-
ing point of a pre-RNA world genetic system. As
seen above, the enzymatic activity of AGE or any
other type of polymer easily catalyzed under pri-
meval Earth conditions remains to be demon-
strated. If such polymers do, like ribozymes, have
enzymatic activity, they might have been ances-
tral candidates for a pre-RNA world genetic code.
Riboswitch-like molecules would progressively
have captured more and more amino acids from
the prebiotic soup and evolved together with their
substrate: the primeval genetic code. Ribozyme-
like molecules could have carried out the peptide
synthesis of these primeval proteins. A GNC
code (G for guanine, N for any of the four nucle-
otides, and C for cytosine) is sufficient to encode
the four amino acids Gly, Ala, aspartate (Asp),
and valine (Val) able to form globular, water-sol-
uble proteins with o-helix, B-sheet, and f-turn
secondary structures (Ikehara 2009) that are
capable of catalytic activities (Oba et al. 2005).
According to Ikehara (2009), this primitive code
would have evolved first to a code linking 16
codons and 10 amino acids, the so-called SNS (S
for strong: G or C), and then the RNY (R for
purines, Y for pyrimidines) ancestral codons
(Carels and Frias 2013).

The chronology of amino acid—codon pair
association would have followed the order: Gly,
Ala, Asp, Val, proline (Pro), serine (Ser), gluta-
mate (Glu) [leucine (Leu), threonine (Thr)], Arg
[isoleucine (Ile), glutamine (Gln), asparagine
(Asn)], histidine (His), lysine (Lys), cysteine
(Cys), phenylalanine (Phe), tyrosine (Tyr),
methionine (Met), and tryptophan (Trp) (“[” and
“]” identifies the amino acids that appeared at the
same time). The genetic code would have evolved
toward higher complexity by successive amino
acid capture according to successive transition
steps in Gly-strand and Ala-strand modes. A
purine transition at the 2nd position of the Gly
codon GGC would have successively led to GAC
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and GAG to capture Asp and Glu, respectively.
Arg would have been captured by the CGC
codon, which is complementary to the Ala codon
GCG on the Ala strand. Up to this point, the Gly
strand would have encoded Gly, Asp, Glu, and
Arg, whereas the Ala strand would have encoded
Ala and Val. The most frequent transitions
(purine to purine and pyrimidine to pyrimidine)
would have left the N-purine-N and
N-pyrimidine-N triplet structures unchanged. All
later stages in codon evolution would have
required changes at the third position and, conse-
quently, in the first positions of the codons on the
complementary strand. The two alphabets Gly,
Asp, Glu, Arg, Ser, Gln, Asn, His, Lys, Cys, Tyr,
Trp (the Gly alphabet) and Ala, Val, Pro, Ser,
Leu, Thr, Ile, Phe, Met (the Ala alphabet) would
have successively appeared in descending order
of thermostability (Trifonov 2004). Tryptophan
and cysteine (as well as selenocysteine and pyr-
rolysine) codons were likely borrowed from a
putative UGN repertoire of terminators
(Trifonov 2004).

Fig.7.3 Physicochemical
properties of proteins that
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Modern proteins follow an amino acid bias
that is led by physicochemical constraints
(hydropathy and secondary structures) on pro-
teins, highly correlated with a linear regression
with thymidine in the 2nd codon position (T2).
The choice of secondary protein structures for a
given catalytic activity depends on the energy
available in the biological system because the
energy cost of secondary protein structures fol-
lows the series: strand > helix > turn. In contrast,
the amino acid choice is optimized in such a way
that the minimal energy cost (the number of
chemical bonds in the amino acid residue) of
amino acid synthesis is associated with a larger
purine content in the 1st position (R1) than in
codon positions 2 or 3 (Ponce de Leon et al.
2014, Fig. 7.3). Thus, one can conclude that the
RNY (or Rrr, Carels et al. 2009) ancestral codon
reflects selective pressures on protein functional-
ity, energy costs and thermodynamic constraints
on the translation machinery (Ponce de Leon
et al. 2014). Protein-coding DNA sequences can
be distinguished from nonprotein-coding DNA

Energy cost

affect nucleotide composi-
tion in the three positions
of codons

DNA base
composition

Protein secondary
structures

Molecular weight

Solvent access
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based on the purine bias (Rrr) across codons
(Carels and Frias 2009, 2013). Because the codon
structure of CDSs is a universal pattern across the
biosphere, CDSs are the easiest DNA motifs to
classify; approximately 95 % of folding proteins
are larger than 100 amino acids (300 bp), corre-
sponding to the minimal size required to detect a
coding frame among the six possible frames with
a statistical consistency of approximately 95 %
(Carels and Frias 2009, 2013).

7.2.2 A Definition of Genes

The current understanding of a gene is that it rep-
resents a basic unit of genetic information that
controls a specific aspect of a phenotype.
According to this definition, which is operational
in the field of selective breeding, one must con-
sider the 5’ and 3’ noncoding regions as part of a
gene at the molecular level because these regions
are involved in the regulation of CDS transcrip-
tion and translation (see Gerstein et al. 2007).
Given the complexity of the gene regulation and
expression processes, a full explanation of the
molecular consequences of the gene concept can
be eventually confusing; Fig. 7.4 that depicts how
genes are translated into phenotype effects.

In many cases, the multiple alignments of pro-
tein sequences sharing a given function across the
three superkingdoms (Bacteria, Archaea, and
Eukarya) show a patchwork of similar and dissimi-
lar stretches suggesting that similar stretches are
homologous, but dissimilar stretches are not. This
observation suggests that modern genes considered
homologous today might have been assembled
from shorter primeval polyphyletic elements

Regulatory
genes

Hormones,
gene-product
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during the formation of the LUCA by a process of
mini-gene trans-splicing (Di  Giulio 2008).
According to this hypothesis, the translation of
mRNAs from mini-gene patchworks resulted in
proteins whose genes (DNA) would have evolved
much later, i.e., after the divergence of the three
superkingdoms (Di Giulio 2006). In this way, one
can explain why multiple alignments of the same
protein from organisms belonging to the three
domains of life can be obtained and why they
apparently define a monophyletic origin of genes.
The hypothesis of a polyphyletic origin of genes is
consistent with Gilbert’s proposition (1986), pre-
sented above, that genes evolved as a former patch-
work of exon/introns; thus, the appearance of large
coding sequences (CDS) was only enabled by
intron excision, a phenomenon still largely
exploited by eukaryotes. It would not be surprising
that trans-splicing (still in operation in protozoa)
would have been a major player in the RNA world
and that CDSs from exon shuffling might have
been easily exchanged among protocells (Hanczyc
and Szostak 2004) as plasmids are still exchanged
among bacteria through conjugation.

7.2.3 Introns and Spliceosome

Machinery

Introns are noncoding intervening sequences that
are not part of the coded protein message and
must be removed from RNA transcripts to pro-
duce functional mRNAs. Active mRNAs are
comprised of exons concatenated into CDSs by
splicing out introns from pre-mRNAs.

Group I and II introns are found in some bac-
terial and organelle genomes, and group I introns
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Fig.7.4 The pathway from gene to phenotype expression
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are also found in the ribosomal RNAs (rRNAs) of
protist and fungal nuclei. These two groups have
distinct RNA structures that facilitate their self-
splicing activity. These introns may also contain
internal ORFs, facilitating both their splicing
from RNA transcripts and propagation to intron-
less sites by reverse transcription. In total,
approximately 1,500 group I and 200 group II
introns have been identified. The original inva-
sion of self-splicing Group Il introns, presumably
originating from the mitochondrial endosymbi-
ont, into the genome of the emerging eukaryote
might have led to alternative splicing, a major
contribution to the biological complexity of mul-
ticellular eukaryotes (Rogozin et al. 2012).
Spliceosomal introns are present in the nuclear
genomes of all characterized eukaryotes but
absent in prokaryotes. Their numbers and lengths
vary widely between species, from tens of bases
in some protists to hundreds of kilobases in mam-
mals. The spliceosome is a complex (Ritchie
et al. 2009) that comprises five small nuclear
RNAs (snRNAs) and hundreds of proteins. Each
snRNA is associated to proteins to form a small
nuclear  ribonucleic  particule  (snRNPs).
Surprisingly, two spliceosomal complexes
emerged before the origin of multicellularity. The
major spliceosome, a complex RNA-protein
machine containing the U1, U2, U4/U6, and U5
snRNPs, splices the classic set of introns that
usually start with GT and end with AG (Fig. 7.5).
By contrast, the minor spliceosome involves four
specific snRNPs and the U5 snRNP, which is
shared by both spliceosomes. The minor spliceo-
some processes a different set of introns, many of
which start with AT and end with AC, that is,
introns that are ~300 times less frequent than
those processed by the major spliceosome (Steitz
et al. 2008).

Prokaryotes experienced a massive intron loss
since the LUCA; it has been proposed that this
loss is one of the many outcomes of a determinis-
tic trend toward the reduction of the number of
rate-limiting factors in gene expression that is
determined by a strong selection pressure for
rapid reproduction and/or survival at higher tem-
peratures (Rodriguez-Trelles et al. 2006). In
eukaryotes, 20-68 % of introns are specific to
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each species; 25 % of human introns are found at
the same positions as those in orthologous genes
from Arabidopsis. It is also clear from the homol-
ogous comparison of genes in maize and
Arabidopsis that GC-poor and GC-rich genes are
under different selective constraints (Carels and
Bernardi 2000a). The bias of GC-poor genes
toward high intron number has been attributed to
the fact that the regulatory functions of intron
sequences depend on specific AT constraints for
correct splicing efficiency (Carels 2005a). Such
constraints would justify why position, but not
size (correlated to genome size), is conserved
between distant species. The classical view is that
intron sequences are subject to weak purifying
selection at best or evolve in a regime that is
indistinguishable  from neutral evolution.
However, as noted by Rogozin et al. (2012), “this

Major spliceosome
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Exon 1 U1
GU

Intron 1 u2 Exon 2
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Fig. 7.5 Splicing of pre-mRNA by the major spliceo-
some. Conserved motifs are found at the 5’ and 3’ intron
extremities as well as at the branching region (A).
Stepwise assembly of Ul, U2, U4/U6-US snRNPs with
pre-mRNA introns at conserved regions forms the spli-
ceosome, which catalyzes sequential transesterification
reactions leading to the intron splicing out as a Lariat
product and the assembly of contiguous exons in a coding
sequence
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(nearly) neutral background of intron evolution
does not rule out the possibilities that, first, the
very presence of introns affects the regulation of
expression of the respective genes (presumably
through the interaction with the splicing machin-
ery) and hence their function, and second, that
many introns harbor specific functional elements.
Indeed, there is abundant evidence that introns
are often functional at both levels.” These authors
reviewed the functions associated with (i) splic-
ing (splicing and mRNA export are directly cou-
pled), (ii) alternative splicing and exon shuffling,
and (iii) genes nested within introns (for instance,
miRNA or IncRNA genes — Yang et al. 2012;
Geisler et al. 2012).

7.2.4 Regulatory Sequences

Eukaryotes employ diverse mechanisms to regu-
late gene expression, including chromatin con-
densation, DNA methylation, transcriptional
initiation, alternative RNA splicing, difference in
mRNA stability, translational controls, several
forms of post-translational modification, intracel-
lular trafficking, and protein degradation. Genes
encoding regulatory proteins possess some of the
most complex expression profiles. In metazoans
and metaphytes, most such genes are expressed
in several distinct domains (see in Wray et al.
2003). Although the transcription profiles of
housekeeping genes are generally much simpler,
most genes are transcribed at different levels
among different cell types.

7.2.4.1 Transcription Factors and Their
DNA Targets

The function of a promoter is to integrate infor-
mation about the status of the cell and to tune the
rate of transcription of a single gene or operon
accordingly. The core promoter is a ~100 bp
region whose function is to provide a docking
site for the transcription complex and to position
the start of transcription relative to CDSs (Lee
and Young 2000). The organization of promoters
is much less regular than that of CDSs, and no
consistent sequence motifs exist for the promot-
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ers of protein-coding genes in eukaryotes.
However, two functional features are always
present: a core promoter and a collection of
diverse transcription factor binding sites that tune
specificity and the level of transcription.

Eukaryotic genes that encode proteins are
transcribed by the RNA polymerase II holoen-
zyme complex, which is composed of 10-12 pro-
teins (Lee and Young 2000). Core promoter
sequences differ among genes. For many genes,
the critical binding site is a TATA box, usually
located approximately 25-30 bp 5’ of the tran-
scription start site. However, most genes lack a
TATA box, although some of these may contain
an initiator element spanning the transcription
start site or neither a TATA box nor an initiator
element. Some core promoters may also contain
additional protein binding sites for general tran-
scription factors (Fig. 7.6). A gene may have
more than one basal promoter, each of which ini-
tiates transcription at a distinct position, and both
TATA and TATA-less basal promoters can be
associated with alternate start sites of the same
gene (Goodyer et al. 2001).

The complement of active transcription fac-
tors within the nucleus differs in response to
environmental conditions during development
across regions of the organism and among cell
types. This changing array of transcription fac-
tors provides nearly all of the control over when,
where, at what level, and under what circum-
stances a particular gene is transcribed (Wray
et al. 2003).

Most transcription factor binding sites span
3-8 bp. Given that there are many different tran-
scription factors and that each may bind many
different short sites, every kilobase of genomic
DNA contains many potential transcription factor
binding sites on the basis of similarity (Stone and
Wray 2001). However, many of these consensus
matches do not bind protein in vivo and have no
influence on transcription. Due to DNA looping
between proteins that are associated with DNA
sequences at distant binding sites, the physical
extent of cis-regulatory regions varies by a few
hundred base pairs to ~100 kb. The position of
transcription factor binding sites relative to the
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Fig. 7.6 Promoter structure and function in eukaryotic
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promoter region (black box), and transcription factor
binding sites (bars). (b) Model of a promoter in operation.
The initiation of transcription requires several dozens of

transcription unit also differs enormously among
genes. Transcription factor binding sites often lie
within a few kb 5’ of the core promoter.

All proteins that regulate transcription directly
or indirectly influence the frequency with which
the polymerase II complex assembles onto the
basal promoter. This influence occurs through a
wide variety of protein—protein interactions.
Some transcription factors maintain local chro-
matin in a decondensed state whereas others con-
dense it (Chen and Courey 2000). Chromatin
remodeling is highly dynamic and is apparently
regulated on spatial scales as small as promoters
or even regions within a promoter. Condensed
chromatin impairs the docking of the RNA poly-
merase II complex and blocks transcription in the
absence of specific transcription factors. Because
transcription is inactivated by default, all promot-
ers contain binding sites for transcription activa-
tors, but only some contain binding sites for
negative regulators (see in Wray et al. 2003).

Clusters of approximately 6-15 binding sites
for 4-8 different transcription factors may oper-
ate as functionally coherent segments termed
enhancers (Arnone and Davidson 1997). The
terms enhancer, booster, activator, insulator,
repressor, locus control region, upstream activat-
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interacting proteins, including the RNA polymerase 11
holoenzyme complex, TATA-binding protein, general
transcription factor proteins (TAF), transcription factors,
transcription cofactors, and chromatin remodeling com-
plexes (Modified from Wray et al. (2003))

ing sequence, and upstream repressing sequence
all refer to various types of regulatory sequences
with specific features. Activators and repressors
can function as Boolean (off/on) or scalar (quan-
titative) elements whose interactions have pre-
dictable, additive effects on transcription (Tuch
et al. 2008). Deleting one of these regulatory
sequences often eliminates a specific aspect of
the expression profile without disrupting the
remainder. In addition, predictable artificial
expression profiles can be constructed by com-
bining modules from different promoters.
Promoters integrate multiple diverse inputs and
produce a single scalar output, i.e., the rate of
transcriptional initiation. In many promoters, sig-
nal integration occurs at the basal promoter
through specific interactions between bound
transcription factors and components of the RNA
polymerase II enzyme complex (Lee and Young
2000).

Most transcription factors directly regulate a
few percent of the genes. Genetic networks are
therefore highly connected, and each node that is
represented by a transcription factor is linked to
many other nodes. This high degree of connectiv-
ity may be responsible in large part for the classi-
cal genetic phenomena of epistasis, polygeny,
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and pleiotropy. The expression profile of a gene
is a system property; thus, even if a mutation in a
promoter region alters transcription, the network
of functionally interacting genes and gene prod-
ucts may modulate this effect. Feedback loops
are rather common components of gene networks
(Lee et al. 2002) and may mask some function-
ally significant mutations in promoters. The num-
ber of functional noncoding nucleotides is
approximately equal to the number of protein-
coding nucleotides, and approximately half of all
functional or phenotypical molecular evolution
involves non-CDSs. Thus, a substantial fraction
of a eukaryotic genome is devoted to extracting
information from itself. Because transcriptional
regulation conditions the way in which genotype
is converted into phenotype, functional genetic
variations in promoter sequences within popula-
tions are sorted by selection. Many mutants that
have emerged from genetic screens involve quan-
titative effects on transcriptional regulation and
are constituents of quantitative trait loci (QTL).

The gradual modification of transcription cir-
cuits over evolutionary timescales is an important
source of the diversity of life. Natural selection
may operate on CDS expression and phenotype
morphology by promoting sequence variations at
promoter sites through (i) negative (purifying)
selection; (ii) positive selection, where some pro-
moter alleles appear to be under directional selec-
tion; and (iii) overdominant selection, where
similar clusters of transcription factor binding
sites are sometimes present in the promoters of
orthologous genes of species that diverged up to
107-108 years ago (Tiimpel et al. 2002). In con-
trast, promoter sequences can also diverge exten-
sively among even relatively closely related
species by including gains or losses of multiple
binding sites and changes in the position of regu-
latory sequences relative to the transcription start
site. Regulatory sequences inserted into promot-
ers through transposition may exert an influence
on transcription. Through exonization, retroposi-
tion can create novel genes that are subsequently
expressed (Wang et al. 2002). Genes that arise
through retroposition are often expressed in
tissue-specific patterns similar to those of a par-
ent locus (Bétran et al. 2002).
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7.2.4.2 Noncoding RNAs

Noncoding RNA (ncRNAs) genes produce tran-
scripts that function as RNA, such as ribosomal
RNA (rRNA) and transfer RNA (tRNA), rather
than encoding proteins. On the basis of their
length and genomic locations, ncRNAs can be
further classified as (i) small ncRNAs including
miRNAs and small interfering RNAs (siRNAs),
(ii) natural antisense transcripts (NATS), (iii) long
intronic noncoding RNAs (incRNAs), and (iv)
long intergenic noncoding RNAs (lincRNAs).
RNAs in the last three categories are at least 200
nucleotides (nt) or longer, and they are referred to
as long noncoding RNAs (IncRNAs). Several
IncRNAs have biological function as regulators
of gene expression both transcriptionally and
posttranscriptionally. Similar to most mRNAs
transcribed by RNA polymerase II, IncRNAs are
both capped and polyadenylated. It has been pro-
posed that IncRNAs are used as a means to tightly
maintain repression at inducible genes and that
efficient clearance of the IncRNA by decapping
through DCP2 (decapping proteins) is vital for
robust gene activation (Geisler et al. 2012). In
plants, thousands of IncRNAs were identified in
Arabidopsis. A large number of these IncRNAs
are responsive to abiotic stresses. Genomic loci
of many IncRNAs are associated with histone
modifications and DNA methylations suggesting
an epigenetic regulation of these loci. In addition,
some sense and antisense double-stranded RNAs
involving IncRNA partners are processed by the
RNA interference machinery into siRNAs (Jin
et al. 2013).

The category of small ncRNAs (smRNA)
encompass ~20-30 nt RNA molecules that have
emerged as critical regulators in the expression
and function of eukaryotic genomes including
chromatin structure, chromosome segregation,
transcription, RNA processing, RNA stability,
and translation. Short interfering RNAs (siR-
NAs) and microRNAs (miRNAs) act to regulate
endogenous genes and to defend the genome
from invasive nucleic acids (virus, mobile ele-
ments). The effects of small RNAs on gene
expression and control are generally inhibitory,
and the corresponding regulatory mechanisms
are referred to as RNA silencing. smRNAs serve
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as specificity factors that direct bound effector
proteins to target nucleic acid molecules via
base-pairing interactions. The core component
of the effector machinery is a member of the
ARGONAUTE protein superfamily that mainly
functions in eukaryotes. Single-cell organisms
such as the green algae Chlamydomonas rein-
hardtii also produce miRNAs (Molnar et al.
2007). The common features of miRNAs and
siRNAs in algae and protists indicate that com-
plex RNA-silencing systems evolved before
multicellularity and were a feature of the LUCA
(Makarova et al. 2009). From the three main cat-
egories of smRNA - siRNAs, miRNAs, and
piwi-interacting RNAs (piRNAs) — only siRNAs
and miRNAs are present in plants. These
smRNAs are only known to be present in eukary-
otes, although the ARGONAUTE proteins (or
their CRISPR protein homologues) can also be
found scattered in prokaryote species. Thus, the
boundaries between the various small RNA
classes are becoming increasingly difficult to
discern. siRNAs and miRNAs are the most
broadly distributed in both phylogenetic and
physiological terms and are characterized by the
double-stranded nature of their RNA precursors

Plant miRNA processing
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(dsRNA). They trigger the silencing of genes
with homologous sequences through RNA..

A transcript may encode clusters of distinct
miRNAs, or it may encode a miRNA and a protein.
The latter type of transcript is organized in such a
way that the miRNA sequence is located within an
intron (see in Carthew and Sontheimer 2009).
Given the small size of intronic sequences in plants,
intronic miRNAS in rice and Arabidopsis are coex-
pressed with their host genes. Exonic miRNAs are
mostly found in retrotransposon exonic sequences
and participate to their silencing (Yang et al. 2012).
A transcript is then processed into 20- to 25-nt siR-
NAs or microRNAs (miRNAs) by RNase III-like
enzymes called Dicers. These siRNAs bind to
effector protein complexes, termed RNA-induced
silencing complexes (RISC), to mediate degrada-
tion of cognate mRNA, translational repression, or
transcriptional silencing (Fig. 7.7). RISCs contain
several proteins, including a member of the AGO
clade of ARGONAUTE proteins, which has a
smRNA binding domain (PAZ) that provides slic-
ing activity to RISCs and programs it to guide
sequence-specific inactivation of complementary
RNA or DNA (see the pathway in more details in
Voinnet 2009).
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Fig. 7.7 Biogenesis of miRNAs and assembly into
miRISC in plants. Nuclear transcription leads to capped
and polyadenylated pri-miRNAs. Dcll processes the
RNA in succession. The terminal loop may first be excised
or it might be the flanking segments that are cleaved first.
The second processing step by Dcll yields a mature

miRNA/miRNA* duplex that becomes methylated and
exported from the nucleus to the cytoplasm and assem-
bled into miRISC. Only one strand of the duplex is stably
associated with a miRISC complex, and the miRISC* is
degradated (Modified from Carthew and Sontheimer
(2009))
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7.2.5 Ancestral Metabolism

Protein networks are commonly used in biology
to represent molecular mechanisms occurring in
the cell, from gene regulation (regulatory net-
works) to enzymatic reactions (metabolic net-
works) and  protein—protein  interactions
(signaling networks) (Mazurie et al. 2010).

The description of regulatory networks
remains elementary because the annotation of
regulatory elements in genomes has lagged
behind the analysis of coding regions. Coding
regions can be readily assessed by comparing
genome sequences with cDNA sequences; in
contrast, regulatory regions are still identified
primarily on a gene-by-gene basis. Even with the
use of powerful tools, such as whole-genome
ChIP-seq and the Encode project, the functional
significance of binding sites found by large-scale
screening can only be definitively tested by
measuring the effect of the loss of binding due
to mutation on gene expression (Gronostajski
et al. 2011).

Currently available metabolic pathway data-
bases contain hundreds of separate metabolic
maps describing different parts of general metab-
olism (Kanehisa and Goto 2000; Maltsev et al.
2006). Metabolism started in the prebiotic era
and was optimized during the biotic era to exploit
a wide variety of energy sources. The metabolism
processed by extant enzyme networks results
from the evolutionary optimization of an enor-
mous variety of modules of similar chemistry.
Major transitions during evolution occur only
when energy or some other growth-determining
resource is abundant because the extra costs
involved in developing something new are low,
and pioneering variants have a chance to develop
their fitness-improving functions under low
selective pressure (Schuster 1996). Pathways
processing similar enzymatic functions are likely
to have similar topologies. This observation has
motivated the construction of a phylogenetic tree
based on metabolic pathways to represent the
evolutionary changes in both genetic content and
metabolism (Mithani et al. 2009, 2010). The
organization of metabolism is affected by the
species’ lifestyle and phenotype. Comparison of
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metabolic networks across species is a key meth-
odology in understanding how evolutionary pres-
sures shape these networks. Metabolic networks
differ among the Archaea, Bacteria, and Eukarya
due to natural selection (Wagner 2009). Species
that evolved to accommodate lifestyles that are
more complex developed metabolic networks
that are not only bigger but also more structured.
Communication between pathways is typically
increased by the addition of hubs (highly con-
nected pathways that convert metabolites to
obtain a broader range of input and output path-
ways) and switchboards (centrally connected
pathways that capture a large fraction of all
metabolite traffic). However, specialization
niches and extreme environments tend to decrease
the modularity of the metabolic networks of taxa
(Mazurie et al. 2010). An example of pathway
that has been acquired during angiosperm evolu-
tion is that of terpenoids. Terpenoids constitute
the largest class of plant secondary metabolites
and play important roles in plant ecological inter-
actions. Sesquiterpene synthases are involved in
the production of floral scents used to attract pol-
linators and are present in dicots, monocots, and
Magnoliaceae but absent in non-seed plants,
gymnosperms, and Amborella (Amborella
Genome Project 2013).

Signaling pathways are the primary means of
regulating cell growth, metabolism, differentia-
tion, and apoptosis of cells to manage their activi-
ties. The sensing and processing of extracellular
stimuli are mediated by signal transduction cas-
cades: molecular circuits that seek to detect,
amplify, and integrate information to generate
responses such as changes in enzyme activity, the
activation/deactivation of transcription factors,
gene expression, or ion-channel activity. An
extracellular signal is transmitted through a series
of molecular modifications (e.g., phosphoryla-
tion, dephosphorylation, acetylation, and meth-
ylation) and interactions (e.g., protein—protein
interactions and protein-DNA interactions). A
signaling pathway can be defined as a specified
group of genes that have a coordinated associa-
tion with a phenotype of interest. Signal trans-
duction pathways have the potential to branch at
many steps of a cascade. The specificity of cel-
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lular responses can be achieved by a small num-
ber of mechanisms, which may actin combination:
(i) the same receptor can activate different intra-
cellular transducers; (ii) differences in the kinet-
ics of the ligand or receptor might generate
distinct cellular outcomes; (iii) combinatorial
activation by signaling pathways might result in
the regulation of specific genes; and (iv) cells that
express distinct transcription factors might
respond differently when exposed to the same
signals. Two types of general network architec-
ture might account for robustness: positive- and
negative-feedback loops. In positive-feedback
loops, the formation of the ligand is often
enhanced, thereby amplifying, stabilizing, or
prolonging signaling. Negative-feedback loops
are used to inhibit and/or limit signaling (Pires-
daSilva and Sommer 2003).

7.3 ThelLUCA
The last universal common ancestor (LUCA) of
all extant life forms is regarded as the most basal
node of the tree of life and is believed to have
been a cellular entity. However, the LUCA can-
not be part of a formal lineage because its cellular
status was most likely attained progressively
from a gradually evolving community of primor-
dial organisms. The LUCA’s complexity arose by
the stepwise elaboration of genetic and cellular
structures. A large number of simpler intermedi-
ate forms must have existed before the LUCA,
but these forms have not left any descendants.
Life is thought to have arisen on Earth by
~3.8 Gya based on evidence provided by carbon
isotope data relating to biological CO, fixation in
sedimentary rocks of that age (Ueno et al. 2002).
Stromatolites are the oldest (~3.5 Gya) fossils
indicative of biological material deposition by
photosynthetic prokaryotes. By ~1.5 Gya, micro-
fossils of unicellular organisms from eukaryotic
algae became reasonably abundant, and excep-
tionally well-preserved fossils from multicellular
organisms, most likely those of red algae, were
laid down approximately 1.2 Gya in sedimentary
rocks (Butterfield 2000).
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The LUCA is thought to have been a hyper-
thermophilic prokaryote because of (i) the
GC-rich composition of primordial codons
(Trifonov 2004), (ii) the shape of the rRNA tree
(Woese 1998), (iii) the small genomes and sparse
growth requirements of primeval organisms, and
(iv) the hot conditions prevailing on the early
Earth (Di Giulio 2001). However, the hyperther-
mophilic nature of the LUCA has not been con-
firmed (Forterre 2001), and many
hyperthermophiles have genomes with relatively
low guanine plus cytosine (GC) contents. Salts
and compatible solutes are present at high con-
centrations in the cytoplasm of hyperthermo-
philes, stabilizing DNA at high temperatures
(Santos and da Costa 2002).

7.3.1 The LUCA and the Three

Superkingdoms of Life

As just commented above, which of the three
superkingdoms (Archaea, Bacteria, and Eukarya)
evolved from the LUCA first is the subject of
heated debate. Phylogenetic artifacts can be
responsible for the varied depictions of the tree of
life (Fig. 7.8). When evolution is understood not
only as a biological process but also as a general
thermodynamic process, it becomes evident that
the quest for the LUCA is unattainable by
sequence comparison alone. Ambiguities in
alignments are unavoidable because the driving
forces and paths of evolution cannot be separated
from each other. Thus tracking down life’s origin
is by nature a non-computable task (Koskela and
Annila 2012). One can list factors promoting
phylogeny artifacts as (i) a high pace of sequence
change, (ii) differential evolutionary rates among
organismal lineages, (iii) non-orthologous gene
displacement, (iv) difficulty in identifying homol-
ogy by sequence alignment, and (v) horizontal
gene transfer (Kim and Caetano-Anollés 2011).
Although comparative genomics has revealed
that gene transfer occurs frequently during
genome evolution, a core of informational genes
(those involved in information processing and
expression) appears more resistant to transfer.



148

N. Carels

| Large DNA viruses

I
v

RNA Cell

Archaea

Fig. 7.8 Model of putative formation of the three super-
kingdoms of life by independent viral DNA transfers to
RNA cells. Many lineages of RNA cells (square crossed)
with various types of membranes (bold, thin for archaeal-
like and bacterial-like lipids, respectively) and translation
apparatus with different canonical patterns (light gray,
dark gray) diverged from the RNA LUCA during the sec-
ond age of the RNA world. In three of them, the RNA
genomes were replaced independently by DNA genomes

These genes testify to the existence of a close
relationship between archaeal and eukaryal infor-
mational processes (Forterre 2001). By contrast,
the operational genes of eukaryotes (those
involved in metabolic and biosynthetic pathways)
reflect eubacterial ancestry (Walsh and Doolittle
2005).

A phylogenomic study of protein domain
structures based on highly conserved fold super-
families (FSF) and an iterative approach was
used to reconstruct upper and lower bounds for
the LUCA’s proteome of approximately 220
FSFs. The functional composition of the putative
LUCA’s proteome represents only 5—11 % of the
1,420 FSFs of extant proteomes. Trees of pro-
teomes reconstructed directly from FSFs showed

O

Virus A

from different large double-stranded DNA viruses (a—c).
The DNA viruses and the RNA cells at the origin of
Archaea and Eukarya shared more similar features in their
informational proteins, but the RNA cells at the origin of
Bacteria and Eukarya shared similar lipids. The descen-
dents of the three ancestors of the present-day domains
eliminated all RNA cell lineages by Darwinian competi-
tion. The dashed line indicates the time of genome transi-
tion from RNA to DNA (Modified from Forterre 2005)

that the LUCA’s proteome is always placed at
their base and have shown that the tree of life is
rooted in Archaea (Kim and Caetano-Anollés
2011). Rooting the tree of life in Archaea implies
that bacterial and archaeal lineages would have
evolved from a primordial eukaryotic-like lin-
eage by reductive loss, as confirmed by phyloge-
nomic analysis (Wang et al. 2007). The relatively
small number of FSFs (SCOP — http://scop.mrc-
Imb.cam.ac.uk/scop/ — currently defines approxi-
mately 2,000 FSFs) present in nature indicates
that protein structures are much more conserved
(three to ten times) than their primary sequences
(Ilergard et al. 2009). Protein structures are
therefore good phylogenetic markers for deep
events in evolutionary history; however, these
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markers are limited in use to periods after the
LUCA because complex folded proteins are not
expected to have existed before it.

According to a taxonomic system based on the
three superkingdoms as outlined above, an indi-
vidual FSF can be unique to one of the super-
kingdoms Archaea (A), Bacteria (B), or Eukarya
(E) or common to all three superkingdoms (ABE)
if it was present in the LUCA. The putative
LUCA’s proteome was defined in such a way that
it only contained ABE domains. Domains com-
mon to ABE were found ubiquitously and are
highly represented in modern proteomes. The
case where a FSF is shared by two phyla (AB,
BE, or AE) implies horizontal transfer of the
character considered during the formation of
those phyla.

The informational functions encompassed by
the putative LUCA’s proteome include DNA rep-
lication/repair, transcription, RNA processing,
and translation, i.e., ribosomal proteins that are
crucial for protein synthesis act as landmarks of
ribosomal evolution. Ribosome evolution
occurred in two steps before 3 Gya, suggesting
that the earliest start of organismal diversification
occurred sometime after 2.9 Gya (Kim and
Caetano-Anollés 2011), during planetary oxy-
genation. The potential for the emission of oxy-
gen by green plant photosynthesis existed at least
by 2.7-2.1 Gya, and atmospheric oxygen first
began to be available in relatively large quantities
most likely by approximately 1.2 Gya before
present. Functions related to nuclear structure
and chromatin structure that are essential for
developing the eukaryotic cell were absent in the
putative LUCA’s proteome and only developed
as life diversified into the three superkingdoms.

Considering operational functions, FSFs
related to metabolism were commonly distrib-
uted in coenzyme metabolism and transport (m/
tr), amino acid m/tr, other enzymes, carbohydrate
m/tr, transferases, polysaccharide m/tr, redox,
secondary metabolism, energy, and storage. FSFs
for photosynthesis, cell envelope m/tr, electron
transfer, nitrogen m/tr, and lipid m/tr were com-
pletely absent from the putative LUCA’s pro-
teome. The subcategories of intracellular

149

processes including protein modification, trans-
port, proteases, and ion m/tr were present in the
putative LUCA’s proteome, whereas cell cycle
functions related to apoptosis, phospholipid m/tr,
cell motility, and trafficking/secretion were
absent. Regarding regulatory functions, FSFs
present in the lower bound of the putative LUCA’s
proteome were related to kinase/phosphatase
activities and DNA binding, whereas additional
FSFs involving receptor activity and other regu-
latory functions only appeared later (Kim and
Caetano-Anollés 2011).

7.3.2 The LUCA’s Emergence

Presumably, molecular oxygen from the photo-
dissociation of water vapor might have threat-
ened the highly reduced nucleic acids of early
self-replicating cellular systems. To protect
themselves from oxidation, cells eventually
evolved toward mechanisms to produce ATP that
utilized visible solar energy absorbed by
chlorophyll-like porphyrins, replacing earlier
mechanisms in which ATP was synthesized by
vacuolar proton translocating pyrophosphatase
(V-H+PPase) proteins that are localized in the
acidocalcisomes of extant organisms from bacte-
ria to higher eukaryotes (Motta et al. 2009). The
energy demands of the LUCA in the environ-
ments of early Earth might have been met by a
combination of polyP hydrolysis, the use of a H+
gradient, and the regeneration of ATP and PPi.
The multifunctionality of polyP makes it a unique
link between living organisms and the inorganic
world (Seufferheld et al. 2011). With the energy
released from light-produced ATP, atmospheric
hydrogen might have been used to reduce CO,.
The production of increasing amounts of oxygen
by photosynthesis must have been deleterious for
organic compounds, and obligate anaerobes
would have found progressively fewer niches.
Ultimately, all life might have become dependent
on visible light photosynthesis. Genes in the
respiratory pathway might have been selected to
transfer hydrogen to oxygen rather than nitrogen
or sulfate (Sagan 1967).
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7.3.3 The Birth of Eukaryotes
and Green Plant Emergence

In the Margulis’ hypothesis referred to as serial
endosymbiosis, mitochondria and photosynthetic
plastids were once free-living prokaryotic cells
(Sagan 1967). Classical mitosis evolved in
protozoan-type cells millions of years after the
evolution of photosynthesis. During the course of
the evolution of mitosis, photosynthetic plastids
would have been acquired symbiotically more
than 1.5 Gya by some of these protozoans engulf-
ing a cyanobacterium (Martin and Russell 2003)
to form eukaryotic algae and green plants. It is
now widely accepted that an a-proteobacterium
was the ancestor of mitochondria (Dyall et al.
2004).

Terrestrial conquest by simple rootless plants
lacking vascular tissue and producing spores
rather than seeds such as bryophytes (liverworts,
hornworts, mosses) occurred at the Ordovician
by ~450 million years ago (Mya) and was fol-
lowed by vascular plants with one or few cells in
the surface layer of the apical meristem such as
lycopods by ~415 Mya during the Silurian. New
vegetal groups (ferns and horsetails) appeared at
around 385 Mya (Devonian) together with first
arthropods (scorpions). Terrestrial vertebrates
appeared at ~360 Mya successively with
dipneusts, amphibians, and reptiles at ~340 Mya
(Carboniferous). The first gymnosperms
appeared at ~320 Mya and the first angiosperms
between 180 and 140 Mya (Lower Jurassic) with
their fast radiation (<5 million years) during the
Lower Cretaceous into 97 % of extant species,
i.e., more than 250,000 (Bell et al. 2010; Soltis
et al. 2009). Orthologs of developmental genes
most likely existed long before the establishment
of their specific role in seed plant (Graham et al.
2000; Becker et al. 2003; Dolan 2009; Huang
et al. 2014). The gene set of the last angiosperm
common ancestor (LACA) was inferred to con-
tain at least 14,000 protein-coding genes with
1,179 (including genes for flowering, MADS
box, wood formation, responses to environmental
stress) being more specifically associated to
angiosperm divergence. Notable examples of
genes involved in response to external stimuli
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include those that drove floral and insect coevolu-
tion in angiosperms. Herbivory has also been
proposed as a significant environmental con-
straint in angiosperm evolution, particularly in
Poaceae (Amborella Genome Project 2013).
Most of small interfering RNAs (siRNAs) and
microRNA (miRNA) families and their homolo-
gous targets were also likely present in the
LACA.

7.3.3.1 The Origin of the Nucleus

In contrast to mitochondria and plastids, the ori-
gin of the cell nucleus has not yet been fully elu-
cidated. The nucleus is a complex structure, and
therefore, it is expected to have arisen only once
during evolution; the underlying reasons cannot
be simple, and most models take this into account.
The most widespread and familiar model for the
origin of nucleus is the concept that the endo-
membrane system of eukaryotes, to which the
nucleus and endoplasmic reticulum belong, is
derived from invagination of the plasma mem-
brane of a prokaryote (Cavalier-Smith 2002,
2004). The invagination model postulates that a
prokaryote lost its cell wall and evolved phagocy-
tosis. An example of natural endocytosis still
exists in prokaryotes, i.e., endospore formation
by extant bacteria. Another striking example of
prokaryotic endomembranes that superficially
resemble those of the eukaryotic nucleus is found
in the planctomycetes (Lindsay et al. 2001).
Discrete membrane-bound compartments have
been described in two planctomycetes of the gen-
era Gemmata and Pirellula (Fuerst and Sagulenko
2013).

Another attractive hypothesis is that the cell
nucleus could have evolved from viruses. Viruses
could have evolved by parasitic reduction from
ancient cellular lineages that were out-competed
in the Darwinian selection process before the
LUCA and thus could only survive as parasites in
the winners of this competition (Forterre 2005).
Nuclei and viruses have several features in
common:

(1) The cell nucleus is functionally equivalent
to a selfish DNA virus; it replicates its DNA
using cellular metabolism.
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(i) Cell nuclei and viruses lack protein- and

lipid-producing pathways within their
boundaries.

(iii) Both  contain  linear = chromosomes,
whereas most bacterial chromosomes are
circular.

(iv) Both disassemble their boundaries during
replication.

(v) Both transcribe DNA but do not translate
mRNA within their boundaries. As they rep-
licate within a cell, some poxviruses even
form a membrane around their DNA using
the endoplasmic reticulum of the infected
cell. The eukaryotic cell uses the same mate-
rial to surround its nucleus.

Some viral DNA strands have primitive

telomeres, which act as protective DNA

sequences that are found at the ends of
eukaryotic chromosomes.

An astonishing virus that largely overlaps
with the world of cellular organisms, both in
terms of size and genome complexity, is the giant
Acanthamoeba polyphaga, a eukaryotic nucleo-
cytoplasmic large dsDNA virus (NCLDV). This
NCLDV has a genome of 1.2 Mb representing
911 genes with little evidence of horizontal trans-
fer (Raoult et al. 2004).

According to the viral hypothesis, the viral
transfer of DNA replication apparatus to the
LUCA’s cells would have occurred indepen-
dently three times (Fig. 7.8), thus promoting the
foundations of the three ancestral cell lineages
for Archaea, Bacteria, and Eukarya (Forterre
2005). With this viral hypothesis, it would be
possible to explain (Forterre 2006):

(1) Why there are three superkingdoms instead
of a single continuum between the LUCA
and extant organisms.

(ii) The existence of three canonical ribosomal
patterns.

(iii) The critical differences exhibited by the oth-
erwise similar eukaryotic and archaeal repli-
cation  machineries.  Cellular DNA
informational proteins are often found in
only one or two (not three) versions and
exist in different analogous families. For
instance, there are six known analogous
families of cellular DNA polymerases: one

(vi)
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version in Bacteria, one in Archaea, and sev-
eral in Eukarya (Filée et al. 2002).

(iv) Why eukaryote lipids are bacterial-like, but
ribosomes are archaeal-like.

The type of combinatorial evolution just out-
lined is integral to many current views of evolu-
tion, and it is obvious that horizontal transfers
have occurred continuously during genome evo-
lution. The relationship between Eukaryotes and
Archaea/Bacteria bears witness to a long com-
mon history of multiple interchanges between
phyla that is difficult to decipher (Walsh and
Doolittle 2005), as is the issue concerning the
origin of the nucleus. However, it is now thought
that the molecular machinery involved in infor-
mation storage and retrieval in eukaryotes shares
much greater similarity in terms of overall design
and sequence conservation to archaeal counter-
parts than to bacterial ones (Anantharaman et al.
2002). Comparative genome analyses have
shown that the last eukaryote common ancestor
(LECA) possessed much of the complexity of
extant eukaryotes now seen in the replisome, the
spliceosome, the nucleoli, and the endocytic sys-
tem, as well as the machineries necessary for
meiosis and phagotrophy.

Multinuclearity and duplicated cistrons or
entire genomes (polyploidy) may have been early
mechanisms to distribute greater amounts of
DNA evenly to daughter cells because the use of
multiple copies greatly increases the probability
that each daughter cell will contain at least one
copy of the genome. However, the inefficiency of
polyploidy and the selective advantage of linkage
groups over polyploidy have been demonstrated
(Gabriel 1960). Many lower eukaryotes that still
follow poliploidy (premitosis) as a mean of
genetic material transmission to their progeny
have the general features of eukaryotic cells
(mitochondria, nuclear membranes, etc.), but
their aberrant division figures often lack the spin-
dles and centrioles of typical eumitosis (as seen
in Amoeba, Euglena, Tetramitus, etc.). This sys-
tem is ancestral to meiosis and fertilization. The
evolution of mitosis must have taken millions of
years. Based on the abundance of fossil eukary-
otes, this event must have occurred before the
dawn of the Cambrian. Hence, the most likely
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period for the evolution of mitosis is between 1.2
and 0.6 Gya (Sagan 1967).

7.3.3.2 Chromosomes

Eukaryotic chromosomes may differ in size,
shape, number, and DNA composition. The size
of metaphase chromosomes varies from less than
1 pm to more than 10 pm, but upper and lower
tolerance limits for chromosome size are appar-
ently determined by the genome size, chromo-
some number, and karyotype structure of a given
species. The shape of a chromosome is deter-
mined by the position of the primary constriction
(the centromere), and its size can be altered by
reciprocal translocation, sister chromatid
exchange, crossover, and replication slipping
(Schubert 2007). Telomeric sequences may move
to interstitial positions by translocation or inver-
sion and become hot spots of chromosome break-
age. According to the minimum interaction
hypothesis (Imai et al. 1986), karyotype evolu-
tion generally tends toward an increasing number
of acrocentric chromosomes, thereby minimizing
the risk of deleterious rearrangements. The
reduction of chromosome number and the forma-
tion of metacentric chromosomes are considered

Fig.7.9 A karyotype of
maize chromosomes
showing primary (1st) and
secondary (2nd)
constrictions
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rare and randomly generated events that are
tolerated or favored when they provide a short-
term advantage. The nucleolus-organizing region
(NOR), which is the site of 45S repetitive DNA
(rDNA), may mark a chromosome either at a ter-
minal or an interstitial position by giving rise to a
secondary constriction (Fig. 7.9). The positions
of NOR and 5S rDNA are highly polymorphic
and potentially mobile within a genome. Most
chromosome rearrangements occur within
regions of extended repeats and are the result of
preferential mis-repair by ectopic recombination
between nonallelic repeats (Schubert et al. 2004).

Linear chromosomes are a prerequisite for the
accumulation of DNA because dispersed, repeti-
tive sequences tend to recombine ectopically dur-
ing DNA repair, often with deleterious
consequences for circular, but less so for linear,
DNA molecules (Schubert 2007). Chromosomes
evolve by rearrangements and ploidy alterations
subsequent to interspecific hybridization and/or
mitotic or meiotic errors. Chromosome rear-
rangements are due to the erroneous ligation of
DNA strands during repair processes.

Transposition, errors during replication, unequal
recombination, and insertions and/or deletions
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during double-strand break repair via
recombination might also contribute to chromo-
some evolution by promoting their shrinkage or
expansion.

7.3.3.3 Centromere

Centromeric repeats comprise the most rapidly
evolving DNA sequences in eukaryotic genomes.
Satellite changes occur through a variety of
mutational processes including (i) replication
slippage, (ii) unequal exchange, (iii) transposi-
tion, and (iv) excision. The fast sequence changes
observed in the centromere appear paradoxical in
comparison to the stable inheritance of this struc-
ture. Indeed, the chromosome segregation
machinery is highly conserved across all eukary-
otes. Despite the lack of universal sequence
motifs, repeat unit length can be remarkably sim-
ilar between organisms and is typically between
100 and 200 bp. It is thought that incompatibili-
ties between rapidly evolving centromeric com-
ponents may be responsible for the reproductive
isolation of emerging species. Proteins from the
kinetochore are only found at centromeres. The
kinetochore is a proteinaceous structure that
assembles on centromeric chromatin and con-
nects the centromere to spindle microtubules.
However, only constitutive proteins are candi-
dates for directly maintaining centromeres. The
model states that a H3-like histone exists that is
specific to the centromere region. The sequence
of the variable core of this histone coevolves with
that of centromeres across eukaryote species.
This H3-like histone is only present at native cen-
tromeres and neocentromeres, is absent from
mutated or inactivated centromeres, and is
expected to maintain favorable interactions with
centromeric satellites.

The asymmetry of the meiotic tetrad provides
an opportunity for chromosomes to compete for
inclusion into the oocyte nucleus by attaining a
preferable orientation at meiosis. This competi-
tive process might drive adaptive changes, thus
providing an explanation for fast centromere
evolution, which is critical for such an essential
function. Deleterious mutation by transposon
insertion might promote satellite accumulation
representing centromeric relics surrounding
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functional centromeres. Parents in hybrids are
compatible when the two sets of centromeric sat-
ellites and the two alleles encoding the centro-
meric histone are balanced. Thus, infertility and
distortion of the sex ratio are expected symptoms
displayed by hybrids bringing together incompat-
ible combinations of satellite vs. H3-like histones
and eventually reproductive isolation or specia-
tion (Henikoff et al. 2001).

7.4 DNA Repair Machinery

In response to continuous hydrolytic and oxida-
tive DNA damage, cells must have an effective
network of repair systems that recognize, remove,
and rebuild the injured sites. DNA repair is criti-
cal for the maintenance of genome integrity and
replication fidelity in all cells and therefore was
arguably of major importance in the LUCA as
well. Like Bacteria, Archaeca have minimal sets
of genes involved in all of the major cellular
information transfer processes compared with
Eukarya, which have highly paralogous and
redundant sets of genes for DNA replication,
repair, and recombination.

Repair mechanisms can be classified into sev-
eral distinct major pathways: (i) direct damage
reversal (DDR), (ii) base excision repair (BER),
(iii) nucleotide excision repair (NER), (iv) mis-
match repair (MMR), and (v) recombination
repair (RER, Fig. 7.10). The main protein func-
tions involved in these repair systems are (i)
endo- and exonucleases and glycosidases, (ii)
DNA helicases, (iii) ATPases (other than heli-
cases) that are involved in events such as strand
migration and the loading of multi-protein repair
complexes onto DNA, (iv) DNA ligases, (v)
DNA polymerases and nucleotidyltransferases,
(vi) DNA-binding domains, (vii) adaptors (pro-
tein—protein interaction domains that glue
together diverse proteins in repair complexes and
link to other cellular components, such as eukary-
otic chromatin), and (viii) ATPases (Jensen et al.
2011).

Repair systems are modeled by selective pres-
sures on the fidelity of transmission of genetic
information and the need for evolvability. Repair
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Fig.7.10 Repair of double-strand breaks by homologous
recombination in eukaryotes

systems are striking for their poor representation
of universal components, which contrasts with
the case of translation machinery (Farnell 2011).
The repair machinery shows considerable vari-
ability, in terms of the genes that are present or
absent, even in closely related bacteria. Error-
prone repair or lesion bypass synthesis refers,
here, to specialized DNA polymerases that are
able to progress through DNA lesions. This path-
way, termed translesion repair, is inherently
mutagenic because of the miscoding nature of
most damaged nucleotides (DiRuggiero and
Robb 2004). A highly efficient repair is manda-
tory in free-living organisms, which are subject
to rapid changes in the environment and thus
employ more sophisticated repair regulation at
the transcription level by specialized regulators.
In free-living organisms, genomic variation is
obtained via error-prone repair mechanisms, such
as those induced by translesion repair. Eukaryotes
have a higher-order chromatin structure that is
more complex than that of their prokaryotic
counterparts. The evolution of these structures
placed additional barriers to the interaction of
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repair enzymes with damaged DNA and led to
the concomitant evolution of specific adaptor
proteins that connect the repair machinery and
chromatin (Aravind et al. 2000).

The LUCA is expected to have encoded a
recombinase and several helicases and nucleases,
including approximately ten types of repair pro-
tein domains (universal families). Most of these
nuclease and helicase families have members
with RNA substrates, and the most common
nucleic acid-binding module in repair proteins,
HhH, exists in both RNA-binding and DNA-
binding versions, suggesting that DNA repair
evolved from systems that already provided func-
tions in the RNA world. The number of ortholo-
gous or even clearly functionally equivalent
repair proteins that are shared by all three super-
kingdoms is very small. In contrast, a much larger
number of repair proteins are conserved in one or
two superkingdoms. There appear to be only a
few known repair proteins, such as RecA/RadA
recombinase, that have an identical domain
arrangement that is conserved among Bacteria,
Archaea, and Eukarya (Aravind et al. 2000).

7.5 The Mutation Bias
in Bacteria as a Model

for Eukaryotes

The genomic GC content of bacteria varies dra-
matically, from less than 15 % (McCutcheon and
Moran 2010) to more than 70 % (Hildebrand
et al. 2010). It has been shown that genomic GC
content is correlated with a number of factors
including genome size, environmental features,
aerobiosis, nitrogen utilization, and temperature,
which may be subject to selective pressure for
tuning GC content (see in Hildebrand et al. 2010).
Genomic GC variation is generally ascribed to
differences in the pattern of mutation toward ade-
nine plus thymine (AT) or GC. There are two pat-
terns of mutation bias, i.e., global or
transcript-specific, each of which is derived from
a different mechanism. The former is attributable
to DNA replication and global repair (see above),
and the latter mainly results from transcription-
coupled repair (Tornaletti 2009). Deficiencies in
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mutator genes can dramatically increase the
mutation rate. For example, in the absence of
both mutY and mutM, thousandfold increases in
GC-to-AT mutation bias were observed; the same
magnitude of mutations is evident in mutT-
deficient strains, but resulting in a bias toward
GC (Horst et al. 1999).

It has been demonstrated that the DNA poly-
merase III o subunit and its isoforms participate
in either replication (polC) or SOS mutagenesis/
translesion synthesis (dnaE2) and play dominant
roles in determining GC variability (Wu et al.
2012). The early phase of the SOS response is
mostly dominated by accurate DNA repair,
whereas the later phase is characterized by ele-
vated mutation levels caused by error-prone DNA
replication. SOS mutagenesis is largely the result
of the action of DNA polymerase V (pol V),
which has the ability to insert nucleotides oppo-
site to various DNA lesions via translesion. Pol
V, encoded by the umuDC operon, is largely
responsible for the approximately 100-fold
increase in chromosomal mutation induced by
DNA damages. The mutations that occur may kill
many cells; however, if replication is successfully
restarted, the lucky cells will survive (Patel et al.
2010).

A correlation exists between variation in GC
content and the dimeric combinations of DNA
polymerase III o subunits, showing that eubacte-
ria can be grouped into different GC variable
groups: (i) the full GC spectrum or dnaE1 group,
(ii) the high GC content or dnaE2—-dnaE1 group,
and (iii) the low GC content or polC—dnaE3
group (Zhao et al. 2007). The existence of dnaE2
and polC is associated with higher GC (>50 %)
and lower GC (<50 %) contents, respectively.
The DNA polymerase III o subunit and its iso-
forms participate either in replication (polC) or in
SOS mutagenesis/translesion (dnaE2), playing a
dominant role in producing GC variations that
can be classified into three basic spectra: GC
variable, high-GC, and low-GC groups. For
example, the presence of dnaE2 is an indication
of a higher GC content. On average, aerobic bac-
teria exhibit higher GC contents than anaerobic
bacteria because aerobes tend to carry the
GC-enriching polymerase whereas anaerobes
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tend to carry the AT-enriching polymerase.
Concerning the relationship between genomic
GC content and optimal growth temperature,

thermophiles most frequently use the
AT-enriching polymerase, whereas mesophiles or
psychrophiles most frequently use the

GC-enriching polymerase (Wu et al. 2012). Thus,
the loss or gain of specific mutator genes is
expected to alter the GC content of bacterial
genomes (Akashi and Yoshikawa 2013). A simi-
lar process is expected to occur in eukaryotes
(Touchon et al. 2004). Experimental evidence is
given in the following section to show that selec-
tive processes also affect GC content in eukary-
otic genomes.

Correlations Between GC
Content and Genomic
Features in Eukaryotes

7.6

The universal inter-genomic correlation shows
that CDSs from prokaryote or eukaryotic
genomes that are homogeneous regarding GC
content follow a regression line (D’Onofrio et al.
1999). This relationship also holds when consid-
ering the intra-genomic correlation of GC in 2nd
position of codons (GC2) vs. GC in 3rd position
of codons (GC3) within genomes of heteroge-
neous eukaryotes such as humans and rice (Carels
and Frias 2013). In uncharacterized species, GC2
and GC3 can be easily obtained from transcrip-
tome data (Carels and Frias 2013). Genome size
and GC content are easily obtained using flux
cytometry. CsCl sedimentation remains the only
technique able to faithfully report the whole-
genome statistics of large DNA fragments
>100 kb (Bernardi 2000; Clay et al. 2001; Carels
2005a). However, the DNA sequencing of large
DNA fragments has become more consistent due
to the technology developed by Pacific Bioscience
(Eid et al. 2009). Next-generation sequencing of
large DNA fragments is expected to increase in
the future due to the development of emerging
sequencing technologies such as that developed
by Oxford Nanopore (Clarke et al. 2009).

CsCl sedimentation of large DNA fragments
has allowed Bernardi’s group to investigate
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genome evolution in vertebrates (Clay et al.
2003) and plants (Carels 2005a). By analyzing
the DNA fragment (>100 kb) distribution of large
eukaryotic genomes, it has been shown that GC
transitions occurred independently in birds and
mammals (two warm-blooded vertebrate lin-
eages that evolved independently from cold-
blooded vertebrates) and in plants (Poaceae,
Fig. 7.11). Interestingly, the platypus is also sur-
prisingly GC-rich (Costantini et al. 2009) as is C.
reinhardtii, indicating that compositional transi-
tions toward GC have occurred independently
several times in eukaryotes. Transitions toward
AT also exist, for example, in unicellular para-
sitic eukaryotes (Costantini et al. 2013); however,
these transitions were investigated to a much
lesser extent. The compositional characterization
of unicellular eukaryotes also shows a mosaic of
DNA fragments of different GC compositions,
indicating that such a compositional patchwork
already existed in the LUCA, which would not be
surprising given that modular genetic structures
were inherited from the RNA world. Correlations

Fig.7.11 Taxonomic
associations for eight plant
species with their
corresponding GC3
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between the GC content of genomes and selec-
tive pressures associated with species’ living
conditions are difficult to investigate due to the
inherent large variability associated with ecologi-
cal variables and independent cellular strategies
to cope with the environmental selective pres-
sure. The search for correlations relating to GC
content among genomic structures (especially in
eukaryotes) or even nuclear compartments was
much more productive (see the pioneering inves-
tigations conducted by Saccone et al. 2002 in
warm-blooded vertebrates).

The first concept investigated was that of iso-
chores (typically found in human Pavlicek et al.
2002; Costantini et al. 2006), i.e., large genomic
regions (>>300 kb) that are somewhat homoge-
neous in GC (GC variation <4 %, Bernardi 2000;
Costantini et al. 2009) and are present in large
heterogeneous genomes such as those of mam-
mals (ranging from 30 to 60 % GC in humans,
Zoubak et al. 1996) and birds. In further develop-
ments, correlations between the CDS distribution
and the GC level of isochores were sought. Genes
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were found to be concentrated in a gene space
whose GC level is larger than the mode of DNA
fragment distribution according to GC content
(Fig. 7.12). Such a CDS distribution bias accord-
ing to GC level led to the introduction of the con-
cept of gene deserts, which are associated with
GC-poor genomic fragments in which genes are
rare (Bernardi 2012). Sets of genes can also be
classified as GC-poor or GC-rich according to
their intron number and size (Carels and Bernardi
2000b). A similar correlation has been found in
humans by Duret et al. (1995), but we verified
that this is much less striking than the correlation
in plants. Interestingly, the GC level of exons is
generally larger than that of introns and inter-
genic sequences in vertebrates (Costantini and
Bernardi 2008) and in plants (Carels et al. 1998;
Carels and Bernardi 2000a, b; Carels 2005b).

Fig.7.12 Relationship

Large chromosome
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According to the classification of genes as
GC-poor or GC-rich, we also verified that pro-
moters of GC-rich genes in Poaceae match the
definition of CpG islands, which is not the case
for GC-poor genes, suggesting that different
types of gene regulation apply to either GC class
(Carels 2005a). In humans, a positive correlation
is observed between GC and CpG (Varriale and
Bernardi 2010); however, even in the GC-rich
compartment, the ratio of CpG observed over the
expected level is generally lower than 1
(Costantini et al. 2009), although it is larger or
equal to 1 in rice (Carels 2005a), showing that
CpG targets remain unmethylated in the GC-rich
compartment of Poaceae despite the more com-
plex methylation pattern observed in plants. The
resistance of plant CpG islands against GC ero-
sion in GC-rich genes of plants demonstrates an
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active maintenance against the CpG erosion into
TpG due to the mutation of 5'-*CpG-3’ (5SmC) to
5'-TpG-3’. In humans, genes in the gene desert
compartment that are essentially formed by
AT-rich isochores appear to be subject to a much
more  sophisticated regulation machinery
(Nobrega et al. 2003) than genes from GC-rich
isochores; this is somewhat analogous with plant
organization with respect to the difference in
gene regulation between GC-poor and GC-rich
compartments, as outlined above. The gene des-
ert typically matches Giemsa+ bands in verte-
brates whereas the gene spaceliesin Giemsa- bands
(Costantini et al. 2007a) where chromatin is more
open and the recombination rate is higher (see in
Carels 2005a; Tian et al. 2009; Nam and Ellegren
2012; Flowers et al. 2012). In maize (Carels
2005b), the situation is somewhat different
because all genes (except those encoding storage
proteins) that cover the same GC3 interval as all
human genes (30 % < GC3 <90 %) are grouped
into a gene space of 4 % GC, i.e., an interval that
is equivalent to the GC variability of DNA frag-
ments belonging to a single isochore family (the
human genome includes five isochore families,
Bernardi 1989). Although it occurs to a lesser
extent, the difference in gene density between
GC-poor and GC-rich chromosomal compart-
ments is observed even in such a compact genome
as that of Arabidopsis (Carels and Bernardi
2000a). In wheat, the gene distribution is orga-
nized as islands of higher density (Sandhu and
Gill 2002; Erayman et al. 2004).

In humans, the isochore GC level has been
found to correlate with the 3D organization of the
nucleus in interphase in such a way that GC-poor
sequences are on the nuclear periphery and stack
onto the nuclear membrane. In contrast, GC-rich
isochores loop toward the center of the nucleus
(Saccone et al. 2002). This 3D organization sug-
gests that GC-rich and GC-poor isochores are
involved in very different functions. In plants,
GC-rich genes include genes for carbohydrate
transport and metabolism, cell wall synthesis,
extracellular structures, and secondary metabo-
lite synthesis; these genes are essential for energy
management, physical structure, and defense,
i.e., for the relationship between a cell and its
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environment. In contrast, GC-poor genes mainly
address information functions, such as cell
mechanics, and general functions such as cell
identity (Carels 2005a).

Isochore families are also found in cold-
blooded vertebrates, although usually within a
more homogeneous context (Costantini et al.
2009) with a similar preference for the gene
space to be associated with GC-rich isochores
(Bucciarelli et al. 2009); this shows that the
GC-rich compartments experienced the composi-
tional transition as seen in its most expressive
form in birds and mammals (Costantini et al.
2007b). Thus, the gene landscape (Cruveiller
et al. 2004) is a sophisticated feature that might
have emerged with compositional heterogeneity
in large genomes. A selective advantage associ-
ated with such a sophisticated organization of
chromosomal territories might be found in the
regulation system, allowing genes to be regulated
spatially and temporally under different compo-
sitional contexts (different promoter and enhancer
motifs) (Bernardi 2012). Differential levels of
gene expression between the GC-poor and
GC-rich compartments have been observed in
humans (Arhondakis et al. 2004, 2011) and plants
(Carels and Bernardi 2000a, b).

7.7 Genome Size

The regional structure of heterogeneous genomes
may have been promoted by the interplay of (i)
an increase in genome size by polyploidization
(Fig. 7.13), which is rather common in plants
(Matassi et al. 1991; Tate et al. 2005); (ii) iso-
pycnic retrotransposon integration (Rynditch
et al. 1998); and/or (iii) a mutational bias toward
GC under selective pressure, possibly on the
regulation of gene expression. In animals, poly-
ploidization events also exist in metazoa
(Gregory and Mable 2005), such as fish (the tet-
raploidization event in the stem lineage of ray-
finned fish resulted in >20,000 living species),
amphibians, and reptiles (lizards). Diploid—trip-
loid mosaics are known in humans, cats, mice,
rabbits, cattle, pigs, mink, and chickens, but
these are usually malformed or at least sterile



7 A History of Genomic Structures: The Big Picture

N. tomentosiformis

5
4

N. tabacum

N. sylvestris

Buoyant density, g/cm3

Fig. 7.13 Gene and DNA fragment distributions in the
amphidiploid genome of tobacco. Genes (NAR = nitrate
reductase; POD = lignin-forming peroxidase) located in
the GC-poor and GC-rich compositional fractions of N.
sylvestris are shown as black boxes while the distribution
of the same genes in N. tomentosiformis are shown as
white boxes. The compositional distribution of Tnt-1
transposon is shown by gray rectangles. This experiment
shows how interspecific hybridization may affect the
regional organization in plant nuclear genomes. DNA
fragment distribution was obtained by CsCl sedimentation
and gene distribution by Southern hybridization with
Cs,S0O, sedimentation fractions (Modified from Matassi
etal. (1991))

(Fechheimer et al. 1983). The South American
red viscacha rat Tympanoctomys barrerae has
twice the DNA content and number of chromo-
somes as its closest relatives, providing the first
example of a naturally occurring tetraploid
mammal (Gallardo et al. 2004). Two rounds of
entire genome duplications would have occurred
early during vertebrate evolution, the evidence
of which can still be observed as duplicated
blocks in the human genome (Van de Peer and
Meyer 2005).

In plants, polyploidy seems to have been deci-
sive for the success of angiosperm diversification
and radiation among many habitats, life forms,
and biotic interactions; it has been estimated that
70 % of all angiosperms had experienced one or
more episodes of polyploidy in their ancestry.
Subfunctionalization of gene duplicates has been
shown to be a prominent molecular evolutionary
force for coping with whole-genome duplication
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in both flowering plants (Jiao et al. 2011) and
ray-finned fish. The Hawaiian flora has the high-
est incidence of polyploidy known, and most
Hawaiian species are paleopolyploid most likely
because dispersal into volcanic archipelagoes
involves the colonization of habitats that change
dramatically over relatively short periods of time.
Molecular investigations of polyploid genome
have indicated that intra-genomic rearrangement
and altered gene regulatory relationships can
contribute to evolutionary flexibility (see in Soltis
et al. 2009). Several polyploidization events were
documented in plants, i.e., { in the seed plant
common ancestor, € in the LACA, o and p in
monocotyledons, y in the eudicot ancestor, and o
and P in Brassicaceae (Soltis et al. 2009; Jaio
et al. 2011; Amborella Genome Project 2013,
Fig. 7.14). A compilation of 2,802 angiosperm
species has shown that haploid genome sizes
range from ca. 120 Mb to over 148 Gb (Michael
and Jackson 2013) with ~50 % of the flowering
plants analyzed to date having genome sizes in
the interval 120 Mb and 3.5 Gb (Bennett and
Smith 1976; Leitch et al. 1998). Familiar exam-
ples are rice, sorghum, potato, tomato, maize,
barley, and wheat whose genome size are 450,
750, 850, 950, 2,500, 5,000, and 16,000 Mb,
respectively (Arumuganathan and Earle 1991;
Lukas et al. 2009; The Potato Genome Consortium
2011; The Tomato Genome Consortium 2012;
Michael and Jackson 2013). Gymnosperms have
highly repetitive genome of large (1-40 Gb, Ohri
and Khoshoo 1986; Kovach et al. 2010; Burleigh
et al. 2012), but rather homogeneous size (~40-
fold variation compared to ~1,000-fold variation
for angiosperms).

Interestingly, genome reduction appears to be
the dominant mode of evolution. Most lineages
were apparently dominated by extensive loss of
genes (Sankoff et al. 2010) and introns, and two
distinct evolutionary phases can be distinguished:
a short, explosive, innovation phase that led to an
abrupt increase in genome complexity, followed
by a much longer reduction phase (Fig. 7.15),
which encompassed either a neutral ratchet of
genetic material loss or adaptive genome stream-
lining (Wolf and Koonin 2013). An example of
plant genome reduction is sorghum whose
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respectively. Several other
polyploidization events
occurred more recently in
Brassicaceae (a, ) and
Poaceae (o, p) indepen-
dently as well as in other
lineages (Modified from
Amborella Genome Project
(2013))

Fig.7.15 Model of
punctuated evolution of
genomes. Top: alternance
of species radiation burst
over short time periods and
long phases of diversifica-
tion stasis in the history of
a particular lineage.
Bottom: the complexity
profile of punctuated
evolution shows sudden
increased in genome
complexity matching
species radiation alternat-
ing with long period of
slow genome reduction
(Modified from Wolf and
Koonin (2013))
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chromosome number has been reduced from 10
to 5. Similarly, the ancestor of A. thaliana
(~120 Mb) went through three phases of genome
reduction through chromosomal condensation to
reach the final chromosome number of five. The
ancestor of rice as well went from allotetraploid
to diploid through genome shuffling and reduc-
tion. Considering extant birds and lizards, their
most recent common ancestor is expected to have
lost nearly 20 % of its DNA content. Indeed,
most of the correlations between recombination
rate and genome contraction are also seen in the
human genome (Nam and Ellegren 2012).
Concerning isopycnic integration (Rynditch
et al. 1998), nested retrotransposon families of
different GC composition were remarkably well
described in maize (SanMiguel et al. 1996;
Meyers et al. 2001; Martienssen et al. 2004). Like
maize, humans also contain 70 % repeat
sequences (Pavlicek et al. 2001; Costantini et al.
2012). Based on their structure, retrotransposons
are divided into two groups: those that are flanked
by long terminal repeats (LTRs) and those that
are not flanked by LTRs (non-LTR retrotranspo-
sons) such as the long interspersed nuclear ele-
ments (LINEs). LTR retrotransposons are further
divided into two groups: Tyl or copia (Peterson-
Burch and Voytas 2002) and Ty3 or gypsy
(Kidwell 2005). The major structural difference
between the copia and gypsy groups is the order
of the reverse transcriptase (RT) and integrase
domains in their pol genes. In plants, Tyl/copia
elements were first identified as insertions near
maize genes, whereas the highly repetitive Ty3/
gypsy elements exhibit a preference for insertion
into or near other repetitive elements (Bennetzen
1996). Gypsy group elements exhibit similarities
to retroviruses. Copia group sequences have been
found in diverse species, including single-cell
algae, bryophytes, gymnosperms, and angio-
sperms. Gypsy-like elements have been reported
in major taxonomic plant groups (pine, lily,
maize, tomato, pineapple, rice, several angio-
sperms and gymnosperms; see refs. in Friesen
et al. 2001). In addition to these elements, short
interspersed elements (SINEs) are nonautono-
mous retroposons that also have successfully
spread within the genome of almost all eukary-

161

otes. SINEs are ancestrally related to functionally
important RNAs, such as tRNA, 5S rRNA, and
7SL RNA; possess an internal promoter that can
be recognized by the RNA polymerase III (pol
IIT) enzyme complex; and are usually organized
in a monomeric or dimeric structure. Monomeric
tRNA-related SINE families are present in the
genomes of species from all major eukaryote lin-
eages, and this organization is by far the most
frequent. These elements comprise a 5 tRNA-
related region and a central region of unknown
origin, followed by a stretch of homopolymeric
adenosine residues or other simple repeats with
the opposite organization. SINEs likely retropose
by target site-primed reverse transcription
(TPRT) using the enzymatic machinery of
LINEs. Pol IIT SINE transcription is induced by
cellular stresses such as heat shock, treatment
with cycloheximide, DNA-damaging agents, and
viral infections (see Pélissier et al. 2004 and refs.
therein). The dispersion of retrotransposons fol-
lows the master sequence model (Deragon et al.
1994); i.e., only a small number of loci that match
the master sequences are responsible for the
amplification of the family, whereas the majority
of the members are inactive on the evolutionary
timescale. The consensus sequence of each fam-
ily represents the starting point of the process and
is copied in the genome in a great number of
inactive retroposons. Each member of the sub-
family diverges according to compositional con-
straints (Paces et al. 2004) after its dispersion
from the master sequence. In contrast to ret-
rotransposons, transposons (class II), such as
miniature inverted-repeats (MITEs) (Jiang et al.
2004), Touristes, Ac, Dc, and Mu, have a low rate
of amplification (approximately 100 copies per
genome). The amplification of class II transpo-
sons relies on DNA, and they are associated with
genes.

7.8 Genome Collinearity

Despite tremendous variability in genome size
and chromosome number in angiosperm, com-
parative genetic mapping has revealed genome
collinearity (gene order conservation) between
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species of the same family. Thus, the map-based
cloning of genes of a crop plants with a large
genome size can be made easier by comparing it
with a species of the same family but having a
small genome. Comparative genetic mapping
between species of the Poaceae revealed exten-
sive genome collinearity (Fig. 7.16), but collin-
earity has also been observed in Brassicaceae,
Solanaceae, pines, legumes (see in Gale and
Devos 1998), and Euphorbiaceae (Chauhan and
Sood 2013). If gene order tends to be conserved
among species of the same family, it is not true
for intergenic sequences, and micro-collinearity
(collinearity at DNA level) can be hard to find.
Numerous small rearrangements, insertions/dele-
tions, duplications, inversions, and translocations
have been detected. Duplications and subsequent
gene loss might have occurred during the evolu-
tion of the genomes being compared. The proba-
bility of these event increases with the phylogenic

Triticeae
Maize [}
Rice 1

Fig.7.16 Genome collinearity in Poaceae. The ancestral
genome of Poaceae is represented by 19 linkage groups
from rice aligned with the wheat and maize collinear
regions (circles). The genome segments corresponding to
chromosomes are themselves divided by dashed lines to
indicate the linkage groups that are homologous among
the three species. The numbers are for chromosomal loca-

distance but may also be consistent within the
same family. Only five chromosomal inversions
are needed to explain differences in marker orga-
nization between the 12 tomato and potato chro-
mosomes. In contrast, collinear regions span only
few centimorgans in the comparison of A. thali-
ana and Brassica nigra because of about 90 chro-
mosomal rearrangements that occurred since the
divergence of these two species. In distantly
related species, it can be difficult to detect orthol-
ogous genes, and noncollinear positioning of
transposon sequences can increase the difficulty
of collinear segment detection. Size differences
in intergenic regions are not always explained by
retroelement sequences, and lack of collinearity
can be due to different processes such as chromo-
somal rearrangements, unequal crossing-over,
DNA slippage, point mutations, or gene conver-
sions (Schmidt 2002). The rate of chromosome
rearrangements detected by comparative map-

tions. The alignment is based on the genetic map of the D
genome of wheat. The linkage groups that form a part of
wheat chromosome 5 are referred to by “pt” and linked by
bridges. The chromosomes where a linkage group is
inserted within another are indicated by arrows showing
the insertion point (Modified from Bennett (1996))
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ping of species pairs belonging to different fami-
lies has been calculated to be 0.14 (+0.06)
structural mutations per chromosome and per
million years of divergence on average. By
extension, it was estimated that 43—58 % of chro-
mosomal tracts of <3 cM should remain collinear
over a period of 130-200 million years.
According to these predictions, distantly related
species, such as those of monocotyledon and
dicotyledon that diverged about 130-200 Mya,
should share small collinear chromosome seg-
ments, which is actually the case (Paterson et al.
1996). Collinearity has also been shown between
the genomes of grape, peach, and cacao
(Amborella Genome Project 2013).

Comparing sea anemone (Nematostella vec-
tensis) and human genomes, which evolved inde-
pendently during approximately the last 0.7 Gya,
Putnam et al. (2007) found that more than 30 %
of conserved linkage groups accounted for a
large fraction of the putative ancestral eumeta-
zoan set. Typically, 40-50 % of genes from large-
scale conserved collinearity have anemone or
human counterparts and vice versa. Based on the
genes conserved among anemones and humans,
the LECA genome was not very different from
ours. The putative LECA genome was intron-rich
and contained the nearly complete toolkits for
animal biochemistry and development (which
can now be recognized as pan-eumetazoan), as
well as the core gene set required to perform
sophisticated neural and muscular functions. The
common ancestor had blocks of linked genes that
remain together in the modern human and anem-
one genomes. An ancestral linkage group of par-
ticular interest includes the human Hox clusters
of homeobox transcription factors that regulate
anterior—posterior identity in bilaterians (see in
Putnam et al. 2007).

7.9  Multicellularity

Many requirements for multicellular organiza-
tion (cell adhesion, cell-cell communication and
coordination, programmed cell death) likely
evolved in ancestral unicellular organisms.
However, the evolution of multicellular organ-
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isms from unicellular ancestors may be opposed
by genetic conflicts that arise when mutant cell
lineages promote their own increase at the
expense of the integrity of the multicellular
organism. There are only three lineages that pro-
duced complex organisms, all from the eukaryote
superkingdom: plants, animals, and fungi.
Although the transition to multicellularity may
be relatively easy, obstacles to the evolution of
multicellular complexity are less well under-
stood. Size initially favored can still promote the
persistence of multicellularity. Increased size
may have been favored to (i) provide storage
reserves when nutrients are limiting, (ii) expand
feeding opportunities, (iii) generate an internal
environment protected by an external layer of
cells, (iv) allow novel metabolic opportunities, or
(v) enhance motility for dispersal or foraging
(see in Grosberg and Strathmann 2007). In addi-
tion, some key metabolic processes cannot con-
currently take place within a single cell. Division
into germ and soma in Volvocacean green algae
indicates benefits from size increasing in the
course of evolution. The advantages of multicel-
lularity depend upon cooperation among cells,
but cooperation also leads to conflicts between
genetically distinct cell lineages, some of which
may be devoted to efficacy and others to selfish
proliferation (for instance, in cancers). The price
to pay for multicellularity is a sophisticated
molecular machinery to manage complexity that
relies on homeobox (Hox) genes, signaling path-
ways, and DNA methylation.

7.9.1 Homeobox Genes and Body

Development

In animals, tetrapods have four Hox clusters that
arose by duplication on the vertebrate stem
(HoxA, HoxB, HoxC, and HoxD). Hox genes are
typically found together in a single complex on a
chromosome. Hox genes promote the identity of
body parts or segments along the anterior—poste-
rior axis of the embryo in the same order in which
they lie on the chromosome. Most Hox genes
interact with each other to maintain proper
expression domain boundaries by both positive
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and negative regulation (Miller et al. 2001). In
general, a more posterior Hox gene will suppress
the expression or the function of a more anterior
one (Garcia-Fernandez 2005). Genes within Hox
clusters show temporal collinearity in addition to
spatial collinearity (anterior genes are expressed
earlier than posterior genes) and are regulated by
long-range controlling enhancer elements
grouped into islands acting on several neighbor-
ing Hox genes in a coordinated manner. The vari-
ous islands contact each other and form
megabase-scale regions of chromatin interactions
(topological domains). As outlined above, such
regulatory landscape was identified within gene
deserts and displays intricate expression patterns
(Montavon and Duboule 2013). From an evolu-
tionary perspective, Hox genes are important
because Mendelian inheritance of mutations in
regulatory genes and nonlethal mutations in the
recessive state may explain the punctuated evolu-
tion observed in fossil records (Schwartz 1999).
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In plants, Hox genes range from 6 to 148 in
number according to the species considered
among flowering plants, Selaginella, and mosses
(Figs. 7.17 and 7.18). Plant Hox genes can be
unambiguously classified by sequence evolution-
ary analysis into 14 distinct classes that are also
characterized by their conserved intron—exon
structure and by unique co-domain architectures
that were already differentiated in the last com-
mon ancestor of mosses and vascular plants
420 Mya (Dolan 2009) and evolved subsequently
with tunned function in ferns (Huang et al. 2014),
gymnosperms (Becker et al. 2003), and angio-
sperms (Kater et al. 2006). The total number of
Hox genes found among plant genomes reflects
the complex patterns of genome duplication and
gene duplication or loss that have characterized
the evolutionary histories of these species and the
higher developmental and organizational com-
plexity in angiosperms than in mosses and uni-
cellular algae (Mukherjee et al. 2009).
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Fig.7.18 Model of the
putative evolutionary
history of plant homeobox
gene classes and co-
domains. A class or motif
represented in a parental
branch indicates that the
same class/motif is also
present in all of its child
branches unless otherwise
indicated. The HD-ZIP I to
1V classes are represented
by the single domain
architecture HD-LZ-
CPSC-START-HD-SAD-
MEKHLA. Loss of the
START domain in the
genomes of unicellular
green algae and red algae
is represented by the
domain crossed in red. The
arrow indicates the
MEKHLA domain
acquisition through
Cyanobacteria and
chloroplasts (Modified
from Mukherjee et al.
(2009))
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Animals
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In contrast to animals, plants entail the
continuous development of new organs as time
progresses (Geuten and Coenen 2013), which has
implications for the type of regulatory elements
used by Hox plant genes compared to animals. A
number of genes that encode proteins involved in
determining and maintaining the identity of
shoot, root, vascular, and flower meristem cells
have been identified in plant systems:

(i) Plant apical growth. Angiosperm shoot api-
cal meristems (SAM) are layered; slowly
dividing stem cells are surrounded by a
peripheral morphogenetic zone of more rap-
idly dividing cells that are recruited for the
differentiation of stem and leaf tissues.
Growth is sustained through the activity of
the WUSCHEL (WUS)/CLAVATA (CLV)
pathway. The apical dominance is under a
complex gene balance. In addition to the
KNOX inhibitory effect and regulation by
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miRNAs, AtMBD?9 controls gene expression
by chromatin structure modification through
histone acetylation and by decreasing whole
DNA methylation level. AtMBD9 inactiva-
tion leads to altered expression of a number
of genes related to the axillary branching
and flowering pathways (Yaish et al. 2009).
Leaves. In angiosperms, leaf growth is finite
and usually exhibits an adaxial/abaxial
asymmetry whose opposing developmental
programs coexist at the shoot apex. Class I
KNOX genes are downregulated in the leaf
primordia at the periphery of the SAM by
members of the myb-domain protein family
including ASYMMETRIC LEAVESI (ASI)
in A. thaliana. Leaf blade polarity is estab-
lished by the coordinated expression of a
number of different transcriptional regula-
tors. In Arabidopsis, factors such as AS7 and
AS2 myb-factors, zipperlll (HD-ZIP III)
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(iii)

@iv)

v)

transcription factors, and PHABULOSA
(PHAB), PHAVOLUTA (PHAV), and
REVOLUTA (REV) genes confer adaxial
identity while YABBY and KANADI genes
confer abaxial identity (Friedman et al.
2004).

Vascular system. The activity of the two
transcription factors VASCULAR
RELATED NAC-DOMAING6 (VND6) and
VND7 is sufficient to induce transdifferen-
tiation of various cells into protoxylem or
metaxylem vessel elements in Arabidopsis.

Roots. The developmental program associ-
ated with root apical meristems (RAM) is
similar to that of SAM. There is a reiteration
of the receptor-like kinase pathway in RAM,
and ligands of the CLV3/ESR-related (CLE)
gene family are involved. A homologous
WUS-like homeodomain gene, WUSCHEL-
related homeobox5 (WOX5), is also
expressed in A. thaliana roots. Two mem-
bers of the GRAS-transcription factor fam-
ily, SCARECROW (SCR) and
SHORTROOT (SHR), are required for the
establishment of the endodermal layer in
both roots and shoots (Friedman et al. 2004).
Flowers. The growth of the flower’s indi-
vidual organs has been modeled using the
ABC model with the aim to assign homeotic
genes as determinant of organ’s identity in
order to describe the biological basis of the
developmental process. This model was
then extended with D and E. Each letter
depicts the pattern of floral organ develop-
ment. Floral primordia are arranged into
successive whorls of sepals, petals, stamens,
and carpels, all these organs being homolo-
gous to leaves. The A genes act as determi-
nants of sepal-petal identity and contribute
to the repression (APETALAI and
APETALA2) of B, C, and E genes. The B
(APETALA3 and PISTILLATA) and C
(AGAMOUS) genes establish the identity of
stamens and carpels. The D (FLORAL
BINDING PROTEIN7 and FLORAL
BINDING PROTEINIL) genes specify the
identity of ovules as a separate reproductive
feature compared to carpels. The E genes
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function as a physiological requirement nec-
essary for the development of the three
innermost whorls. When D function is lost,
the structure of ovules becomes similar to
that of leaves, and when E function is lost,

all verticil structures are similar to leaves.
The A, B, C, and D floral genes are MADS-
box genes, which encode transcription factors
involved in controlling all major aspects of devel-
opment. Animal and fungal genomes generally
possess only around one to five MADS-box
genes while angiosperm genomes have around
100 MADS-box genes. The MADS-box family
has been divided into two main groups. Type I
includes ARG80/SRF-like genes of animals and
fungi, also designated as M type genes in plants,
while type II includes MEF2-like genes of ani-
mals and yeast as well as MIKC-type genes of
plants. It is proposed that an ancestral duplication
before the divergence of plants and animals gave
rise to these groups. The MIKC-type genes are
also characterized by the presence of the K
domain that could have evolved after the diver-
gence of these lineages. Type II genes have been
categorized into MIKCC and MIKC* based on
structural features. MIKCC genes have been fur-
ther classified into 14 clades based on phylogeny.
Type I genes have also been categorized into M
(o, B, vy, ©) and N types based on their protein
motifs as well as on their phylogenetic relation-
ships (Arora et al. 2007). Members of the plant
class I MADS-box domain subfamily from
Arabidopsis includes 61 genes from which only
PHERESI, AGAMOUSLIKES80  (AGLS80),
DIANA, AGL62, and AGL23 were functionally
characterized and revealed important roles for
these genes during female gametophyte and early
seed development. A complete atlas of their
expression patterns in Arabidopsis revealed that
the expression of class | MADS-box genes is pre-
dominantly observed in the central cell, antipodal
cells, and chalazal endosperm (Bemer et al.
2010). Seventy-five rice MADS-box genes were
also characterized for expression profiling by
microarray and were mapped along rice chromo-
somes showing some regional segregation
between MIKC and M types (Arora et al. 2007).
In seed plants, the MIKCC shows considerable
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diversity, but the MIKC* has only two subgroups,
P and S clades, which show conserved expression
in the gametophyte. All three MIKC* genes are
expressed late in pollen development (Liu et al.
2013). The absence of class | MADS-box genes
in gymnosperms suggests that they were recruited
in basal angiosperms for the evolution of the
double fertilization process (Bemer et al. 2010).
In contrast to A, B, C, and D genes, E genes
belong to miRNAs. miR156 and miR172 act as
the main players in the regulation of develop-
mental timing in flowering plants. In early stages
of development, miR156 levels are high and,
then, decrease during plant development, while
miR172 shows the opposite pattern. These two
microRNAs contribute to both the juvenile—adult
phase transition and the transition to flowering
through their sequential and antagonistic actions.
miR156 represses targets of the SQUAMOSA
PROMOTOR BINDING PROTEIN-LIKE (SPL)
gene family and maintains juvenile features.
When miR156 levels decline, the level of SPL
proteins increases, miR172 is activated, flowering
genes are activated, and adult leaf features are
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induced. When miR172 levels are increasing, the
APETALA2-like (AP2-like) genes are progres-
sively silenced and adult leaf traits as well as
flowering are induced (see in Geuten and Coenen
2013). More miRNAs are being described as
important players in plant development as
expected from their early evolution (Fig. 7.19).
Interestingly, extensive RNA silencing can be
generated, in plants, through ncRNA diffusion
from cell to cell through plasmodesmata and
from cell to organs over long distances through
the vascular phloem. For example, the trans-
acting siRNA (ta-siRNA) silencing activity of
miRNA165/166 over a short distance is crucial
for the regulation of the HD-ZIP III transcription
factor in a dosage-dependent manner in roots and
is also involved in xylem patterning. The extent
of silencing through plasmodesmata is limited to
as few as 10—15 cells beyond the site of initiation.
Silencing over greater distances may be achieved
by an amplification relay. A signal initiated in a
few cells of a source leaf can be actively spread
over longer distances through phloem to induce
silencing in sink leaves as is the case for disease

Class | RNA o
Amoebozoa . — D). discoideum
7SK RNA E. histolytica
PIRNA snaRNA .
Y RNA Y [ — H. sapiens
snRNA Y Lo— C. elegans
VRNA SMYRNA N
v Opisthokonts sbrNA S. cerevisiae
= = Eukarya E. cuniculi
snoRNA Archaeplastida [ A\, thaliana
{Em Y L——— C. reinhardtii
ncRNA [ 7 | Chromoalveolates E. siliculosus
RNAse r T. gondii
Y v = Tetrahymena
T w——— scnRNA
Excavata [ G. lamblia
e Archaea e Trypanosoma

Bacteria

Fig.7.19 An overview of the emergence of some important ncRNAs in eukaryotes (Modified from Avesson (2011))
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control by grafting the shoot of one species on
the root system of another (see in Uddin and Kim
2011).

Signaling pathways evolved by gene duplica-
tion and subsequent protein sequence divergence.
Plants have unique features that evolved in
response to their environments and ecosystems.
The protein—protein interaction (PPI) patterns in
Amborella are generally consistent with those in
other angiosperms and show clear differences
from those in gymnosperms. Evolutionary shifts
in PPI patterns after gene duplications along with
changes in gene sequence and expression pat-
terns have likely been crucial for functional inno-
vations in the regulatory network for reproductive
organ development and the flower origin as well
as for functional diversification of the many floral
forms among lineages of angiosperms (Amborella
Genome Project 2013). The complete Arabidopsis
protein—protein interactome, excluding isoforms,
is estimated to be 299,000+ 79,000 binary inter-
actions. Despite the fact that the Arabidopsis
interactome is estimated to be larger than those of
yeast, worms, or humans (Brown and Jurisica
2005), the number of interactions per possible
protein pair is similar among all four species
(5-10 per 10,000). The dynamic rewiring of
interactions following gene duplication events
appears as an evidence that evolution acted upon
interactome networks. The difficulty to unveil
network interactions in plants is because more
than 60 % of the protein-coding genes of the
model plant A. thaliana remain functionally
uncharacterized  (Arabidopsis  Interactome
Mapping Consortium 2011).

7.9.2 DNA Methylation

Dynamic DNA methylation is important in main-
taining the epigenomic plasticity to enable effi-
cient and coordinated responses to developmental
signals and environmental stresses. DNA meth-
ylation refers to the covalent addition of a methyl
group (—CH3) to the base cytosine (C) in the
dinucleotide CpG to form SmC. Most CpG dinu-
cleotides in the human genome are methylated.
However, unmethylated CpGs are not randomly
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distributed but are usually clustered together in
CpG islands in the promoter region of many
genes.

A relatively high degree of nuclear DNA
methylation is a specific feature of plant genomes.
Targets for cytosine DNA methylation in plant
genomes are CG, CHG, and CHH (His A, T, C)
sequences. DNA methylation in plants is species,
tissue, organelle, and age specific; it is involved
in the control of all genetic functions including
transcription, replication, DNA repair, gene
transposition, and cell differentiation. DNA
methylation is engaged in gene silencing and
parental imprinting; it controls the expression of
transgenes and foreign DNA in cells. Plants have
a much more complicated and sophisticated sys-
tem of genome methylations compared to ani-
mals. The level of methylation ranges from 3 to
8 % of cytosines in vertebrates and from 6 to
30 % in plants. Considering Arabidopsis, about
19 % of the entire genome sequence is methyl-
ated. As expected, extensive DNA methylation is
found in the heterochromatic centromeric and
pericentromeric regions, reflecting the dense
methylation of transposons and other repetitive
sequences. Consistent DNA methylation is also
found in euchromatic regions, both in intergenic
regions and genes, but promoter methylation
seems to be more important for downregulating
gene expression than CDS methylation. The rela-
tive distribution of SmC residues between differ-
ent sequence contexts is 55 % in CG, 23 % in
CHG, and 22 % in CHH. Thus, nearly half of all
cytosine methylated sites throughout Arabidopsis
genome are non-CG ones. Most CG sites are
either unmethylated or highly methylated (80—
100 %), CHG sites are unmethylated or partially
(between 20 and 100 %) methylated, and CHH
sites are either unmethylated or lowly methylated
(about 10 %). All three methylation types are
found in repeat-rich pericentromeric regions,
whereas gene bodies contain almost exclusively
CG methylation. Among all expressed genes,
more than ~60 % appeared to be entirely unmeth-
ylated and about ~5 % are methylated at their
promoter regions (within 200 bp upstream of
transcription start site). About 33 % of genes are
methylated in their CDSs and unmethylated in
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their promoter regions (body methylated). The 5’
and 3’ flanking sequences of most body-
methylated genes tend to be relatively hypometh-
ylated. Body-methylated genes tend to be highly
and constitutively expressed; many genes coding
for enzymes occur in this category. Genes with
methylated promoters tend to be expressed at a
relatively lower level, often in a tissue-specific
fashion (see in Vanyushin and Ashapkin 2011).
In Arabidopsis, establishing methylation in all
sequence contexts is entirely dependent on the de
novo methyltransferase activity by DOMAINS
REARRANGED METHYLTRANSFERASE
(DRM) (similar to the mammalian Dnmt3 fam-
ily), which functions through the RNA-directed
DNA methylation (RdDM) pathway. The
Arabidopsis MET1 (a homologue of the Dnmtl
that is responsible for maintenance of CG meth-
ylation in mammals) is controlling CG methyla-
tion and also likely acts in the maintenance of
non-CG methylation. MET] is responsible for
60 % of methylation. CHG methylation is mainly
maintained by the plant-specific
CHROMOMETHYLASE 3 (CMT3) and
KRYPTONITE (SUVH4). These enzymes are
important to warrant the maintenance of preex-
isting methylation patterns after DNA replication
(see in Zhang et al. 2010), which is referred to as
the passive mode of cytosine removal. In the
active mode of demethylation, the methyl mark is
removed by DNA glycosylases (DME and ROS1)
that are directed toward methylated cytosines
even in the absence of DNA replication.
Methylation levels change during plant devel-
opment with the highest methylation levels being
observed in senescence tissues. The methylation
pattern is largely stable over multiple generations
in plants and is consistent with genomic imprint-
ing. Genomic imprinting refers to the parental
specific expression of a gene. This process
evolved independently in flowering plants and
mammals. In mammals and flowering plants,
imprinting occurs in the embryo and its nourish-
ing tissues, i.e., placenta and endosperm, respec-
tively. Imprinted genes are differentially marked
in the gametes before fertilization, which makes
maternal and paternal chromosomes functionally
different. Imprinting is mainly accomplished by
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the active removal of methylated cytosines by
DNA glycosylases, rather than through sequen-
tial genome-wide erasure followed by the tar-
geted de novo methylation of paternal alleles at
the imprinted loci as is the case in mammals.
Maternal DME activity is required for develop-
ment of viable seeds, which reflects its expres-
sion specificity or imprinting in the central cell of
the female gametophyte. In plants, imprinting
might have evolved as a by-product of a defense
mechanism destined to control transposon activ-
ity in gametes. A selective advantage of this pro-
cess might have been that imprinted genes control
the nutrient flow from the mother to the offspring
(see in Kohler and Weinhofer-Molisch 2010).
Mechanistically, methylated cytosines are capa-
ble of attracting methyl-binding proteins (MBD),
which in turn recruit histone deacetylases and
chromatin remodeling proteins to form a com-
plex, which hinder the binding by transcription
factors. At least six Arabidopsis MBD genes
(AtMBD1, 2, 4, 5, 6, and 7) exhibited specific
binding activity for methylated CG sequence
in vitro (Zhang et al. 2010). The tendency to be
inherited through multiple generations seems to
be one of the major differences between DNA
methylation and other epigenetic modifications,
such as histone modifications and chromatin
remodeling. Adaptive responses to environmen-
tal factors may be conferred by a local change in
DNA methylation and be stable for multiple plant
generations. However, many regions of an artifi-
cially demethylated genome gradually regain ini-
tial methylation in few generations. A classical
example of adaptive epimutation is a naturally
occurring flower mutant of Linaria vulgaris
changing flower symmetry from bilateral to
radial. This mutation was first described by
Linnaeus but only recently was shown to be a
result of an epigenetic modification. This epimu-
tation rarely reverts to wild-type flowers. Thus,
an epigenetic mutation may be heritable for hun-
dreds of generations and play a significant role in
evolution. Other examples relative to disease and
salt resistance were also given (Vanyushin and
Ashapkin 2011).

Comparison of methylated genome sequences
and known collections of Arabidopsis smRNA
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sequences showed that the majority of siRNAs
correspond to heavily methylated DNA
sequences, which is not surprising since siRNA
in plants is preferentially associated to intergenic
sequences such as retrotransposons and other
repetitive elements. In wild-type plants 85.4 %
smRNA loci contained, at least, one SmC. Overall
half of all cytosines are methylated at these loci,
whereas about 4 % of all cytosines are methyl-
ated at non-smRNA loci. However, only a third
of all methylated cytosines are associated with
smRNA loci (see in Vanyushin and Ashapkin
2011). The 24 nt siRNAs cause epigenetic silenc-
ing by directing de novo cytosine methylation
through the RADM pathway, where the siRNAs
are generated by the action of the putative DNA-
directed RNA polymerase Pol IV, RDR2 (RNA-
dependent RNA polymerase 2), and DCL3
(Dicer-like 3). The siRNAs are then loaded into
AGOs to direct cytosine methylation by the de
novo DNA methylase DRM2 (see in Zhang et al.
2010).

7.10 Synthetic Biology

Synthetic biology is an emerging field focused on
the engineering of biomolecular and cellular sys-
tems for a variety of medical or industrial appli-
cations for product development (Ruder et al.
2011); this field came into reality with genetic
engineering in the 1970s. After plasmid cloning,
signals of a newly emerging era were seen in arti-
ficial chromosomes, which were first constructed
in budding yeast (YAC, Murray and Szostak
1983) and Escherichia coli (BAC, O’Connor
et al. 1989). BACs and YACs have proven invalu-
able for the sequencing, mapping, and character-
ization of many large genomes due to their utility
in cloning large DNA fragments. In plants,
telomere-mediated truncation coupled with the
introduction of site-specific recombination cas-
settes has been used to produce mini-
chromosomes consisting of little more than a
centromere. The idea is to use synthetic chromo-
somes to add multiple transgenes, multigene
complexes, or entire biochemical pathways to
plants to change their properties for agricultural
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applications or to use plants as factories for the
production of foreign proteins or metabolites
(Gaeta et al. 2012).

Synthetic biology is now moving into an era
of whole-genome synthesis. The genome of
Mycoplasma mycoides has been synthesized
in vitro based on in silico data, assembled in
yeast, and reintroduced into recipient cells,
thereby giving rise to a self-replicating cell line
(Gibson et al. 2010). The cell lines behaved nor-
mally in culture and had a relatively stable phe-
notype, although they contained some mutations
introduced during their development. This study
demonstrated that genetically functional living
cells can be produced from computer-designed
genome annotations.

The applications of synthetic genomics now
extend beyond the engineering of genes to
include whole metabolisms, regulatory networks,
and even ecosystems. Wild cells use genetic cir-
cuits comprising interacting genes and proteins
to implement functions including growth and
division, signaling, and differentiation. A major
goal of synthetic biology is to develop biological
design by building circuits that are not able to
survive in the natural world but that have biotech-
nological applications through their ability to
perform processes at low energy cost. Engineered
organisms are expected to change our lives in the
near future, leading to cheaper drugs, biofuels,
biomaterials, and targeted treatments against
infective diseases and physiological dysregula-
tion, such as cancer (Khalil and Collins 2010).
One can already often modify (i.e., rewire) parts
of wild circuits, thus providing insights into the
design principles of native architectures.
Rewiring and building autonomous and inte-
grated circuits de novo will become one of the
primary tools to understand, control, envision,
and create new biological systems for biotechno-
logical or medical purposes (Nandagopal and
Elowitz 2011; Ruder et al. 2011). Synthetic con-
struction methods have applied to genetic
switches, memory elements, and oscillators, as
well as to other electronics-inspired genetic
devices, including pulse generators, digital logic
gates, filters, and communication modules
(Khalil and Collins 2010).
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The boot-up and propagation of synthetic
information involves its transcription, translation,
replication, and regulation to produce the desired
effect or phenotype (Shimizu et al. 2001), which
has ultimately led to the encapsulation and
expression of DNA in artificial cells (Amidi et al.
2011; Hosoda et al. 2008; Kuruma et al. 2009;
Murtas  2009). Artificial cell engineering
(Noireaux et al. 2011; Noireaux and Libchaber
2004) has led to the encapsulation of entirely
reconstituted E. coli translational machinery (the
PURE system, Shimizu et al. 2001) inside vesi-
cles (Luisi et al. 2010; Pereira de Souza et al.
2009). Consequently, the need to develop meth-
ods for the propagation of DNA and vesicles has
led to the production of an advanced protocell
that links the process of DNA replication to the
multiplication of encapsulating vesicles (Kurihara
et al. 2011). However, synthetic genomics may
involve a variety of DNA templates from a vari-
ety of different organisms, thus complicating the
process. This creative endeavor requires the
assistance of software, which is being progres-
sively written (Xia et al. 2011), to assist the entire
genome design process (Khalil and Collins
2010). The task of synthetic genome design is
conceptually similar to the task of computer pro-
gram writing, involving version management,
tracking of dependencies, metadata management,
and tools that promote code reusability.
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Abstract

Arguably, the two most important organelles of the eukaryotic cell are not its
original inhabitants. Mitochondria and chloroplasts have evolved by endo
symbiosis and have a prokaryotic ancestry. This is reflected perfectly in their
genome organization and the basic functioning of their genetic system. Over
the long course of evolution, they have given away most of their genes. The
genes were either lost because they were no longer needed or were relocated
to the nucleus. Nuclear transfer of their DNA is an ongoing process, and the
two organellar genomes are still evolving. The DNA sequences are in a con-
stant state of motion because of interorganellar and horizontal gene transfer
within and between different plant species. In contrast to the chloroplast
genomes, which are much conserved and do not generally exhibit any struc-
tural or functional anomalies, mitochondria are notorious for their lack of
synteny, frequent DNA rearrangements, constantly varying intergenic regions
and accumulation of heterologous DNA sequences. Since the nucleus cannot
work in isolation, all the random and mischievous genetic activities of organ-
ellar genomes have had a direct or indirect impact on nuclear genome evolu-
tion. They act as one of the major mechanisms by which genetic novelty is
brought about in the nuclear genome. As they say, to produce good music,
both black and white chords have to work in harmony. Similarly, irrespective
of individual nature of the three genomes in a cell, these three always work in
harmony for optimum functioning of the plant cell.
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8.1 Introduction

From freedom to captivity,

From securing a home to losing their identity,
They were destined to live in servitude.

Yet they fought, fought hard for their genomic
treasure,

Came out winners and then stayed on with
pleasure

The lines above broadly summarize the origin of
mitochondria and chloroplast by endo symbiosis
and their evolution as semi-autonomous organ-
elles in the modern eukaryotic cell. The mito-
chondria arrived first, followed by the plastids.
Their genomes have undergone a sea change
from their free-living ancestors to the present
day, highly reduced and tightly regulated organ-
ellar genomes of the much evolved flowering
plants. Both the organelles had to lose a major
share of their genes to the nucleus, yet they man-
aged to retain some of the most essential ones in
their genome compliment. They have also
evolved a complex transcriptional and transla-
tional machinery to coordinate their gene expres-
sion with the nuclear genome. The field of
organellar genome research has accelerated a lot
in the past two decades with the availability of
whole genome sequences of various plant spe-
cies. It has helped in the better understanding of
their genomic structure, organization, gene con-
tents, sequence evolution and the genetic
exchanges between the nucleus and organelles
and also amongst the organelles.

Comparative analyses of the chloroplast
genomes suggest that over the course of evolu-
tion, they have remained much conserved in their
structure, gene composition and gene order
(Barbrook et al. 2010). It’s just the opposite in the
case of plant mitochondrial genomes. They
exhibit a highly variable genome, show drastic
size differences, contain many introns and repeat
elements and experience frequent genomic rear-
rangements due to recombination at the repeat
sequence sites (Knoop 2012). Also, the mito-
chondrial intergenic regions receive promiscuous
DNA originating from both nuclear and chloro-
plast genomes. Such anomalies and their
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evolutionary significance continue to baffle the
geneticists and the evolutionists alike.

So, in the same chronological order in which
they had first appeared in their eukaryotic host
cell, we will discuss in brief various aspects of
the two organellar genomes, their complexities
and their motive for still surviving inside the
organelles.

8.2 Endosymbiotic Evolution
of Organelles and Their

Genome

Plastids and mitochondria are semi-autonomous
organelles in a eukaryotic cell which perform the
bioenergetic functions of photosynthesis and
respiration, respectively. Till two billion years
ago, they lived as free-living prokaryotes. So,
they have not been together forever. The concept
of their endosymbiotic origin in eukaryotic cells
from the prokaryotic ancestors was laid more
than a hundred years ago by a Russian botanist
von C. Mereschkowski (1905) in his published
work  Uber Natur und Ursprung der
Chromatophoren im Pflanzenreiche (eventually
translated in English by Martin and Kowallik in
1999). It went unnoticed and unappreciated for a
long time. In fact it took almost another 70 years
for the idea to be rediscovered by Margulis
(1970) and for the evidences to show up in sup-
port of the theory. It began when Lynn Margulis
first saw cytoplasmic incorporation of labelled
DNA precursors in amoeba (unicellular eukary-
otes) but could not immediately relate her obser-
vations with the organelles. As the similarities
between the organelles and bacteria became
more apparent, she got convinced that the
hypothesis was true and that is how the theory of
endo symbiosis was rediscovered and presented
with more conviction the second time (Wells
2005).

Endosymbiotic theory states that mitochon-
dria and chloroplasts have originated from
free-living prokaryotes (endosymbionts) —
a-Proteobacteria and Cyanobacteria, respec-
tively — when they entered into a symbiotic rela-
tionship with a host cell (Gray 1999). This was
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followed by a drastic reduction in their genome
size. From harbouring thousands of genes in their
prokaryotic ancestors, they were reduced to a few
essential genes in their newly evolved organellar
genomes. In fact in mitochondria, the number has
sunk further down to below a hundred (Unseld
et al. 1997).

It is now an accepted fact that inception of the
two organelles had occurred independently of
each other, with mitochondria preceding chloro-
plasts. As far as the nature of the host cell is con-
cerned, it is still controversial. Although the
classical endosymbiotic theory suggests that it
was an amitochondriate eukaryotic cell which
played as a host to our mitochondrial ancestor
a-Proteobacterium, there is no evidence yet
which proves the existence of an amitochondriate
phase in eukaryotic evolution. So, it might be
possible for them to have a concurrent origin
(Gray and Archibald 2012). As for the chloro-
plasts, the host was a eukaryotic phagotroph
(Douglas 1998).

Although there is an overwhelming molecular
data to help understand explicitly even the most
intricate details of the endosymbiotic theory of
organellar evolution, some fundamental ques-
tions pertaining to the earliest events leading to
the establishment of organelles in the hypotheti-
cal eukaryotic host cell are still unanswered
(Gray and Archibald 2012).

8.3  Organellar Genome

8.3.1 Mitochondrial Genome

In spite of the recent advances in next-generation
sequencing methodologies, sequencing plant
mitochondrial genomes (also known as plant
chondromes) has not been as successful as their
plastid counterparts in terms of the number of
species whose chondromes have been completely
sequenced. As per the NCBI organelle genome
resources database, around 94 plant chondromes
have been sequenced so far of which flowering
plants account for just 37 (Shearman et al. 2014).
Plants have a very large and complex mitochon-
drial genome that exhibits enormous variation in
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its size and structure and has long-endured
frequent genomic rearrangements in its DNA. All
these factors, along with a large number of repeti-
tive sequences accumulated by the plant chon-
dromes, made the sequencing of plant
mitochondrial genomes very difficult (Zhang
et al. 2011). It is because of these technical diffi-
culties that it took 12 years for the first angio-
sperm mitochondrial genome (Arabidopsis) to be
sequenced (Unseld et al. 1997) after the first
chloroplast genome (Nicotiana tabacum) was
sequenced in 1985.

Plant chondromes are characteristically
peculiar in many ways. Firstly, in contrast to
their metazoan counterparts that average just
about 16 kb in size, plant chondromes are enor-
mously large double-stranded (ds) DNA mole-
cules showing dramatic size variation, ranging
between 200 and 2,900 kb in land plants, though
their coding capacity (~50-60 genes) is surpris-
ingly very low (Unseld et al. 1997; Marienfeld
et al. 1999; Handa 2003; Sugiyama et al. 2005).
The enormous genome size is partly due to the
accumulation and duplication of repetitive
sequences and partly due to DNA intrusion from
the intracellular nuclear and plastid genomes
(Kitazaki and Kubo 2010). It may also receive
DNA sequences by horizontal gene transfer
(HGT) (Bergthorsson et al. 2003). Other fea-
tures include extensive intramolecular recombi-
nation leading to  frequent  genomic
rearrangements and presence of a number of
interrupted genes that require trans-splicing at
the RNA level (Knoop 2012). Above all, they
are still reeling under the ongoing evolutionary
process of DNA transfer to the nucleus.
Combined with the high dose of RNA editing,
trans-splicing, low mutation rates and the fact
that it has a rapidly evolving genomic structure
yet the slowest in terms of sequence evolution
amongst the three plant cell genomes (Palmer
and Herbon 1988; Knoop 2004), plant chon-
dromes make for an interesting study subject to
trace phylogeny of early land plants (Knoop
2004). These striking features, in short, make
plant mitochondrial genome alluring for study-
ing the dynamics and organellar genome evolu-
tion inside its eukaryotic host cell.
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8.3.1.1 Structural Organization

The decades’ long quest for decoding the in vivo
structure of mitochondrial DNA (mtDNA) paints
a hazy picture. Akin to chloroplast genome, the
general opinion about mitochondrial genomes
was that they were circular DNA molecules, but
there could be other structural forms present as
well. The linear mtDNA molecules, which would
often come up in the isolated mtDNA prepara-
tions, were dismissed as artefactual degraded
products of circular mitochondrial genomes.
Over the years, numerous attempts of recovering
large populations of intact circular mtDNA have
failed due to the predominance of linear and
branched structures which show up in most of the
electrophoretic and microscopic analyses of
mitochondrial DNA (Bendich 1993). There is a
sufficient evidence to support both the circular
and the linear, multibranched forms of mitochon-
drial DNA, yet the idea of mtDNA as circular
DNA molecules has persisted (Mower et al.
2012; Sloan 2013). Deep sequencing analyses in
recent years have proven to be the myth busters
with overwhelming evidences to prove that the
linear forms not merely exist but exist in good
percentage. In fact in the case of maize CMS-S
cytotype, the mitochondrial genome exists
mainly as multiple linear molecules (Schardl
et al. 1984; Allen et al. 2007).

Mower et al. (2012) have precisely defined the
paradox — ‘Circular maps continue to be pre-
sented in genome sequencing publications
because they are convenient indicators of genome
content and sequencing completion’. So, irre-
spective of what the real structure is, the mito-
chondrial genome is conveniently described as a
‘master circle’ which is a single circular DNA
molecule that carries a complete set of genes
(Lonsdale et al. 1984). Hence, the name was
given ‘master’. In spite of having a defined physi-
cal map of their genome, their structure in vivo is
still way complicated and difficult to compre-
hend. They may also sometimes appear larger
than their size (Backert et al. 1997). It is because
they carry repeat sequences, ranging from 6 bp to
14 kb, dispersed throughout the genome and
undergoing active recombination, that they have
a multipartite genomic organization and exhibit
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isomeric structural forms (Fauron et al. 2005).
Frequent homologous recombination events
within a pair of direct repeat sequences of the
master circle may lead to ‘looping out’ of smaller
circles called sub-circles (Kitazaki and Kubo
2010). Similarly, large inverted repeats in mito-
chondrial genome may also recombine to give
rise to isometric genome structures. Both the iso-
metric and sub-circular forms are subgenomic
structural isomeric forms of the master circle
genome (Chang et al. 2013). Sometimes, illegiti-
mate recombination may occur at short repeat
sequences that give rise to substoichiometric
DNA molecules called sublimons. They differ in
sequences, and hence only one of the forms sur-
vives in subsequent divisions (Kitazaki and Kubo
2010; Gabay-Laughnan and Newton 2012).

8.3.1.2 Genome Size and Its Genetic
Make-Up

8.3.1.2.1 Genome Size

Plant mitochondrial genomes show a wide size
variation, ranging from 200 kb to up to 2,900 kb
(Fig. 8.1). In the family Cucurbitaceae alone,
genomes range from an estimated 390 kb in
Citrullus lanatus (watermelon) to an unprece-
dented 2.9 Mb in Cucumis melo (muskmelon)
(Ward et al. 1981) which is even bigger than the
genomes of many free-living bacteria (Moran
2002). This extreme inflation in the mitochon-
drial genomes of Cucurbitaceae family members
is mainly due to the accumulation of large
amounts of plastidial sequences, proliferation of
dispersed short repeat sequences, expansion of
existing introns and accumulation of large
amounts of heterologous DNA sequences from
various sources like nuclear and chloroplast
genomes, viruses and bacteria (Alverson et al.
2010, 2011a). Ever since their inception in the
eukaryotic cell, mitochondrial genomes of all
plant species have undergone enormous size
expansion in their intergenic regions and are still
expanding. This is in much contrast to the meta-
zoan mitochondrial genomes which have pro-
gressively become smaller and more compact in
size. Although their sequences are known to be
still evolving, the gene number, their arrange-
ment and the overall genome size have remained
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constant over the long periods of evolutionary
time (Boore 1999). True for all plant mitochon-
drial genomes, despite the overall increase in
their genomic content, the coding regions have
remained conserved and limited.

Both nuclear and plastid sequences contribute
to size expansion of the mitochondrial genomes.
Nucleus-derived mobile genetic elements, espe-
cially retrotransposons, integrate and propagate
in the intergenic regions. Until we have the infor-
mation on more nuclear genome sequences, it
puts a constrain on identifying new sequences of
nuclear origin in the mitochondrial genomes.
Plastid-derived sequences are also prominently
found in the mitochondrial genome. Apart from
the sequences from these two known sources,
most of the sequences in the intergenic region are
of unknown origin (Kubo and Newton 2008).

Most of the intergenic regions are not even
conserved between any two plant species (Kubo
and Mikami 2007). Much of this diversity is due
to the differences in the accumulation and activ-
ity of repetitive sequences. Repeats of diverse
size and number are found in the mitochondrial
genomes which also lead to the expansion of
intergenic regions. The repeat sequences affect
their structural diversity by giving rise to subge-
nomic circles on the account of undergoing inter-
and intramolecular recombination (Alverson
et al. 2011b).

8.3.1.2.2 The Genetic Make-Up

During evolution, most of the essential mito-
chondrial genes have been transferred to the
nucleus where they are transcribed, and their
products are transported right back into the mito-
chondria either in the RNA or in the protein form.
Some protein-coding genes though are retained
in the mitochondria and require mitochondrial
transcriptional, translational machineries for
their expression (Unseld et al. 1997). Unlike the
chloroplast genome which has retained a full set
of their RNA genes like rRNA, tRNA and RNA
components of ribonucleoproteins, mitochondria
do not contain the complete set of tRNA genes
sufficient to read all its codons (Marienfeld et al.
1999). Consequently, it has to import the cellular
tRNAs and aminoacyl tRNA synthetases to
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compensate for their missing function in
mitochondria (Duchéne et al. 2009). Then, there
are a few ‘chloroplast-like’ tRNA genes in mito-
chondria which are plastid genome derived and
code for mitochondrial tRNAs (Maréchal-
Drouard et al. 1993). This way, the mitochondrial
genomes contain both native and immigrant
types of information. The native class comprises
of those genes which have always been in the
mitochondria, ‘the original occupants’ of the
mitochondrial genome. This class includes the
genes for respiratory chain functions, ribosomal
protein genes, incomplete set of tRNA genes,
proteins involved in cytochrome c biogenesis and
some conserved open reading frames. The immi-
grant class includes transposon sequences from
the nucleus and tRNA genes from the chloroplast
(Marienfeld et al. 1999).

Mitochondrial genome may also contain pseu-
dogenes — evolution’s misplaced witnesses
(Bensasson et al. 2001) — scattered throughout
the genome. They either represent the remnants
of genes which have got transferred to the nucleus
rendering their mitochondrial copies redundant
and nonfunctional or they could be the nonfunc-
tional versions of functional mitochondrial genes
arisen by the gene duplication event. Another
prominent feature of mitochondrial genes is the
presence of introns which all belong to the cate-
gory of group II introns with the only exception
of horizontally acquired group I intron in cox/
gene of mitochondria (Kitazaki and Kubo 2010).
Group II introns include both cis-splicing and
trans-splicing introns. Although group II introns
are known to act as both catalytic RNAs and
mobile genetic elements (Lambowitz and
Zimmerly 2004), none of the plant mitochondrial
introns have been shown to undergo self-splicing
in vitro. In fact, they seem to use a complex splic-
ing machinery, consisting of numerous nucleus-
encoded factors, for their efficient excision
(Bonen 2008).

8.3.1.3 Genomic Rearrangements

The mitochondrial genomes of angiosperms are
amongst the largest organellar genomes ever
known (Ward et al. 1981). They may show so
much variation in their size and structure that
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even within an organism mtDNA could be present
in a heteroplasmic state, defined as ‘mitotypes’
(Kmiec et al. 2006). The coding sequences in
mitochondria are highly conserved. It is the inter-
genic sequences which house many repeat
sequences that bring about structural diversities
amongst different mitochondrial genome popula-
tions. Long and short repeat sequences act as the
substrates for extensive intra-genomic and inter-
genomic recombinations (Palmer and Shields
1984). These recombination events lead to
dynamic changes in the mitochondrial genome,
from creating chimeric genes, pseudogenes,
duplication and deletions to multicellular mito-
chondrial genomes (Conklin and Hanson 1994).
Generally, recombinations create new copies of
the large sequence repeats which further act as
catalysts for more recombinations. Intramolecular
recombination between direct repeat sequences
leads to reshuffling of the gene order, whereas
intermolecular recombinations may lead to large
deletions and duplications. Drastic structural
changes are usually brought about by homolo-
gous recombination in large (>1 kb)- and
intermediate-sized repeats (0.1-1 kb) (Arrieta-
Montiel et al. 2009). If the repeats are in inverted
orientation, it leads to genomic inversions,
whereas if they are in direct orientation, it can
create subgenomes, each containing only a
portion of the total genetic information
(Abdelnoor et al. 2003).

Intragenic ectopic recombination events can
also occur at short repeat sites which results in
the generation of novel gene chimaeras, possibly
associated with mutant phenotypes like cytoplas-
mic male sterility, plant variegation and other
aberrant phenotypes (Abdelnoor et al. 2003).
High-frequency recombinations take place in
large repeat sites which give a number of recom-
bination products that remain in stoichiometric
equilibrium, whereas recombination across short
repeat sequences tends to be asymmetric. What
follows is a preferential recovery of only one of
the two recombination products that are formed
in the subsequent cell divisions leading to a phe-
nomenon known as ‘substoichiometric shifting’.
This may eventually lead to the replacement of
the original predominant mitochondrial form by
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the rare recombinant form (Gabay-Laughnan and
Newton 2012). In the nutshell, genomic rear-
rangements are arguably the biggest driving force
behind evolutionary changes in the mitochon-
drial genome organization and structural
diversities.

8.3.2 Plastid Genome

Plastids are an integral part of a plant cell.
Chloroplasts (the green plastids) are endowed
with the function of photosynthesis which they
carry out in a separate genetic compartment using
proteins that are both endogenously made and
imported from the cytoplasm. Plastids begin their
life journey as undifferentiated organelles (proto-
plastids) in the meristematic cells that later dif-
ferentiate into different forms (chloroplasts,
chromoplasts, leucoplasts, amyloplasts and etio-
plasts) depending upon the tissue type they are
going to be functional in. And just like mitochon-
dria, chloroplasts also maintain their own genetic
organization which reflects upon their cyanobac-
terial ancestry.

A major breakthrough in the chloroplast
genome research came up in 1986 with the
sequencing of whole plastid genomes of two land
plants Nicotiana tabacum (Shinozaki et al. 1986)
and Marchantia polymorpha (Ohyama et al.
1986). The latest count till date, as per NCBI
organellar genome database, of the number of
chloroplast genome sequences available across
all plastid-containing eukaryotes is 524. Land
plants including green algae account for 470
sequenced genomes. The extensive knowledge of
plastomic sequences has helped us better under-
stand the intricacies of plastome/genome organi-
zation, plastid genome evolution and its structural
and functional contribution to nuclear and mito-
chondrial genomes.

8.3.2.1 Structural Organization

A generalized account of the plastid genome
organization can be given because they are
widely conserved amongst the seed plants. In the
evolutionary perspective, they have undergone
very little change in terms of their gene content
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and organization (Barbrook et al. 2010).
Chloroplast DNA (cpDNA) exists as a negatively
supercoiled double-stranded molecules ranging
in size between 37 and 217 kb with most of the
photosynthetic organisms lying in the range of
115-165 kb.

The literature describes cpDNA as double-
stranded circular DNA molecules. Though the
statement is true, but it is not completely true. In
fact as it turns out, just like their mitochondrial
counterparts, only a small fraction of the total
cpDNA may be present as circular entities
(Bendich 2004). When the structure and organi-
zation of a large number of intact cpDNA was
analyzed from plants like Arabidopsis, tobacco
and pea, it was found that only 25-45 % of the
total cpDNA were circular DNA molecules, and
the rest were in linear form (Lilly et al. 2001).
Circular molecules can undergo multimerization
(head to tail genomic concatemers), sometimes
raking in up to even ten genome equivalents in
rare cases. Generally, they are present as dimers.
They even undergo isomerization with respect to
the orientation of single-copy sequences sand-
wiched between the two inverted repeat (IR)
regions. The two forms are usually present in
equimolar concentrations (Palmer 1983).

Chloroplast genome has a bipartite structure
with two copies of large inverted repeat regions
(IRA and IRB) dividing the genome into one
large and one small single-copy regions (SCRs)
(Palmer 1985). Many of the plastid genes in
higher plants are organized into operons, a trait
that suggests their prokaryotic origin. The genes
with related functions are usually clustered
together in an operon, but it may not always be
necessary (Sugita and Sugiura 1996). The genes
in an operon are transcribed as polycistronic tran-
script which undergoes further processing and
modifications like splicing and editing to yield a
functional transcript.

8.3.2.2 The Genetic Make-Up

As mentioned earlier, cpDNA of seed plants con-
tains an average of 120 genes, all essential. The
gene content and the gene order amongst the seed
plants are generally conserved, especially within
a group of organisms (Fig. 8.2). The numbers
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may vary occasionally if there are gene
duplications in the inverted repeats. The plastid
genome maintains a core of basic set of genes
required for photosynthesis and its gene expres-
sion. The genes can broadly be classified into
three categories: one that codes for the photosyn-
thetic genes like rbcL, ndhA, ndhB, psaA, psbA,
etc. and the second that includes genes required
for the gene expression like ¥fRNA, tRNA genes
and those coding for the subunits of plastid-
encoded RNA polymerase. The third category
consists of conserved ORFs-ycfs (hypothetical
chloroplast ORFs) and other potential protein-
coding genes like marK (Ravi et al. 2008). Some
of the chloroplast genes, ~20, are interrupted by
introns. Introns are of group II type which have
lost the self-splicing capacity and are dependent
on nucleus-encoded pentatricopeptide repeat
proteins (PPR) for their splicing.

8.3.2.3 Plastid Genome Packaging

Plastid DNA is packaged into a higher-order
structure with the help of DNA-binding proteins
to form highly conserved, discrete nucleoprotein
complexes called plastid nucleoids. They form
the structural and functional unit of plastid
genome. This chromatin dense area is not sur-
rounded by any membrane and remains attached
to the intraplastidial membranes (Sakai et al.
2004). Their number, location and size may vary
depending upon the plastid type (Miyamura et al.
1986), and this variation is reflected in the gene
expression at different stages of chloroplast
development (Melonek et al. 2012).

In green plants and many green algal groups,
the nucleoids exist as small, uniformly dispersed
entities with a diameter of approximately 0.22.
Depending on the plant species, tissue type and
developmental stage, the number of plastid DNA
copies per nucleoid may range between10 and 20
(Kuroiwa 1991; Sato et al. 2003). Packaging of
cpDNA into condense units also serves the pur-
pose of ease in vegetative segregation of plastid
DNA during plastid divisions (VanWinkle-Swift
1980). Nucleoids do not exist as isolated groups.
In fact, they form a dynamic group of nucleopro-
teins, sensitive to the environmental and develop-
mental cues, and are involved in the regulation of
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Fig.8.2 Circular DNA maps of plastid genomes: genome
map of tomato and potato chloroplast genomes. The thick
lines indicate the two inverted repeats. Genes annotated

gene  expression, plastid function and
differentiation.

A wide range of proteins can be found in a
nucleoid (Yagi and Shiina 2014), but this compo-
sition may vary at different time points as nucle-
oid is not an isolated structure, and its protein
pool, which shows much flexibility, could only
be defined depending upon the functional state a
nucleoid is in (Kuroiwa 1991). The proteins are
tightly bound to the DNA in the central region,
whereas they are loosely bound to the DNA
fibrils in the peripheral nucleoid space (Hansmann

et al. 1985). This pseudo-compartmentalization

outside the circle are transcribed clockwise, and those
inside are transcribed anticlockwise (Daniell et al. 2006)

gives the plastid nucleoid a layered structure
(Sakai et al. 2004). The core of the nucleoid is
tightly organized and has all the necessary pro-
teins required for the active transcription and rep-
lication of plastid genome, while the peripheral
regions are endowed with the task of translation
and complex assembly. Many proteins have been
identified and characterized from the enriched
nucleoid fractions of various plant species like
Arabidopsis, mustard, spinach, maize, pea, etc.
(Phinney and Thelen 2005; Pfalz et al. 2006;
Steiner et al. 2011; Melonek et al. 2012; Majeran
et al. 2012). The plastid nucleoid associated
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proteins (ptNAPs) can be classified into two
categories based on their functions — first is of
enzymatic ptNAPs that contribute to the DNA
replication, DNA repair and transcriptional and
translational activities of plastome. This category
includes plastid-encoded RNA polymerase
(PEP), PEP-associated proteins (PAP) and pen-
tatricopeptide repeat proteins (PPR proteins)
(Pfalz et al. 2006). 70S ribosomes, ribosome
assembly factors and many other proteins are
associated with DNA replication, DNA repair
and mRNA splicing, editing and translation (Yagi
and Shiina 2014). The second category is of
architectural ptNAPs — those involved in mem-
brane anchoring and DNA compaction like
PEND, PD1, PD3, MFP1, TCP34, pTAC16, SiR,
CND41, YLMGI and SWIB (Krupinska et al.
2013).

8.3.2.4 Plastid DNA Methylation
Methylation of nuclear DNA is of common
occurrence in eukaryotes and plays a pivotal role
in modulating chromatin structure, regulating
gene expression and in epigenetic inheritance
(Suzuki and Bird 2008). However, whether or not
cpDNA methylation occurs, it is controversial.
The first report for cpDNA methylation dates
back to 1972 when Sager and Lane (1972) pro-
vided the first ever evidence of chloroplast meth-
ylation and demethylation during the life cycle of
unicellular green alga Chlamydomonas and its
role in maternal inheritance of chloroplast
genome. This report sparked off the quest for
similar methylation marks in higher plants
including tomato (Ngernprasirtsiri et al. 1988a;
Kobayashietal. 1990) and maize (Ngernprasirtsiri
et al. 1989; Gauly and Kossel 1989). The basis
for detecting methylation then was to use a pair
of isoschizomer restriction endonucleases of
which one would be methylation sensitive and
the other would be methylation dependent so that
they gave two different restriction patterns of the
sample DNA depending upon whether one of
them is methylated or not. Accordingly, when
DNA methylation of plastid DNA from fully rip-
ened fruits, green mature fruits and green leaves
of tomato was compared (Ngernprasirtsiri et al.
1988a), the isoschizomeric endonucleases
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produced different restriction patterns of plastid
DNAs in tomato fruits and tomato leaves.
Different methylation patterns could also be seen
for the genes that were expressed differentially in
the chromoplasts. Further examination of meth-
ylation status of the genes during transitional
conversion of chloroplasts to chromoplasts in rip-
ening tomato is correlated with their expression
patterns making methylation one of the possible
mechanisms for regulating gene expression in
plastids (Kobayashi et al. 1990).

Similarly in maize, tissue-specific differential
expression of plastid-encoded genes was attrib-
uted to a regulatory mechanism mediated by
DNA methylation (Ngernprasirtsiri et al. 1989;
Gauly and Kossel 1989). However, these obser-
vations were refuted by subsequent studies in
which no such stage-specific methylation pattern
could be detected during tomato fruit ripening
(Marano and Carrillo 1991). Another study
around the same time on barley chloroplasts also
failed to detect any methylation footprints on the
plastid genes. Restriction patterns of leaf plastid
DNA from different stages of growth and devel-
opment were indistinguishable, although they
could clearly see differential gene expression and
protein synthesis at different stages (Tomas et al.
1992). Same year, Ohta et al. (1991) had reported
significant amount of cytosine methylation at
most of the CC(A/T)GG sites and some of the
GATC sites in the cpDNA of Pisum sativum. But,
the methylation pattern could not be correlated
with the gene expression as opposed to another
report by Ngernprasirtsiri et al. (1988b) in which
they had claimed that nonphotosynthetic plastid
(amyloplast) DNA is heavily methylated which
results in the transcriptional suppression of chlo-
roplast genes, whereas non-methylated plastid
DNA in photosynthetically active cells has tran-
scriptionally active genes.

Palmgren et al. (1991) observed varied levels
of DNA methylation in different tissue types in
carrot but failed to derive any conclusive correla-
tion between the age, type and the differentiated
stage of plant tissue with its levels of DNA meth-
ylation. Almost a decade later, methylation of
cpDNA in higher plants was again challenged by
Fojtova et al. (2001) who, by performing
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bisulphite genomic sequencing, failed to detect
any methylated cytosine residues in tobacco
plastome.

In the midst of all the controversies surround-
ing DNA methylation of plastid genome,
Chlamydomonas remains arguably the best and
the only example where the C-residues in cpDNA
have been shown to be methylated (Umen and
Goodenough 2001). In Chlamydomonas, methyl-
ated DNA has a function in that only the methyl-
ated maternal cpDNA is transmitted to the
daughter cells. There are two mating types in
Chlamydomonas: a heavily methylated maternal
mating type plus, mt +, and a non-methylated
paternal mating type, mt- (Burton et al. 1979).
There are two theories to explain the inheritance
of methylated maternal cpDNA. One is the
methylation-restriction system, wherein upon
successful mating, non-methylated mt- cpDNA is
selectively degraded allowing for the uniparental
inheritance of the maternal cpDNA (Sager and
Grabowy 1983; Nishiyama et al. 2002). Another
proposed mechanism is based on selective DNA
replication of methylated genome. In an elegant
experiment carried out by Umen and Goodenough
in 2001, they demonstrated that methylation of
maternal cpDNA is not for its protection from
methylation sensitive nucleases but to enhance its
replication in early zygotic stages. Probably, a
different mode of cpDNA replication is adapted
in germinating zygotes which selectively ampli-
fies intact and properly methylated cpDNA
molecules.

The ambiguous status of cpDNA methylation
in higher plants notwithstanding, experiments
have been carried out to ectopically express ade-
nine and cytosine DNA methyltransferases in the
chloroplast genome of tobacco (Jaffe’ et al. 2008;
Abhlert et al. 2009) by generating stable transpla-
stomic lines. It was shown that the plastid
genomes were efficiently methylated, yet they
were phenotypically normal and viable, and the
maternal inheritance was also not affected. More
importantly, there were no alterations in plastid
gene expression (Ahlert et al. 2009) which effec-
tively dismissed any idea of transcriptional regu-
lation of plastid gene expression by DNA
methylation.
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In conclusion, although DNA methylation of
cpDNA in tissue-specific or developmental stage-
specific manner cannot be ruled out with surety,
it’s not yet clear so as to what functional role it
may have in the chloroplast genome. A direct
link with the transcriptional regulation of gene
expression can clearly be ignored.

8.3.3 Organellar Inheritance

Unlike nuclear genome, organellar genomes in
angiosperms follow a non-Mendelian, maternal
pattern of inheritance (Birky 2008). It was first
discovered independently by Carl Correns in
Mirabilis jalapa (Correns 1909) and Erwin Baur
(1909) in Pelargonium. Through carefully
designed reciprocal crosses, Correns showed that
the leaf colour of the progeny was always deter-
mined by the phenotype of the maternal parent
and not the paternal parent. Similar results echo-
ing the cytoplasmic inheritance pattern were
found in another set of reciprocal crosses between
green and variegated plants of Pelargonium
zonale by Baur who, in this case, demonstrated
the biparental organellar transmission. Correns
thought that there were certain cytoplasmic fac-
tors which were responsible for the ‘diseased’
cytoplasmic state that confers variegated pheno-
type, and the transmission of the diseased versus
healthy cytoplasm depends upon the cytoplasmic
state of the maternal parent. But, Baur could cor-
rectly realize that it was the genetic factors in
plastids that were randomly segregated and had
given the observed phenotypes (Birky 2008). On
the basis of the actual explanations given by the
two scientists and for the overall understanding
of the mechanism, only Erwin Baur can be cred-
ited as the founder of the theory of plastid inheri-
tance (Hagemann 2010). These two pioneering
discoveries, though, marked the beginning of an
exciting era of organellar genetics.

Although uniparental mode of inheritance is
the predominant mode of inheritance, it may
extend beyond maternal inheritance to leaky
paternal transmission or even biparental inheri-
tance (McCauley 2013). Considerable research
has been done in this field in order to study the
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inheritance pattern across numerous plant
species, deviations from the obvious and the
mechanisms behind different modes of organellar
inheritance. For example, Pelargonium, in which
non-Mendelian inheritance was first discovered
by Baur (1909), exhibits all the three modes of
organellar inheritance (Weihe et al. 2009).

In angiosperms, maternal inheritance of plas-
tids accounts for about 80 % of cases, while the
rest are known to be biparental (Corriveau and
Coleman 1988). Deviation from a strictly mater-
nal inheritance to a strictly paternal inheritance is
of rare occurrence. Actinidia (Testolin and
Cipriani 1997) is the only known example till
date to exhibit an exclusive paternal inheritance
of plastids. Uniparental paternal inheritance or
biparental inheritance can be found mostly in
interspecific crosses as a means to rescue defec-
tive plastid genomes in hybrids with nuclear plas-
tid incompatibility (Zhang and Sodmergen 2010).
Examples include Passiflora (Hansen et al. 2007),
Oenothera (Chiu et al. 1988), Larrea (Yang et al.
2000), Turnera (Shore et al. 1994), Pelargonium
(Weihe et al. 2009), Chlorophytum comosum
(Liu et al. 2004), etc.

Several mechanisms have been proposed for
maternal inheritance that prevent paternal plas-
tids from getting transmitted to the progeny.
These include both pre- and post-fertilization
preventive measures. First is the physical exclu-
sion of plastid organelles from the generative
cell. It can occur during pollen mitosis I or from
the maturing generative cells by enucleated cyto-
plasmic bodies. Post-fertilization mechanism
involves differential rates of DNA replication
between maternal and paternal plastid genomes
(Nagata 2010).

Many instances of paternal leakage of mito-
chondrial genomes have also been reported. One
of the initial reports that hinted at the possibility
of paternal mtDNA inheritance was in alfalfa
(Medicago sativa) in which large mtRNAs were
found to be paternally inherited (Fairbanks et al.
1988). In fact paternal inheritance of mtDNA in
gymnosperms is known since the 1970s (Neale
et al. 1989), and it is the most commonly found
inheritance pattern in gymnosperm species.
Amongst angiosperms, the prominent examples
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include rapeseed (Erickson and Kemble 1990),
banana (Faure et al. 1994) and cucumber (Havey
1997). Otherwise, paternal leakage and hetero-
plasmy normally occur in interspecific crosses.
Barring these few examples, mitochondrial
genome inheritance in flowering plants occurs
predominantly via maternal transmission. One of
the classical examples of maternally inherited
mitochondrial trait is the cytoplasmic male steril-
ity (CMS). Frequent genomic rearrangements in
mtDNA can create chimeric open reading frames
(ORFs) whose expression can result in defective
mitochondrial functions which ultimately lead to
pollen abortion (Hanson and Bentolila 2004).

One of the reasons for a persistent uniparental
mtDNA inheritance across the evolutionary time-
line is the need to maintain organellar homo-
plasmy. A biparental inheritance would mean
mixing of maternal and paternal mitochondrial
genomes giving rise to a heteroplasmic state
(McCauley 2013). Such a genetic heteroplasmy
of organelles is usually not tolerated by the cells,
and in the subsequent divisions, they get rid of
the mitochondrial genome type which is less
competent of the two. Since mitochondrial
genomes can undergo fusion, even in plants
(Arimura et al. 2004), mtDNA from the two
sources may recombine and cause unwanted
genetic variations and heterogeneity in mtDNA
sequences.

8.3.4 Plant DNA Barcodes Based
on Organellar Genome

DNA barcoding uses short orthologous DNA
sequences for species identification and for
decoding its evolutionary history (Ali et al.
2014). Phylogenetic analysis using DNA barcod-
ing has revolutionized the traditional disciplines
of taxonomy and phylogeny. Molecular phyloge-
netic investigation relies upon the heritable dif-
ferences at the molecular level to establish
phylogenetic relationship between different
organisms. The main aim of DNA barcoding is to
establish a shared community resource of DNA
sequences which will be unique for each species
so that it can be used for organismal identification
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and taxonomic clarification (Hollingsworth et al.
2011).

DNA barcoding surely offers many benefits.
Apart from correctly identifying the known spe-
cies, it has been instrumental in the identification
of a number of probable cryptic species which
were earlier thought to be single species based on
morphological characters (Dasmahapatra and
Mallet 2006).

For a locus, coding or noncoding, to be con-
sidered as a barcode, the foremost requirement is
that it should easily get amplified using a univer-
sal set of primers so that it can be used on a large
sample size. More importantly, it should have an
outstanding discriminating power, i.e. it should
be able to make a clear distinction between dif-
ferent plant species (Hollingsworth et al. 2011).
In animals, mitochondrial gene cytochrome c¢
oxidase I (COI) is routinely used as the standard
barcode for bio-identification (Hebert et al.
2003). But in the case of plant mitochondrial
gene markers, they are highly conserved
sequences with a very low incidence of single
nucleotide substitutions. This translates into their
low discriminating powers making them unfit to
be used as plant barcodes. Also, due to extreme
genomic rearrangements in the intergenic regions
of mitochondrial genome (Palmer et al. 2000)
and the fact that sequence information is avail-
able for only a limited number of plant species,
mitochondrial genome in plants cannot provide
enough suitable candidates for selecting a plant
barcode (Hollingsworth et al. 2011). Using plant
nuclear genes as barcodes may also be not very
useful as they can be highly variable across dif-
ferent plant species making the design of univer-
sal primers difficult. Hence, a universal barcode
is most likely to come from the plastid genome in
plants. Initially, seven candidate plastid DNA
regions, atpF-atpH spacer, matK gene, rbcL
gene, rpoB gene, rpoCI gene, psbK-psbl spacer
and trnH-psbA spacer (Pennisi 2007), were con-
sidered, and on the basis of the selection criteria
of recoverability, sequence quality and its species
discrimination power, a 2-locus combination of
rbcL/matK was eventually finalized as the univer-
sal plant barcode (CBOL Plant Working Group
2009). matK consistently shows a high level of
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discriminancy amongst angiosperm species, but
because of high sequence variability and the
presence of mononucleotide repeats in the gene
(Hilu and Liang 1997), it is inherently difficult to
amplify and sequence. On the other hand, rbcL is
easy to sequence and amplify but shows an aver-
age discriminancy power. However, to circum-
vent the problem of amplifying matK gene, new
universal primers have now been designed with
fairly strong amplification (93.1 %) and sequenc-
ing (92.6 %) successes in the species tested (Yu
etal. 2011).

The use of plant barcodes in species identifi-
cation is still in its initial stages. A compilation of
the studies which have used DNA barcoding for
plant identification has been illustrated in
Table 8.1 (Hollingsworth et al. 2011).

Barcoding offers many advantages like spe-
cies identification in cases where only small
amounts of tissue from sterile, juvenile or frag-
mentary materials are available, and morphologi-
cal identification is not possible or if it involves
geographically restricted sample sets, such as
studies focusing on the plant biodiversity of a
given region or local area (CBOL Plant Working
Group 2009).

Although DNA barcoding is an effective phy-
logenetic tool, no single locus can be conserved
in all the species and still has enough discrimina-
tion power to work across all species (Li et al.
2015). Moreover, the species identification is
based on a single DNA sequence which can cre-
ate artefacts in the case of plants as sequences
from a totally unknown source can reach a given
species by horizontal transfer of DNA sequences.

8.4 Genetic Crosstalk Between
Nucleus, Chloroplasts

and Mitochondria

It is known for a fact that ever since their incep-
tion in eukaryotic host cell as subcellular organ-
elles, mitochondria and chloroplasts have
undergone massive reduction in their genome
complexity with most of their genes being syph-
oned into the nuclear genome only to reimport
the products with the help of transit peptides and
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Table 8.1 Applications of DNA barcoding in plants

Application

Identification of cryptic orchid species
Identification of cryptic Conocephalum
(bryophyte) spp.

Identification of cryptic Herbertus
(bryophyte) species

Identification of cryptic Taxus species

Identification of seedlings in tropical
forest plots

Community phylogenetics of tropical
forest plot

Identification of Chinese medicinal
plants: Polygonaceae

Identification of Chinese medicinal
plants: Fabaceae

Identification of Phyllanthus species in
herbal medicines

Identification of Actaea species in herbal
supplements

Identification of medicinal plant species

Identification amongst berry species in
foods

Assessing the plant components of honey

Identification of invasive species
(Cardamine)

Identification of invasive species
(Hydrocotyle)

Molecular identification of roots in
grassland communities

Identification of Osmunda gametophytes

Identification of an aquatic fern
gametophyte

Identification of traded fern species

Identification of CITES listed ramin
timber and products

Identification of poisonous plants

Identification of plant components of
herbivore diet

Identification of plant components of
herbivore diet

Identification of plant components of
herbivore diet

Proof of concept for application to
forensics

protein import machinery. This means that they
still have the full quota of proteins but not the
genes (Martin 2003). In addition to the organellar
DNA influx into the nucleus, nuclear DNA frag-

Barcode markers used
matK
rbcL

rbcL+matK+trnH-psbA+nrITS

nrlTS, trnL-F, trnH-psbA, matK, rbcL

nrlTS, trnH-psbA, rbcL, matK (and other

regions)
rbcL+trnH-psbA+matK

trnH-psbA

nrITS2, matK

trnH-psbA

matK

nrlTS2, nrITS, matK, rbcL, pcbA-trnH
(and other regions)

nrlTS

trnL PG loop
nrITS, trnL intron, trnl-F

tmH-psbA

rbcL

rbcL

rbcL, trnL intron (and other regions)
rbcL (and other regions)

matK (SNP assay of barcode sequence)
matK, trnH-psbA and other regions
trnL PG loop

trnL intron

trnH-psbA

trnH-psbA, trnL-F
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Notes

matK and nrITS rated as the
best performing regions
nrlTS and frnL-F rated as the
best performing regions
trnH-psbA was rated as the
best performing region

nrITS2 rated as the best
performing marker

matK and trnH-psbA did not
show enough variation

matK proved troublesome to
amplify so it was discarded

trnL intron is less informative
due to low coverage in
reference database

matK preferred (along with 2
single-copy nuclear regions)

ments have also found their way into the mito-
chondrial genome. In fact, plastid sequences
might also contribute to some plant mitochon-
drial genes (Wang et al. 2012a). As far as plastid
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genome is concerned, there is always a one-way
movement of genes away from the plastid into
the nucleus or mitochondria.

As we will see in the next section, establishing
an organellar gene in the nucleus is a very
demanding task. So, what was the need for mov-
ing the organellar genes into the nucleus during
the course of organellar evolution? No matter
how straightforward it seems, it is a very subjec-
tive question.

From the point in an evolutionary timeline
wherein the two free-living prokaryotes —
a-Proteobacterium and Cyanobacterium — were
sequentially engulfed by their eukaryotic host
cell, they were in the continuous process of
evolving into the present-day organelles, mito-
chondria and chloroplast, respectively. They had
been assigned a specific function and could not
possibly have continued to live as an independent
entity as earlier. That made it imperative for the
newly evolved organelles to share their genetic
load with the host cell nucleus. This meant giving
the nucleus a firm authority to regulate their func-
tions, thus embarking on a long-lasting symbiotic
relationship. This clearly indicates an evolution-
ary pressure to centralize genetic information in
the nucleus (Daley and Whelan 2005).

Splitting of the organellar genes also means a
well-co-ordinated gene expression between the
nucleus and the organelles, ensuring more co-
operations in cellular functions and a better regu-
lation of their own function with respect to the
internal and external cues as perceived by the
nucleus.

In pure genetic terms, there are many pro-
posed hypotheses to explain the nuclear move-
ment of the organellar genes: the need (1) for a
more compact organellar genome that can natu-
rally be selected for rapid replication (Selosse
et al. 2001), (2) to avoid Miiller’s ratchet which is
the accumulation of deleterious mutations in
asexually propagating nonrecombining organel-
lar genomes by recombination in nuclear genome
(Lynch 1996) and (3) to select for a better fit
nuclear copy of the organellar gene (Blanchard
and Lynch 2000).

Having discussed all the possible reasons for
the nuclear transfer of organellar genes, we will
see to what extent the genes have been trans-
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ferred to the nucleus and why some genes are still
retained in the organellar genome.

8.4.1 Promiscuous Plastid
and Mitochondrial DNA

in Nucleus

Boogaart et al. (1982) reported the presence of a
gene sequence in nuclear genome that was
homologous to the mitochondrial DNA sequence
in Neurospora crassa. It was the first ever report
of its kind. Later that year, John Ellis (1982) for
the first time used the term ‘promiscuous DNA’
for the chloroplast genes inside the plant mito-
chondrial genome. This was followed up by a
burst of reports on promiscuous DNA across
many systems, like in maize (Stern and Lonsdale
1982), yeast (Farrelly and Butow 1983), fungus
(Wright and Cummings 1983), locust (Gellissen
et al. 1983) and so on. An event which was previ-
ously thought as a rare event had suddenly
become a ‘rampant process’.

The large-scale DNA transfer from the organ-
elles to the nucleus has significantly contributed
to the nuclear genome evolution. The transferred
DNA sequences in nucleus are called nuclear
integrants of organellar DNA, norg, which is
classified into nupt, for ‘nuclear plastid DNA’,
and numt, for ‘nuclear mitochondrial DNA
(Leister 2005). Most of these segments are gener-
ally less than 1 kb in length (Richly and Lester
2004a, b).

Experimental attempts have been made to
reconstruct the functional gene transfer from the
chloroplast to nucleus and to show that the trans-
ferred genes become functional in the nucleus
when followed by suitable genomic rearrange-
ments in the nuclear genome. Another finding of
these experiments was that mitochondrial and
chloroplast DNA transfer to the nucleus occurs at
relatively high frequency (Huang et al. 2003;
Stegemann et al. 2003). Stegemann and Bock in
2006 employed a simple and effective experi-
mental design in which they showed functional
activation of a chloroplast marker gene in the
nucleus. Stable transplastomic lines (chloroplast
transformed) were raised using a cassette con-
taining nptll gene under nuclear CaMV 35S
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promoter upstream of the chloroplast marker
aadA gene cloned under a chloroplast-specific
promoter, Prrn. Spectinomycin (spec)-resistant
cells were then challenged with kanamycin (kan)
in culture, and many resistant lines could be
recovered implying a nuclear transfer of the nprll
gene. The lines were outcrossed to replace the
transgenic chloroplast with the wild types. The
kan-resistant and spec-sensitive lines were again
screened for spectinomycin resistance to select
for the lines in which the chloroplast gene had
become functional in the nuclear genome. Again,
the desired lines could be obtained implying the
activation of aadA gene in the nucleus. But this
could happen only at the cost of the associated
nuclear gene whose segments were deleted to
acquire the CaMV35S promoter.

Transfer of the organellar DNA to the nucleus
is an ongoing evolutionary process. Relocation of
an organellar DNA segment to the nucleus does
not guarantee a functional acquisition in the
nucleus. There are many steps involved in the
transfer process, from the actual movement of
DNA towards nucleus to the final attainment of a
function (Brennicke et al. 1993; Adams and
Palmer 2003). The first step is to escape the
organellar genome, i.e. gene escape. The DNA
needs to be freed from the parent location and
become available for the nuclear integration.
DNA segments can escape the organelles by vari-
ous mechanisms. In the past, it has been sug-
gested to have occurred during the early stages of
organellar evolution when the endosymbiont
division was not synchronized with the host cell
division, resulting in unequal partitioning. During
those early divisions, some cells might have lysed
to release their genomic contents in the cyto-
plasm which somehow managed to reach the
nucleus and got integrated into the nuclear host
genome (Barbrook et al. 2006). Other mecha-
nisms include escape during disruption of organ-
ellar membranes which might occur at various
occasions like during digestions of organelles by
lysosomes or vacuoles (Adams and Palmer 2003)
or during environmental stress conditions (Wang
et al. 2012b).

The next task would be to transfer the escaped
DNA to the nucleus. But in what physical form
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does it travel all the way to the nucleus? Is it
DNA, RNA or cDNA? It could be any of the
three. Large-scale DNA transfers have been
shown experimentally as well as observed natu-
rally which clearly implies that DNA escapes in
its native double-stranded form and reaches the
nucleus. Integration occurs via illegitimate, non-
homologous DNA repair of double-stranded
breaks (Noutsos et al. 2005) that can cause
genomic rearrangements around the integrated
sites. In fact there are many examples of ongoing
endosymbiotic gene transfer occurring multiple
times and independently in different angiosperm
lineages. For example, mitochondrial gene rps10,
which codes for a protein component of the small
ribosomal subunit, was found to be present in the
mitochondrial genomes of some plants but absent
in others (Knoop et al. 1995). The cases where it
was missing from the mitochondrial genome, it
had already migrated to the nucleus (Adams et al.
2000).

Some studies have shown that the transfer can
take place via an RNA intermediate. Many organ-
ellar genes may contain introns and are processed
by splicing or may undergo editing before giving
rise to the mature transcripts. Such edited ver-
sions of the genes can be found as it is in the
nuclei which suggest that transfer might have
occurred via a reverse-transcribed RNA (Schljster
and Brennicke 1987; Nugent and Palmer 1991;
Henze and Martin 2001).

The last step is the activation, the expression
and the acquisition of signal peptides by the
transferred gene. The transferred genes must
acquire the regulatory elements for their proper
expression followed by the organelle targeting
signal peptide so that it reaches the destination it
is meant to be functional in (Adams and Palmer
2003). Once a transferred gene becomes func-
tional in the nuclear genome, there is a transi-
tional phase where both the nuclear and the
organellar copy might be expressing simultane-
ously. This is exemplified by the nuclear and
mitochondrial cox2 genes in several legumes
where both the genes are transcribed albeit at
varying levels (Adams et al. 1999). Following the
co-expression, the next logical step is the gene
silencing and the loss of organellar copy of the
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gene. The nuclear copy is rarely ever lost, unless
the gene product is toxic to the cell, outside its
organellar location or is not transported back to
the organelle.

But, it is not always that a coding region has to
be relocated. Many a times, a large chunk of non-
coding organellar sequences are also transferred,
and they remain devoid of any functions in the
nuclear genome. The best possible example
would be that in rice, where some very large
insertions of cpDNA (>100 kb) have been found
in the nuclear genome (The Rice Chromosome
10 Sequencing Consortium 2003). Another
example is 620 kb large mtDNA insertion in the
chromosome 2 of Arabidopsis (Stupar et al.
2001).

Not all the organellar DNA fragments that get
transferred into the nucleus can become func-
tional. As they move to the new nuclear environ-
ment, they are vulnerable to accumulating
mutations: single nucleotide insertions/deletions
(indels), point mutations or more commonly
5-methylcytosine  hypermethylation ~ which
appears to be the most prominent mechanism of
mutational decay of organellar DNA (Huang
et al. 2005). Also, the integration and elimination
of organellar DNA remains in an equilibrium, i.e.
DNA which is transferred to the nucleus may get
thrown out of the nuclear genome after much tai-
loring and shuffling in due course of time, say in
a million years. Large organellar DNA fragments
preferentially localize to the pericentromeric
region of the chromosomes, where integration
and elimination frequencies are markedly higher
(Matsuo et al. 2005). In summary, the transfer of
organellar DNA into the nucleus is a dynamic
evolutionary process, but for it to become suc-
cessful, it needs to undergo various adjustments,
genetic alterations before it gets fixed and become
functional in the nuclear genome.

8.4.1.1 Foreign DNA Invasion in Plant
Mitochondrial Genome
Mitochondrial genomes of flowering plants are
prone to taking up foreign DNA from various
sources. They can receive DNA from nucleus and
plastids within the cell or from other mitochon-
drial and plastid genomes via horizontal gene
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transfer. Two  peculiarities which make
mitochondria more receptive to horizontal trans-
fer of genomic material are firstly, they can easily
undergo fusions and secondly, genetically dis-
tinct mitochondrial genomes can recombine
speeding up the exchange process (Bock 2009).
Plastid DNA sequences contribute 1-11 % of
the total mitochondrial genome (Lloyd et al.
2012). These plastid-derived mtDNA sequences
are abbreviated as mtpt sequences (Wang et al.
2007). The transfer of cpDNA sequences to mito-
chondria is estimated to have commenced at least
300 million years ago with the oldest predicted
mtpt being trnV(uac)-trnM(cau)-atpE-atpB-rbcL
stretch of cpDNA. The first mtpt sequences dis-
covery was made over three decades ago in maize
genome by Stern and Lonsdale (1982) in which a
12 kb mtDNA sequence was identified as identi-
cal to a part of the IR of maize chloroplast
genome. Since then, large chunks of plastid DNA
have been detected in the mitochondrial genome
of various angiosperm species. As the more num-
ber of mitochondrial and plastid genomes are
getting sequenced, more of such examples are
expected to come up across the land plants.
Notable examples of mtpt sequences include
Phaseolus mitochondrial genome that harbours a
promiscuous cpDNA fragment form #rnA gene
intron which was acquired via a horizontal gene
transfer event. This was the first report of a plas-
tid sequence undergoing horizontal transfer to
the mitochondrial genome of higher plants
(Woloszynska et al. 2004). In silico studies had
been carried out by Wang et al. (2007) to identify
informative chloroplast gene clusters in mito-
chondrial genome and to search for the pseudo/
functional protein-coding genes within the
selected mtpt sequences. They even tried to look
for particular regions in cpDNA, if any, that are
regularly transferred to the mitochondrial genome
so that DNA transfer hotspots can be identified.
In their findings, which was in accordance with
the previous reports (Notsu et al. 2002; Clifton
et al. 2004), Wang et al. (2007) reported that all
the protein-coding mtpt sequences in angio-
sperms degenerate to become nonfunctional.
Nevertheless, some chloroplast-derived tRNAs
were shown to be functional in mitochondria
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(Miyata et al. 1998). As far as the source of chlo-
roplast sequences in the plastid genome is con-
cerned, the transfer can occur randomly from any
part of the genome (Wang et al. 2007).

In a new finding by Wang et al. (2012a), some
mtpt sequences have been shown to be contribut-
ing codons to unrelated mitochondrial protein-
coding sequences. For example, in Vitis vinifera
(grapevine), Silene latifolia (campion) and
Nicotiana tabacum (tobacco), mtpt sequences at
3’ end of mitochondrial ccmC gene contribute
four additional amino acids at carboxyl terminus
of the polypeptide that are putatively involved in
the mitochondrial mRNA maturation. Similarly,
mtpt sequences at 3’ end of mitochondrial gene
atp4 in Zea mays which provides the stop codon
and mtpt sequences at 5’ end of the gene nad9 in
Triticum aestivum (wheat) are all examples of
mtpt sequences participating in mitochondrial
functions. The plastid-derived sequences may
remain dormant for years before they become
functional again.

Nuclear DNA sequences can also get stably
integrated into the mitochondrial genome and
contribute to its size expansion. Many of these
sequences are homologous to retrotransposons
(Kubo and Mikami 2007) as exemplified by
copia-, gypsy- and LINE-like retrotransposon
fragments in the mitochondrial genome of
Arabidopsis thaliana (Knoop et al. 1996) that
make up ~5 % of the total genome size. Similar
findings are resonated in the mitochondrial
genomes of other plant species also: 19 TEs (16
retrotransposons and three DNA transposons)
from rice mitochondrial genome (Notsu et al.
2002), 4 small fragments (50-277 bp) with simi-
larity to known retrotransposons in maize (Clifton
et al. 2004), 21 retrotransposon-like sequences in
sugar beet (Kubo et al. 2000) and 5 retrotranspo-
sons in wheat mitochondrial genome (Ogihara
et al. 2005). However, until we have the complete
knowledge of nuclear and mitochondrial genome
sequences of other plant species, it is difficult to
estimate the share of nuclear sequences in mito-
chondrial genome (Kubo and Mikami 2007).

Horizontal gene transfer has played a signifi-
cant role in eukaryotic genome evolution. HGT
represents transfer of genetic material between
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organisms (or even organelles) by asexual means.
Mitochondria can also take up DNA by HGT. It
can go beyond the species barrier. In fact the
donor organism need not always be a plant. It can
be as diverse as viruses or non-plant eukaryotes
or even prokaryotes (Bock 2009). It happens
more frequently in mitochondrial genomes
resulting in massive DNA transfers even between
distantly related flowering plants. It occurs
strictly via a DNA-level intermediate, but the
exact mechanism largely remains unknown
(Mower et al. 2010). HGT is commonly seen in
parasitic plants (Davis and Wurdack 2004; Bock
2009) or in cases of plant-pathogen interactions
where a cell-to-cell contact is established between
the infecting agent (fungus, insect, nematode,
etc.) and the host plant. In fact the endosymbiotic
origin of chloroplasts and mitochondria and the
ensuing large-scale genetic transfer are in itself
the most striking examples of HGT. It is an
extreme case wherein the entire genome of the
endosymbionts has got transferred to the nuclear
genome (Martin et al. 2002).

As already mentioned, amongst the three cel-
lular genomes, mitochondrial genome is the most
amenable to foreign DNA invasion by HGT. It is
evident by the occurrence of massive mitochon-
drial gene transfers between parasitic flowering
plants and their host plants (Davis and Wurdack
2004). For example, in Rafflesia cantleyi
(Rafflesiaceae) and its close relatives, 24-41 %
of their mitochondrial genome is derived from
their host via HGT (Xi et al. 2013). Gene flow
can also happen from the parasitic flowering
plants to their host plants (Mower et al. 2004).
Large-scale HGT can also be seen in Amborella
trichopoda in which 1 or 2 copies of 20 of their
32 protein-coding mitochondrial genes have been
acquired from other plants. Interestingly, most of
the transferred genes have retained their function
in the Amborella mtDNA (Bergthorsson et al.
2004). Another prominent example of HGT in
mitochondria is that of highly invasive group I
intron in angiosperm mitochondrial gene, coxl,
coming from a fungal donor using double-
stranded break repair pathway. It was first
revealed in Peperomia polybotrya (Vaughn et al.
1995) and later detected in over 640 angiosperms
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(Cho et al. 1998; Sanchez-Puerta et al. 2008). It
appears to have been acquired via 70 separate
horizontal transfer events. Since fungal-plant
transfer of mitochondrial introns does not happen
too frequently, a chance transfer event from a
fungal donor might have been followed by its lat-
eral transfer from one angiosperm to another or
by illegitimate crossing over (Sanchez-Puerta
et al. 2008).

The transferred foreign DNA in mitochondria
can have four different fates. First, they could be
rendered totally nonfunctional by frameshift
mutations or indels (Lloyd et al. 2012). This hap-
pens most often. Second, few sequences might
retain the intact reading frames so that they are
efficiently transcribed and remain functional in
their new host (Miyata et al. 1998). In the third
possibility, if the sequence similarity is very high,
some of the invading genes can even replace the
native mitochondrial genes via homologous
recombination leading to gene conversions and
generating mitochondrial diversity (Mower et al.
2010). The native gene can either get completely
replaced or only a part of it gets replaced result-
ing in a ‘chimeric’ gene that is still functional
(Hao and Palmer 2009). In the fourth type, novel
mitochondrial genes can be created by the trans-
ferred DNA segments, unrelated to the functions
they previously had, making them evolutionary
potent sequences (Wang et al. 2012a).

8.4.1.2 Why Not Get Rid

of the Organellar Genome

Altogether?
The modern-day organelles, chloroplasts and
mitochondria, have a highly reduced genome.
Their ancestors had thousands of genes in their
genome, yet they themselves code for hardly a
hundred genes. Some of the ancestral genes were
dumped due to intracellular redundancy, while
others were simply relocated to the nucleus. So
far, the eukaryotic cell has failed to get rid of its
mitochondrial and plastid genomes, retaining a
minimum set of genes even in nonphotosynthetic,
holoparasitic flowering plants, heterotrophic
algae and apicomplexan parasites (Wolfe et al.
1992; Nickrent et al. 1997; Wilson 2005;
Barbrook et al. 2006).
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This raises the following fundamental
questions: Why is the evolutionary transfer of
organellar genes to the nucleus not yet over?
Why carry the additional load? What is stopping
it? Is it the prokaryotic nature of their genes? Is it
the codon usage? But that did not stop the other
genes from moving out. So what is it?

Many hypotheses have been put forth to crack
this riddle. First, the ‘hydrophobicity’ hypothesis
(von Heijne 1986) which suggests that the genes
which were left behind are the ones whose prod-
ucts, being hydrophobic in nature, are difficult to
transport back to the organelle from the cytosol.
Gunnar von Heijne reasoned that mitochondrial
proteins indeed contain long hydrophobic stretches
which are not generally found in nuclear-encoded
mitochondrial proteins. If these proteins were to
synthesize in the cytosol, hydrophobic regions
would serve as targeting signals for export across
the endoplasmic reticulum, and the proteins could
never reach the target organelle or the hydropho-
bicity could make them toxic for the cell when
expressed in the cytosol (Oca-Cossio et al. 2003).
Many bioinformatic studies and experimental evi-
dences have favoured this hypothesis (Daley and
Whelan 2005). However, there have been some
relocation experiments which have countered this
view along with the reports of successful import of
many hydrophobic proteins like LHCII (chloro-
plasts) (Barbrook et al. 2006) and ADP-ATP carri-
ers (mitochondria) (Allen 2003). Also, not all the
genes in the organelles code for hydrophobic pro-
teins. Despite these hiccups, hydrophobicity is still
considered a major constrain in drawing the pro-
teins back to the organelles.

Second, the ‘CoRR’ or Co-location for Redox
Regulation hypothesis (Allen 1993a, b, 2003)
states that there are genes which are directly
regulated by the redox state of their gene prod-
ucts or that of their interacting partners. This
necessitates the presence of such genes in the
organelle itself so that any redox imbalance can
be rectified instantly instead of delaying the
response by first sending a signal to the nucleus
and then waiting for the gene products to reach
the organelle (Barbrook et al. 2006). But, there
are flaws in this hypothesis too. Only few
organellar genes have been shown to be under the
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redox control, while there are many nuclear-
encoded chloroplast and mitochondrial genes
which are under redox regulation but are not
coded by them (Pfannschmidt et al. 2003).

Next in line is ‘code disparity hypothesis’ (de
Grey 2005). There are issues of genetic code dis-
parity between nuclear and mitochondrial
genome and codon modifications in some plastid
genes which may hamper the functional gene
transfer to nucleus (Barbrook et al. 2006). Code
disparity would mean a different amino acid get-
ting incorporated during translation in the cyto-
sol, probably altering its function altogether.
Then their transcripts also undergo RNA editing
to ‘correct’ the codons before they are translated,
which interestingly confers increased hydropho-
bicity to the proteins encoded (Jobson and Qiu
2008). Also, there are plastid genes that use non-
canonical start codon such as GUG which is
bound to be missed in the cytosolic translation.
To compensate for these disparities, additional
mutations would be needed in the nuclear DNA
which only complicates the matter further (de
Grey 2005; Barbrook et al. 2006).

Fourth would be ‘essential tRNA hypothesis’
(Barbrook et al. 2006). It says that tRNA encoded
by the plastid gene frnE is unique in the sense
that apart from its primary role in protein biosyn-
thesis, it is also involved in tetrapyrrole biosyn-
thesis (Kumar et al. 1996). So even if it is to be
replaced by cytosolic tRNAGIu in protein bio-
synthesis, it cannot take over its function in tetra-
pyrrole biosynthesis. This makes the plastid copy
indispensable and is forced to be retained by the
plastid genome along with the machinery for its
transcription (Howe and Smith 1991).

Fifth is ‘limited transfer window’ hypothesis
(Barbrook et al. 2006). One of the proposed
mechanisms by which organellar DNA had
moved into the nucleus was by their lysis during
endosymbiont divisions, releasing its genomic
contents in the host cytoplasm. This spilled over
DNA then got integrated into the nuclear genome
of the host. So according to this hypothesis,
organisms which have only one organelle per cell
will have ‘limited’ (or effectively closed) oppor-
tunities to transfer their DNA to the nucleus as its
breakdown will be essentially lethal to that
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particular cell. This hypothesis is supported by
the fact that plastid DNA-derived sequences are
much rarer in the nuclear genomes of single plas-
tid holders like Chlamydomonas and Plasmodium
(Richly and Leister 2004b).

‘Work in progress’. It’s not a hypothesis per
se, but there could be a chance that we do not see
all the organellar genes in the nucleus yet simply
because that evolutionary process is still under-
way! We could just be witnessing the last stages
of what must be a very slow evolutionary transfer
of genes to the nucleus.

In conclusion, no one hypothesis is full proof
and sufficient enough to defend the retention of
only a few kinds of genes by the organellar
genome. Each of them has their share of merits
and demerits. There could be other reasons too
that are not covered here, but in practical terms, it
is not an individual but the combination of differ-
ent probabilities that can explain this dilemma.

Conclusions and Future
Perspectives

8.5

The knowledge of organellar genome sequences
can be very resourceful in studying plant molecu-
lar ecology and evolution. The ever growing
organellar genome database is definitely a boost
to the organellar research as it helps unravel the
great mysteries of the organellar genomes which
are still holding up. The current knowledge of
genomes across a diversified range of plant spe-
cies clearly indicates that all the three kinds of
cellular genomes are in a continuous state of evo-
lution and maintain a very healthy interorganellar
communication. DNA fragments of all sizes are
often moving in and out of nucleus and organelles,
undergoing mutational alterations and rearrange-
ments, creating novel sequence combinations,
disrupting genes on arrival or sometimes even
creating new genes where they integrate.

Of the two organellar genomes, chloroplast
genome is the one which is more stable and has a
simpler genome compared to the mitochondrial
genome. The quality of a chloroplast genome is
such that it is most suitable to study the
phylogenetic relationships amongst the major
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cladles of flowering plants. One of the biggest
attractions of chloroplast genome research in the
future will be the use of cpDNA-based plant bar-
codes in their taxonomical pursuits and to create
a unique identification mark for each and every
plant species on this planet.

On the contrary, the plant mitochondrial
genome, being the most dynamic and with an
‘always changing’ attitude, makes for an interest-
ing study from the evolutionary perspective. The
animal mitochondrial genome, on the contrary,
has remained docile and extremely stable with
the relocation process of their mtDNA into the
nucleus coming to an evolutionary halt. The plant
mitochondrial genome is associated with so
many peculiarities and jaw-dropping statistics
that the more we think we know about this
genome, the more mystical it appears. There are
so many unanswered questions that we can only
hope the sequencing of more number of genomes
will help understand them better.
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Introduction

The term ‘DNA fingerprinting’ has its origin in
the method developed by Sir Alec Jeffreys and
his colleagues in 1985 (Jeffreys et al. 1985b)

Abstract

Advances in knowledge about the molecular structure of plant genome
and development of techniques to rapidly characterise genomic variations
have established DNA fingerprinting as a powerful tool for identifying
plant species, varieties, clones, individuals and even plant products. This
article provides details of DNA polymorphism in plants and classical and
more recent molecular marker techniques based on restriction fragment
length polymorphism (RFLP), polymerase chain reaction (PCR), DNA
microarrays and sequencing. The advantages and limitations of each tech-
nique are given along with some recent examples of their application in
plant identification.
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whereby individual specific DNA fragment
profiles are produced, thus providing an identifi-
cation tool having the same application as
conventional fingerprinting. This restriction
fragment length polymorphism-based method,
its variants and several other techniques have
found wide application across the biological
spectrum to address issues of identification,
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diversity, relatedness, phylogeny and breeding
(Karp et al. 1996, 1998; Staub et al. 1996; Henry
2001; Weising et al. 2005; Jiang 2013; Nybom
et al. 2014).
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9.2 DNA Polymorphism

DNA fingerprinting techniques are mostly targeted
to locate polymorphism in the organisation of four
nitrogenous bases adenine (A), guanine (G), cyto-
sine (C) and thymine (T) which besides deoxyri-
bose sugar and phosphate constitute the primary
structure of DNA. These bases exist as single or
low-copy-number coding sequences, promoters
and regulatory sequences, introns and pseudo-
genes, moderately repeated interspersed and tan-
dem repeats and highly repeated satellite DNA
sequences (Heslop-Harrison and Schwarzacher
2011; Heslop-Harrison and Schmidt 2012; Pathak
and Ali 2012).

9.2.1 Polymorphism in Single

Nucleotides

Polymorphism in single nucleotides can origi-
nate through insertion or deletion (indel) or sub-
stitutions of single bases (single nucleotide
polymorphisms — SNPs) between DNA
sequences. SNPs are ubiquitous in eukaryotic
genome and occur outside as well as within the
coding regions (Gupta et al. 2001; Rafalski
2002; Ganal et al. 2009). In maize with a genome
size of 2.3 Gbp, on an average one SNP occurs
every 44—75 base pairs (Ganal et al. 2011). SNPs
are discovered either by mining sequence data-
bases (in silico methods) or by experimental
methods of direct sequencing or microarray
technology (see later in the chapter).

9.2.2 Interspersed Repeats

Interspersed repeats are moderately repeated
DNA sequences present throughout the genome
and comprised of transposons, elements that can
change their position within the genome (Frost
et al. 2005; Morgante et al. 2007). Transposons
are ubiquitous within eukaryotic genomes and
are of two basic classes.

J.L. Karihaloo

9.2.2.1 Retrotransposons or
Retroelements

These replicate through RNA intermediates
which are reverse transcribed back at some ran-
dom location in the genome. Four types of ret-
rotransposons have been identified. Retroviruses
have RNA genome which on entering host cells
gets transcribed to form reverse transcriptase.
The latter copies RNA into DNA which inte-
grates into the host genome and replicates the
viral genome to transcribe coat protein. Long ter-
minal repeat retrotransposons (LTRs) are quite
similar to retroviruses but have their coding
sequences flanked on both ends by 300-500 bp
direct repeats and lack protein-coding gene. Long
interspersed elements (LINEs) and short inter-
spersed elements (SINEs) do not bear terminal
repeats but have poly (A) sequences at 3’ end.
LINEs are several kilobases long and carry genes
for their transposition, while SINEs are 100-500
bp long and are unable to transcribe on their own.

9.2.2.2 DNA Transposons

These comprise sequences of one to two genes
flanked by short inverted repeats. They move by
getting cut and inserted at a new location in the
genome. Since their movement does not involve
replication, their copy numbers in a genome
unlike retrotransposons are small.

9.2.3 Tandem Repeats

Tandem repeats consist of repeated units of up to
several thousand nucleotides arranged end to
end. Depending upon unit length, number of cop-
ies and location in the genome, tandem repeats
are classified into three different types.

9.2.3.1 Satellite DNA

Satellite DNA derives its name from the observa-
tion that it separates from the rest of DNA by
buoyant density gradient centrifugation (Skinner
et al. 1974). The basic sequence motif is gener-
ally of 100-300 bp length but can vastly vary, and
the motif is repeated 1,000-100,000 times at a
locus. Satellite DNA is localised in the centro-
meric and subtelomeric regions of chromosomes
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and does not have much application for
fingerprinting.

9.2.3.2 Minisatellites

Minisatellites have shorter repeat motifs (10—60
bp) than satellites, have lower number of repeats
(in hundreds) but occur at thousands of loci in the
genome (Jeffreys et al. 1985a; Durward et al.
1995). The number of minisatellite copies varies
greatly among individuals; hence, these are also
called as variable number of tandem repeats
(VNTRs) (Nakamura et al. 1987).

9.2.3.3 Microsatellites

Microsatellites have 1-6 bp motifs repeated
10-20 times and are widely distributed all over
the genome including within genes and chloro-
plast DNA, but rarely in plant mitochondrial
DNA (Tautz and Renz 1984; Tautz 1989; Sharma
et al. 1995). The repeat motif may be perfect (sin-
gle uninterrupted array), imperfect (with one or
more bases between repeat units) or compound
(perfect and imperfect units combined). While
microsatellites are randomly distributed in the
genome, reports of their biased distribution are
also available (Grover et al. 2007).

9.3  Molecular Markers
Several types of markers are used for characteri-
sation of plants. Conventionally used morpho-
logical features like form and size of vegetative
and reproductive organs suffer from a number of
drawbacks. They are expressed at different
growth stages and, hence, require extended peri-
ods of observation; many characters are affected
by environmental variables thus making it diffi-
cult to separate genetic effect from environmen-
tal effect, and many morphological traits are
controlled by more than one gene rendering
genetic analysis of traits quite complex.
Cytological features like chromosome num-
ber, karyotype and chromosome banding patterns
are highly reliable and have found much use in
identification, classification and evolutionary
relationships at species or higher levels (Heslop-
Harrison and Schwarzacher 2011). However,
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these features are usually not variable enough to
detect polymorphism at individual or population
level.

Molecular methods encompass a wide range
of techniques targeting variations in proteins and
nucleic acids (Hillis and Moritz 1990; Karp et al.
1997, 1998; de Vicente and Fulton 2003; Spooner
et al. 2005; Weising et al. 2005; Semagn et al.
2006; Agarwal et al. 2008; Nybom et al. 2014).
Protein marker techniques generally measure the
migration of constituent fragments through vari-
ous kinds of gels, including starch and polyacryl-
amide, across an electric field. Isozymes,
functionally similar but electrophoretically dif-
ferent forms of enzymes encoded by different
genes, and their allelic forms (allozymes) have
been widely used for analysis of genetic relation-
ships and phylogeny in plant species (Gottlieb
1984; Hamrick and Godt 1997). But they are lim-
ited in number and much less polymorphic than
nucleic acid markers, being products of func-
tional component of the genome, generally
housekeeping genes.

Nucleic acid, largely DNA, marker techniques
are based on hybridisation and/or electrophoretic
properties of DNA sequences. Digestion by
restriction enzymes or in vivo amplification by
polymerase chain reaction is used to isolate the
targeted fragments. Though not required in all
the fingerprinting techniques, the fragments are
separated by gel electrophoresis using horizontal,
vertical or capillary electrophoresis with agarose
(agarose gel electrophoresis — AGE) or poly-
acrylamide (polyacrylamide gel electrophore-
sis — PAGE) as the medium and visualised by
radio- or non-radioactive labels or by staining the
gel with ethidium bromide or silver nitrate. Brief
details of these techniques are given below.

9.3.1 Restriction Fragment Length

Polymorphism (RFLP)

RFLP (Botstein et al. 1980) involves digestion of
DNA with restriction enzymes, which cut DNA
at precise locations, separating the fragments by
gel electrophoresis, blotting the fragments to a
filter and hybridising labelled DNA probes of
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interest to the separated fragments (Southern
1975). Probes are short DNA fragments homolo-
gous to a section of the genomic DNA. Specific
combinations of enzymes and probes give highly
reproducible band patterns.

RFLP is a highly reliable technique with good
reproducibility across laboratories. The markers
are codominantly inherited; hence, genetic desig-
nation is unambiguous. Using different probe and
enzyme combinations, discrimination at species,
population or individual levels is possible. For
example, the use of minisatellites and microsatel-
lites as probes produces multilocus individual
specific fingerprints. The variation arises from
changes in the copy number of basic repeats,
referred to as variable number of tandem repeats
(VNTRs).

RFLP is used less frequently these days
because of its cumbersome protocol, limited
options for automation and requirement of large
amount of high-grade DNA. However, in combi-
nation with PCR, microarray and sequencing,
restriction-based polymorphism analysis contin-
ues to be popular.

9.3.2 PCR-Based Techniques

Polymerase chain reaction (PCR) (Saiki et al.
1988) involves enzymatic amplification of short
DNA fragments to amounts that can be visualised
after electrophoresis. The technique consists of
denaturation of double-stranded genomic DNA
under high temperature (~92° C) followed by
DNA polymerase-catalysed synthesis of DNA
fragments using short single-stranded DNA
sequences as primers that bind at complementary
sites on the denatured DNA. The newly synthe-
sised DNA is reamplified 25-45 times through
repeated PCR cycles, and the products are sepa-
rated by electrophoresis. Depending upon the
type of primers and other techniques used in
combination, PCR-based marker techniques are
grouped into different classes.

9.3.2.1 Arbitrarily Amplified Markers
Collectively known as multiple arbitrary ampli-
con profiling (MAAP) (Caetano-Anolles 1994),
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these techniques use arbitrary primers with no
previous knowledge about the sequence of DNA
being amplified. Random amplified polymorphic
DNA (RAPD) (Williams et al. 1990) protocol
uses one 10 bp primer and three PCR temperature
cycles with a constant annealing temperature.
Amplification products are separated on agarose
gel and stained with ethidium bromide. DNA
amplification fingerprinting (DAF) (Caetano-
Anolles et al. 1991) uses shorter (5-8 bp) primers
at higher concentration than RAPD and two tem-
perature cycles. Generally, larger number of
amplification products are obtained which are
resolved on polyacrylamide gel and silver
stained. Arbitrarily primed PCR (AP-PCR)
(Welsh and McClelland 1990) uses 20 bp or
higher sized primers and is conducted in three
steps using different constituent concentrations
and PCR stringencies. The products are separated
on polyacrylamide gel and detected by autoradi-
ography. In a modified protocol, arbitrary prim-
ers were used to amplify cDNA to locate
individual specific polymorphism in RNA, a
technique known as RNA fingerprinting by arbi-
trarily primed PCR (RAP-PCR) (Welsh et al.
1992; Menke and Mueller-Roeber 2001).

RAPD is by far the most widely used tech-
nique of MAAP class. The advantage of this and
related techniques is that sequence information is
not required, cumbersome blotting and hybridi-
sation are avoided and the techniques are ame-
nable to automation. On the other hand, these
markers are dominant, there is no certainty that
comigrating bands represent genetically same
loci and, due to several intrinsic and extrinsic fac-
tors, undesirable variation in band intensity is
often encountered.

9.3.2.2 Amplified Fragment Length
Polymorphism (AFLP)

AFLP technique combines RFLP with PCR to
selectively amplify DNA restriction fragments
(Zabeau and Vos 1993; Vos et al. 1995). The
DNA is digested with two different enzymes,
one a rare cutter (6 bp recognition site) and the
other a frequent cutter (4 bp recognition site).
Double-stranded synthetic adapters are ligated
to the DNA fragment ends thus generated. This
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step is followed by two PCRs, the first a prese-
lection PCR with 17-21 bp primers complemen-
tary to the adapter sequences and restriction
sites. The primers have an additional nucleotide
to amplify only a subset of fragments. The
amplified fragments are subjected to a second
PCR using two more additional nucleotides on
the primer to make further fragment selection.
The thus generated amplification products are
separated by PAGE with silver staining or capil-
lary gel electrophoresis with fluorescent dyes.
AFLP of cDNA (cDNA-AFLP) displays differ-
ences in the expression of genes (Bachem et al.
1998).

AFLP combines the advantages of PCR and
RFLP resulting in large number of highly repro-
ducible bands. There is no requirement of
sequence information and high level of polymor-
phism is detected by AFLP. On the other hand,
AFLPs are dominant markers and the technique
is more demanding than MAAP.

9.3.2.3 Sequence-Tagged Sites (STS)
STS markers (Olson et al. 1989) are developed
by using primers based on some degree of
genomic information. A number of STS tech-
niques varying in the type of primers used have
been developed.
9.3.2.3.1 Microsatellites or Simple
Sequence Repeats (SSR)
or Sequence-Tagged
Microsatellite Sites (STMS)
or Simple Sequence Repeat
Polymorphism (SSRP)
As detailed earlier in the chapter, SSRs are 1-6
bp repeat sequences existing throughout the
genome. Polymorphism in the number of repeat
units is detected by PCR amplification using
primers complementary to the flanking sequences
of microsatellites (Saghai Maroof et al. 1994;
Wenz et al. 1998). The amplified fragments are
separated by AGE, PAGE or capillary electro-
phoresis and visualised by ethidium bromide, sil-
ver staining or fluorescent labelling.

SSR markers are highly variable, reproduc-
ible and codominant, due to which they have
found wide application in characterisation and
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diversity analysis. However, the technique
requires elaborate marker development effort
involving construction of genomic libraries,
enriching the libraries for the targeted SSR
motifs, sequencing libraries for SSRs and flank-
ing sequences and testing their amenability to
PCR protocol (Sharma et al. 2007). On the other
hand, a number of developments have greatly
facilitated discovery and application of SSR
markers. SSR markers have now been developed
in many plant species and are publicly available.
Several cases of transferability of SSRs across
species have been reported (Kuleung et al. 2004;
Grover et al. 2009; Park et al. 2010). Li and col-
leagues (2008) combined SSR with gene
sequence amplification using multiplex PCR to
fingerprinting potato cultivars. Increasing online
availability of DNA sequence information, par-
ticularly concerning expressed sequence tags
(ESTs) (Wolfsberg and Landsman 2001;
Parkinson and Blaxter 2009), is also facilitating
in silico development of SSRs (Louarn et al.
2007; Arya et al. 2009). Finally, next-generation
methods have revolutionised DNA sequencing
and consequently provided substantial boost to
SSR development.

9.3.2.3.2 Intersimple Sequence

Repeats (ISSR)

The technique involves DNA amplification using
microsatellites as primers for PCR amplification
(Gupta et al. 1994; Zietkiewicz et al. 1994). The
primer sequences are generally 10-30 bp long
comprising 2-5 repeats which are unanchored or
anchored with 1-4 degenerate bases at 5" or 3’
end. Accordingly, amplification of the interven-
ing region of two identical microsatellites takes
place. AGE or PAGE is used for separation of
amplification products. Ye and colleagues (Ye
et al. 2005) used one ISSR and one RAPD primer
(R-ISSR) to detect new genomic loci in maize
lines.

The advantage of ISSR is that it is as simple as
RAPD; the markers are highly polymorphic and
show higher reproducibility than
RAPD. Dominant inheritance and doubts about
genetic homology of comigrating bands are the
drawbacks the technique shares with RAPD.
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9.3.2.3.3  Sequence-Characterised
Amplified Region (SCAR)

SCARs are locus-specific markers developed
from MAAP markers (Paran and Michelmore
1993). The technique involves cloning MAAP
fragments and sequencing the two ends to
develop 24-mer PCR primers. SCARs are genetic
markers, show dominant or codominant inheri-
tance and are highly reproducible. While SCARs
are often developed to tags traits, they have also
been useful for genotype identification (Vidal
et al. 2000; Polashock and Vorsa 2002).
9.3.2.3.4 Cleaved Amplified
Polymorphic Sequence

(CAPS) or PCR-RFLP

The technique combines the advantages of PCR
and RFLP but eliminates the need for probe
development and blotting (Williams et al. 1991;
Bertea and Gnavi 2012). PCR products obtained
by locus-specific amplification are subjected to
restriction digestion followed by separation of
the products by AGE or PAGE. CAPS markers
are codominant and highly reproducible, but
polymorphism depends on existence of variation
in the restriction sites alone. A variant technique,
derived CAPS (dCAPS), involves introduction of
mismatches in a primer (Neff et al. 1998). The
new PCR product is subjected to restriction
digestion.
9.3.2.3.5 Random Amplified
Microsatellite Polymorphism
(RAMP)

RAMP involves amplification of genomic DNA
with primers comprising labelled repeat
sequences with a 5" anchor and with or without a
RAPD primer (Wu et al. 1994). PCR is conducted
at two temperatures to allow proper melting and
annealing. PAGE with label detection is used so
that only bands obtained by anchored labels are
detected.
9.3.2.3.6 Sequence-Related Amplified
Polymorphism (SRAP)

SRAP technique targets polymorphism in the
open reading frames (ORF) of genome (Li and
Quiros 2001). Two sets of primers are used
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which have a core of 13—14 bases of which the
first 10-11 are random sequences, but differ in
reverse and forward primers, followed by CCGG
sequence in the forward primer and AATT in the
reverse primer. Three selection nucleotides are
added at the end of core sequences. The first
PCR cycle is carried out at lower annealing tem-
perature than the rest. PAGE is used for fragment
separation. SRAP markers are both dominant
and codominant depending upon the type of
mutation and are used for fingerprinting as well
as gene tagging (Chen et al. 2010a; Yin et al.
2014).
9.3.2.3.7 Target Region Amplification
Polymorphism (TRAP)

The PCR-based technique reveals polymor-
phism in candidate genes by targeting ESTs (Hu
and Vick 2003). Two 18 nucleotide primers are
used, one complementary to the EST sequence
and the other a random primer with AT- or
GC-rich core which can anneal with an intron or
exon.

9.3.2.3.8 Single-Strand Conformation
Polymorphism (SSCP)

SSCP detects differences in electrophoretic
mobility of single-stranded DNA due to changes
in number and type of bases (Hayashi 1991).
Target sequences are amplified by PCR followed
by denaturation of the double-stranded DNA to
yield single strands. The latter acquire three-
dimensional shapes which differ in electropho-
retic mobility among sequences with even
single-base differences.

9.3.2.3.9 Intertransposon Amplified
Polymorphism (IRAP)

As implied by its name, the technique reveals
polymorphism between LTRs (Kalendar et al.
1999). Pairs of primers complementary to 3’
end of one LTR and 5’ end of another LTR are
developed and used for PCR amplification.
Since LTRs can have same sequences at either
end due to head-to-head or tail-to-tail orienta-
tion, single primers can also yield amplification
products.
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9.3.2.3.10 Retrotransposon-
Microsatellite Amplified
Polymorphism (REMAP)
REMAP targets polymorphism between LTRs
and SSRs (Kalendar et al. 1999). Two primers,
one complementary with the 5’ end of LTR and
the other corresponding to SSR and anchored to
3’ end for a selective base are used for PCR
amplification.
9.3.2.3.11 Sequence-Specific
Amplification Polymorphism
(S-SAP)
S-SAP is a modified AFLP technique to detect
polymorphism in transposons (Waugh et al.
1997). Here the second AFLP amplification is
carried out using Mse-I adaptor-specific and
retroposon-specific primers.

9.3.2.3.12 Transposon Display (TD)

The technique involves use of primers corre-
sponding to a restriction site and a transposon for
AFLP so that polymorphism in the sequence
comprising parts of transposon and specific
restriction site is detected (Va et al. 1998; Jiang
et al. 2003).

9.3.2.3.13 Retroposon-Based Insertion
Polymorphism (RBIP)

In this technique a transposon-specific primer is
used along with a primer complementary to the
flanking region which generates a PCR fragment
containing the insertion (Flavell et al. 1998). If
the insertion is absent, primers specific to both
the flanking regions will generate a fragment.

9.3.3 DNA Microarrays

Microarrays or ‘chips’ comprise hundreds of
DNA samples (known as probes) immobilised on
glass or nylon slides which are hybridised by dif-
ferent DNA samples (known as targets) (Kehoe
et al. 1999; Galbraith and Edwards 2010).
Hybridisation between probe and target is
detected and quantified by appropriate labelling,
detection and quantification techniques. Besides
other applications, DNA microarrays are used to
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compare genomic constitution, detect SNPs and
identify biological contaminants/adulterants in
food or feed (Niu et al. 2011). Different
microarray-based technologies are used for fin-
gerprinting purposes.

9.3.3.1 Diversity Array Technology
(DArT)

DArT involves restriction digestion of a gene
pool, PCR amplification of selected fragments
and cloning and spotting on a microarray
(Jaccoud et al. 2001). The DNA of a sample to be
identified is restricted with the same enzymes
and hybridised to the array. The advantage of
DArT is that it does not require sequence infor-
mation, is robust, detects single-base differences
and is highly automated. On the other hand, the
technique is expensive and technology
demanding.

9.3.3.2 Suppressive Subtractive
Hybridisation Array (SSHA)

The method is based on suppressive subtractive
hybridisation (SSH) which excludes sequences
common to two samples under comparison and
thus greatly increases the probability of capturing
polymorphic DNA fragments which may be in
low abundance (Li 2004; Lukyanov et al. 2007).
The subtracted and PCR-amplified fragments are
printed on microarrays and hybridised with target
DNA fragments.

9.3.3.3 Subtracted Diversity
Array (SDA)

In this technique, pooled genomic DNA from one
set of samples is extracted from a pooled genomic
DNA of other sets of DNA samples to obtain
DNA unique to the second set (Jayasinghe et al.
2007). The latter is used as microarray probe to
fingerprint a set of samples genetically closer to
the second set.

9.3.3.4 Oligonucleotide and Gene-based
Microarrays

Species-specific oligonucleotide sequences or

gene sequences are used as probes. Sequences of

target species corresponding to the probes are

amplified, labelled and hybridised onto the oligo-
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nucleotide array (Zhu et al 2008; Niu et al. 2011).
Alternatively, target DNA is sheared, labelled
and hybridised (Edwards et al. 2008).

9.3.4 DNA Sequencing

Till recently, the method developed by Sanger
and colleagues was the most widely used one for
DNA sequencing (Sanger et al. 1977; Franca
et al. 2002). It involves selective addition of
chain-terminating nucleotides during in vitro rep-
lication of template DNA. Electrophoresis is
carried out to separate the amplified fragments
from which the sequence of template DNA is
read.

Sequencing is one of the steps in SSR, SCAR,
SNP and sequence-based microarray protocols.
In addition, sequence information of some spe-
cific genomic regions has been found to be quite
useful in species differentiation (DNA barcod-
ing), including identification of constituent spe-
cies in mixtures (He et al. 2010; Chen et al.
2010b; Pang et al. 2011; Newmaster et al. 2013;
Tripathi et al. 2013). In plants, nrITS, nrITS2,
accD, matK, ndhJ, rpoB, rpoCl, ycf5, atpF-H,
psbK-1, rbcL, rbcLa, trnH-psbA, trnL (P6) and
UPA, singly or in combination, have been pro-
posed as suitable barcodes (Hollingsworth et al.
2011). While the discovery of a universal bar-
code that could differentiate all the world’s plants
is yet to come true, the technology has been quite
effective in differentiating species in some plant
groups (Hollingsworth et al. 2009; Spooner 2009;
Hollingsworth 2011).

A new generation of sequencing methods,
next-generation sequencing (NGS), has emerged
during the last few years which has vastly
increased the capacity (up to one billion bases per
run) and dramatically reduced the cost of
sequencing (Egan et al. 2012; Kumar et al. 2012),
the cost per mb having reduced from US$ 5,224
by Sanger technology to US$ 0.12-0.39 by
Illumina (Zalapa et al. 2012). Three main meth-
ods, sequencing by synthesis, sequencing by
ligation and single-molecule sequencing, have
been used for NGS. Global sequencing efforts
along with new bioinformatics tools have resulted
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in generation and analysis of massive amounts of
sequence data from model as well as non-model
plants (Bateman and Quackenbush 2009; Lee
et al. 2011; Michael and Jackson 2013).

In plants where reference genomes are avail-
able, whole-genome resequencing (Huang et al.
2009) provides an excellent tool for analysing
genome-wide diversity in an array of samples,
including SNP discovery and genotyping (geno-
typing by sequencing) (Bekele et al. 2013; Sonah
et al. 2013; Finkers 2014). To overcome the prob-
lems of too large a size of genome and relatively
small informative regions, several approaches
have been adopted to reduce complexity by
enriching specific regions before sequencing.
Transcriptome sequencing and restriction site-
associated DNA sequencing (RADseq) are some
such approaches (Miller et al. 2007; Priest et al.
2010).

9.4 DNA Fingerprinting for Plant
Identification: Some

Examples

In their publication, DNA Fingerprinting in
Plants: Principles, Methods, and Applications,
Weising et al. (2005) have elaborately covered
the literature on the subject published till 2004.
In Table 9.1, some subsequent publications
exemplifying the applications of conventional
and more recent fingerprinting techniques in
plant identification are listed.

9.5  Which Markers to Use?

The choice of marker techniques for DNA finger-
printing will depend upon several factors:
whether the purpose is to discriminate individu-
als, populations or higher taxonomic categories;
is there a need for a highly robust method or can
reproducibility be compromised for some other
advantage; what is the required number of mark-
ers and their inheritance to yield results of accept-
able confidence level; what is the availability of
laboratory facilities, technical expertise and bud-
get for consumables; and what is the scale of
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Table 9.1 Recent examples of DNA fingerprinting for plant identification

Reference

Akbari et al. (2006)
Akond et al. (2012)
Arya et al. (2009)

Bassil et al. (2009)
Ben-Ayed et al. (2012)
Bertea et al. (2006)

Bhatia et al. (2009)

Biswas et al. (2010)
Caramante et al. (2011)
Chen et al. (2006)

Chen et al. (2010b)
Cheng and Huang (2009)
de Souza et al. (2010)

Edwards et al. (2008)
Faleiro et al. (2010)
Ferrari et al. (2005)
Figueiredo et al. (2013)

Fuetal. (2014)
Grover et al. (2009)
He et al. (2010)
Hu et at. (2005)
Hu et al. (2007)

Jiang et al. (2010)
Kacar et al. (2006)

Kafkas et al. (2008)
Kashyap et al. (2005)
Keshavachandran et al. (2007)
Kiani et al. (2012)
Kim et al. (2012)

Kjos et al. (2010)
Korir et al. (2013)
Kumar et al. (2013)
Kwon et al. (2005)
Lamia et al. (2010)

La Mantia et al. (2005)
Lezar et al. (2004)

Li et al. (2006)

Li et al. (2008)

Lépez et al. (2009)
Louarn et al. (2007)
Lu et al. (2009)

Technique
DArT
SSR
EST-SSR

SSR
SSR
PCR-RFLP

ISSR

RAPD, ISSR, IRAP, REMAP
SSR

AFLP

DNA barcoding

SSR

RAPD

Oligo-microarray
RAPD
AFLP
RAPD

EST-SSR

SSR

DNA barcoding
TRAP

TRAP

SSR
SSR

AFLP
RAPD
RAPD

ISSR

RBIP

AFLP
RAPD

SSR

TD

AFLP, SSR
SSR

DArT

SSHA
Multiplex SSR and gene PCR
SSR, AFLP
SSR

RAPD, ISSR
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Plants/products
Wheat cultivars
Rose species and cultivars

Millet and pearl millet genotype
identification

Hazelnut clones in gene bank
Authenticity of virgin olive oil

Salvia species from green and dry
samples

Clonal fidelity of micropropagated
gerbera plants

Citrus genotypes

Tomato cultivars in food chain
Oncidium cultivars

Medicinal plant species

Peach cultivars and landraces

Intraspecific and interspecific hybrids
in Annonaceae

Oryza species
Mango cultivars
Corylus avellana

Olea europaea L. ssp. europaea
accessions

Celery cultivars

Potato cultivars and lines

Medicinal Aconitum species

Lettuce cultivars and wild accessions

Spinach commercial hybrids and
accessions

Genotyping of indica and japonica rice
varieties

Turkish sour cherry germplasm
accessions

Morus accessions

Fragaria genotypes

Piper nigrum and P. longum cultivars
Tulipa cultivars

Pear cultivars

Argyranthemum frutescens cultivars
Tomato varieties

Mango varieties

Oryza species and genotypes
Apricot germplasm

Sicilian olive germplasm

Closely related Eucalyptus trees
Dendrobium species

Potato cultivars

Grapevine cultivars

Brassica oleracea cultivars
Broccoli and related cultivars

(continued)
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Table 9.1 (continued)

Reference Technique
Mantri et al. (2012) SDA

Miiano et al. (2009) RAPD

Naito et al. (2006) TD

Newmaster et al. (2013) DNA barcoding
Niu et al. (2011) SDA

Olarte et al. (2013a) SDA

Olarte et al. (2013b) SDA

Park et al. (2010) SSR

Pathak and Dhawan (2010) ISSR

Pang et al. (2011) DNA barcoding

Peng et al. (2010)

PCR-RFLP, ITS sequencing

Pooler and Townsend (2005) AFLP
Prakash et al. (2005) SSR, AFLP
Riaz et al. (2008) SSR

Sarwat et al. (2008) ISSR, RAPD
Shiran et al. (2009) AFLP

Singh et al. (2007) ISSR

Singh et al. (2010) SSR

Somsri and Bussabakornkul (2008) DAF
Spaniolas et al. (2006) PCR-RFLP
Syed et al. (2005) SSAP
Tiwari et al. (2009) RAPD, ISSR
Tripathi et al. (2013) DNA barcoding
Wang et al. (2010) SNP

Xietal. (2012) ISSR

Xuan et al. (2009) SSR

Yang et al. (2013) SCAR

Yu et al. (2012) SSR

Zhang et al. (2013) SCAR

Zhou et al. (2005) AFLP

Zhu et al. (2008) Oligo-microarray
Zhu et al. (2011) ISSR
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Plants/products
Asterid species

Chrysanthemum cultivars and
somaclonal variants

Rice genotypes

Detecting contamination and
substitution in herbal products

Panax species from dried samples
Salvia species

Echinacea species

Rose and strawberry cultivars

Clonal fidelity of micropropagated
apple rootstock

Rosaceae species

Distinguishing Lonicera japonica from
other Lonicera species

Elm clones and hybrids

Indian robusta coffee germplasm
Muscadine grapes

Tribulus terrestris accessions
Iranian almond cultivars and wild
species

Mango cultivars

Rice genotypes

Sex identification in papaya
Authentication of coffee

Cashew genotypes

Brinjal cultivars

Tropical tree species

Panax ginseng cultivar

Lily mutants

Sweet and sour cherry
Dimocarpus longan varieties
Gossypium species and genotypes
Sorghum halepense genotypes
Populus species, clones and cultivars
Ginseng plants and drugs

Wheat cultivars

operation including the number of participating
laboratories and data sharing (Karp et al. 1997;
Henry 2001; de Vicente and Fulton 2003; Spooner
et al. 2005; Weising et al. 2005; UPOV 2010).
Table 9.2 provides a general comparison of
the commonly used fingerprinting techniques
with respect to their efficiency, ease and cost of
application. A number of studies are also avail-
able that compare these techniques in specific
groups of taxa (Powell et al. 1996; Jones et al.

1997; Pejic et al. 1998; McGregor et al. 2000; De
Riek 2001; Archak et al. 2003; Sarwat et al. 2008;
Lamia et al. 2010). In general, SSRs are the pre-
ferred markers because of their abundant varia-
tion among but relatively low variation within
cultivars, high reproducibility across laborato-
ries, codominant inheritance, primer availability
in many crops and ease of experimental proce-
dure. Several of these advantages are true of
SNPs as well. In fact, due to their robustness,
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SSRs and SNPs are best suited for genotyping
involving forensic and IPR issues (Testolin and
Cipriani 2010; UPOV 2010). While marker
development expertise and cost is an issue with
many laboratories, with the NGS-driven high
speed and reducing cost of sequencing and
expanding databases and software tools, SNPs
along with SSRs are becoming the preferred fin-
gerprinting options for a wide range of
laboratories.
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