








Preface 
To the Student 
As you worked your way through high school, or otherwise worked to pre
pare yourself for college, you were probably unaware that an information 
explosion was taking place in the field of biology. This explosion, brought on 
by advances in biotechnology and communicated by faster, more powerful 
computers, has allowed scientists to gather data more quickly and dissemi
nate data to colleagues in the global scientific community with the click of a 
mouse. Every discipline of biology has benefited from these advances, and 
today's scientists collectively know more than any individual could ever hope 
to understand. 

Paradoxically, as it becomes more and more difficult to synthesize huge 
amounts of information from disparate disciplines within the broad field 
of biology, it becomes more vital that we do so. The very same technolo
gies that led to the information boom, coupled with expanding human 
populations, present us with complex ethical questions. These questions 
include whether or not it is acceptable to clone humans, when human life 
begins and ends, who owns living organisms, what our responsibilities 
toward endangered species are, and many more. No amount of knowledge 
alone will provide satisfactory answers to these questions. Addressing 
these kinds of questions requires the development of a scientific literacy 
that surpasses the rote memorization of facts. To make decisions that are 
individually, socially, and ecologically responsible, you must not only 
understand some fundamental principles of biology but also be able to use 
this knowledge as a tool to help you analyze ethical and moral issues 
involving biology. 

To help you understand biology and apply your knowledge to an ever-
expanding suite of issues, we have structured each chapter of Biology: 
Science for Life around a compelling story in which biology plays an inte
gral role. Through the story you will not only learn the relevant bio
logical principles, but you will also see how science can be used to 
help answer complex questions. As you learn to apply the strategies 
modeled by the text, you will begin developing your critical thinking 
skills. 

By the time you finish this book, you should have a clear understanding of 
many important biological principles. You will also be able to critically evalu
ate which information is most reliable instead of simply accepting all the 
information you hear or read about. Even though you may not be planning to 
be a practicing biologist, well-developed critical thinking skills will enable 
you to make decisions that affect your own life, such as whether or not to take 
nutritional supplements, and decisions that affect the lives of others, such as 
whether or not to believe the DNA evidence presented to you as a juror in a 
criminal case. 

It is our sincere hope that understanding how biology applies to 
important personal, social, and ecological issues will convince you to stay 
informed about such issues. On the job, in your community, at the doc
tor 's office, in the voting booth, and at home reading the paper or surf
ing the web, your knowledge of the basic biology underlying so many of 
the challenges that we as individuals and as a society face will enable you 
to make well-informed decisions for your home, your nation, and your 
world. 



To the Instructor 

Virginia Borden and Colleen Belk have collaborated on teaching the non-
majors biology course at the University of Minnesota-Duluth for over a 
decade. This collaboration has been enhanced by their differing but comple
mentary areas of expertise. In addition to the nonmajors course, Colleen 
Belk teaches General Biology for majors, Genetics, Cell Biology, and 
Molecular Biology courses. Virginia Borden teaches General Biology for 
majors, Evolutionary Biology, Plant Biology, Ecology, and Conservation 
Biology courses. 

After several somewhat painful attempts at teaching all of biology in a 
single semester, the two authors came to the conclusion that they needed to 
find a better way. They realized that their students were more engaged 
when they understood how biology directly affected their lives. Colleen and 
Virginia began to structure their lectures around stories they knew would 
interest students. When they began letting the story drive the science, they 
immediately noticed a difference in student interest, energy, and willingness 
to work harder at learning biology. Not only has this approach increased 
student understanding, it has increased the authors' enjoyment in teaching 
the course—presenting students with fascinating stories infused with bio
logical concepts is simply a lot more fun. This approach served to invigor
ate their teaching. Knowing that their students are learning the biology that 
they will need now and in the future gives the authors a deep and abiding 
satisfaction. 

By now you are probably all too aware that teaching nonmajor students 
is very different from teaching biology majors. You know that most of 
these students will never take another formal biology course; therefore 

your course may be the last chance for these students to see the relevance of 
science in their everyday lives and the last chance to appreciate how biology 
is woven throughout the fabric of their lives. You recognize the importance 
of engaging these students because you know that these students will one 
day be voting on issues of scientific importance, holding positions of power 
in the community, serving on juries, and making healthcare decisions for 



themselves and their families. You know that your students' lives will be 
enhanced if they have a thorough grounding in basic biological principles 
and scientific literacy. 

Themes Throughout Biology: Science for Life 
Helping nonmajors to appreciate the importance of learning biology can be a 
tremendously rewarding job—and a challenging one as well. We sometimes 
struggled to actively engage students in lectures and to raise their scientific lit
eracy and critical thinking skills, and we knew we were not alone. In fact, when 
we asked instructors from around the country what challenges they faced while 
teaching the nonmajors introductory biology course, these dedicated teachers 
echoed our concerns. This book was written to help biology instructors meet 
these challenges. 

The Story Drives the Science. We have found that students are much more 
likely to be engaged in the learning process when the textbook and lectures capi
talize on their natural curiosity. This text accomplishes this by using a story to 
drive the science in every chapter. Students get caught up in the story and become 
interested in learning the biology so they can see how the story is resolved. This 
approach allows us to cover the key areas of biology, including basic chemistry, 
the unity and diversity of life, cell structure and function, classical and molecular 
genetics, evolution, and ecology, in a manner that makes students want to learn. 
Not only do students want to learn, this approach allows students to both connect 
the science to their everyday lives and integrate the principles and concepts for 
later application to other situations. This approach will give you flexibility in 
teaching and will support you in developing students' critical thinking skills. 

The Process of Science. This book also uses another novel approach in the 
way that the process of science is modeled. The first chapter is dedicated to the 
scientific method and hypothesis testing, and each subsequent chapter weaves 
the scientific method and hypothesis testing throughout the story. The develop
ment of students' critical thinking skills is thus reinforced for the duration of the 
course. Students will see that the application of the scientific method is often the 
best way to answer questions raised in the story. This practice not only allows 
students to develop their critical thinking skills but, as they begin to think like 
scientists, helps them understand why and how scientists do what they do. 

Integration of Evolution. Another aspect of Biology: Science for Life that sets 
it apart from many other texts is the manner in which evolutionary principles 
are integrated throughout the text. The role of evolutionary processes is high
lighted in every chapter, even when the chapter is not specifically focused on 
an evolutionary question. For example, when discussing infectious diseases, 
the evolution of antibiotic-resistant strains of bacteria is addressed. The phys
iology unit includes an essay on evolution in each chapter. These essays illus
trate the importance of natural selection in the development of various organs 
and organ systems across a wide range of organisms. With evolution serving 
as an overarching theme, students are better able to see that all of life is con
nected through this process. 

Pedagogical Elements 
Open the book and flip through a few pages and you will see some of the most 
inviting, lively, and informative illustrations you have ever seen in a biology text. 
The illustrations are inviting because they have a warm, hand-drawn quality 
that is clean and uncluttered. Most importantly, the illustrations are informative, 
not only because they were carefully crafted to enhance concepts in the text but 



also because they employ techniques like the "pointer" that help draw the stu
dents' attention to the important part of the figure (see page 50). Likewise, tables 
are more than just tools for organizing information; they are illustrated to pro
vide attractive, easy references for the student. We hope that the welcoming 
nature of the art and tables in this text will encourage nonmajors to explore ideas 
and concepts instead of being overwhelmed before they even get started. 

In addition to lively illustrations, this text also strives to engage the nonma-
jor student through the use of analogies. For example, the process of translation 
is likened to baking a cake, and the heterozygote advantage is likened to the 
advantage conferred by having more than one type of jacket (see page 144 and 
pages 201-202). These clever illustrations are peppered throughout the text. 

Students can reinforce and assess what they are learning in the classroom 
by reading the chapter, studying the figures, and answering the end-of-
chapter questions. We have written these questions in every format likely to 
be used by an instructor during an exam so that students have practice in 
answering many different types of questions. We have also included 
"Connecting the Science" questions that would be appropriate for essay 
exams, class discussions, or use as topics for term papers. 

Improvements in the Second Edition 
Bringing the first edition of Biology: Science for Life to instructors around the coun
try was extremely gratifying to us. The success of the first edition and the posi
tive feedback that it garnered assured us that this approach works for students 
and instructors alike. We also received feedback from users and reviewers on 
how to enhance the second edition to most closely meet the needs of biology 
instructors in diverse settings. 

• To make your transition to teaching from this text as simple as possible, 
we have reorganized the sequence of topics to more closely resemble 
the traditional topical order found in most biology courses. 

• To better meet the needs of instructors teaching a wide diversity of non-
majors biology courses who employed the first edition of Biology: Science 
for Life, we have created two versions of the book. The shorter version 
provides a thorough overview of the four pillars of modern biological 
science: cell biology, genetics, evolution, and ecology. We have increased 
coverage of basic chemistry and metabolism so that students develop a 
more solid understanding of the basic process that support and constrain 
much of life on Earth. The longer version includes an expanded animal 
physiology section, including coverage of all major animal organ sys
tems, as well as additional chapters on plant structure and function. 

• We have increased coverage of non-human biology, often providing 
examples of how the biology of other organisms differs from that of 
humans. For example, while the storyline of the natural selection chapter 
is the evolution and control of the HIV virus in an infected person, the 
chapter is peppered with non-human examples of the effects of natural 
selection—from the evolution of bill size in Galapagos finches to the adap
tations for wind pollination in grasses. Likewise, we have included addi
tional photos to provide more vivid illustrations of the wonderful variety 
of life on Earth, from amoebas reproducing asexually (Chapter 5) to pea
cocks demonstrating the effects of sexual selection (Chapter 11). 

• The overall goal of the text remains providing a thorough overview of 
the essentials of biological science while trying to avoid overloading stu
dents with information. We worked closely with instructors using the 
first edition, as well as other reviewers, to pinpoint essential content to 
include in the second edition. When necessary, we judiciously added 
more detailed content where the students' understanding of the material 
would be enhanced by additional information. Chapter 2: Are We Alone 



in the Universe? and Chapter 4: Is the Earth Warming? provide examples 
of where coverage was expanded (in this case, of chemistry and metabo
lism), while staying true to the book's philosophy of teaching essential 
information in a story format. 

The development of the second edition has truly been a collaborative 
process among ourselves, the students and instructors who used the first edi
tion, and the many thoughtful reviewers of these chapters. We look forward 
to learning about your experience with Biology: Science for Life, 2e. 

Supplements 
A group of talented and dedicated biology educators teamed up with us to 
build a set of resources that equip nonmajors with the tools to achieve scien
tific literacy that will allow them to make informed decisions about the bio
logical issues that affect them daily. The student resources offer several ways 
of reviewing and reinforcing the concepts and facts covered in this textbook. 
The instructor resources provide a thoroughly revised collection of test ques
tions, an updated and expanded suite of lecture presentation materials, and a 
valuable source of ideas for educators to enrich their instruction efforts. 
Available in print and media formats, the Biology: Science for Life resources are 
easy to navigate and support a variety of learning and teaching styles. 

We believe you will find that the design and format of this text and its sup
plements will help you meet the challenge of helping students both succeed 
in your course and develop science skills—for life. 
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Supplements Authors 
Print and media supplements were prepared by a very creative, energetic, and 
fun team of nonmajors biology instructors from colleges and universities 
across the country. As a result, students will see dynamic animations of many 
complex processes and will have the opportunity to practice newly learned 
skills. The work of these instructors helped ensure that the supplements were 
reinforcing the chapter content. We cannot thank them enough. 

The Book Team 
When we set out to write this book, we would not have predicted that we 
would so thoroughly enjoy the experience. Our enjoyment stems directly 
from the enthusiasm and talent of the Prentice Hall team. It has been an honor 
to work with all of these talented, dedicated people. 

The book team came together due to the efforts of our executive editor 
Teresa R. Chung. Teresa is a woman of tremendous vision, insight, integrity, 



humor, energy, and style. She has guided every aspect of this project from its 
inception to its delivery. It was heartening to be in such capable hands and to be 
able to thoroughly trust your editor's judgment. It was also a pleasure to work 
with someone who is so cheerful and upbeat. For keeping us on track and 
inspiring us to do our best work, we sincerely thank her. 

Another important book team member was Elaine Page, who served as our 
Development Editor. Elaine read every word we wrote from a student's per
spective and helped us effectively address issues raised by users and reviewers. 
She was essential in helping us develop the "two version approach" we applied 
for this edition. Her keen insights, hard work, and patience are very much 
appreciated. Becky Strehlow, the Development Editor for the first edition, also 
deserves our continued thanks for helping to refine the vision of this text. 

Art Development Editor Jay McElroy is responsible for taking our ideas 
about art and transferring them to the page. In addition to being a talented 
artist, he has been a pleasure to work with. Our Illustration Designer for the 
first edition, Kim Quillin, provided the essential outline for the illustration 
program, which is maintained in this edition. We owe much to her for help
ing to create the unique look of Biology: Science for Life. 

Senior Media Editor Patrick Shriner and Assistant Editor Andrew Sobel 
were the wizards behind our print and media supplements and have brought 
so much creativity to the entire package. We are grateful for their careful 
work. Editorial Assistants Gina Kayed and Lisa Tarabokjia were always ready 
to cheerfully and competently solve any problems that arose along the way. 

At the very early stages of production, this text and its illustrations and images 
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W
e have all been there—you just recover from 
one bad head cold, and on a morning soon 
after you notice that scratchy feeling in your 
throat that signals a new one is about to 

begin. It is always at the worst time, too, when you have a big exam coming 

up, a term paper due, and a packed social calendar. Why are you sick yet 

again? What can you do about it? 

If you ask your friends and relatives, you will hear the usual advice on 

how to prevent and treat colds: Take massive doses of vitamin C, suck on zinc 

lozenges, drink cups of echinacea tea, spend time meditating, get plenty of 

exercise, wear your hat and gloves outside, get more rest, take two aspirin and 

call the doctor in the morning. What should you do? Most people follow the 

advice that makes the most sense to them, and if they find that they still feel 

terrible, they try another remedy. This approach to a problem is the kind of 

science that most of us perform daily. We see a problem, think of several pos

sible causes, and try to solve the problem by addressing what we feel is the 

most likely cause. If our solution fails to work, we move to another possible 

solution that addresses other possible causes. 

This brand of science may eventually give us an answer to a question 

about how to prevent and treat colds. But we cannot know if it is the best 

answer unless we try out all the potential treatments. We also will not know if 



any treatment that seemed to be effective was simply one that we tried at 
the right time—when our cold was getting better anyway. Luckily for us, 
legions of professional scientists spend their time trying to answer ques
tions such as these. Scientists use the same basic process of testing ideas 
about how the world works and discarding (or modifying) ideas that are 
inadequate. 

There are, however, some key differences between the ways that scientists 
approach questions and the daily scientific investigations illustrated by our 
own quests for cold relief. In this chapter, we introduce you to the process of 
science as it is practiced in the research setting and help you understand how 
to evaluate scientific claims by evaluating techniques that are often used to 
prevent or treat the common cold. 

1.1 The Process of Science 
The statements our friends and family make about what actions will help 
us remain healthy (for example, the advice to wear a hat) are in some part 
based on the advice giver's understanding of how our bodies resist colds. 
Ideas about "how things work" are called hypotheses. Or, more formally, 
a hypothesis is a proposed explanation for one or more observations. All of 
us generate hypotheses about the causes of some phenomenon based on 
our understanding of the world. Hypotheses in biology are generated as a 
result of knowledge about how the body and other biological systems 
work, experiences in similar situations, our understanding of other scien
tific research, and logical reasoning; but they are also shaped by our cre
ative mind (Figure 1.1). When mom tells you to dress warmly in order to 
avoid colds, she is basing her advice on her belief in the accuracy of the fol
lowing hypothesis: Becoming chilled makes an individual more susceptible 
to illness. 



The hallmark of science is that hypotheses are subject to rigorous testing. 
Therefore, scientific hypotheses must be testable—it must be possible to eval
uate a hypothesis through observations of the measurable universe. Not all 
hypotheses are testable. For instance, the statement that "colds are generated 
by disturbances in psychic energy" is not a scientific hypothesis because psy
chic energy cannot be seen or measured—it does not have a material nature 
and therefore cannot be put to a test. In addition, hypotheses that require the 
intervention of a supernatural force cannot be tested scientifically. If something 
is supernatural, it is not constrained by the laws of nature, and its behavior 
cannot be predicted using our current understanding of the natural world. 

Scientific hypotheses must also be falsifiable; that is, a hypothesis must be 
stated in such a way that you can imagine an observation or set of observations 
that would prove it false. The hypothesis that exposure to cold temperatures 
increases your susceptibility to colds is falsifiable because we can imagine an 
observation that would cause us to reject this hypothesis (for instance, the 
observation that people exposed to cold temperatures do not catch more colds 
than people protected from chills). Of course, not all hypotheses are proved 
false, but it is essential to scientific progress that incorrect ideas can be discard
ed. And that can occur only if it is possible to prove those ideas false. This is 
why statements that are judgments, such as "It is wrong to cheat on an exam," 
are not scientific because different people have different ideas about right and 
wrong. It is impossible to falsify these types of statements. To find answers to 
questions of morality, ethics, or justice, we turn to other methods of gaining 
understanding—such as philosphy and religion. 

The Logic of Hypothesis Testing 
One very common hypothesis about cold prevention is that taking vitamin C 
supplements keeps you healthy. This hypothesis is very appealing, especially 
given the following generally known facts: 

1. Fruits and vegetables contain a lot of vitamin C. 
2. People with diets rich in fruits and vegetables are generally healthier 

than people who skimp on these food items. 
3. Vitamin C is known to be an anti-inflammatory agent, reducing throat 

and nose irritation. 

Given these facts, we can state the following falsifiable hypothesis: 

Consuming vitamin C decreases the risk of catching a cold. 

This hypothesis makes sense, given the statements just listed and the experi
ences of the many people who insist that vitamin C keeps them healthy. The 
process used to construct this hypothesis is called inductive reasoning— 
combining a series of specific observations (statements 1-3) to discern a general 
principle. The set of observations certainly seems like enough information 
on which to base a decision about how to proceed—start taking vitamin C 
supplements if you want to avoid future colds. However, a word of caution is in 
order: just because an inductively deduced hypothesis makes sense does not 
mean that it is true. The following example clearly demonstrates the point that 
inductively reasoned hypotheses may later be proven false. 

Consider the ancient hypothesis, asserted by Aristotle in approximately 
350 B.C., that the sun revolves around Earth. This hypothesis was sensible, based 
on the observation that the sun appeared on the eastern horizon every day at 
sunrise and disappeared behind the western horizon at sunset. For 2000 years, 
this hypothesis was considered to be a "fact" by nearly all of Western society. To 
most people, the hypothesis made perfect sense, especially since the common 
religious belief in western Europe was that Earth had been created and then sur
rounded by the vault of heaven. It was not until the early seventeenth century 
that this hypothesis was falsified as the result of Galileo Galilei's observations of 



the movements of Venus. Galileo's work helped to confirm the more modern 
hypothesis, proposed by Nicolai Copernicus, that Earth revolves around 
the sun. 

So even though the hypothesis about vitamin C is perfectly sensible, it needs 
to be tested. Hypothesis testing is based on a process called deductive reasoning 
or deduction. Deduction involves using a general principle to predict an expect
ed observation. The predicted observation, or prediction, concerns the outcome 
of an action, test, or systematic investigation. In other words, the prediction is the 
result we would expect from a particular test of the hypothesis. 

Deductive reasoning takes the form of "if/then" statements. That is, if our 
general principle is correct, then we would expect to observe a specific set of 
outcomes. A prediction based on the vitamin C hypothesis could be: 

If vitamin C decreases the risk of catching a cold, then people who take 
vitamin C supplements with their regular diets will experience fewer 
colds than will people who do not take supplements. 

Deductive reasoning, with its resulting predictions, is a powerful method 
for testing hypotheses. However, the structure of such a statement means that 
hypotheses can be clearly rejected if untrue, but impossible to prove if true 
(Figure 1.2). This shortcoming is illustrated using the if/then statement above. 

Consider the possible outcomes of a comparison between people who 
supplement with vitamin C and those who do not. People who take vitamin 
C supplements may suffer through more colds than will people who do not; 
they may have the same number of colds as the people who do not supple
ment, or supplemented may in fact experience fewer colds. What do these 
results tell us about the hypothesis? 

If people who take vitamin C have more colds or the same number of colds 
as those who do not supplement, the hypothesis that vitamin C alone provides 
protection against colds can be rejected. But what if people who supplement 
with vitamin C do experience fewer colds? If this is the case, should we be out 
proclaiming the news, "Vitamin C—A Wonder Drug That Prevents the Com
mon Cold"? No, we should not. We need to be much more cautious than that; 
we can only say that the hypothesis has been supported and not disproven. 

Why is it impossible to say that the hypothesis that vitamin C prevents 
colds is true? Primarily because there could be other factors (that is, there 
are alternative hypotheses) that explain why people with different vitamin-
taking habits are different in their cold susceptibility. In other words, 
demonstrating the truth of the then portion of a deductive statement does 
not guarantee that the if portion is true. 

Consider the alternative hypothesis that frequent exercise reduces suscepti
bility to catching a cold. Perhaps people who take vitamin C supplements are 
more likely to engage in regular exercise than those who do not supplement. 
What if the alternative hypothesis were true? If so, the prediction that people 
who take vitamin C supplements experience fewer colds than people who do 
not supplement would be true, but not because the original hypothesis (vitamin 
C reduces the risk of colds) is true. Instead, people who take vitamin C supple
ments experience fewer colds than people who do not supplement because they 
are more likely to exercise, and it is exercise that reduces cold susceptibility. 

A hypothesis that seems to be true because it has not been rejected by an ini
tial test may be rejected later based on the results of a different test. As a matter of 
fact, this is the case for the hypothesis that vitamin C consumption reduces sus
ceptibility to colds. The argument for the power of vitamin C was popularized in 
1970 by Nobel Prize-winning chemist Linus Pauling in his book, Vitamin C and 
the Common Cold. Pauling based his assertion—that large doses of vitamin C 
reduce the incidence of colds by as much as 45%—on the results of a few studies 
that had been published since the 1930s. However, repeated, careful tests of this 
hypothesis have since failed to support it. In many of the studies Pauling cited, it 
appears that one or more alternative hypotheses may explain the difference in 



cold frequency between vitamin C supplementers and non-supplementers. 
Today, most researchers studying the common cold agree that the hypothesis 
that vitamin C prevents colds has been convincingly falsified. 

The example of the vitamin C hypothesis also illustrates one of the chal
lenges of communicating scientific information to the general public. You can 
see why the belief that vitamin C prevents colds is so widespread. For readers 
unfamiliar with the notion that scientific knowledge progresses by the rejection 
of incorrect ideas, a book by a Noble Prize—winning scientist may have seemed 
like the last word on the role of vitamin C in cold prevention. It required many 
years of careful research to show that this "last word" was, in fact, wrong. 

The Experimental Method 
The previous discussion may seem discouraging—how can scientists deter
mine the truth of any hypothesis when there is always a chance that the 
hypothesis could be falsified? Even if one of the hypotheses about cold pre
vention is supported, does the difficulty of eliminating alternative hypotheses 
mean that we will never know which approach is truly best? The answer is 
yes—and no. Hypotheses cannot be proven absolutely true; it is always possi
ble that the true cause of a particular phenomenon may be found in a hypoth
esis that has not yet been evaluated. However, in a practical sense, a 
hypothesis can be proven beyond a reasonable doubt. That is, when most of 
the reasonable alternative hypotheses have been eliminated and one hypothe
sis has not been disproven through repeated testing, scientists accept that this 
hypothesis is, in a practical sense, true. One of the most effective ways to test 
many hypotheses is through rigorous scientific experiments. 

Experiments are contrived situations designed to test specific hypotheses. 
Generally, an experiment allows a scientist to control the conditions under which 
a given phenomenon occurs. Being able to manipulate the environment allows a 
scientist to minimize the number of alternative hypotheses that may explain the 
result. This process is equivalent to what a mechanic does when he diagnoses 
a car problem. If the engine does not turn over, the problem could be the battery; 
if charging or replacing the battery fails to solve the problem, then the next step 
might be to replace the starter motor. If the mechanic had started by replacing 
both, he would not know which component had caused the problem, and he 
would have an unhappy customer who was charged for the replacement of both 
parts. Likewise, a scientist who changes many variables and sees a different 
experimental result cannot determine which of the changes she made was 
the one that made the difference. The information collected by scientists during 
hypothesis testing is known as data. Data collected from well-designed experi
ments should allow researchers to either reject or support a hypothesis. 

Not all scientific hypotheses can be tested through experimentation. For 
instance, hypotheses about historical events, such as those concerning how life 
on Earth originated or the cause of dinosaur extinction, are usually not testable 
in this way. These hypotheses must instead be tested via careful observation 
of the natural world; for instance, the examination of fossils and other evidence 
preserved in rocks allows scientists to test hypotheses regarding the extinc
tion of the dinosaurs. In addition, not all testable hypotheses are subjected to 
experimentation; the science that is actually performed is a reflection of the pri
orities of the decision makers in our society. But hypotheses about the origin 
and prevention of colds can be, and are, tested experimentally. 

Experimentation has enabled scientists to prove beyond a reasonable doubt 
that the common cold is caused by a virus. A virus has a very simple structure—it 
typically contains a short strand of genetic material and a few proteins encased in 
a relatively tough outer shell composed of more proteins and sometimes a fatty 
membrane. A virus must enter, or infect, a cell in order to reproduce. Of the over 
200 types of viruses that are known to cause varieties of the common cold, most 
infect the cells in our noses and throats. The sneezing, coughing, congestion, and 



sore throat characteristic of infection by most cold viruses appear to be the result 
of the body's immune response to a viral invasion (Figure 1.3). Because there are 
literally millions of varieties of cold viruses, many of which will be attacked by 
the immune system, we are susceptible to "catching cold" throughout our lives; 
we are not as susceptible to coming down with chicken pox, which is caused by a 
single virus, more than once. The enormous capacity for viruses to change over 
time is discussed in Chapter 10. 

The statement, "viruses cause the common cold," is generally accepted as 
a fact for three reasons. Here are the first two: (1) All reasonable alternative 
hypotheses about the causes of colds (for instance, simply exposure to cold air) 
have been rejected in numerous experimental tests; and (2) the hypothesis has 
not been rejected after carefully designed experiments measured cold incidence 
in people exposed to purified virus samples. "Truth" in science can therefore be 
defined as what we know and understand based on all available information. If a 
hypothesis appears to explain all instances of a particular phenomenon and has 
been repeatedly tested and supported, it may eventually be accepted as accurate. 

The third reason for considering the relationship between colds and viruses 
as a fact is that it conforms to a well-accepted scientific principle, the germ theory 
of disease. A scientific theory is an explanation of a set of related observations 
based on well-supported hypotheses from several different, independent lines of 



research. The germ theory, like many other scientific theories, arose as a result of 
inductive reasoning, whereby many observations and the results of hypothesis 
tests are pulled together to point to a logical conclusion. The germ theory arose 
in the early 20th century from the accumulated observations of biologists such as 
Louis Pasteur and Robert Koch, who first noted the relationship between partic
ular diseases and particular microorganisms (that is, organisms too small to be 
seen with the naked eye). The basic premise of the germ theory is that micro
organisms are the cause of some or all human diseases. Pasteur inductively rea
soned from his observation that bacteria cause milk to become sour and that 
these same types of organisms can injure humans. Koch's demonstration of the 
link between anthrax bacteria and a specific set of fatal symptoms in mice pro
vided additional evidence for this theory. Germ theory is further supported by 
the observation that treating some ill patients with drugs that are known to be 
deadly to certain microorganisms can relieve the patients of their illness. 

In everyday usage, the word theory is synonymous with "untested hypoth
esis" or "induction based on limited information." For example, a father may 
have a theory about why his young daughter has awakened at 3 a.m. every 
night for the past week, and a golfer may have a theory about why she is miss
ing so many putts lately. In contrast, scientists use the term theory when refer
ring to explanatory models about how the natural world "works" that are 
typically well-supported by observation and experiment. The germ theory of 
disease joins other well-accepted theories that form the basis of biology, in
cluding the cornerstone—evolutionary theory. The theory of evolution is that 
all organisms derive from a single common ancestor and have changed and 
diverged through time. Charles Darwin formulated this theory over 150 years 
ago by drawing together observations of the distribution of species across 
Earth, the distribution and appearance of fossils, similarities in form among 
living organisms, and observations of change in traits of a species in response 
to human-caused selection, among other pieces of information. We discuss the 
theory of evolution in detail in Chapter 9, but because it is the foundational 
theory in biology, it is addressed in every chapter of this book. 

The supporting foundation of all scientific theories consists of multiple 
hypothesis tests. Germ theory has been supported by numerous tests of 
hypotheses suggested by the theory—for instance, observations that infec
tious human diseases ranging from chicken pox to malaria to tuberculosis to 
yeast infections have all been clearly associated with infection with viruses, 
protozoans, bacteria, and fungi. The most unambiguous support for a theory 
comes in the form of hypothesis tests called controlled experiments. 

Controlled Experiments. Control has a very specific meaning in science. A 
control for an experiment is a subject who is similar to an experimental sub
ject, except that the control is not exposed to the experimental treatment. Mea
surements of the control group are used as baseline values for comparison to 
measurements of the experimental group; if the control and experimental 
groups differ and the experiment is well designed, then the difference is likely 
due to the experimental treatment. 

An extract of Echinacea purpurea (a common North American prairie plant) in 
the form of echinacea tea has been touted as a treatment to reduce the likelihood 
as well as the severity and duration of colds (Figure 1.4). A recent scientific 
experiment on the effectiveness of echinacea tea involved asking individuals in 
both the control and the experimental group to rate their perception of the 
effectiveness of the cold treatment they were using. In this study, people who 
used echinacea tea felt that it was 33% more effective at reducing symptoms. The 
"33% more effective" is in comparison to the opinions of people about the effec
tiveness of a tea that did not contain Echinacea extract—that is, the results from 
the control group. 

A good controlled experiment eliminates as many alternative hypotheses 
that could explain the observed result as possible. The first step is to select a pool 



of subjects in such a way as to eliminate differences in participants' ages, diets, 
stress levels, and likelihood of visiting a health-care provider. One effective 
way of eliminating differences between groups is the random assignment of 
individuals to experimental and control groups. For example, a researcher might 
put all of the volunteers' names in a hat, draw out half, and designate these peo
ple as the experimental group and the remainder as the control group. As a 
result, there is unlikely to be a systematic difference between the experimental 
and control groups—each group should be a rough cross section of the popula
tion in the study. In the echinacea tea experiment just described, members of 
both the experimental and control groups were female employees of a nursing 
home who sought relief from their colds at their employer's clinic. Imagine what 
would happen if the colds experienced in the nursing home changed over the 
course of the experiment—that is, if one cold virus affected a number of individ
uals for a few weeks, and then a different cold virus affected other individuals in 
the next few weeks. If the researchers had simply assigned the first 25 visitors to 
the clinic to the control group and the next 25 to the experimental group, they 
would run the risk of the two groups actually being infected with different cold 
viruses as well as drinking different teas. Then, if the women in the experimental 
group felt that they recovered more quickly than those in the control group, the 
researchers would not know if this occurred because echinacea tea is effective or 
because most of the individuals in the experimental group had a milder cold 
than did the women in the control group. To avoid this kind of problem, the vol
unteers were randomly assigned into either the experimental or control group as 
they came into the clinic. 

The second step in designing a good control is to attempt to treat control sub
jects and experimental subjects identically during the course of the experiment. In 
this study, all participants received the same information about the purported 
benefits of echinacea tea, and during the course of the experiment, all participants 
were given tea with instructions to consume 5 to 6 cups daily until their symp
toms subsided. However, individuals in the control group received "sham tea" 
that did not contain Echinacea extract. This sham tea would be equivalent to 
"sugar pills" that are given to control subjects when testing a particular drug. Like 
other intentionally ineffective medical treatments, sham tea and sugar pills are 
called placebos. Employing a placebo generates only one consistent difference be
tween individuals in the two groups—in this case, the type of tea they consumed. 

Good controls are the basis of strong inference. In the echinacea tea study, 
the data indicated that cold severity was lower in the experimental group com
pared to those who received the placebo. Because their study utilized controls, 
the researchers can have high confidence that the two groups differed because 
Echinacea extract relieves cold symptoms. Since their treatment of the control 
group had greatly reduced the likelihood that alternative hypotheses could 
explain their results, the researchers could strongly infer that they were meas
uring a real, positive effect of echinacea tea on colds (Figure 1.5). 

The study described here supports the hypothesis that echinacea tea reduces 
the severity of colds. However, it is extremely rare that a single experiment will 
cause the scientific community to accept a hypothesis beyond a reasonable 
doubt. Dozens of studies, each using different experimental designs and many 
using extracts from different parts of the plant, have investigated the effect 
of Echinacea on common colds and other illnesses. Some of these studies have 
shown a positive effect, but others have shown none. In the medical community 
as a whole, the jury is still out regarding the effectiveness of this popular herb as 
a cold treatment. Only through continued controlled tests of the hypothesis, 
using a variety of extracts, ways to deliver the extract (e.g., pill or tea form), and 
common cold varieties, will an accurate answer to the question "Is Echinacea an 
effective cold treatment?" be discerned. 

Our confidence in the results of any single experiment can be increased if 
efforts are made to remove bias from the generation and collection of experi
mental results. 



Minimizing Bias in Experimental Design. Scientists and human research 
subjects may have strong opinions about the veracity of a particular hypothe
sis even before it is tested. These opinions may cause participants to unfairly 
influence, or bias, the results of an experiment. 

One potential source of bias is subject expectation, which is sometimes 
called the onstage effect. Individual experimental subjects may consciously or 
unconsciously model the behavior they feel the researcher expects from them. 
For example, an individual who knew she was receiving echinacea tea may 
have felt confident that she would recover more quickly. This might cause her to 
underreport her cold symptoms. This potential problem is avoided by designing 
a blind experiment, wherein individual subjects are not aware of exactly what 
they are predicted to experience. In experiments on drug treatments, this means 
not telling participants whether they are receiving the drug or a placebo. 

Another source of bias arises when a researcher makes consistent errors 
in the measurement and evaluation of results. This phenomenon is called 
observer bias. In the echinacea tea experiment, observer bias could take vari
ous forms. Expecting a particular outcome might lead a scientist to give 
slightly different instructions about what symptoms constituted a cold to sub
jects who received echinacea tea. Or, if the researcher expected people who 
drank echinacea tea to experience fewer colds, she might make small errors in 
the measurement of cold severity that influenced the final result. To avoid the 
problem of experimenter bias, the data collectors themselves should be 
"blind." Ideally, the scientist, doctor, or technician applying the treatment 
does not know which group (experimental or control) any given subject is 
part of until after all data have been collected and analyzed (Figure 1.6). 
Blinding the data collector ensures that the data are objective, or in other 
words, without bias. 

We call experiments double-blind when both the research subjects and the 
technicians performing the measurements are unaware of either the hypothe
sis or whether a subject is in the control or experimental group. Double-blind 
experiments nearly eliminate the effects of human bias on results. When both 
researcher and subject have few expectations about the hypothesized outcome 
of a particular experimental treatment, the results obtained from the experi
ment should be considered more credible. 



Using Correlation to Test Hypotheses 

Well-controlled experiments can be difficult to perform when humans are 
the experimental subjects. As you can see from the echinacea tea study, the 
requirement that both experimental and control groups be treated nearly 
identically means that some people receive no treatment. In the case of cold 
sufferers who have limited means of reducing cold duration and severity, 
the placebo treatment does not substantially hurt those who receive it. 
However, placebo treatments are impossible or unethical in many cases. For 
instance, imagine testing the effectiveness of a birth control drug by giving 
one group of women the drug and comparing their rate of pregnancies to 
that for another group of women who thought they were using effective 
birth control but were actually getting a placebo! 

One method scientists may use to test hypotheses on human biology using 
experiments that could not be performed on humans is to use model organisms 
as stand-ins for people. In the case of research on human health and disease, 
model organisms are typically other mammals. Mammals are especially useful 
as model organisms in medical research because they are closely related to us 
evolutionarily—like us, they have hair and give birth to live young, and thus 
they also share with us similarities in anatomy and physiology. The vast major
ity of animals used in biomedical research are rodents such as rats, mice, and 
guinea pigs, although some areas of research require animals that are more sim
ilar to humans in size, such as dogs or pigs, or share a closer evolutionary 
relationship, such as chimpanzees (Figure 1.7). The use of model organisms 
allows experimental testing on potential drugs and other therapies before these 
methods are employed on people. Research on model organisms has con
tributed to a better understanding of nearly every serious human health threat, 
including cancer, heart disease, Alzheimer's disease, and AIDS. However, ethi
cal concerns about the use of animals in research persist and can complicate 
such studies. Additionally, the results of animal studies are not always directly 
applicable to humans because despite a shared evolutionary history, animals 
still can have important differences from humans in physiology. Testing 
hypotheses about human health in human beings still provides the clearest 
answer to these questions. 

When controlled experiments on humans are difficult or impossible to per
form, scientists will test hypotheses using correlations. A correlation is a rela
tionship between two variables. Suggestions about using meditation to 
reduce susceptibility to colds are based on a correlation between high levels of 
psychological stress and increased susceptibility to cold-virus infections 
(Figure 1.8). This correlation was generated by researchers who collected data 
on a number of individuals' psychological stress levels before giving them 
nasal drops that contained a cold virus. Doctors later reported on the inci
dence and severity of colds among participants in the study. Note that while 
the cold virus was applied to each participant in the study, the researchers had 
no influence on the stress level of the study participants—in other words, this 
is not a controlled experiment because people were not randomly assigned to 
different "treatments" of low or high stress. 

Let's examine the results of this study, presented in Figure 1.8. The hori
zontal axis of the graph, or x-axis, contains a scale of stress level—from low 
stress on the left edge of the scale to high stress on the right. The vertical axis 
of the graph, the y-axis, indicates the percentage of study participants who 
developed "clinical colds," that is, colds reported by their doctors. Each point 
on the graph represents a group of individuals and tells us what percentage of 
people in each stress category had clinical colds. The line connecting the 
5 points on the graph illustrates a correlation—the relationship between 
stress level and susceptibility to cold-virus infections. Because the line rises to 
the right, these data tell us that people who have higher stress levels were 
more likely to come down with colds. In fact, it appears from the data in the 
graph that individuals experiencing high levels of stress are more than twice 



as likely to become ill than those with low stress. But 
does this relationship mean that high stress causes 
increased cold susceptibility? 

To conclude that stress causes illness, we need the 
same assurances that are given by a controlled exper
iment. In other words, we must assume that the indi
viduals measured for the correlation are similar in 
every way, except for their stress levels. Is this a good 
assumption? Not necessarily. Most correlations can
not control for alternative hypotheses. People who 
feel more stressed may have poorer diets because 
they feel time limited and rely on fast food more 
often. Additionally, people who feel highly stressed 
may be in situations where they are exposed to more 
cold viruses. These differences among people who 
differ in stress level may also influence their cold sus
ceptibility (Figure 1.9). Therefore, even with a strong 
correlational relationship between the two factors, we 
cannot strongly infer that stress causes decreased re
sistance to colds. 

Researchers who use correlational studies do their 
best to ensure that their subjects are similar in many 
characteristics. For example, this study on stress and 
cold susceptibility evaluated whether individuals in 
the different stress categories were different in age, 
weight, sex, education, and their exposure to infected 
individuals. None of these other factors differed 
among low-stress and high-stress 
groups. Eliminating some of the alter
native hypotheses that could explain 
this correlation increases the strength 
of the inference that high stress levels 
truly do increase susceptibility to 
colds. However, people with high-
stress lifestyles still may be fundamen
tally different from those with 
low-stress lifestyles, and it is possible 
that one of those important differences 
is the real cause of disparities in cold 
frequency. 

You may see from this discussion 
that it is difficult to demonstrate a 
cause-and-effect relationship between 
two factors simply by showing a corre
lation between them. In other words, 
correlation does_not equal causation. For 
example, a commonly understood cor
relation exists between exposure to cold 
air and epidemics of the common cold. 
It is true that as outdoor temperatures 
drop, the incidence of colds increases. 
But numerous controlled experiments 
indicate that chilling does not increase 
susceptibility to colds. Instead, cold out
door temperatures mean increased 
close contact with other people (and 
their viruses). Despite the correlation, 
cold air does not cause colds—exposure 
to viruses does. 



Understanding Statistics 
During a review of scientific literature on cold prevention and treatment, you 
may come across statements about the "significance" of the effects of different 
cold-reducing measures. For instance, one report may state that factor A reduced 
cold severity but that the results of the study were "not significant." Another 
study may state that factor B caused a "significant reduction" in illness. We 
might then assume that this statement means factor B will help us feel better, 
whereas factor A will have little effect. This is an incorrect assumption, because 
in scientific studies, significance is defined a bit differently from its usual sense. To 
evaluate the scientific use of the term significance, we need a basic understanding 
of statistics. 

What Statistical Tests Can Tell Us. Statistics is a specialized branch of math
ematics used in the evaluation of experimental data. An experimental test uti
lizes a small subgroup, or sample, of a population. Statistics can be employed to 
summarize data from the sample—for instance, we can describe the average 
length of colds experienced by experimental and control groups. Statistical 
tests can then be used to extend the results from a sample to the entire popula
tion. When scientists conduct an experiment, they hypothesize that there is a 
true, underlying effect of their experimental treatment on the entire population. 
An experiment on a sample of a population can only estimate this true effect 
because a sample is always an imperfect "snapshot" of an entire population. 

Imagine trying to determine the average hair length of all women students in 
a class of 400 by taking a snapshot of a random subset of 10 women. If hairstyles 
were identical among the women in the snapshot, you could reasonably assume 
that the average hair length in the class is approximately equal to the average hair 
length in the snapshot. However, you are much more likely to see that women in 
the snapshot have a variety of hairstyles. When you calculate the average hair 
length in the snapshot, it is unlikely to be identical to the average hair length you 
would calculate if you measured everyone in the entire class. If the women in the 
snapshot exhibited a wide variety of hairstyles, from crew cuts to long braids, it 
would be more difficult to determine whether the average hair length in the snap
shot is at all close to the average for the class. Your snapshot could, by chance, 
contain the one woman in the class with extremely long hair, causing the average 
length in this sample to be much longer than the average length for the class. Sta
tistical tests help scientists evaluate, given the number of individuals sampled 
and the variance among individuals in how they responded to treatment, how 
likely it is that their snapshot provides an accurate picture of the whole population. 

In the experiment with the echinacea tea, statistical tests tell us the likeli
hood that the 33% reduction in cold severity observed by the researchers is an 
accurate measure of how well echinacea tea works, versus the likelihood that 
the 33% reduction resulted from chance differences between the experimental 
and control groups. 

Statistical Significance. We can explore the role that statistical tests play by 
evaluating a study on another proposed treatment to reduce the severity of 
colds—lozenges containing zinc. Some forms of zinc can block certain common 
cold viruses from entering the cells that line the nasal cavity. This observation led 
scientists to hypothesize that consuming zinc at the beginning of a cold decreases 
the number of cells that become infected, which in turn decreases the length and 
severity of cold symptoms. To test this hypothesis, a group of researchers at the 
Cleveland Clinic performed a study using a sample of 100 of their employees 
who enrolled in the study within 24 hours of developing cold symptoms. The 
researchers randomly assigned subjects to control or experimental groups. Mem
bers of the experimental group received lozenges containing zinc, while members 
of the control group received placebo lozenges. Members of both groups received 
the same instructions for using the lozenges and were asked to rate their symp
toms until they had recovered. The experiment was double-blind. 



When the data from the experiment were summarized, researchers observed 
that the mean length of time to recovery was more than 3 days shorter in the zinc 
group than in the placebo group (Figure 1.10). Superficially, this result appears to 
support the hypothesis. However, recall the example of the snapshot of women's 
hair length. A statistical test is necessary because even with well-designed exper-
iments, if a population is variable, chance will always result in some difference 
between the control and experimental groups. The effect of chance on experi-
mental results is known as samplings error—more specifically, sampling error is 
the difference between a sample of a population and the population as a whole. 
In the snapshot described earlier, sampling error is the difference between the 
women in the snapshot and the women in the population as a whole in average 
hair length. Similarly, in any experiment, the group of individuals assigned to 
the experimental treatment and the group assigned to the control treatment will 
differ from each other in random ways. Even if there is no true effect of an exper
imental treatment, the results observed in the experimental and control groups 
will never be exactly the same. 

For example, we know that people differ in their ability to recover from a 
cold infection. If we give zinc lozenges to one volunteer and placebo lozenges to 
another, it is likely that the two volunteers will have colds of different lengths. 
But even if the zinc-taker had a shorter cold than the placebo-taker, you would 
probably say that the test did not tell us much about our hypothesis—the zinc-
taker might just have had a less severe cold for other reasons. Now imagine that 
we had 5 volunteers in each group and saw a difference, or that the difference 
was only 1 day instead of 3 days. How would we determine if the lozenges had 
an effect? Statistical tests allow researchers to look at their data and determine 
how likely it is that the result is due to sampling error. In the case of the zinc 
lozenge experiment, the researchers used a statistical test to determine if the 
large reduction in cold duration in the experimental group was likely to be due 
to the effectiveness of zinc as a cold treatment or due to a chance difference 
between the experimental and control groups. In the case of the experiment with 
zinc lozenges, the statistical test indicated that there was a low probability, less 
than 1 in 10,000 (0.01%), that the experimental and control groups were so differ
ent simply by chance. In other words, the result is statistically significant. 

Factors Influencing Statistical Significance. One characteristic of experiments 
influencing the power of statistical tests is sample size—the number of individu
als in the experimental and control groups. If a treatment has no effect, a small 
sample size might mislead researchers into thinking that it does; this was the case 
with the vitamin C hypothesis described earlier. Subsequent tests with larger 
sample sizes, encompassing a wider variety of individuals with different under
lying susceptibilities to colds, allowed scientists to finally reject the hypothesis 
that vitamin C prevents colds. Conversely, if the effect of a treatment is real, but 
the sample size of the experiment is small, a single experiment may not allow 
researchers to determine convincingly that their hypothesis has support. Several 
of the experiments that test the efficacy of Echinacea extract demonstrate this 
phenomenon. For example, one study performed at a clinic in Wisconsin with 48 
participants indicated that members of the echinacea-consuming experimental 
group were 30% less likely to experience any cold symptoms after being exposed 
to a virus as compared to individuals who received a placebo; however, the small 
sample size of the study meant that this result was not statistically significant. 

The more participants there are in a study, the more likely it is that researchers 
will see a true effect of an experimental treatment, if one exists. If the sample size 
is large, any difference between an experimental and control group, no matter 
how small, is more likely to be statistically significant. For example, a study of 
over 21,000 male smokers over 6 years in Finland demonstrated that men who 
took vitamin E supplements had 5% fewer colds than did the men who did not 
take these supplements. In this case, the large sample size allowed researchers to 
see that vitamin E has a real, but relatively tiny, effect on cold incidence. 



The relationship between hypotheses, experimental tests, sample size, and 
statistical and practical significance is summarized in Figure 1.11. However, 
there is one final caveat to this discussion. A statistically significant result is typ
ically defined as one that has a 5% probability or less of being due to chance 
alone. If all scientific research uses this same standard, as many as one in every 
20 statistically significant results (that is, 5% of the total) is actually reporting an 
effect that is not real. In other words, some statistically significant results simply 
represent a surprisingly large difference between the experimental and control 
group that occurred only as a result of sampling error. An experiment with a 
statistically significant result will still be considered to support the hypothesis it 
was meant to test. However, the small but important probability that the results 
are due to chance explains why one supportive experiment is usually not 
enough to convince all scientists that a particular hypothesis is accurate. 

Even with a statistical test indicating that the result had a likelihood of less 
than 0.01% of occurring by chance, we should begin to feel assured that taking 
zinc lozenges will reduce the duration of colds only after locating additional 
tests of this hypothesis that give similar results. In fact, scientists continue 
to test this hypothesis, and there is still no consensus among them about the 
effectiveness of zinc as a cold treatment. 

What Statistical Tests Cannot Tell Us. Statistical significance by itself is not a 
sufficient measure of the accuracy of an experiment, and all statistical tests operate 
with the assumption that the experiment was designed and carried out correctly. In 
other words, a statistical test evaluates the chance of sampling error, not observer 
error, and a statistically significant result should never be taken as the last word on 
an experimentally tested hypothesis. An examination of the experiment itself is 
required. In the test of the effectiveness of zinc lozenges, the experimental design 
minimized the likelihood that alternative hypotheses could explain the results by 
randomly assigning subjects to treatment groups, using an effective placebo, and 



blinding both the data collectors and the subjects. Given such a well-designed 
experiment, this statistically significant result allows researchers to strongly infer 
that consuming zinc lozenges reduces the duration of colds. 

Statistical significance is also not equivalent to significance as we define the 
term more practically, that is, as "meaningful or important." A very large sam
ple size can reveal a very small effect, as described earlier in the study reporting 
the positive effect of vitamin E on cold prevention. Unfortunately, experimental 
results reported in the news often use the term significant without clarifying this 
important distinction. Understanding that problem, as well as other sometimes 
misleading aspects of how science is popularly presented, will enable you to 
better use scientific information. 

1.2 Evaluating Scientific Information 
Given the challenges inherent in establishing scientific "truth"—the rigorous re
quirements for using controls to eliminate alternative hypotheses and the prob
lem of sampling error—we can see why definitive scientific answers to our 
questions are slow in coming. A well-designed experiment can certainly allow us 
to approach the truth. Looking critical
ly at reports of experiments can help us 
make well-informed decisions about 
actions to take. Most of the research 
on cold prevention and treatment is 
first published as primary sources, 
written by the researchers themselves 
and reviewed within the scientific 
community (Figure 1.12). The process 
of peer review helps increase confi
dence in scientific information because 
other scientists critique the results and 
conclusions of an experiment before 
it is published in a professional jour
nal. Research articles in journals such 
as Science, Nature, the Journal of the 
American Medical Association, and hun
dreds of others represent the first and 
most reliable sources of current scien
tific knowledge. 

However, evaluating the hundreds 
of scientific papers that are published 
weekly is a task no one of us can per
form. Even if we focused only on a 
particular field of interest, the technical 
jargon used in many scientific papers 
may be a significant barrier to those of 
us who are not members of that 



particular scientific subfield. Instead of reading the primary literature, most of us 
receive our scientific information from secondary sources such as books, news 
reports, and advertisements. How can we evaluate information in this context? 

Information from Anecdotes 
Information about dietary supplements such as echinacea tea and zinc 
lozenges is often in the form of anecdotal evidence—meaning that the 
advice is based on one individual's personal experience. A friend's 
enthusiastic plug for vitamin C, because she felt it helped her, is an example 
of a testimonial—a common form of anecdote. Advertisements that use a 
celebrity to pitch a product "because it worked for them" are classic forms of 
testimonials. You should be very cautious about basing decisions on anec
dotal evidence, which is not in any way equivalent to well-designed scien
tific research. For example, countless hours of research have established that 
there is a clear link between cigarette smoking and lung cancer. Although 
many of us have heard anecdotes along the lines of the grandpa who was a 
pack-a-day smoker and lived to the age of 94, the risk of premature death 
due to smoking is very well established by careful scientific research. 
Although anecdotes may indicate that a product or treatment has merit, 
only well-designed tests of the hypothesis can help determine if it is likely to 
be safe and effective for most people. 

Science in the News 
Popular news sources provide a steady stream of health information. However, 
stories about research results in the general media often do not contain informa
tion about the adequacy of controls, the number of subjects, the experimental 
design, or the source of the scientist's funding. How can anyone evaluate the 
quality of research that supports statements like these? "Supplement Helps 
Melt Fat and Build Muscle," or "Curry Spice Might Prevent Bowel Cancer." 

First, you must consider the source of media reports. Certainly news 
organizations will be more reliable reporters of fact than will entertainment 
tabloids, and news organizations with science writers should be considered 
better reporters of the substance of a study than those without. Television 
talk shows, which need to fill air time, regularly have guests who promote a 
particular health claim. Too often these guests may be presenting informa
tion that is based on anecdotes or an incomplete survey of the primary liter
ature as well as work that has not been subjected to peer review. 

Paid advertisements are a legitimate means of disseminating informa
tion. However, claims in advertising should be very carefully evaluated. 
Our pursuit of health fuels a multibillion-dollar industry—companies that 
succeed need to be very effective at getting the attention of consumers. Ad
vertisements of over-the-counter and prescription drugs must conform to 
rigorous government standards regarding the truth of their claims, but ad
vertisements for herbal supplements, many health food products, and diet 
plans have lower standards. Be sure to examine the fine print, because ad
vertisers often are required to clarify the statements made in bold type in 
their ads. 

Another commonly used source for health information is the Internet. As 
you know, anyone can post information on the Internet. Typing in "common 
cold prevention" on a standard web search engine will return thousands of 
web pages—from highly respected academic and government sources to 
small companies trying to sell their products, or individuals who have strong, 
sometimes completely unsupported, ideas about cures. Often it can be diffi
cult to determine the reliability of a well-designed website. Here are some 
things to consider when using the web as a resource for health information: 

1. Choose sites maintained by reputable medical establishments, such as 
the National Institute of Health (NIH) or the Mayo Clinic. 



2. It costs money to maintain a website. Consider whether the website 
seems to be promoting a product or agenda. Advertisements for a spe
cific product should alert you to a website's bias. 

3. Check the date when the website was last updated, and see whether the 
page has been updated since its original posting. Science and medicine 
are disciplines that must frequently incorporate new data into hypothe
ses. A reliable website will be updated often. 

4. Determine whether unsubstantiated claims are being made. Look for 
references, and be suspicious of any studies that are not from peer-
reviewed journals. 

Understanding Science from Secondary Sources 
Once you are satisfied that a media source is relatively reliable, you can 
examine the scientific claim that it presents. Use your understanding of the 
process of science and of experimental design to evaluate the story and the 
science. Does the story about the claim present the results of a scientific 
study, or is it built around an untested hypothesis? Is the story confusing cor
relation with causation? Does it seem that the information is applicable to 
non-laboratory situations, or is it based on results from preliminary or animal 
studies? Look for clues about how well the reporters did their homework. 
Scientists usually discuss the limitations of their research in their papers; are 
these cautions noted in an article or television piece? If not, the reporter may 
be overemphasizing the applicability of the results. 

Then, note if the scientific discovery itself is controversial. That is, does it 
reject a hypothesis that has long been supported? Does it concern a subject 
that is controversial in human society (like the origin of racial differences or 
homosexuality)? Might it lead to a change in social policy? In these cases, be 
extremely cautious. New and unexpected research results must be evaluated 
in light of other scientific evidence and understanding. Reports that lack 
comments from other experts in related fields may omit important problems 
with a study or fail to place the study in context with other research. Table 1.1 
provides a checklist of questions to ask and answer as you evaluate a news 
report about a recent scientific development. 

Finally, realize that even among the most credible organizations, the news 
media generally highlights only those stories about experiments that editors 
and producers find newsworthy. As we have seen, scientific understanding 
accumulates relatively slowly, with many tests of the same hypothesis finally 
leading to an accurate understanding of a natural phenomenon. News organ
izations are also more likely to report a study that supports a hypothesis 
rather than one that gives less supportive results, even if both types of studies 
exist. In addition, even the most respected media sources may not be as thor
ough as readers would like. For example, a recent review published in the 
New England Journal of Medicine evaluated the news media's coverage of new 
medications. Of 207 randomly selected news stories, only 40% that cited ex
perts who had financial ties to a drug disclosed this relationship. This poten
tial conflict of interest may influence the expert's credibility. Another 40% of 
the news stories did not provide basic statistics about the drugs' benefits. 
Most of the news reports also failed to distinguish between absolute benefits 
(how many people were helped by the drug) and relative benefits (how many 
people were helped by the drug relative to other therapies for the condition). 
The Journal's review is a vivid reminder that we need to be cautious when 
reading or viewing news reports on scientific topics. 

Even after following all of these guidelines, you may still find situations 
where reports on several scientific studies seem to give conflicting and confusing 
results. This could mean one of two things: Either the reporter is not giving you 
enough information, in which case you may want to read the researchers' papers 
yourself, or the researchers themselves are just as confused as you are. Such 





confusion is the nature of the scientific process—early in our search for under
standing a phenomenon, many hypotheses are proposed and discussed; some 
are tested and rejected immediately, and some are supported by one experiment 
but later rejected by more thorough experiments. It is only by clearly under
standing the process and pitfalls of scientific research that you can distinguish 
"what we know" from "what we don't know." 

1.3 Is There a Cure for the Common 
Cold? 

So where does our discussion leave us? Will we ever find the best way to pre
vent a cold or reduce its effects? In the United States, over 1 billion cases of the 
common cold are reported per year, costing billions of dollars in medical visits, 
treatment, and lost work days. Consequently, there is an enormous effort to 
find effective protection from the different viruses that cause colds. A search of 
the leading medical publication database indicates that every year, nearly 100 
scholarly articles regarding the biology, treatment, and consequences of com
mon cold infection are published. This research has led to several important 
discoveries about the structure and biochemistry of common cold viruses, how 
they enter cells, and how the body reacts to these infections. 

Despite all of the research and the emergence of some promising possibili
ties, the best prevention method known for common colds is still the old stand-
by—keep your hands clean. Numerous studies have indicated that rates of 
common-cold infection are 20% to 30% lower in populations who employ effec
tive hand-washing procedures. Cold viruses can survive on surfaces for many 
hours; if you pick them up from a surface on your hands and transfer them to 
your mouth, eyes, or nose, you may inoculate yourself with a 7-day sniffle. 

Of course, not everyone gets sick when exposed to a cold virus. The reason 
one person has more colds than another might not be due to a difference in 
personal hygiene. The correlation that showed a relationship between stress 
and cold susceptibility appears to have some merit. Research indicates that 
among people exposed to viruses, the likelihood of ending up with an infec
tion increases with high levels of psychological stress—something that many 
college students clearly experience. Research also indicates that vitamin C 
intake, diet quality, exposure to cold temperatures, and exercise frequency 
appear to have no effect on cold susceptibility; although, along with echinacea 
tea and zinc lozenges, there is some evidence that vitamin C may reduce cold 
symptoms after infection. Surprisingly, even though medical research has led 
to the elimination of killer viruses such as smallpox and polio, scientists are 
still a long way from "curing" the common cold. 









I
n the summer of 1996, Dr. David McKay announced 
to the world that he and his colleagues had found per
suasive, if not conclusive, evidence of life on Mars. 
People around the world were astounded. How could 

this cold, dry, harsh planet harbor life? 

The evidence of life found by Dr. McKay's team did not in any way resem

ble the cartoon images often used to depict Martians. Instead, what these 

scientists found was evidence of life in a 3.6-billion-year-old, potato-sized 

rock. They believe that the rock had been ejected from the surface of Mars 

around 15 million years ago and had traveled through space for nearly that 

entire time. Ultimately the rock crashed to Earth, landing in Antarctica about 

13,000 years ago, and remained there until discovered by scientists in 1984. 

This meteorite, drably named ALH84001, appeared to contain the same 

features that scientists use to demonstrate the existence of life in 3.6-billion-

year-old Earth rocks—there were fossils, various minerals that are characteris

tic of life, and evidence of complex chemicals typically produced by living 

organisms. The announcement of this discovery injected new energy into 

Mars exploration. Since then, multiple robotic rovers and mapping satellites 

have been sent to the planet, and in January 2004, President George W. Bush 

announced an initiative to send astronauts to the red planet by the 2020s. 

While there are many reasons to explore Mars, the question that remains most 



intriguing—and is a significant focus of several of these missions—is whether 
life ever existed there. 

The fascination about potential Martian life speaks to a fundamental ques
tion that many humans share: Are the creatures on Earth the only living 
organisms in the universe? Our galaxy is filled with countless stars and plan
ets, and the universe teems with galaxies. Even if we find no convincing evi
dence of life on Mars, there is a seemingly infinite number of places to look for 
other living beings. In this chapter, we discuss the characteristics and require
ments of life and examine techniques that scientists use to search the universe 
for other living creatures. 

2.1 What Does Life Require? 
Because the galaxy likely contains billions of planets, scientists looking for life 
elsewhere seek to identify the range of conditions under which they would 
expect life to arise. What is it that scientists look for when identifying a planet 
(or moon) as a candidate for hosting life? 

A Definition of Life 
In science-fiction movies, alien life-forms are often obviously alive, and even 
somewhat familiar looking. But in reality, living organisms may be truly alien; 
that is, they may look nothing like organisms we are familiar with on Earth. 
So how would we determine whether an entity found on another planet was 
actually alive? 

Surprisingly, biologists do not have a simple definition for a "living 
organism." A list of the attributes found in most earthly life-forms includes 
growth, metabolism (all of the chemical processes that occur in cells, 
including the breakdown of substances to produce energy, the synthesis of 
substances necessary for life, and the excretion of wastes generated by 
these processes), movement, reproduction, and response to external envi
ronmental stimuli. However, this definition could apply to things that no 
one considers to be living. For example, fire can grow, consume energy, give 
off waste, move, reproduce by sending off sparks, and change in response 
to environmental conditions. And some organisms that are clearly living do 
not conform to this definition. For instance, male mules grow, metabolize, 
move, and respond to stimuli, but they are sterile (unable to reproduce). 
In practice, most biologists do not attempt to define the characteristics 
of living organisms; they are content to apply the same standard that 
U.S. Supreme Court Justice Potter Stewart did when struggling to define 
"obscene material" in 1964: "I know it when I see it." Unfortunately, when 
people on Earth are faced with a truly alien life-form, it is not clear that this 
approach will be sufficient. In fact, it may not be safe to assume that living 
things on other planets would have the same characteristics as living things 
on Earth. 

If we examine more closely the characteristics of living organisms on 
Earth, we will see that all organisms contain a common set of biological 
molecules, are composed of cells, and can maintain homeostasis, that is, 
a roughly constant internal environment despite an ever-changing ex
ternal environment (Figure 2.1). In addition, populations of living organ
isms can evolve, that is, change in average physical characteristics over 
time. If we search the universe for planets that could support life similar to 
that found on Earth—and thus organisms that we would clearly identify as 



"living"—the list of planetary requirements becomes more stringent. In 
particular, an Earth-like planet should have abundant liquid water 
available. 

The Properties of Water 
Water is a requirement for life. Although Mars does not currently appear to 
have any liquid water, frozen water is found at its poles, and features of 
its surface indicate that it once contained salty seas and flowing 
water (Figure 2.2). The presence of liquid water on Mars fulfills an essential 
prerequisite for the appearance of life. But why is water such an important 
feature? 

One characteristic of water that makes it a suitable medium 
for life is that many different substances will dissolve in it. A 
substance that dissolves in a liquid is called the solute. 
The liquid in which another substance is dissolved is called 
the solvent. Many different molecules can be dissolved 
in water. Once dissolved, a particular molecule can pass 
freely throughout the water and may come into contact 
with another solute with which it can break existing 
chemical bonds and form new ones. Such changes in 
the chemical composition of substances are called chem-
ical reactions. Chemical reactions occur when the 
starting materials or reactants are converted into the 
ending materials or products. Water facilitates chemical 
interactions between molecules. Part of the reason 
water functions as such a powerful solvent is due to its 

Water (H 2 0) consists of hydrogen and oxygen atoms. 
Atoms are the smallest units into which a substance can be bro-
ken down; they are composed of protons, neutrons, and electrons. 
The positively charged protons (H+) and electrically neutral neutrons 
make up the nucleus. The negatively charged electrons are found outside 
the nucleus in an "electron cloud." Electrons are attracted to the positively 
charged nucleus. A water molecule is composed of 2 hydrogen atoms and 
1 oxygen atom that are bonded together by shared electrons. In general, a 
molecule consists of two or more atoms held together by chemical bonds, 
and chemical bonds occur between two atoms in a molecule that share 
electrons—often the shared electrons orbit around the nucleus of both 
atoms. The structure of chemical bonds within molecules is described in 
detail on page 27 of this chapter. 

Oxygen is more electron-pulling, or electronegative, than most other 
atoms, including hydrogen. This means that the electrons in a water 
molecule spend more time near the nucleus of the oxygen atom than 
near the nuclei of the hydrogen atoms. When shared electrons are closer 
to one atom than another, the atom to which they are the closest will 
have a partial negative charge, symbolized by the Greek delta, S~. 
The atom from which the electrons are pulled away will have a partial pos
itive charge, symbolized by S+ (Figure 2.3). This unequal sharing of elec
trons makes water a polar molecule, since different regions, or poles; of 
the molecule have different charges. When atoms of a molecule carry 
no charge, and thus do not have differing poles, they are said to be 
nonpolar. 

Water molecules tend to orient themselves so that the hydrogen atom (with 
its partial positive charge) of one molecule is near the oxygen atom (with its 



partial negative charge) of another molecule (Figure 2.4a). The weak attraction 
between the hydrogen atom and the oxygen atom is called a hydrogen bond. 
Hydrogen bonding is a type of weak chemical bond that forms between 
hydrogen and another atom and is based on the attraction of partial charges 
for each other. Figure 2.4b shows hydrogen bonding that occurs among water 
molecules. 

Water molecules stick together as a result of this hydrogen bonding. This 
tendency of molecules to stick together is called cohesion. Cohesion is much 
stronger in water than in most liquids and is an important property of many 
biological systems. For instance, many plants depend on cohesion to help 
transport water from the roots to the leaves. 

The flowing water that was once found on Mars (Figure 2.5a) is now only in 
the form of ice. Until scientists can land on Mars and collect ice samples for 
analysis, its actual composition is a matter of conjecture. However, images 
taken by a NASA rover have led scientists to believe that some of the rocks on 
Mars were probably produced from deposits at the bottom of a body of salt 



Figure 2.6 The pH scale. The pH scale is a measure of hydrogen ion concentration. 
The more acidic a solution is, the higher the H + concentration is relative to the 
OH ~ ions. Basic solutions have fewer H + ions relative to OH ~ ions. The scale ranges 
from 0 (most acidic) to 14 (most basic). Each pH unit actually represents a tenfold (10x) 
difference in the concentration of H+ ions. For example, a substance with a pH of 5 has 
100 times more H + ions than a substance with a pH of 7 does. Water has a pH of 7 and 
is therefore neutral; that is, it has as many H + ions as OH ~ ions. The pH of most cells is 
very close to 7. 

water. Salt water on Mars is likely to be the same salt as water on Earth, a solu
tion of the salt sodium chloride. We know from surveying Earth's oceans that 
salt water is hospitable to millions of different life-forms. In fact, most hy
potheses about the origin of life on Earth presume that our ancestors first arose 
in the salty oceans. 

The ability of water to dissolve salts such as sodium chloride is illustrated 
in Figure 2.5b and is a direct result of its polarity. In the case of sodium chlo
ride, the negative pole of water molecules will be attracted to a positively 
charged sodium and separate it from a negatively charged chloride. Water can 
also dissolve other polar molecules, such as alcohol, in a similar manner. Polar 
molecules are called hydrophilic ("water loving") because of their ability to 
dissolve in water. 

Salts are produced by the reaction of an acid (a substance that donates H + 

ions to a solution) with a base (a substance that accepts H + ions). Water can 
break apart or dissociate into H + and OH- ions. The pH scale is a measure of the 
relative amounts of these ions in a solution (Figure 2.6). These ions can react with 
other charged molecules and help to bring them into the water solution. At any 
given time, a small percentage of water molecules in a pure solution will be dis
sociated. There are equal numbers of these ions in pure water, and so it is neutral, 
which on the pH scale is 7. 

Nonpolar molecules, such as oil, do not contain charged atoms and are 
referred to as hydrophobic ("water hating") because they do not easily mix 
with water (Figure 2.7). In early 2005, a European Space Agency probe landed 
on Titan, one of Saturn's moons and a place where the chemical composition 
of the atmosphere may be similar to that found on early Earth. Photos trans
mitted by the probe indicate that liquid was present on the surface of this bit
terly cold place. At atmospheric temperatures of approximately — 292°F the 
liquid is obviously not water; instead, it is most likely a mixture of ethane and 
methane, both nonpolar molecules. As a result, oceans on Titan are much 
poorer solvents than are oceans on Earth, and conditions in these oceans are 
probably not suitable for the evolution of life. 

Organic Chemistry 
The Martian meteorite ALH84001 had one characteristic that provided some 
evidence that the rock once contained living organisms—the presence of com
plex molecules containing the element carbon. Elements are simple chemical 
substances composed of atoms that cannot be broken down by normal chemical 
means. Elements differ in the number of subatomic particles in their atoms. 
All atoms of a particular element have the same number of protons, giving the 
element its atomic number. An atom's mass number is the sum of the numbers 
of protons and neutrons in its nucleus. 

All life on Earth is based on the chemistry of the element carbon. In fact, 
the branch of chemistry that is concerned with complex carbon-containing 
molecules is called organic chemistry, implying that it is the chemistry 
of life. 

Carbon is only one of many essential elements that living organisms 
require, but it makes up most of their mass. Carbon is an ideal element as 
a foundation for organic chemistry because of its ability to make bonds with 
up to four other elements. Like a Tinkertoy™ connector, carbon has multiple 



sites for connections that allow carbon-containing molecules to take an almost 
infinite variety of shapes (Figure 2.8). 

The ability of carbon, or any element, to make chemical bonds depends 
on its electron configuration. The electrons in the electron cloud that sur
rounds the nucleus have different energy levels based on their distance from 
the nucleus. The first energy level, or energy shell, is closest to the nucleus, 
and the electrons located there have the lowest energy. The second energy 
level is a little farther away, and the electrons located in the second shell have 
a little more energy. The third energy level is even farther away, and its elec
trons have even more energy, and so on. Figure 2.9a shows the electron con
figuration of carbon. 

Each energy level can hold a specific maximum number of electrons. 
The first shell holds 2 electrons, and the second and third shells each hold a 
maximum of 8. Electrons fill the lowest energy shell before advancing to fill 
a higher energy-level shell. Atoms with the same number of electrons in 
their outermost energy shell, called the valence shell, exhibit similar chem
ical behaviors. When the valence shell is full of electrons, the atom will not 
normally form chemical bonds with other atoms. 

Atoms that have space in their valence shell will combine to form com
pounds. A compound is a substance formed from two or more elements with a 
fixed ratio determining the composition. For example, water is a compound 
composed of two hydrogen atoms for every oxygen atom. Atoms with only 1 or 
2 electrons in their valence shell tend to lose electrons and therefore become pos
itively charged ions, while atoms with 6 or 7 electrons in the valence shell tend to 
gain electrons and thus become negatively charged ions. These two types of 
atoms will often form chemical compounds that are made up of 2 ions; the elec
trical attraction between a positive ion and a negative ion keeps them together 
loosely in an ionic bond. In aqueous solutions, these bonds are easily disrupted, 
for instance, when the compound is mixed with a polar solvent such as water. 

Atoms with 4 or 5 electrons in the valence shell tend to share electrons to 
complete their valence shells. When atoms share electrons, a type of bond 
called a covalent bond is formed. Covalent bonds are stronger than ionic 
bonds and will not break apart in water. Figure 2.9b shows carbon covalently 
bonded to 4 hydrogens to produce methane, an organic compound that is 
common in the atmosphere of Titan. 



Carbon atoms are often involved in covalent bonding. Covalent bonds are 
symbolized by a short line indicating a shared pair of electrons (Figure 2.9c). 
When an element such as carbon enters into bonds involving two pairs 
of shared electrons, this is called a double bond. A carbon-to-carbon double 
bond is symbolized by two horizontal lines (Figure 2.9d). 

The simple organic molecules found in the Martian meteorite that appear to 
have formed on Mars are carbonates, molecules containing carbon and oxygen, 
and hydrocarbons, made up of chains and rings of carbon and hydrogen. 
Carbonates and hydrocarbons can form under certain natural conditions even 
without the presence of life. However, what the meteorite lacked was convinc
ing evidence of organic molecules that are known to be produced only by living 
organisms called macromolecules. 

Structure and Function of Macromolecules 
The macromolecules present in living organisms are carbohydrates, proteins, 
lipids, and nucleic acids. To date, every living organism on Earth has been found 
to contain these same macromolecules, whether bacteria, plant, or animal. 

Carbohydrates. Sugars, or carbohydrates, are found in every living organism 
on Earth and provide the major source of energy for daily activities. Carbohy
drates also play important structural roles in cells. The simplest carbohydrates 
are composed of carbon, hydrogen, and oxygen in the ratio (CH2O). For exam
ple, the carbohydrate sugar glucose is symbolized as 6(CH 20) or C6H12O6. 
Glucose is a simple sugar, or monosaccharide, which consists of a single ring-
shaped structure. Disaccharides are two rings joined together. Table sugar, 
called sucrose, is a disaccharide composed of glucose and fructose, a sugar 
found in fruits. 

Joining many individual subunits, or monomers, together produces polymers 
(poly means "many"). Polymers of sugar monomers are called polysaccharides 
(Figure 2.10). Plants use tough polysaccharides in their cell walls as a sort of struc
tural skeleton. The polysaccharide cellulose, found in plant cell walls, is the most 
abundant carbohydrate on Earth. The external skeletons of insects, spiders, and 



lobsters are composed of polysaccharides, and the cell walls that surround bacte
rial cells are rich in structural polysaccharides. 

According to David McKay and his colleagues, the particular set of hydro
carbons found on the Martian meteorite is identical to the set formed when 
carbohydrates in certain bacteria on Earth break down. These trace remains of 
possible Martian carbohydrates are an important piece of evidence that scien
tists use to argue that Mars once harbored Earth-like life. Evidence of the pres
ence of proteins on the meteorite is less convincing. 

Proteins. Living organisms require proteins for a wide variety of processes. 
Proteins are important structural components of cells; in fact, they make up 
half the dry weight of most cells. Some cells, such as animal muscle cells, are 
largely composed of proteins. Proteins called enzymes accelerate and help 
regulate all the chemical reactions that build up and break down molecules 
inside cells. The catalytic power of enzymes (their ability to drastically increase 
reaction rates) allows metabolism to occur under normal cellular conditions. 
Proteins can also serve as channels through which substances are brought into 
cells, and they can function as hormones that send chemical messages through
out an organism's body. 

Proteins are large molecules made of monomer subunits called amino acids. 
There are 20 commonly occurring amino acids. Like carbohydrates, amino acids are 
made of carbons, hydrogens, and oxygens; but in addition, they have nitrogen as 
part of an amino ( -NH 2

+ ) group along with various side groups. Side groups are 
chemical groups that give amino acids different chemical properties (Figure 2.11a). 



Polymers of amino acids are sometimes called polypeptides. The chemical 
bond joining adjacent amino acids is a peptide bond (Figure 2.11b). Amino 
acids are joined together in various orders to produce different proteins in 
much the same manner that children can use differently shaped beads to pro
duce a wide variety of structures (Figure 2.11c). Each amino acid side group 
has unique chemical properties, including being polar or nonpolar. Since each 
protein is composed of a particular sequence of amino acids, each protein has 
a unique shape and therefore specialized chemical properties. 

Scientists have found no evidence of proteins on the Martian meteorite, 
although one group of investigators did report the presence of tiny amounts 
of three amino acids within the rock. However, it may be the case that these 
amino acids are contaminants; that is, they are present in the meteor because 
the meteor has been on protein-rich Earth for several thousand years. In 
addition, some amino acids are known to form under conditions where life is 
not present, so the presence of amino acids is not necessarily evidence of life. 

Lipids. One type of organic molecule, abundant in living organisms, that has 
not been found in the Martian meteorite is lipids. Lipids are partially or entire
ly hydrophobic organic molecules made primarily of hydrocarbons. Important 
lipids include fats, steroids, and phospholipids. 



Fat. The structure of a fat is that of a 3-carbon glycerol molecule with up to 
three long, hydrocarbon chains attached to it (Figure 2.12a). Like the hydro
carbons present in gasoline, these can be burned to produce energy. The long 
hydrocarbon chains are called fatty acid tails of the fat molecule. Fats are 
hydrophobic and function in energy storage within living organisms. 

Steroids. Steroids are composed of 4 fused carbon-containing rings. Cho
lesterol (Figure 2.12b) is one steroid that you are probably familiar with; its 
primary function in animal cells (plant cells do not contain cholesterol) is 
to help maintain the fluidity of membranes. Other steroids include the sex 
hormones testosterone, estrogen, and progesterone, which are produced by 
the sex organs and have effects throughout the body. 

Phospholipids. Phospholipids are similar to fats except that each glycerol 
molecule is attached to 2 fatty acid tails (not 3, as you would find in a dietary fat). 
The third bond in a phospholipid is to a phosphate head group. The phosphate 
head group is hydrophilic, and the two tails are hydrophobic (Figure 2.12c). 
Phospholipids often have an additional head group, attached to the phosphate, 
which also confers unique chemical properties on the individual phospholipid. 
Phospholipids are important constituents of the membranes that surround cells 
and that designate compartments within cells. 

Even if the Martian meteorite contained unambiguous traces of carbohy
drates, proteins, and lipids, the source of these molecules would not clearly be 
living organisms without a mechanism for passing information about their traits 
to the next generation. The hereditary, or genetic, information common to all life 
on Earth is in the form of nucleic acids. 

Nucleic Acids. Nucleic acids are composed of long strings of monomers called 
nucleotides. A nucleotide is made up of a sugar, a phosphate, and a nitrogen-
containing base. The nucleic acid that serves as the primary storage of genetic 
information in nearly all living organisms is deoxyribonucleic acid (DNA). 
Figure 2.13 shows the three-dimensional structure of a DNA molecule and 





zooms inward to the chemical structure. You can see that DNA is composed of 
two curving strands that wind around each other to form a double helix. The 
sugar in DNA is the 5-carbon sugar deoxyribose. The nitrogen-containing 
bases, or nitrogenous bases, of DNA have one of four different chemical struc
tures, each with a different name: adenine (A), guanine (G), thymine (T), and 
cytosine (C). Nucleotides are joined to each other along the length of the helix 
by covalent bonds. 

Nitrogenous bases form hydrogen bonds with each other across the width 
of the helix. On a DNA molecule, an adenine (A) on one strand always pairs 
with a thymine (T) on the opposite strand. Likewise, guanine (G) always 
pairs with cytosine (C). The term complementary is used to describe these 
pairings. For example, A is complementary to T, and C is complementary 
to G. Therefore, the order of nucleotides on one strand of the DNA helix 
predicts the order of nucleotides on the other strand. Thus, if one strand of 
the DNA molecule is composed of nucleotides AACGATCCG, then we know 
that the order of nucleotides on the other strand is TTGCTAGGC. 

As a result of this base-pairing rule (A pairs with T; G pairs with C), the 
width of the DNA helix is uniform. There are no bulges or dimples in the struc
ture of the DNA helix, because A and G, called purines, are structures com
posed of two rings; and C and T are single-ring structures called pyrimidines. 
A purine always pairs with a pyrimidine and vice versa, so there are always 
3 rings across the width of the helix. A to T base pairs have 2 hydrogen bonds 
holding them together. G to C pairs have 3 hydrogen bonds holding them 
together. 

Each strand of the helix thus consists of a series of sugars and phosphates 
alternating along the length of the helix, the sugar-phosphate backbone. The 
strands of the helix align so that the nucleotides face "up" on one side of the 
helix and "down" on the other side of the helix. For this reason, the two strands 
of the helix are said to be antiparallel. 

The overall structure of a DNA molecule can be likened to a rope ladder 
that is twisted, with the sides of the ladder composed of sugars and phos
phates (the sugar-phosphate backbone), and the rungs of the ladder composed 
of the nitrogenous-base sequences A, C, G, and T. The structure of DNA was 
determined by a group of scientists in the 1950s, most notably James Watson 
and Francis Crick (Figure 2.14). 

How Might Macromolecules on Other Planets Differ? Many scientists 
argue that the fundamental constituents described here—carbohydrates, 
proteins, lipids, and nucleic acids—will be essentially similar wherever life is 
found. They will readily admit that the finer details are very likely to differ, 
however. For example, all proteins known on Earth contain only 20 different 
amino acids, despite an infinite number of possibilities. Presumably, proteins 
on other planets could contain completely different amino acids and many 
more than 20. 

Not all scientists agree with this position, which they call "carbon chau
vinism." Carbon is not the only chemical Tinkertoy™ connector; other ele
ments, including silicon, can also make connections with four other atoms. 
Silicon is also relatively abundant in the universe and could theoretically 
form the backbone of an alternative organic chemistry. The basic constituents 
of silicon-based life may be very different from the chemical building blocks 
of life on Earth. 

Even if all life in the universe is based on carbon chemistry, it is very 
unlikely that the suite of organisms found on another planet will look 
much like life on our planet. However, understanding the history of life on 
Earth also provides insight into the possible nature of life elsewhere in the 
universe. 



2.2 Life on Earth 
One of the most dramatic features of the Martian meteorite is the presence of 
fossils that look remarkably like the tiniest living organisms known from 
Earth. The largest of these fossils is less than 1/100th of the diameter of a 
human hair, and most are about 1/1000th of the diameter of a human hair— 
small enough that it would take about 1000 laid end to end to span the dot at 
the end of this sentence. Some are egg shaped, while others are tubular. These 
fossils appear similar to the simplest and most ancient of known organisms 
and are the strongest piece of evidence supporting the hypothesis that Mars 
once was home to living organisms. 

Prokaryotic and Eukaryotic Cells 
David McKay and his colleagues argue that the fossil structures in the Mart
ian meteorite are the remains of tiny cells. A cell is the fundamental struc
tural unit of life on Earth, separated from its environment by a membrane 
and often an external wall. Bacteria are composed of single cells, which per
form all of the activities required for life. Other organisms such as humans 
and oak trees are composed of trillions of cells working together and do not 
have any cells that could survive and reproduce independently. 

All cells can be placed into one of two categories, prokaryotic or eukaryotic, 
based on the presence or absence of certain cellular structures. Bacteria are 
prokaryotic cells. Prokaryotes do not have a nucleus, a separate membrane-
bound compartment that contains primarily genetic material in the form of 
DNA. Nor do they contain any membrane-bound internal structures. Prokary
otic cells are much smaller than eukaryotic cells (Figure 2.15), and according to 
the fossil record, they predate eukaryotic cells. The fossils in the Martian mete
orite resemble modern prokaryotic cells known as nanobacteria. 

Eukaryotic cells have a nucleus and other internal structures with 
specialized functions, called organelles, that are surrounded by membranes. 
Eukaryotic organisms include single-celled organisms such as amoebas and 
yeast as well as multicellular plants, fungi, and animals. As you will learn in 
Chapter 12, scientists believe that the first prokaryotic cells appeared on 
Earth over 3.5 billion years ago and that the first eukaryotes appeared about 
1.7 billion years later. 

Many scientists dispute David McKay's interpretation of the tubular 
structures in ALH84001. In fact, similar structures can be formed in the 
absence of life by certain minerals under extremes of heat and pressure. If 
the Martian fossils are indeed cells, they likely contained features found in
side earthly cells, some of which should be visible in the fossils. Each living 
cell can be considered a veritable factory working to break down nutrients 
and to recycle its components. We will start from the outside of the cell and 
examine the structure and function of various cell components as we work 
our way in. 

Cell Structure 
Plasma Membrane. All cells are enclosed by a structure called a plasma 
membrane (Table 2.1). The plasma membrane defines the outer boundary of 
each cell, isolates the cell's contents from the environment, and serves as a semi
permeable barrier that determines which nutrients are allowed into and out of 
the cell. Membranes that enclose structures inside the cell are usually referred to 
as cell membranes, while the outer boundary is the plasma membrane. 



All cells are surrounded by a plasma 
membrane. It is composed of a bilayer of 
phospholipids (tails toward the center), 
perforated by proteins. Proteins in the 
bilayer help transport substances across 
the hydrophobic core of the membrane. 
Cholesterol in the membranes of animal 
cells helps maintain the fluidity of the 
membrane. The sugar chains function 
as identification tags, marking cells as a 
particular cell type (liver cell, heart cell, etc.) 

Eukaryotic cells contain a nucleus. The 
nucleus is a spherical structure surrounded by 
two membranes, together called the nuclear 
envelope. The nuclear envelope is studded 
with nuclear pores that regulate traffic into 
and out of the nucleus. Inside the nucleus is 
chromatin, composed of DNA and proteins. 
The nucleolus is where ribosomes are 
produced. 

Eukaryotic cells contain mitochondria. 
Mitochondria are energy-producing organelles 
surrounded by two membranes. The inner and 
outer mitochondrial membranes are separated 
by the intermembrane space. The highly 
convoluted inner membrane carries many of 
the proteins involved in producing ATP. The 
matrix of the mitochondrion is the location of 
many of the reactions of cellular respiration. 

An important organelle present in plant cells, 
the chloroplast uses the sun's energy to 
convert carbon dioxide and water into sugars. 
Each chloroplast has an outer membrane, an 
inner membrane, a liquid material called the 
stroma, and a network of flattened 
membranes called thylakoids that stack on 
one another to form structures called grana 
(singular: granum). Chloroplasts also contain 
pigment molecules that give green parts of 
plants their color. 



Ribosomes are found in eukaryotic and 
prokaryotic cells. Ribosomes are built in the 
nucleus and shipped out through nuclear pores 
to the cytoplasm, where they are used as work 
benches for protein synthesis. They can be found 
floating in the cytoplasm or tethered to the ER. 

The ER is a large network of membranes that 
begins at the nuclear envelope and extends into 
the cytoplasm. ER with ribosomes attached is 
called rough ER. Proteins synthesized on rough 
ER will be secreted from the cell or will become 
part of the plasma membrane. ER without 
ribosomes attached is called smooth ER. The 
function of the smooth ER depends on cell type 
but includes tasks such as detoxifying harmful 
substances and synthesizing lipids. Vesicles are 
pinched-off pieces of membrane that transport 
substances to the Golgi apparatus or plasma 
membrane. 

The Golgi apparatus is a stack of membranous 
sacs. Vesicles from the ER fuse with the Golgi 
apparatus and empty their protein contents. The 
proteins are then modified, sorted, and sent to 
the correct destination in new transport vesicles 
that bud off from the sacs. 

A lysosome is a membrane-enclosed sac of 
digestive enzymes that degrade proteins, 
carbohydrates, and fats. Lysosomes roam 
around the cell, and engulf targeted molecules 
and organelles for recycling. 

Centrioles are barrel-shaped rings composed of 
nine microtubule triplets. Microtubules help 
move chromosomes around when a cell divides. 
Centrioles are involved in microtubule formation 
during cell division and the formation of cilia 
andflagella. 

Cytoskeletal elements are protein fibers in the 
cytoplasm that give shape to a cell, hold and 
move organelles (including transport vesicles), 
and are typically involved in cell movement. 



The cell wall is found outside the plasma 
membrane of plant and bacterial cells. The cell 
wall in plants is rich in the polysaccharide 
cellulose. Cellulose is assembled into strong 
fibrils, and embedded in a matrix. 

Plant cells also have membrane-bound, fluid 
filled vacuoles that can occupy as much as 90 
percent of a cell's total volume. The plant 
vacuole contains a variety of dissolved 
molecules, including sugars and pigments that 
give color to flowers and leaves. Vacuoles also 
function to maintain pressure inside individual 
cells which helps support the upright plant. 

Internal and external cell membranes are composed, in part, of phospho
lipids. The chemical properties of these lipids make membranes flexible and 
self-sealing. When phospholipid molecules are placed in a watery solution, 
such as in a cell, they orient themselves so that their hydrophilic heads are 
exposed to the water and their hydrophobic tails are away from the water. 
They cluster into a form called a phospholipid bilayer, in which the tails of 
the phospholipids interact with themselves and exclude water, while the 
heads maximize their exposure to the surrounding water both inside and out
side of the membrane. The bilayer of phospholipids is stuffed with proteins 
that carry out enzymatic functions and help transport substances. 

A Fluid Mosaic of Lipids and Proteins. All of the lipids and proteins in the 
plasma membrane are free to bob about, sliding from one location in the 
membrane to another. However, they cannot readily cross from one layer of 
the bilayer to another, because this would require the hydrophilic portions of 
a phospholipid or protein to traverse the hydrophobic core of the bilayer. 
Because lipids and proteins can move about laterally within the membrane, 
the membrane is a fluid mosaic of lipids and proteins. The membrane is 
fluid since the composition of any one location on the membrane can change. 
In the same manner that a patchwork quilt is a mosaic (different fabrics mak
ing up the whole quilt), so too is the membrane a mosaic with different 
regions of membrane being composed of different types of phospholipids 
and proteins. 

Cell membranes are semipermeable in the sense that they allow some sub
stances to cross and prevent others from crossing. This characteristic allows 
cells to maintain a degree of independence from the surrounding solution. 



The permeability of the plasma membrane to water presents a problem for 
many organisms. In environments where the water contains low levels of 
solutes, water from outside the cell will flow into the cell, causing it to burst. 
Bacterial cells have a cell wall that helps them maintain their shape in these 
conditions. The fossils in the Martian meteorite show no evidence of similar 
walls, calling into question their supposed biological origin. 

Nucleus. In addition to being surrounded by a plasma membrane, all eukary-
otic cells contain a nucleus, which houses the DNA. 

Cytosol. Between the nucleus and the plasma membrane lies the cytosol, a 
watery matrix containing water, salts, and many of the enzymes required 
for cellular reactions. The cytosol houses the subcellular structures called 
organelles. The term cytoplasm includes the cytosol and organelles. 

Organelles Organelles are to cells as organs are to the body. Each or-
ganelle performs a specific job required by the cell, and all organelles work 
together to keep an individual cell healthy and to produce the raw materi
als that the cell needs to survive. Some organelles are involved in metabo
lism. For example, organelles called mitochondria help the cells convert 
food energy into a form usable by cells, called ATP, while chloroplasts in 
plant cells use energy from sunlight to make sugars. Lysosomes help break 
down food that is ingested before it is sent to the mitochondria. Other 
organelles are involved in producing proteins. The ribosomes are work
benches where p r o t e i n s - a s s e m b l e d . Many proteins are assembled on the 
membranes of the endoplasmic reticulum and modified and sorted in a 
membranous structure called the Golgi apparatus. Some subcellular struc
tures help cells divide and maintain their shape. Centrioles are involved in 
moving genetic material around when a cell divides, and many subcellular 
fibers help maintain the cell shape. Some subcellular structures are found in 
certain cell types only. For instance, in addition to having a cell wall, the 
plant cell also has a vacuole to store sugars and pigments. Table 2.1 
describes the structures and functions of most cellular organelles in greater 
detail. Figure 2.16 shows an animal cell and a plant cell complete with their 
complement of organelles. 



The Tree of Life and Evolutionary Theory 
Biologists disagree about the total number of different species, or types of 
living organisms, that are present on Earth today. This uncertainty stems 
from lack of knowledge. Although scientists likely have identified most of 
the larger organisms—such as land plants, mammals, birds, reptiles, and 
fish—millions of species of insects, fungi, bacteria, and other microscopic 
organisms remain unknown to science. Amazingly, credible estimates of the 
number of species on Earth range from 5 million to 100 million; given the 
uncertainty, most biologists think that the likeliest number is near 10 million. 

Theory of Evolution. While the diversity of living organisms is tremendous, 
there exist remarkable similarities among all known species. All have the same 
basic biochemistry, including carbohydrates, lipids, proteins, and nucleic acids. 
All consist of cells surrounded by a plasma membrane. All eukaryotic organisms 
(including fungi, animals, and plants) contain nearly the same suite of cellular 
organelles. The best explanation for the shared characteristics of all species, what 
biologists refer to as "the unity of life," is that all living organisms share a com
mon ancestor that arose on Earth nearly 4 billion years ago. The divergence and 
differences among modern species arose as a result of changes in the characteris
tics of populations, both in response to environmental change (a process called 
natural selection) and due to chance. These ideas underlie the entire science of bi
ology and are known as the theory of evolution. 

The common ancestor can be thought of as the starting place for life on 
Earth, and the continual divergence among species and groups of species can be 
thought of as life's branching. Modern organisms can therefore be arranged on 
a tree of life that reflects their basic unity and relationships. According to current 
understanding, living organisms can be grouped into three large groups: two 
that are prokaryotic and one containing all eukaryotes. Eukaryotes can be fur
ther grouped into several categories made up primarily of free-living, single-
celled organisms (such as amoebas and algae) and the three major multicellular 
groups—plants, fungi, and animals (Figure 2.17). Chapter 12 provides a deeper 
exploration of the diversity of life on Earth. 



Because evolutionary change results from chance events and environ
mental changes (including the appearance of other species), the group of 
species present on Earth today represents only one set of an infinite num
ber of possibilities. In other words, life on other planets need not look iden
tical to life on Earth. For example, instead of the common body form found 
in animals, called bilateral symmetry, where bodies can be visually divided 
into two mirror-image halves, life on other planets could be primarily radi
ally symmetric and thus look very different (Figure 2.18). In fact, it is pos
sible that life on other planets might not even be based on carbon. 
Scientists have no examples of what living organisms would look like on 
a planet where the organic molecules were based on silicon or bathed in 
liquid methane. 

Life in the Universe. Do other living organisms exist in the universe? Given 
the universe's sheer size and complexity, most scientists who study this ques
tion think that the existence of life on other planets is nearly certain. While the 
evidence of life in the Martian meteorite is unconvincing to many scientists, we 
may find out in our lifetimes that life exists, or once existed, on our planetary 
neighbor. 

What about the existence of intelligent life that could communicate 
with us? Some scientists argue that as a result of natural selection, the evo
lution of intelligence is inevitable wherever life arises. Others point to the 
history of life on Earth—consisting of at least 2.5 billion years, during 
which all life was made up of single-celled organisms—to argue that most 
life in the universe must be "simple and dumb." It is clear from our explo
rations of the solar system that none of the sun's other planets host intelli
gent life. The nearest sun-like stars that could host an Earth-like planet, 
Alpha Centauri A and B, are over 4 light years away—nearly 40 trillion 
miles. With current technologies, it would take nearly 50,000 years to reach 
the Alpha Centauri stars, and there is certainly no guarantee that intelli
gent life would be found on any planets that circle them. For all practical 
purposes, at this time in human history, we are still unique and alone in 
the universe. 









T
he average college student spends a lot of time 
thinking about his or her body and ways to make it 
more attractive. While people come in all shapes 
and sizes, attractiveness tends to be more narrowly 

defined by the images of men and women we see in the popular media. Nearly 

all media images equate attractiveness and desirability with a very limited 

range of body types. 

For men, the ideal includes a tall, broad-shouldered, muscular physique 

with so little body fat that every muscle is visible. The standards for female 

beauty are equally unforgiving and include small hips; long, thin limbs; large 

breasts; and no body fat. 

Into this milieu steps the average college student—worried about appear

ance, trying to find time to study, exercise, and socialize—and now making all 

of his or her own decisions about food, often on a limited budget. 

Making choices that are good for long-term health is not easy. Typical 

meal-plan choices at college dining centers are often greasy and fat laden— 

and available in unlimited portions. Making healthful choices is further com

plicated by the presence of campus snack shops, vending machines, and 

conveniently located fast-food restaurants that offer time-pressed students 

easily accessible, inexpensive foods containing little nutrition. 



Coupling tremendous pressure to be thin with a glut of readily available 
unhealthful foods can lead students to establish poor eating habits that per
sist far beyond college life. In many cases, these conflicting pressures may 
cause students to develop eating habits that result in lifelong battles with 
obesity or starvation. 

Learning about the kinds and amounts of foods you should be eating, and 
understanding how much body fat is right for you, will help you make good 
decisions about eating that will set you up for a lifetime of good health. 

3.1 Nutrients 
The food that organisms ingest provides building-block molecules that can be 
broken down and used as raw materials for growth, for maintenance and 
repair, and as a source of energy. Another name for the substances in food that 
provide structural materials or energy is nutrients. Nutrients that are 
required in large amounts are called macronutrients. These include water, 
carbohydrates, proteins, and fats. Nutrients that are essential in minute 
amounts, such as vitamins and minerals, are called micronutrients. 

Macronutrients 
Macronutrients include water, carbohydrates, proteins, and fats. 

Water and Nutrition. Most animals can survive for several weeks with no 
nutrition other than water. However, survival without water is limited to just 
a few days. Besides helping the body disperse other nutrients, water helps dis
solve and eliminate the waste products of digestion. Water helps to maintain 
blood pressure and is involved in virtually all cellular activities. 

A decrease in the body's required water level, called dehydration, can 
lead to muscle cramps, fatigue, headaches, dizziness, nausea, confusion, or 
increased heart rate. Large water deficits can result in hallucinations, heat 
stroke, and fatality. These symptoms occur because water in the circulatory 
system helps deliver oxygen and other nutrients to all parts of the body, 
including the brain. When water is low, this delivery becomes less effective. In 
addition, evaporation of water from the skin (sweating) helps maintain body 
temperature. When water is low and sweating decreases, the body tempera
ture can rise to a harmful level. 

Every day, humans lose about 3 liters of water as sweat, in urine, and in 
feces. To avoid the negative health impacts of dehydration, we must replace 
this water. We can replace some of it by consuming food that contains water. A 
typical adult obtains about 1.5 liters of water per day from food consumption, 
leaving a deficit of about 1.5 liters that he or she must drink to replenish. 

In addition to obtaining a healthy dose of water every day, people must 
consume foods that contain carbohydrates, proteins, and fats. In Chapter 2, we 
explored the structure of these macromolecules, and now we will focus on 
how they function in the body. 

Carbohydrates as Nutrients. Foods such as bread, cereal, rice, and pasta, as 
well as fruits and vegetables, are rich in sugars called carbohydrates. 
Carbohydrates are the major source of energy for cells. Energy is stored in the 
chemical bonds between the carbons, hydrogens, and oxygens that comprise 
carbohydrate molecules. Carbohydrates can exist as single-unit monomers or 
can be bonded to each other to produce longer-chain polysaccharide polymers. 

Plants, such as potatoes, store their excess carbohydrates as polymers of 
starch. Animals store their excess carbohydrates as glycogen in muscles and 
the liver. Both starch and glycogen are polymers of glucose (Figure 3.1). 



When multi-subunit sugars are composed of many different branching 
chains of sugar monomers, they are called complex carbohydrates. Complex 
carbohydrates, such as those found in fruits and vegetables, are often involved 
in storing energy for later use. The body digests complex carbohydrates more 
slowly than it does simpler sugars, because complex carbohydrates have more 
chemical bonds to break. Endurance athletes will load up on complex carbohy
drates for several days before a race to increase the amount of easily accessible 
energy they can draw on during competition. 

Nutritionists agree that most of the carbohydrates in a healthful diet 
should be in the form of complex carbohydrates and that we should consume 
only minimal amounts of refined and processed sugars. When you consume 
complex carbohydrates in fruits, vegetables, and grains, you are also con
suming many vitamins and minerals as well as fiber. 

Dietary fiber, also called roughage, is composed mainly of complex carbo
hydrates that humans cannot digest into component monosaccharides. For this 
reason, dietary fiber is passed into the large intestine; some fiber is digested by 
bacteria living there, and the remainder gives bulk to the feces. 

Although fiber is not a nutrient, because it is not absorbed by the body, it is 
still an important part of a healthful diet. Fiber helps lower the amount of the 
membrane lipid, cholesterol, without changing the level of high-density 
lipoprotein (HDL, or "good" cholesterol); at the same time, it helps decrease 
low-density lipoprotein (LDL, the "bad" form of cholesterol-carrying mole
cules). Fiber may also decrease your risk of various cancers. Fruits and vegeta
bles tend to be rich in dietary fiber. 

Proteins as Nutrients. Protein-rich foods include beef, poultry, fish, beans, 
eggs, nuts, and dairy products such as milk, yogurt, and cheese. 

Chapter 2 acquaints you with the idea that proteins are composed of amino 
acids and that amino acids differ from each other based on their side groups. 
Amino acids are bonded to each other in an infinite variety of combinations in 
order to produce a diverse array of proteins with many different functions. 

Your body is able to synthesize many of the commonly occurring amino 
acids. Those your body cannot synthesize are called essential amino acids 
and must be supplied by the foods you eat. Complete proteins contain all the 



essential amino acids your body needs. Proteins obtained by eating meat are 
more likely to be complete than are those obtained by eating plants; plant pro
teins can often be missing one or more essential amino acids (Figure 3.2). 

In the past, some nutritionists believed that vegetarians might be at risk 
for deficiencies in certain amino acids. However, scientific studies have 
shown that there is little cause for concern. If a vegetarian's diet is rich in a 
wide variety of plant-based foods, the body will have little trouble obtaining 
all the amino acids it needs to build proteins. 

Even though you can obtain all the proteins you need by eating a variety 
of plants, Americans tend to eat a lot of meat as well. In addition to being rich 
in proteins, meat tends to be rich in fat. 

Fats as Nutrients. The body uses fat, a type of lipid, as a source of energy. 
Gram for gram, fat contains a little more than twice as much energy as carbo
hydrates or protein. This energy is stored in the carbon, oxygen, and hydro
gen bonds of the fat molecule. 

Foods that are rich in fat include meat, milk, cheese, vegetable oils, and 
nuts. Muscle is often surrounded by stored fat; but some animals store fat 
throughout muscle, leading to the marbled appearance of some red meat. 
Other animals—chickens, for example—store fat on the surface of the 
muscle, making it easy to remove for cooking (Figure 3.3). Most mammals 
store fat just below the skin, to help cushion and protect vital organs, insu
late the body from cold weather and to store energy in case of famine. Some 
scientists believe that prehistoric humans often faced times of famine and 
may have evolved to crave fat. 

Fats consist of a glycerol molecule with hydrogen and carbon-rich fatty 
acid tails attached. Your body can synthesize most of the fatty acids it requires. 
Those that cannot be synthesized are called essential fatty acids. Like essential 
amino acids, essential fatty acids must be obtained from the diet. 

The fatty acid tails of a fat molecule can differ in the number and place
ment of double bonds (Figure 3.4a). When the carbons of a fatty acid are 



bound to as many hydrogens as possible, the fat is said to be a saturated fat 
(saturated in hydrogens). When there are carbon-to-carbon double bonds, 
the fat is not saturated in hydrogens, and it is therefore an unsaturated fat 
(Figure 3.4b). The more double bonds, the higher the degree of unsatura-
tion. When it contains many unsaturated carbons, the fat is referred to as 
polyunsaturated. The double bonds in unsaturated fats make the struc
tures kink instead of lying flat. This form prevents the adjacent fat mole
cules from packing tightly together, so unsaturated fat tends to be liquid at 
room temperature. Cooking oil is an example of an unsaturated fat. Unsat
urated fats are more likely to come from plant sources. Saturated fats, with 
their absence of carbon-to-carbon double bonds, pack tightly together to 
make a solid structure. This is why saturated fats, such as butter, are solid 
at room temperature (Figure 3.4c). 

Commercial food manufacturers sometimes add hydrogen atoms to unsatu
rated fats by combining hydrogen gas with vegetable oils under pressure. 
This process, called hydrogenation, increases the fat's level of saturation; it 
retards spoilage and solidifies liquid oils, thereby making food seem less greasy. 
Margarine is vegetable oil that has undergone hydrogenation. 

When hydrogen atoms are on the same side of the carbon-to-carbon 
double bond, they are said to be in the cis configuration—naturally occur
ring unsaturated fats have their hydrogen atoms in cis configuration. 



When hydrogen atoms are on opposite sides of the double bond, they are 
said to be in the trans configuration (Figure 3.5). This form of fatty acid is 
not found in nature. During hydrogenation, there is no way to control 
whether hydrogen atoms bond in the cis or trans configuration. 

While definitive studies are currently under way, the potential health risks 
of consuming foods rich in trans-fatty acids, common in fast foods, include 
increased risk of clogged arteries, heart disease, and diabetes. Because fat 
contains more stored energy per gram than carbohydrate and protein do, and 
because excess fat intake is associated with several diseases, nutritionists 
recommend that you limit the amount of fat in your diet. 

Micronutrients 
Micronutrients are required in very small amounts and include vitamins and min
erals. They are neither destroyed by the body during use nor burned for energy. 

Vitamins. Vitamins are organic substances (organic means "carbon contain
ing"), most of which the body cannot synthesize. Most vitamins function as 
coenzymes, or molecules that help enzymes, and thus speed up the body's 
chemical reactions. When a vitamin is not present in sufficient quantities, defi
ciencies can affect every cell in the body because many different enzymes, all re
quiring the same vitamin, are involved in many different bodily functions. 
Vitamins also help with the absorption of other nutrients; for example, vitamin C 
increases the absorption of iron from the intestine. Some vitamins may even help 
protect the body against cancer and heart disease, and slow the aging process. 

Vitamin D, also called calcitrol, is the only vitamin your cells can synthesize. 
Because sunlight is required for synthesis, people living in cold climates can 
develop deficiencies in vitamin D. All other vitamins must be supplied by the 
foods you eat. Many vitamins are water soluble, so boiling causes them to leach 
out into the water—this is why fresh vegetables are more nutritious than cooked 
ones. Steaming vegetables or using the vitamin-rich broth of canned vegetables 
when making soup helps preserve the vitamin content. Because the body does 
not store them, water-soluble vitamins are more likely than fat-soluble vitamins 
to be the source of dietary deficiencies. Vitamins A, D, E, and K are fat soluble and 
build up in stored fat; allowing an excess of these vitamins to accumulate in the 
body can be toxic. Table 3.1 lists some vitamins and their roles in the body. 





Minerals. Minerals are substances that do not contain carbon but are 
essential for many cell functions. Because they lack carbon, minerals are said 
to be inorganic. They are important for proper fluid balance, in muscle con
traction and conduction of nerve impulses, and for building bones and 
teeth. Calcium, chloride, magnesium, phosphorus, potassium, sodium, 
and sulfur are all minerals. Like some vitamins, minerals are water soluble 
and can leach out into the water during boiling. Also like vitamins, minerals 
are not synthesized in the body and must be supplied through your diet. 
Table 3.2 lists the various functions of minerals that your body requires and 
discribes what happens when there is a deficiency or an excess in certain 
minerals. 

Processed Versus Whole Foods 
Food that has undergone extensive processing has been stripped of much of its 
nutritive value. For example, refined flour has had the nutrient-rich, outer parts 
of the grain (called bran) along with the nutrient-rich, inner germ portion re
moved during processing, resulting in the loss of many vitamins and minerals 
and much of the fiber. It is best to limit your consumption of processed foods in 
general. Likewise, sweets (highly processed, sugar-rich foods) should occupy a 



very small portion of your diet because they provide no real nutrition, just calo
ries. This is why sweets are often referred to as "empty" calories. 

Foods that have not been stripped of their nutrition by processing are 
called whole foods. Eating a wide variety of whole foods such as fruits, 
vegetables, and grains gives you a much better chance of achieving a healthful 
diet than eating highly refined, fatty foods that are low in complex carbohy
drates and vitamins—also known as junk food. 

In addition to containing vitamins and minerals, whole foods contain 
substances called antioxidants that are thought to play a role in the preven
tion of many diseases, including cancer. Biologists are currently investigat
ing antioxidants to see whether these substances can slow the aging 
process. Antioxidants protect cells from damage caused by highly reactive 
molecules that are generated by normal cell processes. These highly reac
tive molecules, called free radicals, have an incomplete electron shell, 
which makes them more chemically reactive than molecules with complete 
electron shells. Antioxidants are abundant in fruits and vegetables, nuts, 
grains, and some meats. Table 3.3 describes food sources of common 
antioxidants. 



3.2 Enzymes and Metabolism 
In addition to eating a well-balanced diet rich in unprocessed foods, it is impor
tant for people to eat the right amount of food. All food, whether carbohydrate, 
protein, or fat, can be turned into fat when too much is consumed. In this man
ner, energy stored in the chemical bonds of food is converted into fat and stored 
for later use. 

The amount of fat that a given individual will store depends partly on how 
quickly or slowly he or she breaks down food molecules into their component 
parts. Metabolism is a general term used to describe all of the chemical reac
tions occurring in the body. 

Enzymes 
All metabolic reactions are regulated by proteins called enzymes that 
speed up, or catalyze, the rate of reactions. Enzymes help your body break 
down the foods you ingest and liberate the energy stored in their chemi
cal bonds. 

To break chemical bonds, molecules must absorb energy from their sur
roundings, often by absorbing heat. This is why heating a chemical reaction 
will speed up the reaction. Heating cells to an excessively high temperature 
can damage or kill them. Enzymes help catalyze the body's chemical reactions 
without requiring heat for the reactants to break their chemical bonds. There
fore, by decreasing the energy required to start the reaction, enzymes allow 
chemical reactions to occur more quickly. 

Activation Energy. The energy required to start the metabolic reaction 
serves as a barrier to catalysis and is called the activation energy. If not 
for the activation energy barrier, all of the chemical reactions in cells would 
occur relentlessly, whether the products of the reactions were needed or 
not. Because most metabolic reactions need to surpass the activation energy 
barrier before proceeding, they can be regulated by the presence or absence 
of enzymes. In other words, a given chemical reaction will occur only if 
the proper enzyme is available. How do enzymes decrease the activation 
energy barrier? 

Induced Fit. The chemicals that are metabolized by an enzyme-catalyzed 
reaction are called the enzyme's substrate. Enzymes decrease activation 
energy by binding to their substrate and placing stress on its chemical bonds, 
decreasing the amount of initial energy required to break the bonds. The 
region of the enzyme where the substrate binds is called the enzyme's active 
site. Each active site has its own shape and chemistry. When the substrate 
binds to the active site, the enzyme changes shape slightly in order to envelop 
the substrate. This shape change by the enzyme in response to substrate bind
ing is called induced fit, because the substrate induces the enzyme to change 
shape to conform to the substrate's contours. When the enzyme changes shape, 
it places stress on the chemical bonds of the substrate, making them easier to 
break. In this manner, the enzyme helps convert the substrate to a reaction 
product and then resumes its original shape so that it can perform the reaction 
again (Figure 3.6). 

Different enzymes catalyze different reactions by a property called 
specificity. Enzymes are usually named for the reaction they catalyze 
and end in the suffix -ase. For example, sucrase is the enzyme that breaks 
down table sugar (sucrose). The specificity of an enzyme is the result of 
its shape and the shape of its active site. Different enzymes have unique 



shapes because they are composed of amino acids in varying sequences. 
The 20 amino acids, each with its own unique side group, are arranged in 
distinct orders for each enzyme, producing enzymes of all shapes and sizes, 
each with an active site that can bind with its particular substrate. Although 
an infinite variety of enzymes could be produced, it is quite often the case 
that different organisms will utilize the same enzyme, likely due to their 
evolution from a common ancestor. 

Lactose intolerance is a common dietary problem caused by an enzyme 
deficiency. People with lactose intolerance are unable to digest large 
amounts of lactose (the most common sugar in milk). This condition results 
from a shortage of the enzyme lactase, typically produced by the cells of 
the small intestine. Lactase breaks down lactose into simpler forms that can 
then be absorbed into the bloodstream. When there is not enough lactase 
available to digest lactose, bacteria in the intestine metabolize the sugar, 
producing lactic acid. The buildup of lactic acid causes bloating, gas, 
cramps, and diarrhea. 

Most babies can digest milk sugars efficiently, but as they age, their abil
ity to produce this enzyme declines. Scientists hypothesize that in the 
evolutionary past, the production of this enzyme after weaning was unnec
essary, and most adults were probably lactose intolerant. However, with 
the addition of dairy products to the human diet, selective pressure now 
favors continuing to produce this enzyme into adulthood. Lactose intoler
ance can be treated by taking dietary supplements that contain the lactase 
enzyme. 

Enzymes do more than just the break down milk sugars, they mediate all 
of the metabolic reactions occurring in an organism's cells. Enzymes even 
affect the rate of an individual's metabolism. This means that two similarly 
sized individuals might need to consume different amounts of food in order 
to meet their daily energy requirements. 



Calories and Metabolic Rate 
Energy is measured in units called calories. A calorie is the amount of 
energy required to raise the temperature of 1 gram of water by 1 degree 
Celsius. In scientific literature, energy is usually reported in kilocalories, 
and 1 kilocalorie equals 1000 calories of energy. However, in physiology— 
and on nutritional labels—the prefix kilo- is dropped, and a kilocalorie 
is referred to as a Calorie (with a capital C). Calories are consumed to sup
ply the body with energy to do work, which includes maintaining body 
temperature. 

Balancing energy intake versus energy output means eating the correct 
amount of food to maintain health. When foods are eaten, they are broken 
down into their component subunits. The energy stored in the chemical 
bonds of food can be used to make a form of energy that the cell can use 
(Figure 3.7). Cells power their activities by using the chemical adenosine 
triphosphate or ATP as their energy currency. ATP, a nucleotide, is discussed 
in detail in Chapter 4 along with the process of cellular respiration, which 
uses the chemical energy stored in food to produce ATP. When the supply of 
Calories is greater than the demand, the excess Calories can be stored by the 
body as fat. 

The speed and efficiency of many different enzymes will lead to an over
all increase or decrease in the rate at which a person can metabolize food. 
Thus, when you say that your metabolism is slow or fast, you are actually 
referring to the speed at which enzymes catalyze chemical reactions in 
your body. 

A person's metabolic rate is a measure of his or her energy use. This rate 
changes according to the person's activity level. For example, people require 
less energy when asleep than we do when exercising. The basal metabolic rate 
represents the resting energy use of an awake, alert person. The average basal 
metabolic rate is 70 Calories per hour, or 1680 Calories per day. However, this 
rate varies widely among individuals because many factors influence each per
son's basal metabolic rate: exercise habits, body weight, nutritional status, sex, 
age, and genetics. Overall nutritional status can also affect metabolism, because 
an enzyme that is missing its vitamin coenzyme may not be able to perform at 
its optimal rate. 

Exercise requires energy, which allows you to consume more Calories 
without having to store them. As for body weight, a heavy person utilizes 
more Calories during exercise than a thin person does. Figure 3.8 shows the 
number of Calories used per hour for various activities based on body weight. 
Males require more Calories per day than females do because testosterone, a 
hormone produced in larger quantities by males, increases the rate at which 
fat breaks down. Men also have more muscle than women, which requires 
more energy to maintain than fat does. 

Age and genetics also play a role in metabolic rate. Two people of the same 
size and sex, who consume the same number of Calories and exercise the 



same amount, will not necessarily store the same amount of fat. The rate at 
which the foods you eat are metabolized slows as you age, and some people 
are simply born with lower basal metabolic rates. 

The properties of metabolic enzymes, like those of all proteins, are 
determined by the genes that encode them. Genes that influence a person's 
rate of fat storage and utilization are passed from parents to children. All 
of these variables help explain why some people seem to eat and eat and 
never gain an ounce, while others struggle with their weight for their 
entire lives. 

To obtain a rough measure of how many Calories you should consume 
per day, multiply the weight you wish to maintain by 11 and add the number 
of Calories you burn during exercise (see Figure 3.8). If you are trying to lose 
weight, decrease your caloric intake and increase your exercise level. Losing 
1 pound of fat requires you to burn 3500 more Calories than you consume. 
For example, reducing your intake by 300 Calories per day and increasing 
your exercise level to burn off an additional 200 Calories should result in a 
weight loss of 1 pound per week. To gain weight, increase the amount of 
Calories consumed. 

To be fully metabolized, food is broken down by the digestive system and 
then transported to individual cells via the bloodstream (Figure 3.9). Once 
nutrients arrive at cells, they must traverse the membrane that surrounds 
cells, called the plasma membrane. 



3.3 Transport Across Membranes 
Building-block molecules must cross the plasma membrane to gain access 
to the inside of the cell, where they can be used to synthesize cell compo
nents or be metabolized to provide energy for the cell. The chemistry of the 
membrane facilitates the transport of some substances and prevents the 
transport of others. The plasma membrane that surrounds cells is com
posed of two layers of phospholipids, called a phospholipid bilayer. The 
interior of the bilayer is water hating, or hydrophobic. Therefore, hydropho
bic substances can pass through the membrane more easily than hydrophilic 
(water loving) ones. In this sense, the membrane of the cell is differentially 
permeable to the transport of molecules, allowing some to pass and block
ing others from passing. 

Passive Transport: Diffusion, Facilitated Diffusion, 
and Osmosis 
Imagine opening a bottle of your favorite carbonated beverage. The hissing 
sound you hear when removing the bottle cap is the sound of carbon diox
ide gas (CO2) trickling out of the beverage and into the surrounding air. In 
fact, if you leave the top off for long enough, all the C 0 2 will escape. So, 
why does the carbon dioxide leave the beverage? Because all molecules 
contain energy that makes them vibrate and bounce against each other, 
scattering around like billiard balls during a game of pool. In fact, mole
cules will bounce against each other until they are spread out over all the 
available area. In other words, molecules will move from their own high 
concentration (in the bottle) to their own low concentration (in the sur
rounding air). This movement of molecules from where they are in high 
concentration to where they are in low concentration is called diffusion. 
During diffusion, the net movement of molecules is down a concentration 
gradient. This movement does not require an input of outside energy; it is 
spontaneous. 

Diffusion also occurs in living organisms. When substances diffuse 
across the plasma membrane, we call the movement passive transport. 
Passive transport has the name passive because it does not require an input 
of energy. The structure of the phospholipid bilayer that comprises the 
plasma membrane prevents many substances from diffusing across it. 
Only very small, hydrophobic molecules are able to cross the membrane 
by diffusion. In effect, these molecules dissolve in the membrane and slip 
from one side to the other (Figure 3.10a). The carbon dioxide present in 
carbonated beverages are molecules that can cross the membrane unaided, 
as can oxygen. 

Hydrophilic molecules and charged molecules such as ions are unable 
to simply diffuse across the water-hating, hydrophobic core of the mem
brane. For example, when you have a meal of chicken, rich in charged 
amino acids, and a green salad, rich in hydrophilic carbohydrates and ions 
such as calcium (Ca+), these amino acids, sugars, and ions cannot gain 
access to the inside of the cell on their own. Instead, these molecules are 
transported across membranes by proteins embedded in the lipid bilayer. 
This type of transport does not require an input of energy and is called 
facilitated diffusion. As with passive transport, facilitated diffusion 
moves substances with, or down, their concentration gradient. Facilitated 
diffusion is so named because the specific membrane proteins are helping 
or "facilitating" the diffusion of substances across the plasma membrane 
(Figure 3.10b). 

The movement of water across a membrane is a type of passive transport 
called osmosis. Like other substances, water moves from its own high 



concentration to its own low concentration. Water can move through pro
teins in the membrane, called aquaporins, but even without these, water can 
still cross the membrane. When an animal cell is placed in a solution of salt 
water, water leaves the cell, causing the cell to shrivel (Figure 3.10c). Like
wise, plants that are overfertilized wilt because water leaves the cells to 
equilibrate the concentration of water on either side of the plasma mem
brane (Figure 3.10d). 

Active Transport: Pumping Substances Across 
the Membrane 
In some situations, a cell will need to maintain a concentration gradient. 
For example, nerve cells require a high concentration of certain ions inside 
the cell in order to transmit nerve impulses. To maintain this difference in 
concentration across the membrane requires the input of energy. Think of 
a hill with a steep incline or grade. Riding your bike down the hill requires 
no energy, but riding your bike up the grade requires energy in the form of 
ATP. Active transport is transport that uses proteins, powered by the 
energy currency ATP, to move substances up a concentration gradient 
(Figure 3.11). 



Exocytosis and Endocytosis: Movement of Large 
Molecules Across the Membrane 
Larger molecules are often too big to diffuse across the membrane or to be 
transported through a protein, regardless of whether they are hydrophobic or 
hydrophilic. Instead, they must be moved around inside membrane-bound 
vesicles that can fuse with membranes. Exocytosis (Figure 3.12a) occurs when 
a membrane-bound vesicle, carrying some substance, fuses with the plasma 
membrane and releases its contents into the exterior of the cell. Endocytosis 
(Figure 3.12b) occurs when a substance is brought into the cell by a vesicle 
pinching inward, bringing the substance with it. 

All the nutrients you consume and dismantle must find some way into 
your cells, so that they can be used for energy and to build cellular compo
nents. Knowing all this should give heightened meaning to the phrase, "you 
are what you eat" (Figure 3.13). Once inside your cells, nutrients will be used 
to build structural components and provide energy, or they can be stored for 
later use as fat. 

3.4 Body Fat and Health 
A clear understanding of how much body fat is healthful is hard to come by, 
because cultural and biological definitions of the term overweight differ 
markedly. Cultural definitions of overweight have changed over the years. 
Men and women who were considered to be of normal weight in the past 
might not be seen as meeting today's standards. In the United States, the 
evolution of this trend has been paralleled by changes in children's action 
figures and dolls and by Miss America pageant winners over the last several 
decades. You need only compare the physiques of action figures from the 
1960s and 1970s to the physiques seen on today's action figures to see how 
the standards have changed for males (Figure 3.14a). Standards for women 
have also changed—the average weight of Miss America contestants has 
decreased significantly over the last few decades (Figure 3.14b). The unreal
istic nature of these standards is illustrated by the fact that the average 
woman in the United States weighs 140 pounds and wears a size 12. The av
erage model weighs 103 pounds and wears a size 4. 





The next time you read the newspaper, take note of advertisements for 
diets featuring men and women of healthful weights promoting diet prod
ucts. It is often the case that "before" pictures show individuals of healthful 
weights, and "after" pictures show people who are too thin. With these 
distorted messages about body fat, it is difficult for average people to know 
how much body fat is right for them. 

Evaluating How Much Body Fat Is Healthful 
A person's sex, along with other factors, determines his or her ideal amount of 
body fat. Women need more body fat than men do to maintain their fertility. On 
average, healthy women have 22% body fat, and healthy men have 14%. To main
tain essential body functions, women need at least 12% body fat but not more 
than 32%; for men, the range is between 3% and 29%. This difference between 
females and males, a so-called sex difference, exists because women store more fat 
on their breasts, hips, and thighs than men do. A difference in muscle mass leads 
to increased energy use by males because muscles use more energy than does fat. 

Women also have an 8% thicker layer of tissue called the dermis under the 
outer epidermal layer of the skin as compared to men. This means that in a 
woman and a man of similar strength and body fat, the woman's muscles 
would look smoother and less defined than the man's muscles would. 

A person's frame size also influences body fat—larger-boned people carry 
more fat. In addition, body fat tends to increase with age. 

Determining Ideal Weight. Unfortunately, it is a bit tricky to determine 
what any individual's ideal body weight should be. In the past, you simply 
weighed yourself and compared your weight to a chart showing a range of 
acceptable weights for given heights. The weight ranges on these tables were 
associated with the weights of a group of people who bought life insurance 
in the 1950s and whose health was monitored until they died. The problem 
with using these tables is that the subjects may not have been representative 
of the whole population. As you learned in Chapter 1, generalizing results 
seen in one group to another group can lead to erroneous conclusions. People 
who had the money to buy life insurance tended to have the other benefits of 
money as well, including easier access to health care, better nutrition, and 
lower body weight. Their longer lives may have had more to do with better 
health care and nutrition than with their weight. 

To deal with some of the ambiguities associated with the insurance company's 
weight tables, a new measure of weight and health risk, the body mass index 
(BMI), has been developed. BMI is a calculation that uses both height and weight 
to determine a value that correlates an estimate of body fat with the risk of illness 
and death (Table 3.4). 

Although the BMI measurement is a better approximation of ideal weight 
than are the insurance charts of the past, it is not perfect; BMI still does not 
account for differences in frame size, gender, or muscle mass. In fact, studies 
show that as many as one in four people may be misclassified by BMI tables, be
cause this measurement provides no means to distinguish between lean muscle 
mass and body fat. For example, an athlete with a lot of muscle will weigh more 
than a similarly sized person with a lot of fat, because muscle is heavier than fat. 

If your BMI falls within the healthy range (BMI of 20-25), you probably have 
no reason to worry about health risks from excess weight. If your BMI is high, 
you may be at increased risk for diseases associated with obesity. 

Obesity 
One in four Americans has a BMI of 30 or greater and is therefore considered to 
be obese. This crisis in obesity is the result you would expect when constant 
access to cheap, high-fat, energy-dense, unhealthful food is combined with 



lack of exercise. This relationship is clearly illustrated by the case of the Pima 
Indians. 

Several hundred years ago, the ancestral population of Pima Indians split 
into two tribes. One branch moved to Arizona and adopted the American 
diet and lifestyle; the typical Pima of Arizona gets as much exercise as the 
average American and, like most Americans, eats a high-fat, low-fiber diet. 
Unfortunately, the health consequences for these people are more severe than 
they are for most other Americans—close to 60% of the Arizona Pima are 
obese and diabetic. In contrast, the Pima of Mexico maintained their ancestral 
farming life; their diet is rich in fruits, vegetables, and fiber. The Pima of 
Mexico also engage in physical labor for close to 22 hours per week and are 
on average 60 pounds lighter than their Arizona relatives. Consequently, dia
betes is virtually unheard of in this group. 

This example illustrates the impact of lifestyle on health: the Pima of 
Arizona share many genes with their Mexican relatives but have far less 
healthful lives due to their diet and lack of exercise. The example also shows 
that genes influence body weight because the Pima of Arizona have higher 
rates of obesity and diabetes than those of other Americans whose lifestyle 
they share. 



Whether obesity is the result of genetics, diet, or lack of exercise, the health 
risks associated with obesity are the same. As your weight increases, so do 
your risks of diabetes, hypertension, heart disease, stroke, and joint problems. 

Diabetes. Diabetes is a disorder of carbohydrate metabolism characterized by 
the impaired ability of the body to produce or respond to insulin. Insulin is a 
hormone secreted by beta cells, which are located within clusters of cells in the 
pancreas. Insulin's role in the body is to trigger cells to take up glucose so that 
they can convert the sugar into energy. People with diabetes are unable to 
metabolize glucose; as a result, the level of glucose in the blood rises (Figure 3.15). 

There are two forms of the disease. Type I, insulin-dependent diabetes 
mellitus (IDDM, formerly referred to as juvenile-onset diabetes), usually 
arises in childhood. People with IDDM cannot produce insulin, because their 
immune systems mistakenly destroy their own beta cells. When the body is no 
longer able to produce insulin, daily injections of the hormone are required. 
Type I diabetes is not correlated with obesity. 

Type II, non-insulin-dependent diabetes mellitus (NIDDM, sometimes 
called adult-onset diabetes), usually occurs after 40 years of age and is more 
common in the obese. NIDDM arises either from decreased pancreatic secre
tion of insulin or from reduced responsiveness to secreted insulin in target 
cells. People with NIDDM are able to control blood-glucose levels through 
diet and exercise and, if necessary, by insulin injections. 

Hypertension. Hypertension, or high blood pressure, places increased 
stress on the circulatory system and causes the heart to work too hard. Com
pared to a person with normal blood pressure, a hypertensive person is six 
times more likely to have a heart attack. 

Blood pressure is the force, originated by the pumping action of the heart, 
exerted by the blood against the walls of the blood vessels. Blood vessels 
expand and contract in response to this force. Blood pressure is reported as two 
numbers: the higher number, called the systolic blood pressure, represents the 
pressure exerted by the blood against the walls of the blood vessels; the lower 
number, called the diastolic blood pressure, is the pressure that exists between 
contractions of the heart when the heart is relaxing. Normal blood pressure is 



around 120 over 80 (symbolized as 120/80). Blood pressure is considered to be 
high when it is persistently above 140/90. 

Problematic weight gain is typically the result of increases in the amount 
of fatty tissue versus increases in muscle mass. Fat, like all tissues, relies on 
oxygen and other nutrients from food to produce energy. As the amount of fat 
on your body increases, so does the demand for these substances. Therefore, 
the amount of blood required to carry oxygen and nutrients also increases. 
Increased blood volume means that the heart has to work harder to keep 
the blood moving through the vessels, thus placing more pressure on blood
vessel walls and leading to increased heart rate and blood pressure. 

Heart Attack and Stroke. A heart attack occurs when there is a sudden inter
ruption in the supply of blood to the heart caused by the blockage of a vessel 
supplying the heart. A stroke is a sudden loss of brain function that results when 
blood vessels supplying the brain are blocked or ruptured. Heart attack and 
stroke are more likely in obese people because the elevated blood pressure 
caused by obesity also damages the lining of blood vessels and increases the like
lihood that cholesterol will be deposited there. Cholesterol-lined vessels are said 
to be atherosclerotic. 

Because lipids like cholesterol are not soluble in aqueous (water-based) solu
tions, cholesterol is carried throughout the body, attached to proteins in structures 
called lipoproteins. Low-density lipoproteins (LDL) have a high proportion of 
cholesterol (in other words, they are low in protein). LDLs distribute both the cho
lesterol synthesized by the liver and the cholesterol derived from diet throughout 
the body. LDLs are also important for carrying cholesterol to cells, where it is used 
to help make plasma membranes and hormones. High-density lipoproteins 
(HDL) contain more protein than cholesterol. HDLs scavenge excess cholesterol 
from the body and return it to the liver, where it is used to make bile. The 
cholesterol-rich bile is then released into the small intestine, and from there much 
of it exits the body in the feces. The LDL/HDL ratio is an index of the rate at 
which cholesterol is leaving body cells and returning to the liver. 

Your physician can measure your cholesterol level by determining 
the amounts of LDL and HDL in your blood. If your total cholesterol level is 
over 200 or your LDL level is above 100 or so, then your physician may recom
mend that you decrease the amount of cholesterol and saturated fat in your diet. 
This may mean eating more plant-based foods and less meat, since plants do 
not have cholesterol, as well as reducing the amount of saturated fats in your 
diet. Saturated fat is thought to raise cholesterol levels by stimulating the liver 
to step up its production of LDLs and slowing the rate at which LDLs are 
cleared from the blood. 

Cholesterol is not all bad; in fact, some cholesterol is necessary—it is present 
in cell membranes to help maintain their fluidity, and it is the building block for 
steroid hormones such as estrogen and testosterone. You do, however, synthe
size enough cholesterol so that you do not need to obtain much from your diet. 

For some people, those with a genetic predisposition to high cholesterol, 
controlling cholesterol levels through diet is difficult because dietary choles
terol makes up only a fraction of the body's total cholesterol. People with 
high cholesterol who do not respond to dietary changes may have inherited 
genes that increase the liver's production of cholesterol. These people may 
require prescription medications to control their cholesterol levels. 

Cholesterol-laden, atherosclerotic vessels increase your risk of heart dis
ease and stroke. Fat deposits narrow your heart's arteries, so less blood can 
flow to your heart. Diminished blood flow to your heart can cause chest pain, 
or angina. A complete blockage can lead to a heart attack. Lack of blood flow 
to the heart during a heart attack can cause the oxygen-starved heart tissue to 
die, leading to irreversible heart damage. 

The same buildup of fatty deposits also occurs in the arteries of the brain. 
If a blood clot forms in a narrowed artery in the brain, it can completely 



block blood flow to an area of the brain, resulting in a stroke. If oxygen-
starved brain tissue dies, permanent brain damage can result. 

Anorexia and Bulimia 
Eating disorders that make you underweight cause health problems 
that are as severe as those caused by too much weight (Table 3.5). Anorexia, 
or self- starvation, is rampant on college campuses. Estimates suggest that 
1 in 5 college women and 1 in 20 college men restrict their intake of Calories 
so severely that they are essentially starving themselves to death. Others 
allow themselves to eat—sometimes very large amounts of food (called 
binge eating)—but prevent the nutrients from being turned into fat by 
purging themselves, often by vomiting. Binge eating followed by purging is 
called bulimia. 

Anorexia has serious long-term health consequences. Anorexia can starve 
heart muscles to the point that altered rhythms develop. Blood flow is reduced, 
and blood pressure drops so much that the little nourishment present cannot 
get to the cells. The lack of fat accompanying anorexia can also lead to the ces
sation of menstruation, a condition known as amenorrhea. Amenorrhea occurs 
when a protein called leptin, which is secreted by fat cells, signals the brain 
that there is not enough body fat to support a pregnancy. Hormones (such as 
estrogen) that regulate menstruation are blocked, and menstruation ceases. 
Lack of menstruation can be permanent and causes sterility in a substantial 
percentage of anorexics. 

The damage done by the lack of estrogen is not limited to the reproductive 
system—bones are affected as well. Estrogen secreted by the ovaries during 
the menstrual cycle acts on bone cells to help them maintain their strength 
and size. Anorexics reduce the development of dense bone and put them
selves at a much higher risk of breaking their weakened bones, in a condition 
called osteoporosis. 

Besides experencing the same health problems that anorexics face, bulimics 
can rupture their stomachs through forced vomiting. They often have dental 
and gum problems caused by stomach acid being forced into their mouths dur
ing vomiting, and they can become fatally dehydrated. 

As you have seen, the health problems associated with obesity, anorexia, 
and bulimia are severe. You can avoid all of these problems—and im
prove your overall health—by focusing more on fitness and less on body 
weight. 



As the newly designed USDA Food Guide Pyramid attempts to illus
trate (Figure 3.16), working slowly toward being fit and eating healthfully 
rather than trying the latest fad diet are more realistic and attainable ways 
to achieve the positive health outcomes that we all desire. In fact, fitness 
may be more important than body weight in terms of health. Studies show 
that fit but overweight people have better health outcomes than unfit slen
der people. In other words, lack of fitness is associated with higher health 
risks than excess body weight. Therefore, it makes more sense to focus 
on eating right and exercising than it does to focus on the number on 
the scale. 









A
nine-island chain in the South Pacific, located 
between Australia and Hawaii, comprises the 
nation of Tuvalu. Each of the tropical islands 
that is part of the chain is an atoll—a circular 

column of coral rising up from the sea floor and extending above sea level. Many 

of the islands are covered with coconut trees and sandy beaches; together, they 

have close to 10 square miles of land above sea level but not very far above sea 

level—13 feet at the highest point. 

The 10,000 or so people inhabiting these islands farm and fish in order to feed 

themselves and their families. Crops produced on the islands include coconuts, 

taro, and bananas. Each of the inhabited islands has a cooperative market where 

goods are sold or traded. 

Tuvaluans live peaceful lives in a nation where crime is virtually unheard 

of; in fact, most residents sleep with their doors open to allow in the cooling 

night breezes. The islands have no television service, and the lone bank closes 

at 1:00 p.m. each day; no one takes credit cards. Soccer is the most popular 

sport, but Tuvaluans consider it bad sportsmanship to tackle an opponent 

aggressively enough to cause him or her to fall down. Transportation is largely 

via bicycle or motor scooter. 

But there is one big problem in this seemingly idyllic island paradise—the 

islands of Tuvalu are disappearing. The storm surges and high tides that have 



become more common in recent years are eroding protective offshore barriers 
and beaches, destroying roads, and flooding homes and plantations. Recently, 
a record high tide submerged much of the country, causing week-long tele
phone service outages and flooding Tuvalu's only airport. Some roads have 
been moved inland as the Pacific eats away asphalt closer to the shore. The 
flooding of plantations with salty seawater kills the crops, forcing citizens to 
grow crops in metal containers filled with compost. Many people have simply 
left the island nation altogether. Nearly 3,000 native Tuvaluans have relocated, 
and a government program is moving its citizens at the rate of 75 per year. 

What is causing the sudden rise in sea levels of the Tuvaluan islands? The 
prime minister of Tuvalu believes that global warming, which is causing the polar 
ice caps to melt and deposit water into the seas, is at fault. Concern that the tides 
will soon be high enough to submerge the nation and force the exodus of its 
remaining residents has led the prime minister to attempt to sue those he believes 
to be responsible—namely, the United States. Per capita, this country is produc
ing more of the gasses associated with global warming than any other country. 

4.1 The Greenhouse Effect 
Global warming is the progressive increase of Earth's average temperature 
that has been occurring over the past century. The prime minister of Tuvalu is 
not alone in his belief that global warming is caused by increased emissions of 
certain gases. Most scientists agree that global warming is caused by recent 
increases in the concentrations of particular atmospheric gases including 
methane, nitrous oxide, water vapor, and carbon dioxide. Because increases in 
carbon dioxide seem to be the major source of problems related to global 
warming, we will focus mainly on that gas for the rest of this discussion. 

The presence of carbon dioxide in the atmosphere leads to a phenomenon 
called the greenhouse effect. The greenhouse effect works like this: Warmth 
from the sun heats Earth's surface, which then radiates the heat energy absorbed 
outward. Most of this heat is radiated back into space, but some of the heat is re
tained in the atmosphere. The retention of heat is facilitated by carbon dioxide 
molecules, which act like a blanket to trap the heat radiated by Earth's surface 
(Figure 4.1). When you sleep under a blanket at night, your body heat is trapped 
and helps keep you warm. When the levels of greenhouse gases in the atmos
phere increase, the effect is similar to sleeping under too many blankets—the 
temperature increases. The trapping of this warmth radiating from Earth is 
known as the greenhouse effect. 

This is not exactly how panes of glass in a greenhouse function, that is, by 
allowing radiation from the sun to penetrate into the greenhouse and then 
trapping the heat that radiates from the warmed-up surfaces inside the green
house. But the overall effect is the same—the air temperature increases. 

The greenhouse effect is not in itself a dangerous or unhealthy phenomenon. 
If Earth's atmosphere did not have some greenhouse gases, too much heat would 
be lost to space, and Earth would be too cold to support life. It is the excess warm
ing due to more and more carbon dioxide accumulating in the atmosphere as a 
result of coal, oil, and natural gas burning that is causing problems. 

In the absence of excess greenhouse gases, water vapor and carbon dioxide 
work together to keep temperatures on Earth hospitable for life. 

Water, Heat, and Temperature 
Bodies of water absorb heat and help maintain stable temperatures on Earth. 
Heat and temperature are measures of energy. Heat is the total amount of 
energy associated with the movement of atoms and molecules in a substance. 
Temperature is a measure of the intensity of heat—for example, how fast the 
molecules in the substance are moving. 



Water molecules are attracted to each other, resulting in the formation of 
weak chemical bonds, called hydrogen bonds, between neighboring molecules. 
When water is heated, the heat energy disrupts the hydrogen bonds. Only after 
the hydrogen bonds have been broken can heat cause individual water mole
cules to move faster, thus increasing the temperature. In other words, the initial 
input of heat used to break hydrogen bonds between water molecules does not 
immediately raise the temperature of water; instead, it breaks hydrogen bonds. 
Therefore, water can absorb and store a large amount of heat while warming up 
only a few degrees in temperature. When water cools, hydrogen bonds re-form 
between adjacent molecules, releasing heat into the atmosphere. Water can re
lease a large amount of heat into the surroundings while not decreasing the 
temperature of the body of water very much (Figure 4.2). 

Water's high heat-absorbing capacity has important effects on Earth's 
climate. The vast amount of water contained in Earth's oceans and lakes mod
erates temperatures by storing huge amounts of heat radiated by the sun and 
giving off heat that warms the air during cooler times. Therefore, the balance 
between releasing and maintaining heat energy is vital to the maintenance of 
climate conditions on Earth. This balance can be disrupted when increasing 
levels of carbon dioxide cause more heat to be trapped. 

Carbon Dioxide 
Many of the atoms found in complex molecules of living organisms are bro
ken down into simpler molecules and recycled for use in different capacities. 
Carbon dioxide (CO2) is no different. The carbon dioxide you exhale is re
leased into the atmosphere, where it can absorb heat, diffuse into the oceans, 
or be absorbed by forests and soil. Volcanic eruptions return carbon dioxide 
trapped within Earth's surface to the atmosphere. As you can see in Figure 4.3, 
carbon dioxide naturally flows back and forth between living organisms, the 
atmosphere, bodies of water, and soil. 



It is not just carbon that flows 
between plants and other organ
isms—energy does also. Plants 
use energy from the sun to pro
duce sugars and other organic 
molecules that other organisms 
consume. The energy is stored in 
the bonds of these organic mole
cules and can be used to produce 
energy for the cell. When plants 
use energy from sunlight to pro
duce organic molecules, by a 
process called photosynthesis, 
they also release oxygen (O2) 
into the atmosphere. The metabo
lism of organic molecules by cell
ular respiration produces not 
only energy but also carbon diox
ide and water (Figure 4.4). 

The carbon dioxide pro
duced by respiration is taken up 
by plants during the process of 
photosynthesis, is absorbed by 
both chemicals and organisms 
in the ocean, or accumulates in 
the atmosphere. The ocean has 
served as Earth's largest carbon 
dioxide and heat reservoir, but 
oceanic and atmospheric scien
tists are very concerned about 
the ocean's ability to absorb car
bon dioxide at the rate that it is 
being emitted into the atmo
sphere. This is because human 
activities have rapidly increased 
the rate of carbon dioxide re
lease into the atmosphere, 
largely by burning fossil fuels 
(Figure 4.5). 

Fossil fuels are the buried 
remains of ancient plants and 
microorganisms that have been 
transformed by heat and pres
sure into coal, oil, and natural 
gas. These fuels are rich in car

bon because plants remove carbon from the atmosphere during photosyn
thesis; consequently, plant structures are rich in organic carbon. Dead 
plant materials that are buried before they decompose, and thus before 
their carbon is released in the form of carbon dioxide, can produce fossil 
fuels. Humans combust this stored organic carbon to produce energy. The 
plants that made up the majority of fossil fuels lived from 362 to 290 mil
lion years ago, during a geological period called the Carboniferous period. 

Burning these fossil fuels to generate electricity, power our cars, and 
heat our homes releases carbon dioxide into the atmosphere. Increases in 
carbon dioxide are well documented by direct measurements of the atmo
sphere over the past 50 years (Figure 4.6). 



Scientists can also directly measure the amount of carbon dioxide that 
was present in the atmosphere in the past by examining cores of ice sheets 
that have existed for thousands of years. This is because snow near the sur
face of ice traps air. As more snow accumulates, the underlying snow is 
compressed into ice that contains air bubbles. Cores can be removed from 
long-lived ice sheets and analyzed to determine the concentration of carbon 
dioxide trapped in air bubbles. These bubbles are actual samples of the 
atmosphere from up to hundreds of thousands of years ago (Figure 4.7). In 
addition, certain characteristics of gases trapped in the bubbles of ice cores 
can provide indirect information about temperatures at the time the bub
bles formed. Ice core data from Antarctica, shown in Figure 4.8 (shown on 
page 76), indicate that the concentration of carbon dioxide in the atmo
sphere is much higher now than at any time in the past 400,000 years 
and that increased levels of carbon dioxide are correlated with increased 
temperatures. 

Although Earth has gone through temperature cycles many times in 
the past, the concerns regarding current warming trends are that human 
activities are inflating the rate of increase and that these increases may 
persist for thousands of years. Many scientists believe that the effects of 
increased temperatures will be far reaching. Even now, the Tuvaluans and 
their Pacific islands are not the only organisms and environments being 
affected. 

The Greenhouse Effect, Organisms, and Their 
Environments 
Several million tourists visit Glacier National Park, located in the northwest 
corner of Montana, every year. With each passing year, the glaciers in this 
park decrease in size and number. As the glaciers shrink, they take with them 
natural habitat set aside for protection in this national park. Some of the 
park's glaciers have already shrunk to half their original size, and the total 
number of glaciers has decreased from approximately 150 in 1850 to around 
35 today. 



Like ice masses all over the world, these glaciers are slowly succumbing to 
warmer temperatures. According to the U.S. National Climate Data Center, the 
entire planet has warmed by 0.25°C (0.5°F) during the twentieth century. If this 
trend continues, scientists predict that by the year 2030, not a single glacier will 
be left in the park. 

Melting glaciers are not confined to this park; in fact, they are melting 
worldwide. Mountain glaciers are receding from their peaks as far away as 
Tanzania, where Mount Kilimanjaro has lost 82% of its ice cap since 1912. 
The Greenland ice sheet is becoming thinner at its margins every year. Alpine 
glaciers contain half as much ice as they did in the mid-nineteenth century, 
when climbers first hiked to their peaks. In Antarctica, rising temperatures 
have led to the collapse of massive ice shelves. In the past 3 years, two massive 
chunks of ice, each about the size of Rhode Island, have fallen into the ocean. 

The loss of ice has been a problem for the polar bear population in Hudson 
Bay. Seals, the bears' main food source, live on the ice of Hudson Bay, but this 
ice is breaking up earlier and earlier. The amount of time ice exists on western 
Hudson Bay has decreased by 3 weeks over the last 20 years. Rising tempera
tures thin the ice pack, making it too fragile to support seals and the bears that 
hunt them and driving the bears to shore in poor condition for hibernation. 
The average weight of polar bears in this region is declining, and fewer cubs 
are being born. 

Sea levels have risen by 10 to 20 cm (4-8 inches) in the twentieth century. 
Increased ocean volumes due to the addition of water from melted ice can 
also lead to changes in climate. Worldwide rain and snowfall over land has 
increased by about 1%, and rain storms, as seen in Tuvalu, are expected to 
become more frequent and more severe. In addition to its impact on the 
humans who live there, flooding of tropical oceanic islands disturbs some of 
the most unique and diverse habitats on the planet. 

A review published in the journal Nature in March 2002 described various 
species that have been affected by climate change. Many of these species are 
temperature sensitive, and they must move closer to the poles or to higher 
elevations to find regions with the proper climate. Arctic foxes are retreating 
northward and being replaced by the less cold-hardy red fox. Edith's check-
erspot butterfly is now found 124 meters higher in elevation and 92 kilometers 
north of its range in 1900, and a wide variety of corals have experienced a dra
matic increase in the frequency and extent of damage resulting from increased 
ocean temperatures. 

It is not just animals that need to migrate along with changing tempera
tures. Plant species with specific temperature requirements will have to move 



as well. Those that cannot migrate quickly enough will likely become extinct. 
One example of a plant that will need to undergo this forced migration is the 
sugar maple, the source of maple syrup. 

New England risks losing its profitable maple syrup industry along with its 
leaf-watching tourists as the cool-weather-adapted sugar maple population 
declines in a warming climate. Turning the maples' sugar into syrup requires 
nighttime temperatures that are below freezing and daytime temperatures in 
the mid-forties. Warmer temperatures overall have led to tapping seasons that 
start earlier, end sooner, and produce syrup of a lesser quality. A report by the 
U.S. Office of Science and Technology Policy indicates that the ideal range of 
the sugar maple is now close to 300 miles north of New England. The effects of 
warming temperatures on species of less commercial importance are not as 
well documented, and these species are less likely to receive human aid in 
making the transition. 

The cost of global warming to Tuvaluans is even more dramatic. While mi
grating to drier climes would not mean extinction of the Tuvaluan people, it 
might well mean the extinction of their culture, since its members would like
ly disperse to many different countries. Reducing the biological, economic, 
and social losses caused by global warming will require not only slowing the rate 
of warming but also mediating the effects of increasing temperatures that are 
inevitable given current atmospheric carbon dioxide levels. Before they can 
effectively mediate these effects, scientists need to understand how warming 
temperatures affect not only climate factors such as average temperature, rain
fall, and storm intensity and frequency but also biological processes. For the 
remainder of the chapter, we will focus on the effects of increased carbon dioxide 
and increased temperatures on the physiology of living organisms. 

4.2 Cellular Respiration 
Increasing temperatures can change an organism's energy needs and can affect 
how rapidly it grows, develops, and reproduces. For some organisms, increas
ing energy needs associated with higher temperatures can cause them to be 
outcompeted for resources by other organisms; this is ultimately what requires 
many of the species described earlier to move toward the poles or higher in 
elevation. For other organisms, higher temperatures allow them to go through 
their life cycles more rapidly, leading to increased populations. In both cases, 
the process that causes these effects is cellular respiration. 

The main function of cellular respiration is to convert the energy stored in 
chemical bonds of food into energy that cells can use. Energy is stored in the 
electrons of chemical bonds, and when bonds are broken, electrons can be 
moved from one molecule to another. Cells use a chemical called adenosine 
triphosphate, or ATP, as their energy source. ATP can supply energy to cells 
because it stores energy obtained from the movement of electrons that origi
nated in food into its own bonds. 

Structure and Function of ATP 
As described in Chapter 2, nucleic acids are one of the four main categories 
of biological molecules required by cells (the other three are carbohydrates, 
lipids, and proteins). Nucleic acids are polymers of nucleotides. Nucleotides 
consist of a nitrogenous, or nitrogen-containing, base—adenine (A), guanine 
(G), cytosine (C), or thymine (T)—plus a sugar and a phosphate group 
(made up of the elements phosphorus and oxygen). ATP is a nucleotide 
fn'phosphate. It contains the nitrogenous base adenine, a sugar, and not one 
but three phosphates (Figure 4.9). Each phosphate in the series of three is 
negatively charged. 



These negative charges repel each other, which contributes to the 
stored energy in this molecule. ATP behaves in a manner similar to a 
stretched rubber band. Think about using a slingshot. Pulling back the 
rubber band on the slingshot requires energy from your arm muscles, 
and much of the energy you use will be stored in the stretched band 
(Figure 4.10a). When you release the rubber band, the energy is released 
and is used to perform some work—in this case, sending a projectile 
through the air. Likewise, releasing a phosphate group from ATP liberates 
stored energy that can be used by cells to perform work (Figure 4.10b). 
After the removal of a phosphate group, ATP is converted into adenosine 
diphosphate (ADP), which has two phosphates (hence diphosphate in
stead of triphosphate). 

The phosphate group that is removed from ATP can be transferred to 
another molecule. Thus, one way for ATP to energize other compounds is 
through phosphorylation, which means that it adds a phosphate. You can 
think of the donated phosphate as a little bag of energy. When a molecule, 
say an enzyme, needs energy, the phosphate group is transferred from ATP to 
the enzyme, and the enzyme now has the energy it needs to perform its job 
(Figure 4.11). The energy released by the removal of the outermost phosphate 
of ATP can be used to help cells perform many different kinds of work. ATP 
helps power mechanical work such as the movement of proteins in muscles, 



transport work such as the movement of substances across membranes during 
active transport, and chemical work such as the making of complex molecules 
from simpler ones (Figure 4.12). 

Cells are continuously using ATP. Exhausting the supply of ATP means that 
more ATP must be regenerated. ATP is synthesized by adding back a phosphate 
group to ADP during the process of cellular respiration (Figure 4.13). During 
this process, cells produce carbon dioxide and use oxygen to produce water. 
Because some of the steps in cellular respiration require oxygen, they are said to 
be aerobic reactions, and cellular respiration is called aerobic respiration. 
Humans and other animals with lungs breathe in oxygen, which is then deliv
ered to cells. The carbon dioxide that is exhaled during breathing removes this 
waste product of cellular respiration from your body (Figure 4.14, shown on 
page 80). Plants and other organisms without lungs can respire and produce 
carbon dioxide as well. 

Most foods can be broken down to produce ATP as they are routed through 
a complex pathway. Carbohydrate metabolism begins at the beginning of the 
pathway, while proteins and fats enter at later points. 

A General Overview of Cellular Respiration 
The equation for carbohydrate breakdown is: 



Glucose is an energy-rich sugar, but the 
products of its digestion—carbon diox
ide and water—are energy poor. The 
energy released during the conversion 
of glucose to carbon dioxide and water 
is used to synthesize ATP. Many of 
the chemical reactions in this process 
occur in sausage-shaped organelles 
called mitochondria through a series of 
complex reactions that break apart the 
glucose molecule. In doing so, the car
bons and oxygens that make up the 
original glucose molecule are released 
from the cell as carbon dioxide. The 
hydrogens present in the original glu
cose molecule combine with oxygen to 
produce water (Figure 4.15). Gaining 
an appreciation for how this happens 
requires a more in-depth look. 

Glycolysis, the Krebs Cycle, 
and Electron Transport 
To harvest energy from glucose, the 
6-carbon glucose molecule is first bro

ken down into two 3-carbon pyruvic acid molecules. This part of the 
process of cellular respiration actually occurs outside of any organelle 
in the fluid cytosol and is called glycolysis (Figure 4.16). Glycolysis 
does not require oxygen but does produce a small amount of ATP. 
Bacteria on early Earth, which lacked oxygen, may have obtained 
their energy by glycolysis. Even today, many bacteria and organisms 
that live in the absence of oxygen, or anaerobic environments, rely on 
glycolysis for energy generation (Essay 4.1 on page 82). After glycoly
sis, the pyruvic acid is decarboxylated (loses a carbon dioxide mole
cule), and the 2-carbon fragment that is left is further metabolized 
inside the mitochondria. 



Mitochondria (singular: mitochondrion) are organelles found in both 
plant and animal cells. These organelles are surrounded by an inner and an 
outer membrane (Figure 4.17). The space between the two membranes 
is called the intermembrane space. The semifluid medium inside the 
mitochondrion is called the matrix. Once inside the mitochondrion, the 
energy stored in the bonds of pyruvic acid is converted into the energy 
stored in the bonds of ATP. The first step of this conversion is called the 
Krebs cycle. 

Krebs Cycle. The Krebs cycle is a series of reactions catalyzed by eight 
different enzymes, located in the matrix of each mitochondrion. The 
Krebs cycle breaks down the remains of a carbohydrate, harvesting its 



Essay 4.1 Metabolism Without Oxygen: Anaerobic 

Respiration and Fermentation 
Aerobic respiration is one way for organisms to generate 
energy. It is also possible for cells to generate energy in the 
absence of oxygen, by a process called anaerobic respira
tion. Anaerobic organisms do not use oxygen as their final 
electron acceptor to pull electrons down the electron trans
port chain; a different molecule must be used. Some bacte
ria, called nitrate reducers, can transfer electrons to nitrate 
(NO3"), reducing it to nitrite (N02~) (Figure E l l a ) . 
Anaerobic respiration is an ATP-generating process. 

Muscle cells normally produce ATP by aerobic respi
ration. However, oxygen supplies diminish with intense 
exercise. When muscle cells run low on oxygen, they 
must get most of their ATP from glycolysis, which does 
not require oxygen. When glycolysis happens without 
aerobic respiration, the cells run low on NAD+ , which is 
converted into NADH by glycolysis. The cells use a 
process called fermentation to regenerate NAD+ . No us
able energy is produced by fermentation; fermentation 
simply recycles NAD+ . Fermentation cannot, however, 
be used for very long because one of the by-products of 
this reaction leads to the buildup of a compound called 
lactic acid. Lactic acid is produced by the actions of the 
electron acceptor NADH, which has no place to dump its 
electrons during fermentation since there is no electron 
transport chain and no oxygen to accept the electrons. In
stead, NADH deposits its electrons by giving them to the 
pyruvic acid produced by glycolysis (Figure E4.1b). 
Adding electrons to pyruvic acid produces lactic acid 

that accumulates and causes the muscle burn or cramp
ing you feel after a vigorous workout. Lactic acid is trans
ported to the liver, where liver cells use oxygen to convert 
it back to pyruvic acid. This requirement for oxygen, to 
convert lactic acid to pyruvic acid, explains why you con
tinue to breathe heavily even after you have stopped 
working out. Your body needs to supply oxygen to your 
liver for this conversion, sometimes referred to as "pay
ing back your oxygen debt." The accumulation of lactic 
acid also explains the phenomenon called "hitting the 
wall." Anyone who has ever felt as though their legs 
were turning to wood while running or biking knows 
this feeling. When your muscles are producing lactic acid 
by fermentation for a long time, the oxygen debt becomes 
too large, and muscles shut down until the rate of oxygen 
supply outpaces the rate of oxygen utilization. 

Some fungi and bacteria also produce lactic acid dur
ing fermentation. Certain microbes placed in an anaero
bic environment transform the sugars in milk into 
yogurt, sour cream, and cheese. It is the lactic acid pres
ent in these dairy products that gives them their sharp or 
sour flavor. Yeast in an anaerobic environment produces 
ethyl alcohol instead of lactic acid. Ethyl alcohol is 
formed when carbon dioxide is removed from pyruvic 
acid (Figure E4.1c). The yeast used to help make beer and 
wine converts sugars present in grains (beer) or grapes 
(wine) into ethyl alcohol and carbon dioxide. Carbon 
dioxide produced by baker's yeast helps bread to rise. 



electrons and releasing carbon dioxide into the atmosphere (Figure 4.18). 
These reactions are a cycle because every turn of the cycle regenerates the 
first reactant in the cycle. Therefore, the first reactant in the cycle, a 4-carbon 
molecule called oxaloacetate (OAA), is always available to react with carbo
hydrate fragments entering the Krebs cycle. 

In addition to removing carbon dioxide, the Krebs cycle also removes 
electrons for use in producing ATP. These electrons do not simply float 
around in a cell; they are carried by molecules called electron carriers. One of 
the electron carriers utilized by cellular respiration is a chemical called 
nicotinamide adenine dinucleotide (NAD) (Figure 4.19 on page 84). N A D + 

picks up 2 hydrogen atoms and releases 1 positively charged proton (H+) . 
Each hydrogen atom is composed of 1 negatively charged electron and 1 pos
itively charged proton. When NAD+ picks up 2 hydrogen atoms (each with 
1 proton and 1 electron), it utilizes 1 proton and 2 electrons, releasing the 
remaining proton. 

A careful look back at Figure 4.16 on page 81 shows that the conversion of 
glucose (CeH1206) into 2 pyruvic acid molecules (2C3H303-) results in the 
loss of 6 hydrogens. This is because glycolysis also results in the production of 
some NADH from NAD+. 

NADH serves as a sort of taxicab for electrons. The empty taxicab 
(NAD+) picks up electrons. The full taxicab (NADH) carries electrons to 
their destination, where they are dropped off, and the empty taxicab returns 



for more electrons. NADH deposits its electrons at the top of the electron 
transport chain (Figure 4.20). 

The Electron Transport Chain. This series of proteins embedded in the 
inner mitochondrial membrane functions as a sort of conveyer belt for 
electrons, moving them from one protein to another. The electrons are 



pulled toward the bottom of the electron transport chain by oxygen in the 
matrix of the mitochondrion. One property of oxygen is that because it is 
very electronegative, or electron-loving, it pulls electrons toward itself. 
Each time an electron is picked up by a protein or handed off to another 
protein, the protein moving it changes shape. This shape change facilitates 
the movement of protons (H+) from the matrix of the mitochondrion to the 
intermembrane space. So, while the proteins in the electron transport 
chain are moving electrons down the electron transport chain toward oxy
gen, they are also moving H + ions across the inner mitochondrial mem
brane and into the intermembrane space. This decreases the concentration 
of H + ions in the matrix and increases their concentration within the inter
membrane space. As you learned in Chapter 3, whenever a concentration 
gradient of a molecule exists, molecules will diffuse from an area of high 
concentration to an area of low concentration. Since charged ions cannot 
diffuse across the hydrophobic core of the membrane, they escape through 
a protein channel in the membrane called ATP synthase. This enzyme uses 
the energy generated by the rushing H + ions to synthesize ATP from ADP 
and phosphate in the same manner that water rushing through a mechani
cal turbine can be used to generate electricity. The electrons that were 
pulled down the electron transport chain then combine with the oxygen at 
the bottom of the chain and 2 hydrogens in the matrix to produce water 
(Figure 4.21). 

Overall, the two pyruvic acids produced by the breakdown of glucose dur
ing glycolysis are converted into carbon dioxide and water. Carbon dioxide is 
produced when it is removed from the pyruvic acid molecules during the 
Krebs cycle, and water is formed when oxygen combines with hydrogens at 



the bottom of the electron transport chain. A summary of the process is shown 
in Figure 4.22. 

Metabolism of Other Nutrients. Proteins and fats are broken down 
and their subunits merge with the carbohydrate breakdown pathway. 
Figure 4.23 shows the points of entry for proteins and fats. Protein is 
broken down into component amino acids, which are then used to synthe-



size new proteins. Most organisms can also break down proteins to supply 
energy. However, this process takes place only when fats or carbohydrates 
are unavailable. In humans and other animals, the first step in producing 
energy from the amino acids of a protein is to remove the nitrogen-
containing amino group of the amino acid. Amino groups are then con
verted to a compound called urea, which is excreted in the urine. The 
carbon, oxygen, and hydrogen remaining after the amino group is 
removed undergo further breakdown and eventually enter the mitochon
dria, where they are fed through the Krebs cycle and produce carbon diox
ide, water, and ATP. The subunits of fats (glycerol and fatty acids) also 
go through the Krebs cycle and produce carbon dioxide, water, and ATP. 
Most cells will break down fat only when carbohydrate supplies are 
depleted. 

Whether carbohydrate, protein, or fat, these nutrients are used to generate 
energy. It turns out that this energy generation can be affected by rising tem
peratures, leading to some devastating effects. 

Global Warming and Cellular Respiration 
Alaska's Kenai Peninsula is experiencing firsthand some effects of global 
warming on cellular respiration. Increases in temperature have helped to 
speed up the life cycle of the spruce bark beetle (Figure 4.24a). These beetles, 
about the size of a grain of rice, attack spruce trees by boring through the 
outer bark to the phloem, a thin layer directly beneath the outer bark that 
transports food manufactured by photosynthesis from the foliage down to the 
roots. Once inside the phloem, the beetle feeds and lays eggs. The resulting 
damage and blockage of the phloem prevents nutrient transport to the roots, 
and the tree dies (Figure 4.24b). Over the past decade, the spruce population 
has suffered huge losses—close to 4 million acres of trees on southeastern 
Alaska's Kenai Peninsula; nearly all of the spruce trees there have been killed 
by infestations of these bark beetles. 

Populations of spruce bark beetles are normally kept in check by cool 
summers and bitterly cold winters. Cooler summers help control the number 
of beetles because they cannot fly when temperatures are below 60°F. This 
limits the beetles' ability to colonize other trees. Cold winters can kill beetles 
and their larvae. The warmer temperatures not only fail to kill beetles in the 
winter but also speed up this insect's rate of reproduction. Typically it takes a 
spruce bark beetle 2 years to develop from an egg to an adult. But the warmer 
summers and winters have allowed the beetle to develop into an adult and 
lay new eggs during just one summer. More beetles mean more destruction 
to forests. 

The accelerated life cycle of spruce bark beetles can be credited, in part, to 
the speeding up of cellular respiration. The enzymes that catalyze the reac
tions of cellular respiration, like all enzymes, are affected by temperature. 
Warmer temperatures typically speed up the rate at which enzymes catalyze 
reactions. That is, unless the temperature gets too hot, in which case the en
zyme loses its characteristic shape and can no longer perform its job, and then 
a process called denaturation takes place. In a sense, warmer temperatures 
make the Krebs cycle spin faster, producing more energy, which allows the 
beetles to grow and reproduce more quickly as well as to fly earlier in the year 
and thus disperse to a greater number of trees. 

As the beetles do their damage, trees drop their dried-out dead needles 
and limbs on the ground, providing fuel for forest fires. Forest fires release 
even more carbon dioxide into the atmosphere as the carbohydrate that com
prises much of the plant tissue, such as cellulose that makes up the cell wall, is 
burned. Cellular respiration is a controlled burn of carbohydrates whereby 
the energy released from breaking the bonds of sugars is used to make ATP. 



Combustion by fire releases all the stored energy without harvesting any for 
ATP production (Figure 4.25). 

You have learned that carbon dioxide is released by cellular respiration 
and that increases in carbon dioxide levels are causing global warming. How
ever, it would be a mistake to assume that cellular respiration is causing glob
al warming. It is the increased carbon dioxide production caused by the 
burning of enormous amounts of fossil fuels that is shifting the balance of car
bon dioxide production and uptake. The effects of carbon dioxide production 
(due to cellular respiration) on global warming is minimal and is mitigated by 
carbon dioxide uptake that occurs via photosynthesis. 

4.3 Photosynthesis 
Plants and other photosynthetic organisms remove carbon dioxide from the 
atmosphere and use it to make sugars and other macromolecules by the 
process of photosynthesis. The vast majority of the organic carbon found on 
Earth is a result of photosynthesis. 

A General Overview of Photosynthesis 
The equation summarizing photosynthesis follows: 

6 C 0 2 + 6 H 2 0 + light energy > C6H1206 + 6 0 2 

carbon dioxide + water + light energy > glucose + oxygen 

The sun is the ultimate source of energy for living organisms. Plants transform 
energy from the sun into chemical energy through the process of photosynthesis 
by using light energy to rearrange the atoms present in carbon dioxide and water 



into energy-rich carbohydrates, producing oxygen as a waste product. In land 
plants, carbon dioxide enters, and oxygen gas is released through adjustable mi
croscopic structures called stomata that are located on the surface of the leaf 
(Figure 4.26). 

Plants use the carbohydrates that they produce by photosynthesis to grow 
and supply energy to their cells. They, along with the organisms that eat them, 
liberate the energy stored in the chemical bonds of sugars by undergoing the 
process of cellular respiration. Both plants and animals perform cellular respi
ration, but animals cannot perform photosynthesis. 

The Light Reactions and Calvin Cycle 
Green tissues in plants contain specialized organelles that serve as the sites 
of photosynthesis. Structurally, chloroplasts (Figure 4.27) are surrounded by 
two membranes. The inner and outer membranes together are called the 
chloroplast envelope. The chloroplast envelope encloses a compartment 
filled with stroma, a thick fluid that houses some of the enzymes of photo
synthesis. Suspended in the stroma are disk-like membranous structures 
called thylakoids. When thylakoids are stacked on top of each other, like 
pancakes, the stacks are called grana. The large amount of membrane inside 
the chloroplast provides more surface area upon which some of the reac
tions of photosynthesis can occur. On the surface of the thylakoid membrane 
are millions of pigment molecules, called chlorophyll, that absorb energy 
from the sun. 

It is the chlorophyll molecule that gives leaves and other plant structures 
their green color. Like all pigments, chlorophyll absorbs light. Light is made 
up of rays with different colors, or levels of energy, and each energy level has 
a different wavelength—to the human eye, shorter and middle wavelengths 
appear violet to green, and longer wavelengths appear yellow to red. Differ
ent organisms can perceive different wavelengths of light. For example, bees 
can see ultraviolet light, which is invisible to humans. Differences in wave
length visibility help bees see colors and patterns in floral structures as an aid 
to direct them to the sexual organs of the plant, like the landing lights at an 
airport direct jets to the runway. 

Chlorophyll looks green to human eyes because it absorbs the shorter 
(blue) and longer (red) wavelengths of visible light and reflects the middle 



(green) range of wavelengths. Leaves on deciduous trees change color in the 
fall because the abundant chlorophyll breaks down, making visible other less-
abundant pigments present in the leaf that reflect red, orange, and yellow 
wavelengths. 

Photosynthesis can be broken down into two steps. The first or "photo" 
step harvests energy from the sun during a series of reactions called the light 
reactions, which occur when there is sunlight. The second or "synthesis" step, 
called the Calvin cycle, uses the harvested energy to synthesize sugars either 
in the presence or absence of sunlight. For this reason, the Calvin cycle is also 
sometimes referred to as the dark reactions. 

The Light Reactions. When a pigment such as chlorophyll absorbs sun
light, electrons associated with the pigment become excited or increase 
their energy level. In effect, the light energy is transferred to the chlorophyll 
and becomes chemical energy. For most pigments, the molecule remains 
excited for a very brief amount of time before the chemical energy is lost as 
heat. This is why a surface that looks black (that is, one composed of a pig
ment that absorbs all visible light wavelengths) heats up quickly in com
parison to a surface that looks white (one that absorbs no visible light 
wavelengths). Inside a chloroplast, however, the chemical energy of the 
excited chlorophyll molecules is not allowed to be released as heat; instead, 
the energy is captured. 

When sunlight strikes the chlorophyll molecule and electrons are ex
cited, they move to a higher energy level. The electrons are then transferred 
to other molecules in an electron transport chain located in the thylakoid 
membrane. As the electrons are handed down the electron transport chain, 
some ATP is produced. Some of the proteins in the electron transport chain 
not only move electrons to a lower energy level, they also pump protons 
into the interior of the thylakoid, setting up a gradient in protons. The pro
tons then rush through an ATP synthase enzyme located in the thylakoid 
membrane and produce ATP in the same way that mitochondria make ATP. 
The newly synthesized ATP is released into the stroma, where it can be 
used by the enzymes of the Calvin cycle to produce sugars and other 
organic molecules. 

During the light reactions, oxygen is produced when water (H 2 0) is 
"split" into 2 H + ions and a single oxygen atom (O). Two oxygen atoms com
bine to produce O2, which is released from the chloroplast. Since the hydro
gen atom usually contains a single proton, around which orbits a single 
electron, the splitting of water to produce two H + ions also releases 2 elec
trons. These 2 electrons are transferred back to the chlorophyll molecule to 
replace those passed along the electron transport chain. 

At the end of the electron transport chain, electrons are transferred to the 
electron carrier for plants, which is nicotinamide adenine dinucleotide phos
phate, or NADP. Just like the NAD+ involved in cellular respiration, NADP+ 

functions as an electron taxicab. The difference between NAD+ and NADP+ is 
simply the presence of an extra phosphate group. The NADP+ used during 
photosynthesis picks up 2 electrons and 1 H + ion to become NADPH. 
NADPH ferries electrons to the stroma, where the enzymes of the Calvin cycle 
will use the electrons in assembling sugars (Figure 4.28). Thus, the light reac
tions produce ATP, a source of electrons for the synthesis step, and release 
oxygen as a by-product. 

Calvin Cycle. The Calvin cycle is a series of enzymes located in the stroma 
that uses the ATP and NADPH produced during photosynthesis to convert 
carbon dioxide (CO2) into sugars (CH2O). CH2O is the general formula for 
sugars. For example, glucose is C6Hi206 or 6(CH 20). A quick comparison of 
the composition of these molecules makes it obvious that converting CO2 into 
CH2O requires the incorporation of hydrogen atoms and their associated 



electrons. Hydrogen atoms are removed from NADPH in order to produce 
sugars, thereby regenerating NADP+. 

During the Calvin cycle, carbon dioxide from the environment reacts 
with a 5-carbon molecule that is generated by the Calvin cycle and called 
ribulose bisphosphate or RuBP. The enzyme that performs this reaction is 
ribulose bisphosphate carboxylase oxygenase, or rubisco. This reaction pro
duces an unstable 6-carbon molecule that immediately breaks down into 
two 3-carbon molecules called three-phosphoglyceric acid, or 3-PGA, which 
is rearranged to produce glyceraldehyde three-phosphate or G3P, a 3-carbon 
sugar that the cell uses to produce glucose and other compounds. RuBP is 
regenerated, completing the cycle (Figure 4.29 on page 92). 

A careful look at the reactions of photosynthesis and cellular respiration 
show that the products of photosynthesis are used as reactants in cellular res
piration and vice versa. This does not mean that these reactions are simply the 
reverse of each other. Instead, photosynthesis uses the products of cellular res
piration as raw materials for the synthesis of sugars. 

Without this reaction in the chloroplasts—when solar energy is trans
formed into the chemical energy in glucose—cellular respiration could not 
occur, and glucose would not be used to synthesize ATP. For this reason, all 
living things are dependent on photosynthesis for food, even meat-eating 
organisms, since they consume organisms that eat plants. In fact, the 
only two items in the human diet that do not come from plants (either 
directly or indirectly) are water and salt. Plants and other photosynthetic 
organisms make all the oxygen in the atmosphere that humans require for 
respiration. 



Over time, plants have been able to capture the energy from light to form 
carbon-rich fossil fuels now buried in the earth. It took over 100 million years 
to form these nonrenewable resources such as coal, oil, and gas, which are 
now being consumed at a much faster rate than they were formed. The result 
is that more carbon dioxide is being released into the atmosphere than can be 
absorbed via photosynthesis. 

Global Warming and Photosynthesis 
Global warming is made worse by deforestation and may affect the distribu
tion of plants that undergo different variations of photosynthesis. 

Deforestation. The process that occurs when forests are cleared for logging, 
farming, and ever-expanding human settlements is called deforestation. 
Deforestation contributes directly to the increase in carbon dioxide within the 
atmosphere. Current estimates are that up to 25% of the carbon dioxide intro
duced into the atmosphere originates from the cutting and burning of forests 
in the tropics. The loss of trees as a result of deforestation also indirectly con
tributes to rising carbon dioxide levels when these forests are replaced by pas
ture or cropland. Because net rates of photosynthesis (as measured by grams 
of carbon dioxide removed from the atmosphere per acre per year) in grass-



lands or agricultural fields are 30% to 60% less than rates in forests, the loss 
of forests significantly decreases the removal of carbon dioxide from the 
atmosphere. 

Replanting trees in deforested areas may help increase the rate at which 
carbon dioxide is removed from the atmosphere because young trees have a 
faster net photosynthetic rate than older trees. This is because older trees have 
lots of non-photosynthetic, woody tissues that use the products of photosyn
thesis and that seedlings have yet to develop. In other words, young trees can 
put more of their organic carbon into storage as wood, while older trees use 
more of the carbon simply to maintain themselves. However, when these trees 
are logged, their roots and branches are left behind to decompose. In addition, 
most of the wood that is harvested is turned into paper, which will decom
pose after a few years, or fuel, which will be burned. Decomposition and 
burning result in the release into the environment of carbon compounds that 
were once part of the trees. Therefore, even though replanting after deforesta
tion helps remove some of the carbon dioxide from the atmosphere, it does 
not result in a return to previous levels. 

C3, C4, and CAM Plants. You learned earlier that plants can bring carbon 
dioxide into leaves through openings called stomata and that the carbon diox
ide brought in is used to produce sugars during the Calvin cycle. Stomatal 
openings are located on the surface of a leaf and are surrounded by two kid
ney-bean-shaped cells called guard cells. When the guard cells are compressed 
against each other, the stomata are closed, thus restricting the flow of gases into 
or out of the plant. When the guard cells change shape to create an opening be
tween them, the stomata are open, and carbon dioxide and oxygen gases can 
be exchanged. In addition to the exchange of gases, water can move out of 
the plant through the stomatal opening via a process called transpiration 
(Figure 4.30). The transpired water is replaced when water from the soil is 
brought into the plant, bringing with it minerals that the plant needs to synthe
size many compounds. 

In most plant species, the Calvin cycle produces 3-carbon sugars, which 
are converted into the sugars that are either stored as food for the plant or 
transported to growing leaves, roots, and reproductive structures. Plants that 
produce the 3-carbon molecule are called C3 plants. C3 plants are the most 
abundant type of plant on Earth and include agriculturally important species 
such as soybeans, wheat, and rice. 

Rising temperatures can reduce the rate of photosynthesis because on hot, 
dry days, plants close their stomata in order to reduce the rate of water lost to 
transpiration. Closing stomatal openings prevents carbon dioxide from enter
ing the plant, and the rate of photosynthesis declines. 

Closing the stomatal openings to prevent water loss causes another series 
of reactions to occur, called photorespiration. During photorespiration, the 
first enzyme in the Calvin cycle uses oxygen instead of carbon dioxide as its 
substrate. While most enzymes display a high degree of specificity for their 
particular substrate, some enzymes have additional substrates to which they 
have lesser affinities. The enzyme that catalyzes the first step of the Calvin 
cycle, rubisco, is one such enzyme. The most common protein on Earth, 
rubisco is the also most common protein in leafy tissue. Carbon dioxide is its 
preferred substrate, but when carbon dioxide is low, rubisco will also allow 
oxygen into its active site. That is, it behaves as an oxygenase. When oxygen 
is high, such as when photosynthesis is occurring but the stomata are closed, 
oxygen will be used as the substrate of rubicso, and the plant will undergo 
photorespiration. During photorespiration, the rubisco enzyme catalyzes the 
incorporation of oxygen into a compound called glycolate. Glycolate cannot 
be used for food or for the synthesis of structural components. In fact, it must 
be destroyed by the plant since high levels of glycolate inhibit photosynthe
sis. The breakdown of glycolate requires ATP and releases carbon dioxide 
that had been previously incorporated into sugars during the Calvin cycle. 



You might wonder why it is that plant cells perform this wasteful process. It 
has to do with the evolution of photosynthesis on early Earth. Photosynthesis 
evolved when the atmosphere was largely devoid of oxygen. Under these con
ditions, the enzyme's affinity for oxygen did not present the problems it does in 
today's oxygen-rich atmosphere. All descendants of the first photosynthesizers 
inherited the instructions for producing the same rubisco enzyme, and so mod
ern plants are "stuck" with this somewhat inefficient system. In dry environ
ments, natural selection should favor plants that can minimize photorespiration 
despite having closed stomata much of the time. Two mechanisms for reducing 
photorespiration are known as C4 and CAM photosynthesis. 

C4 plants, like all plants, conserve water during hot, sunny periods by clos
ing their stomata. However, these plants carry an additional enzyme (compared 
to C3 plants) that allows them to avoid photorespiration and continue to make 
sugars even though carbon dioxide levels within the plants are low during 
these periods. This enzyme is present in cells closest to the stomata and has a 
much higher affinity for carbon dioxide than does rubisco. It is able to procure 
carbon dioxide even when the stomata are almost closed. The carbon dioxide is 
combined with a 3-carbon acceptor molecule to produce a 4-carbon compound, 
hence the name C4 plants. The 4-carbon compound then migrates to cells deep
er within the leaf, where the carbon dioxide is released and produces a locally 
high concentration of carbon dioxide that enables rubisco to function as a 
carboxylase in the Calvin cycle. The 3-carbon acceptor molecule returns to the 
cells nearest the stomata. Corn and sugar cane are C4 plants that can keep mak
ing sugars even though their stomata are almost closed. However, C4 photosyn
thesis carries a cost—C3 plants require 3 ATP molecules to convert 1 molecule of 
carbon dioxide into sugar, but C4 plants require 5 molecules of ATP. The 
enzymes used in C4 photosynthesis are also more sensitive to cold temperatures 
than are the enzymes of the Calvin cycle. Thus, C3 plants have an advantage in 
certain environmental situations (cool and shady), and C4 plants have an ad
vantage in others (hot and sunny). 

One other photosynthetic adaptation involves CAM plants. CAM stands 
for crassulacean acid metabolism, named for the plant family Crassulaceae, in 
which this mechanism was first discovered. Members of the Crassulaceae in
clude the jade plant and other succulent (water-storing) plants. A CAM plant 
conserves water by opening its stomata at night only. The carbon dioxide that 
comes in during the night cannot immediately be used for photosynthesis 
because that process requires energy from the sun. During the night, the car
bon is stored as an acid that is broken down during the day and releases car
bon dioxide while the stomata are closed. This carbon dioxide can then be 
used for photosynthesis when sunlight becomes available. Therefore, carbon 
dioxide can enter at night, be stored as an acid, and then be used by the Calvin 
cycle during the subsequent day, even if the stomata are closed during the day 
to conserve water. Growth is limited in CAM plants because the amount of 
carbon dioxide stored in acid during the night is limited; the plants use it all 
up early in the day and cannot perform any more photosynthesis. Table 4.1 
summarizes C3, C4, and CAM plant strategies. 

Scientists are concerned that increasing temperatures may favor plants 
with these water-saving adaptations and change the relative percentages of 
C3, C4, and CAM plants in existence. This change could negatively affect some 
agricultural crops and could change the relative percentages of native plant 
species in a given region since certain adaptations gain relative advantages as 
the climate changes. Like the sugar maple, those species that cannot migrate 
to more appropriate environments or cannot compete with other plants in a 
changing environment may become extinct. As plant communities change 
and lose species, many of the animals that depend on these communities may 
suffer. The disruption of biological communities caused by global warming 
may prove to be the most damaging of all the changes caused by humans' 
consumption of fossil fuels. 



The negative consequences of global warming are substantial and may prove 
to be too much for many species to adapt to, including humans. The changes that 
are now threatening the Tuvaluans may eventually threaten all of us. 

4.4 Decreasing the Effects of Global 
Warming 

The prime minister of Tuvalu is threatening to sue the United States 
because this country emits immense amounts of carbon dioxide and has 
not taken official measures to reduce emissions. While Tuvalu is one of the 
least polluting countries in the world, the United States is the greatest. 



Home to only 4% of the world's population, the U.S. produces close to 
one-fourth of the carbon dioxide emitted by fossil fuel burning. The per 
capita emissions rate of carbon dioxide for Americans is twice that of the 
Japanese or Germans, three times that of the global average, four times 
that of Swedes, and 20 times that of the average Indian. Figure 4.31 
shows average per capita emissions for the highest- and lowest-emitting 
countries. 

The United States has refused to sign the 1997 Kyoto Protocol, an inter
national agreement that sets goals for decreases in emissions of around 5%. 
To be in compliance with the Kyoto agreement, by the year 2010, the 
United States would need to decrease its emissions by 24%. 

Most of the emissions for an individual country come from industry, 
followed by transportation and then by commercial, residential, and agri
cultural emissions. All of us can work to reduce our personal contribution 
to global warming by decreasing residential and transport emissions. 
About 2700 pounds of carbon per year come from residential emissions. 
Most of that is from energy used to heat and cool homes and to power 
electrical appliances. After residential emissions, transportation is the next 
highest emitter of carbon dioxide. About 2300 pounds of carbon dioxide 
per person are released into the atmosphere through personal transporta
tion. Adding to these emissions is the fact that the fuel economy of passen
ger vehicles has not increased, and the average number of miles traveled 
has increased. Table 4.2 describes many ways that you can decrease your 
greenhouse gas emissions and indicates the number of pounds of carbon 
dioxide that each action would save annually. These reductions may seem 
trivial in comparison to the scope of the problem, but when they are multi
plied by the almost 300 million people in the United States, the savings 
become significant. 

Having an effect on industrial, commercial, and agricultural sectors is dif
ficult for any one individual. Instead, this will take leadership from the policy 
makers who are committed to reducing emissions. To do so requires that our 
leaders, and all of us, understand that even though the causes, implications, 
and solutions of global warming may be open to debate, the fact that it is oc
curring at an unprecedented rate is not. 











N
icole's early college career was similar to that of 
most students. She enjoyed her independence 
and the wide variety of courses required for 
her double major in biology and psychology. 

She worried about her grades and finding ways to balance her course work 

with her social life. She also tried to find time for lifting weights in the 

school's athletic center and snowboarding at a local ski hill. Some week

ends, to take a break from school, she would ride the bus home to see her 

family. 

Managing to get schoolwork done, see friends and family, and still have 

time left to exercise had been difficult, but possible, for Nicole during her 

first two years at school. That changed drastically during her third year 

of school. 

One morning in October of her junior year, Nicole began having severe 

pains in her abdomen. The first time this happened, she was just begin

ning an experiment in her cell biology laboratory. Hunched over and 

sweating, she barely managed to make it through the two-hour respira

tion experiment that she and her lab partner were performing. Over 

the next few days, the pain intensified so much that she was unable to 

walk from her apartment to her classes without stopping several times 

to rest. 



Later that week, as she was preparing to leave for class, the pain 
was so severe that she had to lie down in the hallway of her apart
ment. When her roommate got home a few minutes later, she took Nicole 
to the student health center for an emergency visit. The physician at the 
health center first determined that Nicole's appendix had not burst 
and then made an appointment for Nicole to see a gynecologist the 
next day. 

After hearing Nicole's symptoms, the gynecologist pressed on her 
abdomen and felt what he thought was a mass on her right ovary. He used 
a noninvasive procedure called ultrasound to try to get an image of her 
ovary. This procedure requires the use of high-frequency sound waves. 
These waves, which cannot be heard by humans, bounce off tissues and 
produce a pattern of echoes that can be used to create a picture called a 
sonogram. Healthy tissues, fluid-filled cysts, and tumors all look different 
on a sonogram. 

Nicole's sonogram convinced her gynecologist that she had a large 
growth on her ovary. He told her that he suspected this growth was a cyst, or 
fluid-filled sac. Her gynecologist told her that cysts often go away without 
treatment, but this one seemed to be quite large and would need to be surgi
cally removed. 

Even though the idea of having an operation was scary for Nicole, she 
was relieved to know that the pain would stop. Her gynecologist also 
assured her that she had nothing to worry about because cysts are not 
cancerous. A week after the abdominal pain began, Nicole's gynecologist 
removed the cyst and her completely engulfed right ovary through an inci
sion just below her navel. He then sent the cystic ovary to a physician who 
specializes in determining whether tissues are cancerous. This physician, 
called a pathologist, determined that Nicole's doctor had been right—there 
was no sign of cancer. 

After the operation, Nicole's gynecologist assured her that the remaining 
ovary would compensate for the missing ovary by ovulating (producing an 
egg cell) every month. He added that he would have to monitor her remaining 
ovary carefully to make sure that it did not become cystic, or even worse, can
cerous. She could not afford to lose another ovary if she wanted to remain 
fertile and have children some day. 

Monitoring her remaining ovary involved monthly visits to her gynecolo
gist's office, where Nicole had her blood drawn and analyzed. The blood was 
tested for the level of a protein called CA125, which is produced by ovarian 
cells. Higher-than-normal CA125 levels usually indicate that the ovarian cells 
have increased in size or number and are thus associated with the presence of 
an ovarian tumor. 

Nicole went to her scheduled checkups for 5 months after the original 
surgery. The day after her March checkup, Nicole received a message from 
her doctor asking that she come to see him the next day. Because she needed 
to study for an upcoming exam, Nicole tried to push aside her concerns 
about the appointment. By the time she arrived at her gynecologist's office, 
she had convinced herself that nothing serious could be wrong. She thought 
a mistake had probably been made and that he just wanted to perform 
another blood test. 

The minute her gynecologist entered the exam room, Nicole could tell 
by his demeanor that something was wrong. As he started speaking to her, 
she began to feel very anxious—when he said that she might have a tumor 
on her remaining ovary, she could not believe her ears. When she heard the 
words cancer and biopsy, Nicole felt as though she was being pulled under
water. She could see that her doctor was still talking, but she could not hear 
or understand him. She felt too nauseous to think clearly, so she excused 



herself from the exam room, took the bus home, and immediately called 
her mother. 

After speaking with her mom, Nicole realized that she had many ques
tions to ask her doctor. She did not understand how it was possible for such a 
young woman to have lost one ovary to a cyst and then possibly to have a 
tumor on the other ovary. She wondered how this tumor would be treated 
and what her prognosis would be. Before seeing her gynecologist again, 
Nicole decided to do some research in order to make a list of questions for 
her doctor. 

5.1 What Is Cancer? 
Cancer is a disease that begins when a single cell replicates itself although it 
should not. Cell division is the process a cell undergoes in order to make 
copies of itself. This process is normally regulated so that a cell divides only 
when more cells are required and when conditions are favorable for divi
sion. A cancerous cell is a rebellious cell that divides without being given the 
go-ahead. 

Unregulated cell division leads to a pileup of cells that form a lump or 
tumor. A tumor is a mass of cells that has no apparent function in the 
body. Tumors that stay in one place and do not affect surrounding struc
tures are said to be benign. Some benign tumors remain harmless; others 
become cancerous. Tumors that invade surrounding tissues are malignant 
or cancerous. The cells of a malignant tumor can break away and start 
new cancers at distant locations through a process called metastasis 
(Figure 5.1). 

Cancer cells can travel virtually anywhere in the body via the lymphatic 
and circulatory systems. The lymphatic system collects fluids lost from 
microscopic blood vessels called capillaries. Lymph nodes are structures that 
filter the lost fluids, or lymph. When a cancer patient is undergoing surgery, 
the surgeon will often remove a few lymph nodes to see if any cancer cells are 
in the nodes. If cancer cells appear in the nodes, then some cells have left 
the original tumor and are moving through the bloodstream. If this has 



happened, cancerous cells likely have metastasized to other locations in the 
body (Figure 5.2a). 

When cancer cells metastasize, they can gain access not only to the 
circulatory system, which includes blood vessels to transport the 
blood, but also to the heart, which pumps the blood. Once inside a 
blood vessel, cancer cells can drift virtually anywhere in the body 
(Figure 5.2b). 

Cancer cells differ from normal cells in three ways: (1) They divide when 
they should not; (2) they invade surrounding tissues; and (3) they move to 
other locations in the body. All tissues that undergo cell division are suscepti
ble to becoming cancerous. 

Nicole's cancer affected ovarian tissue. When an egg cell is released 
from the ovary during ovulation, the tissue of the ovary becomes 
perforated (Figure 5.3). Cells near the perforation site undergo cell 
division to heal the damaged surface of the ovary. For Nicole, these cell 
divisions may have become uncontrolled, leading to the growth of a 
tumor. 



5.2 Cell Division Overview 
Cell division produces new cells in order to heal wounds, replace damaged 
cells, and help organisms grow and reproduce themselves. Each of us begins 
life as a single fertilized egg cell that undergoes millions of rounds of cell 
division in order to produce all the cells that comprise the tissues and organs 
of our bodies. Some organisms reproduce by producing exact copies of 
themselves via cell division. Reproduction of this type, called asexual 
reproduction, does not require genetic input from two parents and results in 
offspring that are genetically identical to the original parent cell. Single-
celled organisms, such as bacteria and amoeba, reproduce in this manner 
(Figure 5.4a). Some multicellular organisms can reproduce asexually also. 
For example, most plants can grow from clippings of the stem, leaves, 
or roots and thereby reproduce asexually (Figure 5.4b). Organisms whose 
reproduction requires genetic information from two parents undergo sexual 
reproduction. Humans reproduce sexually when sperm and egg cells com
bine their genetic information at fertilization. 

Whether reproducing sexually or asexually, all dividing cells must first 
make a copy of their genetic material or DNA (deoxyribonucleic acid). 
The DNA is located within the nucleus and carries the instructions, 
called genes, for building all of the proteins that cells require. The DNA 
in the nucleus is organized into structures called chromosomes. Chromo
somes can carry hundreds of genes along their length. Different organisms 
have different numbers of chromosomes in their cells. For example, 
dogs have 78 chromosomes in each cell; humans have 46, and dandelions 
have 24. 

Chromosomes are in an uncondensed, string-like form prior to cell divi
sion (Figure 5.5a). Before cell division occurs, the DNA in each chromosome 
is condensed (compressed) into a short, linear form (Figure 5.5b). Con
densed linear chromosomes are easier to maneuver during cell division and 
are less likely to become tangled or broken than the uncondensed and 
string-like structures are. When a chromosome is replicated, a copy is pro
duced that carries the same genes. The copied chromosomes are called sister 
chromatids, and each sister chromatid is composed of one DNA molecule. 
Sister chromatids are attached to each other at a region toward the middle of 
the replicated chromosome, called the centromere. 



The DNA molecule itself is double stranded and can be likened to a twisted 
rope ladder. The backbone or "handrails" of each strand are composed of alter
nating sugar and phosphate groups (Figure 5.6a). Across the width or "rungs" 
of the DNA helix are the nitrogenous bases, paired together via hydrogen bonds 
such that adenine (A) makes a base pair with thymine (T), and guanine (G) 
makes a base pair with cytosine (C). The strands of the helix align so that the 
nucleotides face "up" on one side of the helix and "down" on the other side of 
the helix. For this reason, the two strands of the helix are said to be antiparallel 
(Figure 5.6b). 

Two of the people credited with determining DNA structure are James 
Watson and Francis Crick. Watson and Crick reported their hypothesis 
about the structure of the DNA molecule in a 1953 paper for the journal 
Nature. Although they did not go so far as to propose a detailed model for 
how the DNA molecule was replicated, they did say, "It has not escaped our 
notice that the specific pairing we have postulated immediately suggests a 
copying mechanism for the genetic material." The copying mechanism that 
Watson and Crick referred to is also called DNA replication. 

DNA Replication 
During the process of DNA replication that precedes cell division, the 
double-stranded DNA molecule is copied, first by splitting the molecule in 
half up the middle of the helix. New nucleotides (molecules comprised of 
a sugar, a phosphate, and a nitrogenous base) are added to each side of the 



original parent molecule, maintaining the A-to-T and G-to-C base pairings. 
This process results in two daughter DNA molecules, each composed of 
one strand of parental nucleotides and one newly synthesized strand 
(Figure 5.7a). 

To replicate the DNA, an enzyme that assists in DNA synthesis is required. 
This enzyme, called DNA polymerase, moves along the length of the unwound 
helix and helps bind incoming nucleotides to each other on the newly forming 
daughter strand (Figure 5.7b). When free nucleotides floating in the nucleus 
have an affinity for each other (A for T and G for C), they bind to each other 
across the width of the helix. Nucleotides that bind to each other are said to be 
complementary to each other. 

The DNA polymerase enzyme triggers or catalyzes the formation of the 
covalent bond between nucleotides along the length of the helix. The paired 



nitrogenous bases are joined across the width of the backbone by hydrogen 
bonding, and the DNA polymerase advances along the parental DNA 
strand to the next unpaired nucleotide. When an entire chromosome has 
been replicated, the newly synthesized copies are identical to each other. 
They are attached at the centromere as sister chromatids (Figure 5.8). After 
the DNA is replicated in both normal cells and cancer cells, the division of 
the nucleus separates them into different daughter cells. Mitosis is one such 
nuclear division. 

5.3 The Cell Cycle and Mitosis 
Mitosis is an asexual division that produces daughter cells that are exact 
copies of the parent cell. Mitosis is part of the cell cycle or life cycle of 
the cell. 

For cells that divide by mitosis, the cell cycle includes three steps: 
(1) interphase, when the DNA replicates; (2) mitosis, when the copied chro
mosomes move into the daughter nuclei; and (3) cytokinesis, when the 
cytoplasm of the parent cell splits (Figure 5.9a). 

Interphase 
A normal cell spends most of its time in interphase (Figure 5.9b). During this 
phase of the cell cycle, the cell performs its normal functions and produces the 
proteins required for the cell to do its particular job. For example, a muscle cell 
would be producing proteins required for muscle contraction, and a blood cell 
would be producing proteins required to transport oxygen during interphase. 
Different cell types spend varying amounts of time in interphase. Cells that 
frequently divide, like skin cells, spend less time in interphase than do those 
that seldom divide, such as some nerve cells. A cell that will divide also begins 
preparations for division during interphase. Interphase can be separated into 
three phases: G1, S, and G2. 



During the G1 (first gap or growth) phase, most of the cell's inner 
machinery, the organelles, duplicate. Consequently, the cell grows larger 
during this phase. During the S (synthesis) phase, the DNA in the chromo
somes replicates. During the G2 (second gap) phase of the cell cycle, proteins 
are synthesized that will help drive mitosis to completion. The cell continues 
to grow and prepare for the division of chromosomes that will take place 
during mitosis. 

Mitosis 
The movement of chromosomes into new cells occurs during mitosis. 
Mitosis takes place in all cells with a nucleus, although some of the specifics 
of cell division differ among kingdoms. Whether these phases occur in a 
plant or an animal, the outcome of mitosis and the next phase, cytokinesis, 
is the production of genetically identical daughter cells. To achieve this 
outcome, the sister chromatids of a replicated chromosome are pulled 
apart, and one copy of each is placed into each newly forming nucleus. 
Mitosis is accomplished during 4 stages: prophase, metaphase, anaphase, 
and telophase. 

During prophase, the replicated chromosomes condense, allowing them 
to move around in the cell without becoming entangled. Protein structures 
called microtubules also form and grow, ultimately radiating out from op
posite ends, or poles, of the dividing cell. The growth of microtubules helps 
the cell to expand. Microtubules also help to move the chromosomes around 
during cell division by lengthening and binding to the chromosomes. The 
membrane that surrounds the nucleus, called the nuclear envelope, breaks 
down so that the microtubules can gain access to the replicated chromo
somes. At the poles of each dividing animal cell, structures called centrioles 
physically anchor one end of each forming microtubule. Plant cells do 
not contain centrioles, but microtubules in these cells do remain anchored at 
a pole. 

During metaphase, the replicated chromosomes are aligned across the mid
dle, or equator, of each cell. To do this the microtubules, which are attached to 
each chromosome at the centromere, line up the chromosomes in single file 
across the middle of the cell. 



During anaphase, the centromere splits and the microtubules shorten, 
pulling each sister chromatid of a chromosome to opposite poles of the 
cell. 

In the last stage of mitosis, telophase, the nuclear envelopes reform around 
the newly produced daughter nuclei, and the chromosomes revert to their 
uncondensed form. Cytokinesis divides the cytoplasm, and daughter cells are 
produced. Figure 5.10 summarizes the cell cycle in animal cells. The 4 stages of 
mitosis are nearly identical in plant cells. 



Cytokinesis 
Cytokinesis means "cellular movement." Cytokinesis in plant cells differs 
from that in animal cells due to the presence of the cell wall, an inflexible 
structure surrounding the plant cells. During telophase of mitosis in a plant 
cell, membrane-bound vesicles deliver the materials required for building the 
cell wall to the center of the cell. The materials brought from the cells sorting 
and packaging the Golgi apparatus include a tough, fibrous carbohydrate 



called cellulose as well as some proteins. The membranes surrounding the 
vesicles gather in the center of the cell to form a structure called a cell plate. 
The cell plate and cell wall grow across the width of the cell and form a barrier 
that eventually separates the products of mitosis into two daughter cells 
(Figure 5.11a). 

Because animal cells do not have a rigid cell wall, they have evolved a dif
ferent method for separating the products of mitosis into daughter cells. Dur
ing cytokinesis in animal cells, a band of proteins encircle the cell at the 
equator and divide the cytoplasm. This band of proteins contracts to pinch 
apart the two cells that have formed from the original parent cell. Each daugh
ter cell is genetically identical, having its own nucleus with an exact copy of 
the parent cells' chromosomes and all the necessary organelles and cytoplasm 
as well (Figure 5.11b). 

After cytokinesis, the cell reenters interphase, and if the conditions are 
favorable, the cell cycle may repeat itself. Cells that go through the cell 
cycle even if conditions are unfavorable can give rise to tumors. 

5.4 Cycle Control and Mutation 
When cell division is working properly, it is a tightly controlled process. 
Cells are given signals for when and when not to divide. The normal 
cells in Nicole's ovary and the rest of her body were responding properly 
to the signals telling them when and how fast to divide. However, 
the cell that started her tumor was not responding properly to these 
signals. 

Controls in the Cell Cycle 
Instead of proceeding in lockstep through the cell cycle, normal cells halt 
cell division at a series of checkpoints. During this stoppage, proteins sur
vey the cell to ensure that conditions for a favorable cellular division have 
been met. Three checkpoints must be passed before cell division can occur; 
one takes place during G l7 one during G2, and the last during metaphase 
(Figure 5.12). 

Proteins at the G1 checkpoint determine whether it is necessary for a 
cell to divide. To do this, they survey the cell environment for the pres
ence of other proteins called growth factors that stimulate cells to divide. 
When growth factors are limited in number, cell division does not occur. 
If enough growth factors are present to trigger cell division, then other 
proteins check to see if the cell is large enough to divide and if all the 
nutrients required for cell division are available. At the G2 checkpoint, 
other proteins ensure that the DNA has replicated properly and double-
check the cell size, again making sure that the cell is large enough to 
divide. The third and final checkpoint occurs during metaphase. 
Proteins present at metaphase verify that all the chromosomes have 
attached themselves to microtubules so that cell division can proceed 
properly. 

If proteins surveying the cell at any of these three checkpoints determine 
that conditions are not favorable for cell division, the process is halted. When 
this happens, the cell may die. 

Proteins that regulate the cell cycle, like all proteins, are coded for by 
genes. When these proteins are normal, cell division is properly regulated. 
When these cycle-regulating proteins are unable to perform their jobs, 



unregulated cell division leads to large masses of cells called tumors. 
Mistakes in cell cycle regulation arise when the genes controlling the 
cell cycle are altered, or mutated, versions of the normal genes. A mutation 
is a change in the sequence of DNA. Changes to DNA can change a gene 
and in turn can alter the protein that the gene encodes, or provides instruc
tions for. Mutant proteins do not perform their required cell functions in 
the same way that normal proteins do. If mutations occur to genes that 
encode the proteins regulating the cell cycle, cells can no longer regulate 
cell division properly. One or more cells in Nicole's ovary must have accu
mulated mutations in the cell-cycle control genes, leading to the develop
ment of cancer. 

How Nicole acquired cancer-causing mutations is unknown. Muta
tions may be inherited or induced by exposure to substances called 
carcinogens that damage DNA and chromosomes. For a substance to 
be considered carcinogenic, exposure to the substance must be cor
related with an increased risk of cancer. Examples of carcinogens 
include cigarette smoke, radiation, ultraviolet light, asbestos, and some 
viruses. 

Mutations to Cell-Cycle Control Genes 
Those genes that encode the proteins regulating the cell cycle are called 
proto-oncogenes (proto means "before," and onco means "cancer"). Proto-
oncogenes are normal genes located on many different chromosomes that 
enable organisms to regulate cell division. When they become mutated, 
these genes are called oncogenes. It is when the normal proto-oncogenes 
undergo mutations and become oncogenes that they become capable of 
causing cancer. A wide variety of organisms carry proto-oncogenes, from 



mice to trees to dogs to humans, which means that any of these organisms 
can develop cancer (Figure 5.13). 

Many proto-oncogenes provide the cell with instructions for building 
growth factors. A normal growth factor stimulates cell division only when the 
cellular environment is favorable and all conditions for division have been 
met. Oncogenes can overstimulate cell division (Figure 5.14a). 

One gene involved in many cases of ovarian cancer is called HER2. 
(Names of genes are italicized, while names of the proteins they produce are 
not.) The HER2 gene carries instructions for building a receptor protein, 
which "receives" a growth factor. When the shape of the receptor on the cell's 
surface is normal, it signals the inside of the cell to allow division to occur. 
Mutations to the gene that encodes this receptor can result in a receptor pro
tein with a different shape from that of the normal receptor protein. When 
mutated or misshapen, the receptor protein functions as if many growth fac
tors are present, even when there are actually few to no growth factors. 

Receptor function can be compared to the role of a baseball glove in 
catching the ball and stimulating a ballplayer to make a throw. The normal 
situation occurs when the glove is open to receive the ball. Once the ball hits 
the pocket of the glove, the glove closes, triggering the throwing response. 
When a mutation occurs, the glove closes even without the ball, so the player 
inappropriately displays the throwing response. 

Another class of genes involved in cancer are tumor suppressors. These 
genes, also present in all humans and many other organisms, carry the instruc
tions for producing proteins that suppress or stop cell division if conditions are 
not favorable. These proteins can also detect and repair damage to the DNA. 
For this reason, normal tumor suppressors serve as backups in case the proto-
oncogenes undergo mutation. If a growth factor overstimulates cell division, the 
normal tumor suppressor impedes tumor formation by preventing the mutant 
cell from moving through a checkpoint (Figure 5.14b). 

When a tumor-suppressor protein is not functioning properly, it does not force 
the cell to stop dividing even though conditions are not favorable. Mutated tumor 
suppressors also allow cells to override cell-cycle checkpoints. One well-studied 
tumor suppressor, named p53, helps to determine whether cells will repair dam
aged DNA or commit cellular suicide if the damage is too severe. Mutations to the 
gene that encodes p53 result in damaged DNA being allowed to proceed through 
mitosis, thereby passing on even more mutations. Over half of all human cancers 
involve mutations to the gene that encodes p53. 

To use another baseball analogy, a tumor suppressor could be likened to an 
umpire who, when behaving normally, keeps the game from getting out of 



control by warning or ejecting pitchers who are throwing too close to a bat
ter's head. A mutated umpire would ignore such infractions, leading to a 
bench-clearing brawl. 

Mutations to a tumor-suppressor gene are often found in ovarian cells that 
have become cancerous. Researchers believe that a normal BRCA2 gene encodes 
a protein that is involved in helping to repair damaged DNA. The misshapen, 
mutant version of the protein cannot help to repair damaged DNA. This means 
that damaged DNA will be allowed to undergo mitosis, thus passing new muta
tions on to their daughter cells. As more and more mutations occur, the probabil
ity that a cell will become cancerous increases. Figure 5.15 summarizes the roles 
of HER2 and BRCA2 in ovarian cancer. 



From Benign to Malignant. Some mutations that occur as a result of dam
aged DNA being allowed to undergo mitosis are responsible for the progres
sion of a tumor from a benign state, to a malignant state, to metastasis. For 
example, some cancer cells can stimulate the growth of surrounding blood 
vessels, through a process called angiogenesis. These cancer cells secrete 
a substance that attracts and reroutes blood vessels so that they supply a 
developing tumor with oxygen (necessary for cellular respiration) and other 
nutrients. When a tumor has its own blood supply, it can grow at the expense 
of other, noncancerous cells. Because the growth of rapidly dividing cancer 
cells occurs more quickly than the growth of normal cells in this process, 
entire organs can eventually become filled with cancerous cells. When this 
occurs, an organ can no longer work properly, leading to weakened func
tioning or organ failure. Damage to organs also explains some of the pain 
associated with cancer. 

Normal cells also display a property called contact inhibition, which pre
vents them from dividing when doing so would require them to pile up on 
each other. Cancer cells, conversely, continue to divide and form a tumor 
(Figure 5.16a). In addition, normal cells do need some contact with an under-
layer of cells in order to stay in place. This phenomenon is the result of a 
process called anchorage dependence (Figure 5.16b). Cancer cells override 
this requirement for some contact with other cells because cancer cells are 
dividing too quickly and do not expend enough energy to secrete adhesion 
molecules that glue the cells together. Once a cell loses its anchorage depen
dence, it may leave the original tumor and move to the blood, lymph, or sur
rounding tissues. 

Most cells are programmed to divide a certain number of times—usually 60 to 
70 times—and then they stop dividing. This limits most developing tumors to a 
small mole, cyst, or lump, all of which are benign. Cancer cells, however, do not 
obey these life-span limits. Instead, they are immortal. They achieve immortality 
by activating a gene that is usually turned off after early development. This gene 
produces an enzyme called telomerase that helps prevent the degradation of 
chromosomes. As chromosomes degrade with age, a cell loses its ability to divide. 
In cancer cells, telomerase is reactivated, allowing the cells to divide without limit. 

In Nicole's case, the progression from normal ovarian cells to cancer
ous cells may have occurred as follows: (1) One single cell in her ovary 
may have acquired a mutation to its HER2 growth factor receptor gene. 



(2) The descendants of this cell would have been able to divide faster than 
neighboring cells, forming a small, benign tumor. (3) Next, a cell within 
the tumor may have undergone a mutation to its BRCA2 tumor suppressor 
gene, resulting in the inability of the BRCA2 protein to fix damaged DNA 
in the cancerous cells. (4) Cells produced by the mitosis of these doubly 
mutant cells would continue to divide even though their DNA is dam
aged, thereby enlarging the tumor and producing cells with more muta
tions. (5) Subsequent mutations could result in angiogenesis, lack of 
contact inhibition, reactivation of the telomerase enzyme, or may override 
anchorage dependence. If Nicole were very unlucky, the end result of 
these mutations could be that cells carrying many mutations would break 
away from the original ovarian tumor and set up a cancer at one or more 
new locations in her body. 

Multiple Hit Model. Because multiple mutations are required for the 
development and progression of cancer, scientists describe the process of 
cancer development using the phrase multiple hit model. Nicole may have 
inherited some of these mutations, and /or they may have been induced by 
environmental exposures. Even though cancer is a disease caused by mal
functioning genes, most cancers are not caused only by the inheritance of 
mutant genes. In fact, scientists estimate that close to 70% of cancers are 
caused by mutations that occur during a person's lifetime. 

Most of us will inherit few if any mutant cell-cycle control genes. It is the 
impact of our environment that will determine whether enough mutations 
will accumulate during our lifetime to cause cancer. Therefore, it is important 
to be aware of the exposures and behaviors, called risk factors, that increase 
a person's risk of obtaining a disease (see Essay 5.1 on page 118). Risk factors 
for ovarian cancer include smoking and uninterrupted ovulation. Ovarian 
cancer risk is thought to decrease for many years if ovulation is prevented for 
periods of time, as it is when a woman is pregnant, breastfeeding, or taking 
the birth control pill. When an egg cell is released from the ovary during ovu
lation, some tissue damage occurs. In the absence of ovulation, there is no 
damaged ovarian tissue and hence no need for extra cell divisions to repair 
damaged cells. Because mutations are most likely to occur when DNA is 
replicating before division, fewer divisions equal a lower likelihood of the 
appearance of cancer-causing mutations. 

Regardless of its origin, once cancer is suspected, detection and treatment 
follow. 

5.5 Cancer Detection and Treatment 
Early detection and treatment of cancer increase the odds of survival dra
matically. Being on the lookout for warning signs (Figure 5.17) can help 
alert individuals to developing cancers. 

Detection Methods: Biopsy 
Different cancers are detected using different methods. Some cancers are 
detected by the excess production of proteins that are normally produced by a 
particular cell type. Ovarian cancers often show high levels of CA125 protein 
in the blood. Nicole's level of CA125 led her gynecologist to think that a 
tumor might be forming on her remaining ovary. Once he suspected a tumor, 
Nicole's physician scheduled a biopsy. 

A biopsy is the surgical removal of cells, tissue, or fluid that will be analyzed 
to determine whether they are cancerous. 



Essay 5.1 Cancer Risk 
General risk factors for virtually all cancers include 
tobacco use, a high-fat and low-fiber diet, lack of exercise, 
obesity, and increasing age. Table E5.1 (on pages 119-120) 
outlines other risk factors that are linked to particular 
cancers. 

Tobacco Use 

The use of tobacco of any type, whether cigarettes, 
cigars, or chewing tobacco, increases your risk of 
many cancers. While smoking is the cause of 90% of 
all lung cancers, it is also the cause of about one-third 
of all cancer deaths. Cigar smokers have increased 
rates of lung, larynx, esophagus, and mouth cancers. 
Chewing tobacco increases the risk of cancers of the 
mouth, gum, and cheeks. People who do not smoke 
but are exposed to secondhand smoke have increased 
lung cancer rates. 

Tobacco smoke contains over 20 known carcino
gens. The carcinogens that are inhaled during smok
ing come into contact with live cells deep inside the 
lungs. Chemicals present in cigarettes and cigarette 
smoke have been shown to increase cell division, 
inhibit a cell's ability to repair damaged DNA, and 
prevent cells from dying when they should. Chemi
cals in cigarette smoke also disrupt the transport of 
substances across cell membranes and alter many of 
the enzyme reactions that occur within cells. They 
have also been shown to increase the generation of 
oxygen-free radicals, which remove electrons from 
other molecules. The removal of electrons from DNA 
or other molecules causes damage to these mole
cules—damage that, over time, may lead to cancer. 
Cigarette smoking provides so many different oppor
tunities for DNA damage and cell damage that tumor 
formation and metastasis are quite likely for smok
ers. In fact, people who smoke cigarettes increase 
their odds of developing virtually every human 
cancer. 

A High-Fat, Low-Fiber Diet 

Cancer risk may also be influenced by diet. The 
American Cancer Society recommends eating at least 
5 servings of fruits and vegetables every day as well 
as 6 servings of food from other plant sources such as 
breads, cereals, grains, rice, pasta, or beans. This is 
because plant foods are low in fat and high in fiber. 
A high-fat (greater than 15% of calories obtained 
from fat), low-fiber (less than 30 grams per day) diet 
is associated with increased cancer risk. Fruits and 
vegetables are also rich in antioxidants that help 
to neutralize the electrical charge on oxygen-free 
radicals and thereby prevent the free radicals from 
taking electrons from other molecules, including 
DNA. There is some evidence that antioxidants 

Factors 
may help prevent certain cancers by minimizing the 
number of free radicals that may damage the DNA in 
our cells. 

Lack of Exercise and Obesity 

Regular exercise decreases the risk of most cancers, 
partly because exercise keeps the immune system 
functioning effectively. The immune system helps 
destroy cancer cells when it can recognize them as 
foreign to the host body. Unfortunately, since cancer 
cells are actually your own body's cells run amok, the 
immune system cannot always differentiate between 
normal cells and cancer cells. Exercise also helps pre
vent obesity, which is associated with increased risk 
for many cancers including cancers of the breast, 
uterus, ovary, colon, gallbladder, and prostate. The 
abundance of fatty tissue has been hypothesized 
to increase the odds of hormone-sensitive cancers 
such as breast, uterine, ovarian, and prostate cancer 
because fat is a source of cholesterol. Cholesterol is 
the building block, or precursor, for estrogen and 
testosterone. This excess body fat might alter hor
monal pathways and increase the risk of developing 
cancer in hormone-sensitive tissues. 

Excess Alcohol Consumption 

Drinking alcohol is associated with increased risk of 
some types of cancer. Men should have no more than 2 
alcohol drinks per day, and women 1 or none. People 
who both drink and smoke increase their odds of can
cer in a multiplicative rather than additive manner. In 
other words, if one type of cancer occurs in 10% of 
smokers and in 2% of drinkers, someone who smokes 
and drinks has a chance of obtaining this cancer that is 
closer to 20% than 12%. 

Increasing Age 

As you age, your immune system weakens, and its 
ability to distinguish between cancer cells and normal 
cells decreases. This is part of the reason many cancers 
are far more likely in elderly people. Additional factors 
that help explain the higher cancer risk with increasing 
age include simple probability. If we are all exposed to 
carcinogens during our lifetime, then the longer we are 
alive, the greater the probability that some of those car
cinogens will mutate genes involved in regulating the 
cell cycle. Also, because multiple mutations are neces
sary for a cancer to develop, it often takes many years 
to progress from the initial mutation to a tumor and 
then to full-blown cancer. Scientists estimate that most 
cancers large enough to be detected have been grow
ing for at least 5 years and are composed of close to 
1 billion cells. 







When viewed under a microscope, benign tumors consist of orderly 
growths of cells that resemble the cells of the tissue from which they were 
taken. Malignant or cancerous cells do not resemble other cells found in the 
same tissue; they are dividing so rapidly that they do not have time to produce 
all the proteins necessary to build normal cells. This leads to the often abnor
mal appearance of cancer cells as seen under a microscope (Figure 5.18). 

A needle biopsy is usually performed if the cancer is located on or close to 
the surface of the patient's body. For example, breast lumps are often biopsied 
with a needle to determine whether the lump contains fluid and is a noncancer
ous cyst, or whether it contains abnormal cells and is a tumor. When a cancer is 
diagnosed, surgery is often performed to remove as much of the cancerous 
growth as possible without damaging neighboring organs and tissues. 

In Nicole's case, getting at the ovary to find tissue for a biopsy required the 
use of a surgical instrument called a laparoscope. For this operation, the sur
geon inserted a small light and a scalpel-like instrument through a tiny inci
sion above Nicole's navel. 

Nicole's surgeon preferred to use the laparoscope since he knew Nicole 
would have a much easier recovery from laparoscopic surgery than she had 
from the surgery to remove her other, cystic ovary. Laparoscopy had not been 
possible when removing Nicole's other ovary—the cystic ovary had grown so 
large that her surgeon had to make a large abdominal incision to remove it. 

A laparoscope has a small camera that projects images from the ovary onto 
a monitor that the surgeon views during surgery. These images showed that 
Nicole's tumor was a different shape, color, and texture from the rest of her 
ovary. They also showed that the tumor was not confined to the surface of the 
ovary; in fact, it appeared to have spread deeply into her ovary. Nicole's sur
geon decided to shave off only the affected portion of the ovary and leave as 
much intact as possible, with the hope that the remaining ovarian tissue might 
still be able to produce egg cells. He then sent the tissue to a laboratory so that 
the pathologist could examine it. Unfortunately, when the pathologist looked 
through the microscope this time, she saw the disorderly appearance charac
teristic of cancer cells. Nicole's ovary was cancerous, and further treatment 
would be necessary. 

Treatment Methods: Chemotherapy and Radiation 
A treatment that works for one woman with ovarian cancer might not work 
for another ovarian cancer patient because a different suite of mutations may 
have led to the cancer in each woman's ovary. Luckily for Nicole, her ovarian 
cancer was diagnosed very early. Regrettably, this is not the case for most 
women with ovarian cancer, many of whom are diagnosed when symptoms 
become severe, leading them to see their physician. The symptoms of ovarian 
cancer tend to be vague and slow to develop. These symptoms include 
abdominal swelling, pain, bloating, gas, constipation, indigestion, menstrual 



disorders, and fatigue. Unfortunately, many women simply overlook these 
discomforts. The difficulty of diagnosis is compounded because no routine 
screening tests are available. For instance, CA125 levels are checked only 
when ovarian cancer is suspected because (1) ovaries are not the only tissues 
that secrete this protein; (2) CA125 levels vary from individual to individual; 
and (3) these levels depend on the phase of the woman's menstrual cycle. 
Elevated CA125 levels usually mean that the cancer has been developing for 
a long time. Consequently, by the time the diagnosis is made, the cancer 
may have grown quite large and metastasized, making it much more difficult 
to treat. 

Nicole's cancer was caught early. However, her physician was concerned 
that some of her cancerous ovarian cells may have spread through blood ves
sels or lymph ducts on or near the ovaries, or into her abdominal cavity, so he 
started Nicole on chemotherapy after her surgery. 

Chemotherapy. During chemotherapy, chemicals are injected into the 
bloodstream. These chemicals selectively kill dividing cells. A variety of 
chemotherapeutic agents act in different ways to interrupt cell division. 
The manner in which a chemotherapeutic agent acts to kill dividing cells is 
called its mechanism of action. 

Chemotherapy involves many drugs since most chemotherapeutic 
agents affect only one type of cellular activity. Cancer cells are rapidly 
dividing and do not take the time to repair mistakes in replication that 
lead to mutations. These cells are allowed to proceed through the G2 
checkpoint with many mutations. Therefore, cancer cells can randomly 
undergo mutations, a few of which might allow them to evade the actions 
of a particular chemotherapeutic agent. Cells that are resistant to one drug 
proliferate when the chemotherapeutic agent clears away the other cells 
that compete for space and nutrients. Cells with a preexisting resistance to 
the drugs are selected for and produce more daughter cells with the same 
resistant characteristics, requiring the use of more than one chemothera
peutic agent. 

Scientists estimate that cancer cells become resistant at a rate of approxi
mately 1 cell per million. Because tumors contain about 1 billion cells, the 
average tumor will have close to 1,000 resistant cells. Therefore, treating a can
cer patient with a combination of chemotherapeutic agents aimed at different 
mechanisms increases the chances of destroying all the cancerous cells in a 
tumor. 

Unfortunately, normal cells that divide rapidly are also affected by 
chemotherapy treatments. Hair follicles, cells that produce red blood cells, 
white blood cells, and cells that line the intestines and stomach are often dam
aged or destroyed. The effects of chemotherapy therefore include temporary 
hair loss, anemia (dizziness and fatigue due to decreased numbers of red 
blood cells), and lowered protection from infection due to decreases in the 
number of white blood cells. Additionally, damage to the cells of the stomach 
and intestines can lead to nausea, vomiting, and diarrhea. 

Several hours after each chemotherapy treatment, Nicole became nau
seous; she often had diarrhea and vomited for a day or so after her treat
ments. Midway through her chemotherapy treatments, Nicole lost most of 
her hair. 

Radiation Therapy. Cancer patients often undergo radiation treatments as 
well as chemotherapy. Radiation therapy uses high-energy particles to injure 
or destroy cells by damaging their DNA, making it impossible for these cells 
to continue to grow and divide. A typical course of radiation involves a series 
of 10 to 20 treatments performed after the surgical removal of the tumor, 
although sometimes radiation is used before surgery in order to decrease the 
size of the tumor. Radiation therapy is typically used only when cancers are 



located close to the surface of the body because it is difficult to focus a beam of 
radiation on internal organs such as an ovary. Therefore, Nicole's physician 
recommended chemotherapy only. 

Nicole's treatments consisted of many different chemotherapeutic 
agents, spread over many months. The treatments took place at the local 
hospital on Wednesdays and Fridays. She usually had a friend drive her to 
the hospital very early in the morning and return later in the day to pick her 
up. The drugs were administered through an intravenous (IV) needle into 
a vein in her arm (Figure 5.19). During the hour or so that she was 
undergoing chemotherapy, Nicole usually studied for her classes. She did 
not mind the actual chemotherapy treatments that much. The hospital per
sonnel were kind to her, and she got some studying done. It was the 
aftermath of these treatments that she hated. Most days during her 
chemotherapy regimen, Nicole was so exhausted that she did not get out of 
bed until late morning, and on the day after her treatments, she often slept 
until late afternoon. Then she would get up and try to get some work done 
or make some phone calls before going back to bed early in the evening. 
After 6 weeks of chemotherapy, Nicole's CA125 levels started to drop. After 
another 2 months of chemotherapy, her CA125 levels were back down to 
their normal, precancerous level. If Nicole has normal CA125 levels for 
5 years, she will be considered to be in remission, or no longer suffering 
negative impacts from cancer. After 10 years of normal CA125 levels, she 
will be considered cured of her cancer. Because Nicole's cancer responded 
to chemotherapy, she was spared from having to undergo any other, more 
experimental treatments. 

Even though her treatments seemed to be going well, Nicole had other 
worries. She worried that her remaining ovary would not recover from the 
surgery and chemotherapy, which meant that she would never be able to have 
children. Nicole had always assumed that she would have children some day, 
and although she did not currently have a strong desire to have a child, she 
wondered if her feelings would change. Even though she was not planning to 
marry any time soon, she also wondered how her future husband would feel 
if she were not able to become pregnant. 

In addition to her concerns about being able to become pregnant, Nicole 
also became worried that she might pass on mutated, cancer-causing genes to 
her children. For Nicole, or anyone, to pass on genes to his or her children, re
productive cells must be produced by another type of nuclear division called 
meiosis. 

5.6 Meiosis 
Meiosis is a form of cell division that occurs only in specialized cells within 
the gonads or sex organs. In humans, and in most animals, the male gonads 
are the testes, and the female gonads are the ovaries. During meiosis, spe
cialized sex cells called gametes are produced. In animals, the male gametes 
are the sperm cells, while the gametes produced by the female are the 
egg cells. 

Meiosis produces gametes that have half as many chromosomes as the 
parent cell. Both sperm and egg cells contain half as many chromosomes 
as other non-gamete cells, called somatic cells. Animal somatic cells 
include cells of the skin, muscle, liver, and stomach tissues, etc. Because 
human somatic cells have 46 chromosomes and meiosis reduces the chro
mosome number by one-half, the gametes produced during meiosis contain 
23 chromosomes each. When an egg cell and a sperm cell combine their 
23 chromosomes at fertilization, the developing embryo will then have the 
required 46 chromosomes. 



The placement of chromosomes into gametes is not random; that is, 
meiosis does not simply place any 23 of the 46 human chromosomes into 
a gamete. Instead, meiosis apportions chromosomes in a very specific 
manner. The 46 chromosomes in human body cells are actually 23 different 
pairs of chromosomes, and meiosis produces cells that contain 1 chromo
some of every pair. 

It is possible to visualize chromosome pairs by preparing a highly 
magnified photograph of the chromosomes arranged in pairs called a 
karyotype. A karyotype is usually prepared from chromosomes that 
have been removed from the nuclei of white blood cells, which have 
been treated with chemicals to stop mitosis at metaphase. Because 
these chromosomes are at metaphase of mitosis, they are composed of 
replicated sister chromatids and are shaped like the letter X. It is possible 
to photograph chromosomes and then digitally arrange them in pairs. 
The 46 human chromosomes can be arranged into 22 pairs of non-sex 
chromosomes, or autosomes, and one pair of sex chromosomes (the X and 
Y chromosomes) to make a total of 23 pairs. Human males have an X and a 
Y chromosome, while females have two X chromosomes. Each chromosome 
is paired with a mate that is the same size and shape and has its centromere 
in the same position (Figure 5.20). 

The pairs of non-sex chromosomes are called homologous pairs. Each mem
ber of a homologous pair of chromosomes carries the same genes along its 



length, although not necessarily the same versions of those genes (Figure 5.21a). 
Two chromosomes that are not homologous would be different in size, shape, 
and position of the centromere and would carry genes that encode different 
traits (Figure 5.21b). 

Different versions of the same gene are called alleles of a gene. For example, 
there are normal and mutant versions of the BRCA2 gene. Note that there is a dif
ference between the same type of information in the sense that both alleles of this 
gene code for a cell-cycle control protein, but they happen to code for different 
versions of the same protein. Alleles are alternate forms of a gene, in the same 
way that chocolate and vanilla are alternate forms of ice cream. A different gene, 
encoding a different type of information, may also have different alleles. For 
instance, the sandwich gene might have alleles for peanut butter and bologna. 

When a chromosome is replicated, during the S phase of the cell cycle, 
the DNA is duplicated. Replication faithfully results in two copies, called 
sister chromatids, that are genetically identical. For this reason, we would 
find exactly the same information on the sister chromatids that comprise a 
replicated chromosome (Figure 5.22). 

Meiosis separates the members of a homologous pair from each other. Once 
meiosis is completed, there is 1 copy of each chromosome (1-23) in every gamete. 
When only 1 member of each homologous pair is present in a cell, we say that the 
cell is haploid (n)—both egg cells and sperm cells are haploid. All somatic cells in 



humans contain homologous pairs of chromosomes and are therefore diploid. 
For a diploid cell in a person's testes or ovary to become a haploid gamete, it must 
go through meiosis. After the sperm and egg fuse, the fertilized cell, or zygote, 
will contain 2 sets of chromosomes and is said to be diploid (2n) (Figure 5.23a). 
It is not just humans that undergo meiosis to produce gametes; all cells with 
nuclei and membrane-bound organelles—eukaryotic cells—undergo meiosis. 
Some eukaryotes, however, produce gametes in a slightly different manner. 
Flowering plants, for instance, first undergo meiosis to produce spores and then 
mitosis to produce the actual gametes (Figure 5.23b). 

Like mitosis, meiosis is preceded by an interphase stage that includes G1, S, 
and G2. Interphase is followed by two phases of meiosis, called meiosis I and 
meiosis II, in which divisions of the nucleus take place (Figure 5.24). Meiosis I sep
arates the members of a homologous pair from each other. Meiosis II separates the 
chromatids from each other. Both meiotic divisions are followed by cytokinesis, 
during which the cytoplasm is divided between the resulting daughter cells. 



Interphase 
The interphase that precedes meiosis consists of G1 S, and G2. This interphase 
of meiosis is similar in most respects to the interphase that precedes mitosis. 
The centrioles from which the microtubules will originate are present. The G 
phases are times of cell growth and preparation for division. The S phase is 
when DNA replication occurs. Once the cell's DNA has been replicated, it can 
enter meiosis I. 

Meiosis I 
The first meiotic division, meiosis I, consists of prophase I, metaphase I, 
anaphase I, and telophase I (see Figure 5.25 on pp. 128-129). 

During prophase I of meiosis, the nuclear envelope starts to break down, 
and the microtubules begin to assemble. The previously replicated chromo
somes condense so that they can be moved around the cell without becoming 
entangled. The condensed chromosomes can be seen under a microscope. 
At this time, the homologous pairs of chromosomes exchange genetic infor
mation in a process called crossing over, which we will explain in a moment. 

At metaphase I, the homologous pairs line up at the cell's equator, or mid
dle of the cell. Microtubules bind to the metaphase chromosomes near the 
centromere. Homologous pairs are arranged arbitrarily regarding which 
member faces which pole. This process is called random alignment. At the 
end of this section, you will find detailed descriptions of crossing over and 
random alignment along with their impact on genetic diversity. 

At anaphase I, the homologous pairs are separated from each other by the 
shortening of the microtubules; and at telophase I, nuclear envelopes reform 
around the chromosomes. DNA is then partitioned into each of the 2 daughter 
cells by cytokinesis. Because each daughter cell contains only 1 copy of each 
member of a homologous pair, at this point the cells are haploid. Now both of 
these daughter cells are ready to undergo meiosis II. 

Meiosis II 
Meiosis II consists of prophase II, metaphase II, anaphase II, and telophase II. 
This second meiotic division is virtually identical to mitosis and serves to sep
arate the sister chromatids of the replicated chromosome from each other. 



At prophase II of meiosis, the cell is readying for another round of division, 
and the microtubules are lengthening again. At metaphase II, the chromosomes 
align across the equator in much the same way as they do during mitosis—not 
as pairs, as was the case with metaphase I. At anaphase II, the sister chromatids 
separate from each other and move to opposite poles of the cell. At telophase II, 
the separated chromosomes each become enclosed in their own nucleus. In this 



fashion, half of a person's genes are physically placed into each gamete; thus, 
children carry one-half of each parent's genes. 

Each parent can produce millions of different types of gametes due to two 
events that occur during meiosis I—crossing over and random alignment. Both 
of these processes greatly increase the number of different kinds of gametes that 
an individual can produce and therefore increase the variation in individuals 
that can be produced when gametes combine. 



Crossing Over and Random Alignment 
Crossing over occurs during prophase I of meiosis I. It involves the exchange of 
portions of chromosomes from one member of a homologous pair to the other 
member. Crossing over is believed to occur several times on each homologous 
pair during each occurrence of meiosis. 

To illustrate crossing over, consider an example using genes involved in 
the production of flower color and pollen shape in sweet pea plants. These 
two genes are on the same chromosome and are called linked genes. Linked 
genes move together on the same chromosome to a gamete, and they may or 
may not undergo crossing over. 

If a pea plant has red flowers and long pollen grains, the chromosomes 
may appear as shown in Figure 5.26. It is possible for this plant to produce 4 
different types of gametes with respect to these 2 genes. Two types of gametes 
would result if no crossing over occurred between these genes—the gamete 
containing the red flower and long pollen chromosome, and the gamete con
taining the white flower and short pollen chromosome. Two additional types 
of gametes could be produced if crossing over did occur—one type containing 
the red flower and short pollen grain chromosome, and the other type con
taining the reciprocal white flower and long pollen grain chromosome. There
fore, crossing over increases genetic diversity by increasing the number of 
distinct combinations of genes that may be present in a gamete. 



Random alignment of homologous pairs also increases the number of 
genetically distinct types of gametes that can be produced. Using Nicole's 
chromosomes as an example (Figure 5.27), let us assume that she did in fact 
inherit mutant versions of both the BRCA2 and HER2 genes and that these 
genes are located on different chromosomes. The arrangement of homolo
gous pairs of chromosomes at metaphase I determines which chromosomes 
will end up together in a gamete. If we consider only these 2 homologous 
pairs of chromosomes, then 2 different alignments are possible, and 4 differ
ent gametes can be produced. For example, when Nicole produces egg cells, 
the 2 chromosomes that she inherits from her dad could move together to 
the gamete, leaving the 2 chromosomes she inherited from her mom to move 
to the other gamete. It is equally probable that Nicole could undergo meiosis 
in which one chromosome from each parent will align randomly together, 
resulting in two more types of gametes being produced. In Chapters 6 and 7, 
you will see how random alignment and crossing over affect the inheritance 
of genes in greater detail. 



From the previous discussions, you have learned that cells undergo mitosis 
for growth and repair and meiosis to produce gametes. Figure 5.28 compares 
the significant features of mitosis and meiosis. 

It is now possible to revisit the question of whether Nicole will pass 
on cancer-causing genes to any children she may have. Because Nicole 
developed cancer at such a young age, it seems likely that she may have 
inherited at least one mutant cell-cycle control gene; thus, she may or may 



not pass that gene on. If Nicole has both a normal and a mutant version 
of a cell-cycle control gene, then she will be able to make gametes with 
and without the mutant allele. Therefore, she could pass on the mutant 
allele if a gamete containing that allele is involved in fertilization. We 
have also seen that it takes many "hits" or mutations for a cancer to 
develop. Therefore, even if Nicole does pass on one or a few mutant ver
sions of cell-cycle control genes to a child, environmental conditions will 
dictate whether enough other mutations will accumulate to allow a cancer 
to develop. 

Mutations caused by environmental exposures are not passed from par
ents to children, unless the mutation happens to occur in a cell of the gonads 
that will be used to produce a gamete. Nicole's cancer occurred in the ovary, 
the site of meiosis, but not all cells in the ovary undergo meiosis. Nicole's 
cancer originated in the outer covering of the ovary, a tissue that does not 
undergo meiosis. The cells involved in ovulation are located inside the ovary. 
A skin cancer that develops from exposure to ultraviolet light will not be 
passed on, nor will most of the mutations that Nicole obtained from environ
mental exposures. Therefore, for any children that Nicole (or any of us) might 
have, it is the combined effects of inherited mutant alleles and any mutations 
induced by environmental exposures that will determine whether cancers 
will develop. 









T
he Fairfax Cryobank is a nondescript brick building 
located in a quiet, tree-lined suburb of Washington, 
DC. Stored inside this unremarkable edifice are the 
hopes and dreams of thousands of women and their 

partners. The Fairfax Cryobank is a sperm bank; inside its many freezers are 

vials containing sperm collected from hundreds of men. Women can order these 

sperm for a procedure called artificial insemination, which may allow them to 

conceive a child despite the lack of a fertile male partner. 

Women who purchase sperm from the Fairfax Cryobank can choose from 

hundreds of potential donors. The donors are categorized into three classes, 

and their sperm is priced accordingly. Most women who choose artificial 

insemination want detailed information about the donor before they purchase 

a sample; while all Fairfax Cryobank donors submit to comprehensive physi

cal exams and disease testing and provide a detailed family health history, not 

all provide childhood pictures, audio CDs of their voices, or personal essays. 

Sperm samples from men who did not provide this additional information are 

sold at a discount because most women seek a donor who seems compatible 

in interests and aptitudes. Some women even hope that by choosing a donor 

who is very similar to their current partner, they will have a child who 

appears to be the biological son or daughter of this partner. 



However, in addition to the information-rich donors, there is also a set of 
premium sperm donors referred to by Fairfax Cryobank as its "Doctorate" 
category. These men either are in the process of earning or have completed a 
doctorate degree. Sperm from this category of donor is 30% more expensive 
than sperm from the standard donor. 

Why would some women be willing to pay significantly more for 
sperm from a donor who has an advanced degree? Because academic 
achievement is associated with intelligence. These women want intelligent 
children, and they are willing to pay more to provide their offspring with 
"extra smart" genes. But are these women putting their money in the right 
place? Is intelligence about genes, or is it a function of the environmental 
conditions in which a baby is raised? In other words, is who we are a result 
of our "nature" or our "nurture"? As you read this chapter, you will see 
that the answer to this question is not a simple one—our characteristics 
come both from our biological inheritance and the environment in which 
we developed. 

6.1 The Inheritance of Traits 
Most of us recognize similarities between our birth parents and ourselves. 
Family members also display resemblances—for instance, all the children of a 
single set of parents may have dimples. However, it is usually quite easy to tell 
siblings apart. Each child of a set of parents is unique, and none of us is simply 
the "average" of our parents' traits. We are each more of a combination—one 
child may be similar to her mother in eye color and face shape, another similar 
to mom in height and hair color. 

To understand how your parents' traits were passed to you and your 
siblings, you need a basic understanding of the human life cycle. A life 
cycle is a description of the growth and reproduction of an individual. 
Figure 6.1 is a diagram of a very simplified human life cycle. Notice that a 



human baby is typically produced from the fusion of a single sperm cell 
produced by the male parent and a single egg cell produced by the female 
parent. After the egg and sperm, or gametes, fuse at fertilization, the 
resulting single, fertilized cell (the zygote) duplicates all of its contents and 
undergoes a type of cell division called mitosis (described in Chapter 5) to 
produce 2 identical daughter cells. Each of these daughter cells divides 
dozens of times in the same way. The cells in this resulting mass then dif
ferentiate into specialized cell types, which continue to divide and organize 
to produce the various structures of a developing human, called an 
embryo. Continued division of this same cell and its progeny leads to the 
production of a full-term infant, and eventually an adult. We are made up 
of trillions of individual cells, all of them the descendants of that first prod
uct of fertilization, and nearly all containing exactly the same information 
originally found in the zygote. 

Genes and Chromosomes 
Each normal sperm and egg contains information about "how to build an 
organism." A large portion of that information is in the form of genes— 
segments of DNA that contain specific pieces of information about the traits of 
an organism. 

Genes Are Instructions for Making Proteins. Genes carry instructions 
about how to make proteins. These proteins may be either structural (like 
the protein that makes up hair) or functional (like the protein lactase, which 
breaks down milk sugar). Proteins give cells—and by extension, organs and 
individuals—nearly all of their characteristics. In Chapters 5, 7, and 8, we 
explore the physical nature of genes in more detail; here we will use an 
analogy to describe how genes function in the inheritance of traits. 

Imagine genes as being roughly equivalent to the words used in an 
instruction manual. Words can have one meaning when they are alone (for 
instance, saw) and another meaning when used in combination with other 



words (see-saw). Words can even change meaning in different contexts ("saw 
the wood" versus "sharpen the saw"). Some words are repeated frequently 
in any set of directions, but other words are not. It is the presence of certain 
words and their combination with other words that determines which in
struction is given. 

Similarly, all cells have the same genes, but it is the timing and combin
ing of these genes that determines the activities of a particular cell. For 
instance, eye cells and heart cells in mammals both carry instructions for 
the protein rhodopsin, which helps detect light, but rhodopsin is produced 
only in eye cells, not in heart cells. Rhodopsin requires assistance from 
another protein to translate the light it senses into the actions of the eye 
cell. This other protein may also be produced in heart cells, but there it is 
combined with a third protein to help coordinate contractions of the heart 
muscle. Thus, a protein may serve two different functions depending on 
its context. Because genes, like words, can be used in many combinations, 
the instruction manual for building a living organism is very flexible 
(Figure 6.2). 

Genes Are on Chromosomes. In all organisms, genes are carried on chro
mosomes, structures made up of DNA and proteins. Prokaryotes such as 
bacteria typically contain a single, circular chromosome that floats freely 
inside the cell and is passed in its entirety to each offspring. In contrast, 
eukaryotes, which house their genetic information in a separate cellular 
compartment called a nucleus, carry their genes on more than one linear 
chromosome. The number of chromosome pairs in eukaryotes can vary 
greatly, from a single pair in the jumper ant (Myrmecia pilosula) to an 
incredible 630 in the stalked adder 's tongue, a species of fern (Ophioglossum 
reticulatum). 

When passing information to their offspring during sexual reproduction, 
eukaryotic parents each contribute comparable information. Using our earlier 
analogy, both parents give a complete instruction manual to their offspring. In 
humans, this information is contained on 23 different chromosomes, and each 
parent contributes 1 copy of each of these chromosomes. Each set of 2 equiva
lent chromosomes from both parents is referred to as a homologous pair. 
Thus humans have 23 homologous pairs in each typical body cell—one of 
each pair is from mom, and its partner is from dad. In our analogy, each chro
mosome is equivalent to a page in the instruction manual, and two complete 
instruction manuals, one from each parent, are required to build a normal 
human baby (Figure 6.3a). 



Genetic Variation Is Caused by Mutation. The information contained 
on one member of a homologous pair is equivalent to the information on 
the other member of the pair, but it is not identical. You can imagine how a 
page of instructions might change over many generations if each parent 
had to type a copy for each offspring. Typographical errors made by a 
father would be passed on in the manual he gave to his son. If the son 
made additional typographical errors, the instruction manual he passed on 
to his own children would contain the changes made by his parents plus 
those he made himself. Because these typographical errors are random and 
not expected to occur in the same words in various individuals, different 
families should have slightly differing versions of certain words in the 
manual. 

The analogy can be extended to real chromosomes—a sort of "typo
graphical error" in genes, called a mutation, can occur when chromosomes 
are copied during the production of sperm or eggs. Over time, and as a 
result of many dissimilar mutations passed on in various families, a popu
lation of organisms will contain many different versions of a single gene. 



These diverse versions are called alleles. Various alleles for a single gene 
may produce the same basic outputs, or their outputs could be very 
diverse. A mutation often results in a nonfunctional allele, or in our analo
gy, a nonsensical word. However, some mutations result in alleles with 
brand-new functions, equivalent to a brand-new word. It is these muta
tions that lead to individuals with novel characteristics (Figure 6.3b). As 
we will discuss in Chapter 10, when a novel characteristic increases an 
individual's chance of survival and reproduction, the mutation contributes 
to a population's adaptation to its environment. Genetic misspellings are 
thus the engine that drives evolution itself. 

Diversity in Offspring: Segregation, Independent 
Assortment, Crossing Over, and Random Fertilization 
It is the combination of alleles from both parents that helps determine 
what traits an individual has. The environment in which the alleles are 
used also plays a role. Just as two people reading the same set of instruc
tions may build slightly different dollhouses, embryos developing in 
slightly different environments may vary. One part of the reason non-twin 
offspring are dissimilar is that each twin developed in dissimilar condi
tions. These conditions could include their mother 's nutrition during 
pregnancy, the presence of toxic compounds in her environment, or even 
the number of other siblings in the family at the time of birth. Although 
differences in the environment of development can lead to differences 
between siblings, the primary reason non-twin siblings are not identical is 
that their parents did not give all of their offspring exactly the same set of 
alleles. 

Segregation and Independent Assortment Create Gamete Diversity. 
Gametes develop from cells that have 2 copies of each chromosome; how
ever, each gamete carries only 1 copy. Meiosis is the type of cell division 
that reduces the number of chromosomes in daughter cells in preparation 
for making gametes. In Chapter 5 we described the process of meiosis in 
detail. However, the instruction manual analogy can help us understand 
how meiosis caused the egg and sperm that produced one offspring to be 
different from the egg and sperm that produced its sibling. 

Cells that produce eggs and sperm are like other body cells—they carry 
homologous pairs of each chromosome, or in our analogy, 2 copies of each page 
of the instruction manual. When a cell undergoes meiosis, it places 1 chromo
some (1 copy of every page) into each of 2 daughter cells. The separation of 
pairs of alleles (instruction manual words) during the production of gametes is 
called the law of segregation. Because the words are carried on pages, we now 
know that the law of segregation results from the separation of homologous 
chromosome pairs during meiosis. 

Early geneticists recognized that many of the traits they investigated 
were inherited independently from each other—a fact termed the law of 
independent assortment. We now understand this observation as also 
resulting from the process of meiosis. Each pair of pages (homologous 
chromosome pair) is segregated into daughter cells independently of all 
the other page pairs during the production of gametes. When traits are 
located on different chromosomes, genes do assort independently. As we 
discuss in Chapter 7, genes located on the same chromosome do not assort 
independently. 

Due to independent assortment, the instruction manual contained in a 
man's sperm is made up of a unique combination of pages from the manuals 
he received from each of his parents. In fact, almost every sperm he makes 



will contain a unique subset of chromosomes—and thus a unique subset of 
his alleles. In Figure 6.4, you can see that independent assortment causes an 
allele for an eye-color gene to end up in a sperm cell independently from an 
allele for the blood-group gene. Since the process of independently placing 
chromosomes into daughter cells is repeated every time a sperm is produced, 
the set of alleles that each child receives from a father is different for all of his 
offspring. The sperm that contributed half of your own genetic information 
might have carried the eye-color allele from your father's mom and the 
blood-group allele from his dad, while the sperm that produced your sister 
might have contained both the allele for eye color and the allele for blood 
group from your paternal grandmother. Because chromosomes line up 
independently during every meiotic division, only about 50% of an individ
ual's alleles are identical to those found in another offspring of the same par
ents—that is, for each gene, you have a 50% chance of being like your sister 
or brother. 

Another analogy may help you visualize how independent assort
ment generates diversity in offspring. A pair of shoes can be likened to a 
homologous pair of chromosomes; the two shoes are similar in size, shape, 



and style but are not exact duplicates since they fit left and right feet 
(Figure 6.5). If you ask 23 students to take off their shoes and place them in 
a row across the front of the classroom, and they arrange their shoes so 
that the left shoe is on the left, and the right shoe is on the right, the 
students could then separate all of the left shoes from the right shoes, just 
as meiosis separates homologous chromosomes. This would produce two 
different piles—one containing all left shoes, the other containing all right 
shoes. Each of these piles is equivalent to the set of chromosomes con
tained within a single human gamete. Different piles of shoes would result 
if the very first pair of shoes was reversed so that the left shoe and right 
shoe exchange places, but the other 22 pairs of shoes stayed as they were. 
When the shoes are separated this time, one pile would have 22 right shoes 
and 1 left shoe, and the other pile would have 22 left shoes and 1 right 
shoe. These piles represent two different gametes that could be produced 
by an individual parent. The students could continue making different 
combinations of left and right shoes for a very long time because there 
are 223 (over 8 million) possible ways to line up these 23 pairs of shoes. 
The same is true of chromosomes; due to independent assortment, each 
individual human can make at least 8 million different types of egg 
and sperm. 

Crossing Over Leads to Novel Chromosomes. In addition to independent 
assortment, there is another event during meiosis that increases the diversity 
of eggs and sperm. This process is called crossing over, and it is described 
in detail in Chapter 5. Crossing over occurs when chromosome pairs "swap" 
information. 

In our instruction manual analogy, crossing over is equivalent to tearing 
a pair of pages in half and reassembling them so that the top part of the page 
is from one instruction manual and the bottom part is from the other 
instruction manual (Figure 6.6). After crossing over, the pages represent a 
novel combination of instructions, consisting of "family misspellings" from 
both grandparents. In other words, each chromosome that results from 
crossing over consists of a combination of alleles that, in all likelihood, have 
never been found together before. The processes of independent assortment 
and crossing over create almost limitless variation in eggs or sperm from a 
single parent. 

Random Fertilization Results in a Large Variety of Potential Offspring. 
Consider that each of your parents was able to produce such an enormous 
diversity of gametes. Theoretically, any sperm produced by your father 
had an equal chance of fertilizing any egg produced by your mother—a 
process known as random fertilization. In other words, gametes combine 
without regard to the alleles they carry. Hence, even without considering 
the diversity introduced by crossing over, the odds of you receiving 
your particular combination of chromosomes are 1 in 8 million X 1 in 
8 million—or 1 in 64 trillion. Remarkably, together your parents could 
have made over 64 trillion genetically different children, and you are only 
one of the possibilities. Mutation creates new alleles, and independent 
assortment, crossing over, and random fertilization result in unique 
combinations of alleles every generation. These processes produce the 



diversity of individuals found not only in humans, but in all sexually 
reproducing biological populations. 

Finally, multiply the incredible number of genetically different offspring 
that can be produced by a single set of parents by the differences in the 
environment during the development of any single offspring. You can see 
that the likelihood that two people are exactly alike, or in fact, the likeli
hood that two individuals of any sexually reproducing species are exactly 
alike, is virtually zero. 

A Special Case—Identical Twins. Although the process of sexual reproduc
tion can produce two siblings that are very different from each other, an event 
that occurs after fertilization in some mothers can result in the birth of two 
children who share 100% of their genes. These children are called identical 
twins and are the result of a single fertilization event—the fusion of one egg 
with one sperm. 

Nonidentical twins, or fraternal twins, are called dizygotic (di means 
"two"), and they occur when two separate eggs fuse with different sperm. 
The resulting embryos, which develop together, are genetically no more 
similar than siblings born at different times (Figure 6.7a). However, identical 
twins are referred to as monozygotic twins (mono means "one") because 
they develop from a single egg and sperm. Recall that after fertilization the 
fertilized egg cell (the zygote) grows and divides, producing an embryo 
made up of many daughter cells containing the same genetic information. 
Monozygotic twinning occurs when cells in an embryo separate from each 
other. If this happens early in development, each cell or clump of cells can 
develop into a complete individual, yielding twins who carry identical 
genetic information (Figure 6.7b). In humans, about 1 in every 80 preg
nancies produces dizygotic twins, while only approximately 1 of every 285 
pregnancies results in identical twins. 

Identical twins provide a unique opportunity to study the relative effects 
of our genes and environment in determining who we are. Because iden
tical twins carry the same genetic information, researchers are able to study 
how important genes are in determining these twins' health, tastes, intel
ligence, and personality. We will explore the use of twin studies in the next 
section. 



6.2 Mendelian Genetics: When 
the Role of Genes Is Clear 

A few human genetic traits have easily identifiable patterns of inheritance. 
These traits are said to be "Mendelian" because Gregor Mendel (Essay 6.1) 
was the first person to accurately describe their inheritance. Mendel devel
oped his understanding of this type of inheritance by studying pea plants, 
which are easy to grow, are able to produce seeds within only a few 
months of germinating, and have the potential to make thousands of off
spring. Additionally, reproduction in pea plants is easily controlled by 
selecting which plants fertilize others. Although Mendel himself did not 
understand the chemical nature of genes, he was able to determine how 
traits were inherited by carefully analyzing the appearance of parent pea 
plants and their offspring. The pattern of inheritance Mendel described 
occurs primarily in traits that are the result of a single gene with a few 
distinct alleles. 

Although Mendel's work forms the basis for genetics, later observations 
indicated that not all traits affected by a single gene display the straightforward 
pattern of inheritance he described. Many of the Mendelian traits identified 
in humans are the result of genes with mutant alleles that result in some 
type of disease or dysfunction. In our instruction manual analogy, an allele 
that is dysfunctional is equivalent to a misspelled, nonsensical word on a page. 



Essay 6.1 Gregor Mendel 
The scientist who first helped to explain how genes are 
inherited was Johann Gregor Mendel (Figure E6.1a). Due 
to his groundbreaking experiments with genetic acrosses 
among pea plants, traits that are inherited, according to 
the rules elucidated by Mendel's experiments, are said 
to follow a Mendelian pattern of inheritance. 

Mendel was born in Austria in 1822. Because his 
family was poor, he entered a monastery to obtain an 
education. After completing his monastic studies, 
Mendel attended the University of Vienna; he studied 
math and botany there in addition to other sciences. 
Mendel attempted to become an accredited teacher but 
was unable to pass the examinations. After leaving the 
university, he returned to the monastery and began his 
experimental studies of inheritance in garden peas. 

Mendel studied close to 30,000 pea plants over a 10-
year period. His careful experiments consisted of con
trolled matings between plants with different traits. 
Mendel was able to control the types of mating that oc
curred by hand-pollinating the peas' flowers—for example, 
by applying pollen, which produce sperm, from a tall pea 
plant to the carpel (or egg-containing structure) of a short 
pea plant and then growing the seeds resulting from that 
cross. By doing this, he could evaluate the role of each par
ent in producing the traits of the offspring (Figure E6.1b). 
Mendel published the results of his studies in 1865, but his 
contemporaries did not fully appreciate the significance of 
his work. This was partly because biologists were still 
wrestling with the implications of Charles Darwin's theory 
of evolution, published just 6 years before Mendel's paper. 

Prior to Mendel's discoveries, many scientists believed 
that the traits of a child's parents were blended together, 
producing a child with characteristics intermediate to those 
of both parents. In fact, this was Darwin's belief, and it was 

a major barrier to general acceptance of his ideas on natural 
selection and evolution. Some scientists, the "spermists," 
believed that sperm contained a completely formed minia
ture adult, known as a homunculus, which they imagined 
they saw when examining sperm under the microscope 
(Figure E6.1c). Other scientists, the "ovists," believed that 
the egg cell contained the homunculus. Some even 
believed that children would resemble the parent who ini
tiated the intercourse! In the climate of these seemingly 
sensational hypotheses, Mendel's patient, scientifically 
sound experiments showing that both parents contribute 
equal amounts of genetic information to their offspring 
went largely unnoticed. 

Mendel eventually gave up his genetic studies and 
focused his attention on running the monastery until his 
death in 1884. His work was independently rediscovered 
by three scientists in 1900; only then did its significance to 
the new science of genetics become apparent. 



Where two copies of each word are available, the correctly spelled word can usu
ally substitute for its misspelled partner without changing the meaning of the 
instructions. Likewise, since we have two copies of nearly every gene, carrying 
one dysfunctional allele for a gene is usually not a serious problem because 
the functional allele acts as a backup for its mutated partner within a cell. 

Genotype and Phenotype 
We call the genetic composition of an individual his genotype and his physi
cal traits his phenotype. An individual who carries two different alleles for a 
gene has a heterozygous genotype (hetero, meaning "different," and zygous, 
meaning "origin"). An individual who carries two copies of the same allele 
has a homozygous genotype (homo, meaning "same"). 

The effect of an individual's genotype on her phenotype depends on the 
nature of the alleles she carries (Figure 6.8). Some alleles are recessive, 
meaning that their effects can be seen only if a copy of a dominant allele 
(described later) is not also present. Mutations resulting in alleles that 
cannot produce functional proteins are often recessive. With these types of 
mutations, a heterozygous individual carrying 2 different alleles—one a 
normal allele and the other a recessive, nonfunctional allele—has a normal 
phenotype because the instruction produced by the normal allele substi
tutes for its nonfunctional partner. For example, the gene that gives a plant 
root cell instructions for making a surface "hair" to allow for water absorp
tion has a nonfunctional allele that is found in some plant populations. In 
homozygous individuals that carry 2 copies of this recessive allele, the root 
hair is not produced, and the plant is a poor absorber of water. In heterozy-
gote plants that carry 1 copy of this allele and 1 copy of the normally 
functioning allele, the roots have the normal amount of hair and absorb 
water well. 

Sometimes mutations can result in alleles that code for instructions having 
powerful effects—ones that essentially mask the effects of the nonmutant 
allele. These types of alleles are termed dominant because their effects are seen 
even when a nondominant allele is present. "American Albino" horses— 
known for their snow-white coats, tails, and manes, pink skin, and dark eyes— 
result from a dominant allele that stops a horse's hair-color genes from being 
expressed during its development. A white coat will be produced if the horse is 
heterozygous and thus carries only 1 copy of this dominant allele. Even though 
these horses also possess a nonmutant allele that does not suppress coat-color 

genes, the suppression still occurs, and the phe
notype of the dominant allele is expressed. 

For some genes, two identical copies of a 
dominant allele are required for expression of 
the full effect of a phenotype. In this case, the 
phenotype of the heterozygote is intermediate 
between both homozygotes—a situation called 
incomplete dominance. For example, the alleles 
that determine flower color in snapdragons are 
incompletely dominant: one homozygote pro
duces red flowers, the other, presumably carry
ing two non-functional copies of a color gene, 
produces white flowers, and the heterozygote, 
carrying 1 "red" and 1 "white" allele, produces 
pink flowers. 

Other mutations result in a new protein with a 
different, but not dominant, activity compared to 
the normal protein. Alternatively, the phenotype 
of a heterozygote where neither allele is domi
nant to the other may be a combination of both 



fully expressed traits. This situation is known as codominance. In cattle, for ex
ample, the allele that codes for red hair color and the allele that codes for white 
hair color are both expressed in a heterozygote. These individuals have patchy 
coats that consist of an approximately equal mixture of white hairs and red hairs. 
Incomplete dominance and codominance are further explored in Chapter 7. 

Different alleles for a gene are symbolized with letters or number codes that 
reference a trait the gene affects. Traditionally, for genes with 1 dominant and 1 
recessive allele, a capital letter refers to the dominant form, and the same letter 
in lowercase refers to the recessive allele. For example, in pea plants, height is 
determined by a gene with at least 2 alleles—a dominant allele that leads to tall 
plants, and a recessive allele that produces short plants. Thus the symbol T sig
nifies the "tall" allele, and the symbol t signifies the "short" allele. We use this 
convention for the remainder of this chapter. 

Genetic Diseases in Humans 
Scientists have identified genetic diseases in humans that are produced by 
recessive alleles, dominant alleles, and codominant alleles. We should note, 
however, that most alleles in humans do not cause disease or dysfunction; they 
are simply alternative versions of genes. The diversity of alleles in the human 
population contributes to diversity among us in our appearance, physiology, 
and behaviors. 

Cystic Fibrosis Is a Recessive Condition. Cystic fibrosis occurs in individuals 
with 2 copies of an allele that directs the production of a nonfunctional pro
tein—in particular, a protein that when functional helps transport the chloride 
ion into and out of cells lining the lungs, intestines, and other organs. When this 
ion transporter is not functional, the balance between sodium and chloride in 
the cell is disrupted, and it produces a thick, sticky mucus layer instead of the 
thin, slick mucus produced by cells with the normal allele. Affected individ
uals suffer from progressive deterioration of their lungs and have difficulties 
absorbing nutrients across the lining of their intestines. Most children born with 
cystic fibrosis do not live past their 30s. People who carry 1 copy of the non
functional allele and 1 copy of the normal allele are not affected because the 
nonmutant protein can still function effectively as a chloride transporter. Cystic 
fibrosis is among the most common genetic diseases in European populations; 
nearly 1 in 2500 individuals in these populations is affected with the disease, 
and 1 in 25 is heterozygous for the allele. Sperm banks can test donor sperm for 
several recessive disorders, including cystic fibrosis. The Fairfax Cryobank tests 
donor semen for the presence of cystic fibrosis alleles; any men who carry the 
allele are excluded from their donor program. 

Huntington's Disease Is Caused by a Dominant Allele. Huntington's 
disease is an example of a fatal genetic condition caused by a dominant allele. 
Early symptoms of Huntington's disease include restlessness, irritability, and 
difficulty in walking, thinking, and remembering. The disease is progressive 
and incurable—the nervous, mental, and muscular symptoms gradually 
become worse and eventually result in the death of the affected individual. The 
Huntington's allele causes production of a protein that clumps up inside the 
nuclei of cells. Nerve cells in certain areas of the brain are especially likely to 
contain these protein clumps, and these cells gradually die off over the course 
of the disease. Because this allele produces a protein that behaves abnormally, 
an individual needs only 1 copy of the allele to be affected by the disease— 
even heterozygotes have the disease. The symptoms of Huntington's disease 
usually do not manifest themselves until middle age, so people who carry this 
allele can unknowingly pass it on to their own children. Only since the mid-
1980s has genetic testing allowed people with a family history of Huntington's 
disease to learn whether they are affected before they show signs of the 



disease. Although most sperm banks do not test for the presence of the Hunt
ington's allele, the detailed family medical histories required of sperm bank 
donors enable Fairfax Cryobank to exclude men with a family history of Hunt
ington's disease from their donor list. 

The Sickle-cell Allele Is Codominant. The allele that causes the disease 
sickle-cell anemia is an example of a codominant mutation that results in 
an intermediate phenotype in heterozygotes. Sickle-cell anemia is a condi
tion that occurs when an individual carries 2 mutant copies of the gene 
required to produce normal red blood cells. Red blood cells contain hemo
globin, a protein that carries oxygen in the bloodstream. The mutation that 
causes sickle-cell anemia results in hemoglobin that functions differently 
from hemoglobin produced by someone with a normal allele. The abnor
mal hemoglobin forms rigid structures when red blood cells are low in 
oxygen (such as during exercise), causing the cells to deform into a sickle 
shape, in a process called sickling (Figure 6.9). These cells can become 
lodged in narrow blood vessels, further blocking the flow of oxygen to tis
sues. Individuals carrying 2 copies of the sickle-cell allele are prone to 
painful and debilitating sickling attacks and often die at an early age. 
Individuals who have 1 copy of the sickle-cell allele and 1 copy of the 
normal allele make both normal and abnormal hemoglobin. Thus, some 
of their blood cells may sickle, but not to the degree seen in homozygous 
individuals. 

Heterozygotes with 1 copy of the sickle-cell allele are generally much less 
seriously ill than are homozygotes for the sickle-cell allele. In some situations, 
heterozygotes are also healthier than individuals who are homozygous for 
the normal hemoglobin allele. Surprisingly, people with 1 copy of the sickle-
cell allele are resistant to malaria. Among populations in sub-Saharan Africa, 
Northern India, and around the Mediterranean Sea—where malaria is 
common—heterozygotes for sickle-cell anemia have higher rates of survival 
than do homozygotes of either type. The malaria parasite is unable to repro
duce within cells containing the abnormal hemoglobin; thus, infection with the 
parasite does not cause severe malarial disease in heterozygotes. Because het
erozygotes have higher rates of survival, they contribute more children to the 
next generation than homozygotes do. Since 50% of their children will carry 
the sickle-cell allele, the allele has stayed common in these populations. Thus, 
the advantage of the sickle-cell allele in a high-malaria environment results in a 
human population that has evolved a high frequency of this allele. The sickle-
cell allele is much more common in these populations than we would expect if 
its only effect was to cause disease. Sperm banks routinely test donor sperm for 
the presence of the sickle-cell allele and exclude men who carry it from their 
donor list. 

Numerous diseases caused by a single mutation exist in the human pop
ulation. However, many genetic diseases do not have an easily performed 
test that would allow sperm banks to exclude men who carry these dis
eases, and no sperm bank tests donors for all possible mutations—only the 
most common and devastating ones. Tests performed by the scientists at 
Fairfax Cryobank greatly reduce the risk that the sperm they sell will carry 
dangerous genetic mutations, but the tests do not eliminate the possibility 
that a child produced by these sperm will have a genetic disease. Of course, 
the same is true of any source of sperm—either from a cryobank or from a 
male partner. 

Using Punnett Squares to Predict Offspring Genotypes 
Traits such as cystic fibrosis, Huntington's disease, and sickle-cell anemia are 
the result of a mutation in a single gene, and the inheritance of these condi
tions and of other single-gene traits is relatively easy to understand. We can 



follow the inheritance of small numbers of genes by using a tool developed by 
the British geneticist Reginald Punnett. A Punnett square is a table that lists 
the different kinds of sperm or eggs parents can produce relative to the gene 
or genes in question and then predicts the possible outcomes of a cross, or 
mating, between these parents (Figure 6.10). 

Using a Punnett Square with a Single Gene. Imagine a couple in which 
both members are heterozygotes for cystic fibrosis. If we use the letters F and 
/ to represent the dominant functional and recessive nonfunctional allele, 
respectively, a heterozygote would have the genotype Ff. The genetic cross 
could then be symbolized: 

Ff X Ff 

We know that the female in this cross can produce eggs that carry either the F 
or/al lele since the process of egg production will separate the 2 alleles from 
each other. We place these 2 egg types across the horizontal axis of what will 
become a Punnett square. The male in this cross is also heterozygous, so he 
too can make sperm containing either the F or/allele. We place the kinds of 
sperm he can produce along the vertical axis. Thus, the letters on the horizon
tal and vertical axes represent all the possible types of eggs and sperm that the 
mother and father can produce by meiosis, if we consider only the gene that 
codes for the chloride transport protein. 

Inside the Punnett square are all the genotypes that can be produced from a 
cross between these two heterozygous individuals. The content of each box is 
determined by combining the alleles from the egg column and the sperm row. 
Note that for a single gene with 2 alleles, there are 3 possible offspring types. 
The chance of this couple having a child affected with cystic fibrosis is 1 in 4, or 
25%, because the ff combination of alleles occurs once out of the four possible 
outcomes. The FF genotype is represented once out of four times, meaning that 
the probability of this couple having a homozygous unaffected child is also 
25%. The probability of the couple producing a child who is a carrier of cystic 
fibrosis (that is, heterozygous, or Ff) is 1 in 2, or 50%, since two of the possible 
outcomes inside the Punnett square are unaffected heterozygotes—one pro
duced by an F sperm and an /egg , and the other produced by an / spe rm and 
an F egg. 



When parents know which alleles they carry for a single-gene trait, they 
can easily determine the probability that a child they produce will have 
the disease phenotype (Figure 6.11). You should note that this probability is 
generated independently for each child—in other words, every offspring of 
two carriers has a 25% chance of being affected. 

Using Punnett Squares with Multiple Genes. Punnett squares can 
also be employed to predict the likelihood of a particular genotype when 
considering multiple genes. For example, in Mendel's peas, seed color and 
seed shape are each determined by a single gene, and each are carried on 
different chromosomes. The two seed-color gene alleles are Y, which is 
dominant and codes for yellow color, and y, the recessive allele, which 
results in green seeds when homozygous. The two seed-shape alleles are R, 
the dominant allele, which codes for a smooth, round shape; and r, which 
is recessive and codes for a wrinkled shape. Because these genes are on dif
ferent chromosomes, they are placed in eggs and sperm independently of 
each other. In other words, a pea plant that is heterozygous for both genes 
(genotype Yy Rr) can make 4 different types of eggs: one carrying dominant 
alleles for both genes (Y R), one carrying recessive alleles for both genes 
(y r), one carrying the dominant allele for seed color and the recessive allele 
for seed shape (Y r), and one carrying the recessive allele for color and the 
dominant allele for shape (y R). A Punnett square for a cross between two 
individuals who are heterozygous for both genes (called a dihybrid cross) 
would contain 16 boxes; a cross between these two individuals can generate 
9 different genotypes (Figure 6.12). As you might imagine, as the number of 
genes in a Punnett-square type analysis increases, the number of boxes in 
the square, and the number of possible genotypes, increases. If we follow 
the inheritance of 3 genes on separate chromosomes, the Punnett square 
has 64 boxes and 22 different possible genotypes; with 4 genes, the square 
has 256 boxes; and with 5 genes, there are over 1000 boxes! Predicting the 



outcome of a cross becomes significantly more difficult as the number of 
genes we are following increases. 

Although much of the work in identifying and developing tests for 
human alleles has so far concentrated on disease alleles, there are many non-
disease-causing alleles in the human population which contribute to diversi
ty among us in eye color, hair curliness, and blood type, among other 
features. As scientists identify more of these genes and alleles, the amount of 
information about the genes of sperm donors or any potential parent will 
also increase. Identifying and testing for particular genes in potential parents 
will allow us to predict the likelihood of numerous genotypes in their off
spring. Unfortunately, this increase in genetic testing is not necessarily 
equaled by an increase in our understanding of how most traits develop, as 
we shall see in the next section. 

6.3 Quantitative Genetics: When Genes 
and Environment Interact 

The single-gene traits discussed in the previous section have a distinct "off or 
on" character; individuals have either one phenotype (for example, the pea 
seed is yellow) or the other (the pea seed is green). Traits like this are known 
as qualitative traits. However, many of the traits that interest women who are 
choosing a sperm donor do not have this off-or-on character. 

Quantitative Traits 
Traits such as height, weight, eye color, musical ability, susceptibility to can
cer, and intelligence are called quantitative traits. Quantitative traits show 
continuous variation; that is, we can see a large range of phenotypes in a 
population—for instance, from very short people to very tall people. Wide 
variation in quantitative traits leads to the great diversity we see in the 
human population. 



The distribution of phenotypes of a quantitative trait in a population can 
be displayed on a graph and typically takes the form of a bell-shaped curve 
called a normal distribution. Figure 6.13a graphs a normal distribution that 
represents the height of men in an Amherst College class in 1884. Each col
umn on the graph shows the number of men measured at the height indicat
ed along the bottom of the column. The curved line on the figure is an 
idealized bell-shaped curve that summarizes this data. A trait that is normal
ly distributed in a population may be described in a number of ways. We are 
used to thinking about the average, or mean, value for data. The mean is cal
culated by adding all of the values for a trait in a population and dividing by 
the number of individuals in that population. Figure 6.13a shows that the 
mean height of men in this population is 1.73 meters (about 5 ft 8 in.). How
ever, the average value of a continuously variable trait does not tell you very 
much about the population. Examine Figure 6.13a closely: Does an average 
height of 1.73 meters in this particular population imply that most men were 
this height? Were most men in this population close to the mean, or was there 
a wide range of heights? 

In addition to knowing the mean value for a trait, we must understand 
how much variability exists in the population for the trait. The amount 
of variation in a population is described with a mathematical term called 
variance. If a low variance for a trait indicates a small amount of variabil
ity in the population; a high variance indicates a large amount of vari
ability (Figure 6.13b). Scientists who study the inheritance of quantitative 
traits are interested in determining the genetic basis for the variance in 
human traits. 

Why Traits Are Quantitative 
One reason we may see a range of phenotypes in a human population is 
because numerous genotypes exist among the individuals in the popula
tion. This happens when a trait is influenced by more than one gene; traits 
influenced by many genes are called polygenic traits. As we saw above, 
when a single gene with two alleles determines a trait, three possible geno
types are present: FF, Ff, and ff, for example. However, as you saw in 
Figure 6.12, when two genes each with two alleles influence a trait, nine 
genotypes are possible. For example, eye color in humans is a polygenic 



trait influenced by at least three genes, each with more than one allele. 
These genes help produce and distribute the pigment melanin to the iris. 
People with very dark eyes have a lot of melanin in each iris, and brown 
eyes have a little less melanin. Blue eyes result when there is very little 
melanin present. When different alleles for the genes for eye-pigment pro
duction and distribution interact, a range of eye colors, from dark brown 
to pale blue, is produced in humans. The continuous variation in eye color 
among people is a result of several genes, each with several alleles, influ
encing the phenotype. 

Continuous variation also may occur in a quantitative trait due to the 
influence of environmental factors. In this case, each genotype is capable of 
producing a range of phenotypes depending on outside influences. Thus, 
even if all individuals have the same genotype, many different phenotypes 
can result if they are raised in a variety of environments. For a clear exam
ple of the effect of the environment on phenotype, see Figure 6.14. These 
identical twins share 100% of their genes but are quite different in appear
ance. This is due to variations in their environment—the twin on the bot
tom smoked cigarettes and had much greater sun exposure than did the 
twin on top. 

Most traits that show continuous variation are influenced by both genes 
and the effect of differing environmental factors. Skin color in humans is an 
example of this type of trait. The shade of an individual's skin is dependent 
on the amount of melanin present near the skin's surface. As discussed in 
Chapter 11, differences among human populations in skin color evolved 
because, in less sunny climates, light-skinned individuals were better able 
to produce vitamin D; dark-skinned individuals were better able to protect 
themselves from destruction of another important vitamin, folate, in sun
nier climates. A number of genes have an effect on skin-color phenotype— 
both those that influence melanin production and those that affect the 
distribution of melanin in the skin. However, the environment, particularly 
the amount of exposure to the sun during a season or lifetime, also 
influences the skin color of individuals (Figure 6.15); melanin production 
increases, and any melanin that is present darkens in sun-exposed skin. In 
fact, after many years of intensive sun exposure, skin may become perma
nently darker. 

Both genetic factors and environmental factors influence most traits that 
are of interest to women choosing sperm donors. Women choosing Doctorate-
category sperm donors from Fairfax Cryobank are presumably interested in 
having smart, successful children; but intelligence has both a genetic and an 



environmental component. Intelligence partly depends on brain structure and 
function, and many alleles that interfere with brain structure and function— 
and thus intelligence—have been identified. But intelligence also depends 
on environmental factors. For example, we know that if a developing baby is 
exposed to high levels of cigarette smoke or alcohol before birth, its brain 
will develop differently, and it may have delayed or diminished intellectual 
development. 

Using Heritability to Analyze Inheritance 
Unlike qualitative traits, where the relationship between genes and traits is 
very clear, the inheritance of quantitative traits is difficult to understand. For 
instance, if the variation among individuals could be a result of many different 
genes, a variety of environmental effects on phenotype, or most likely, the 
interaction of genes and environment, then how can we predict if the child of a 
father with a doctorate will also be capable of earning a doctorate? Scientists 
most often approach this question by attempting to determine the relative 
importance of genes in determining the variation in phenotype among 
individuals. 

Researchers working with domestic animals and crop plants were the 
first to develop the scientific model used to measure the importance of genes 
in determining various quantitative traits. These researchers were trying to 
find the best way to improve the production of domesticated animals and 
plants. For example, farmers who wish to increase their dairy herd's milk 
output can use two basic strategies: (1) Change the herd's environment by 
changing the way the cows are reared, housed, and fed; or (2) change the 
herd genetically by choosing only the offspring of the best milk producers 
for the next-generation herd. The technique of controlling the reproduction 
of individual organisms to influence the phenotype of the next generation is 
known as artificial selection (Figure 6.16). Artificial selection is similar to 



natural selection, which we describe more thoroughly in Chapter 10 and is 
a primary cause of evolution in natural populations. 

If the quantitative trait of milk production in cows is strongly influenced 
by genes—in other words, if it has high heritability—then artificial 
selection is an effective way to boost milk output. In fact, heritability of 
milk production can easily be measured by how well a herd responds to 
artificial selection. If milk production increases in a herd of cows as a result 
of artificial selection, it is because alleles for proteins that increase milk pro
duction in an individual (for instance, alleles for genes that control the size 
of the udder or those that influence the activity of milk-producing cells) 
have become more common in the herd. In other words, the trait must 
be strongly influenced by genes. If milk production does not increase as a 
result of artificial selection, then the alleles that the high-production cows 
possess must not be very important in determining milk output; that is, the 
trait must be more strongly influenced by the environment than by genes. 
Scientists have calculated an average heritability of milk production in 
dairy cattle of 0.30. This means that, in a typical dairy herd, about 30% of 
the variation among cows in milk production is due to differences in 
their genes; the remainder of their production variation is due to differ
ences among the cows in their environmental conditions. Heritability has 
been estimated for many traits in several different crops and livestock 
animals. 

Calculating Heritability in Human Populations 
Studies that use response to artificial selection to determine the relative influ
ence of genes and environment cannot be performed in human populations. 
It is ethically and socially unacceptable to design breeding programs to pro
duce people with various traits or to select the men and women who will 
produce the next generation. Instead, researchers compare the "value" of a 
trait (for instance, height in centimeters or IQ test scores) among individuals 
who have varying degrees of genetic similarity. This comparison takes the 
form of a correlation, whereby researchers estimate how accurately the trait 
value of an individual can be predicted when the value in a related individ
ual is known. 

Correlations between Parents and Children. Correlations between parents 
and offspring are often used to determine the heritability of various traits in 
wild, freely reproducing populations. For example, Figure 6.17 shows a correla
tion between parents and offspring in a bird population in the strength of their 
response to injection with the tetanus vaccine. An individual who responded 
strongly produced a large number of anti-tetanus proteins, called antibodies, 
while ones that responded weakly produced a lower number of antibodies. As 
you can see from the graph, parents with weak responses tended to have off
spring with weak responses, and parents with strong responses had offspring 
with strong responses. This strong correlation indicates that the ability to 
respond to tetanus is highly heritable and that most of the difference between 
birds in their immune system strength results from differences among them in 
their genes. 

The correlation between the intelligence of human parents and their chil
dren helps us determine how important the intelligence of a donor may be to 
the mental capacity of his children. Intelligence is often measured by per
formance on an IQ test. Alfred Binet, a French psychologist, developed the 
intelligence quotient (or IQ), in the early 1900s to more efficiently identify 
Paris schoolchildren who were in need of remedial help in school. The IQ is 
not an absolute score on a test; it represents a comparison between an indi
vidual and his peers in test performance. The average IQ was arbitrarily set 
at 100, and IQ tests are designed to produce a normal distribution in scores 



taken from a sample population. This test design strategy has led to one of 
the most significant criticisms of IQ as a measure of intelligence—because 
IQ tests are designed for a "standard" population, they may be biased to
ward the majority culture in that population. Thus, minority subgroups of a 
population may be expected to perform differently on these tests than does 
the population as a whole. 

Binet's IQ test was not based on any theory of intelligence and was not 
meant to comprehensively measure mental ability, but the tests remain a 
commonly used way to measure innate or "natural" intelligence. There is sig
nificant controversy over the legitimacy of using IQ tests in this way. Even if 
IQ tests do not really measure general intelligence, IQ scores have been cor
related with academic success—meaning that individuals at higher academic 
levels usually have higher IQs. So, even without knowing their IQ scores, we 
can reasonably expect that donors in the Doctorate category have higher IQs 
than do other available sperm donors. However, the question of whether the 
high IQ of a prospective sperm donor has a genetic basis still remains. 

The average correlation between IQs of parents and their children is 0.42—in 
other words, according to this analysis, 42% of IQ variation among people is the 
result of differences among them in their genes. However, parents and children 
are typically raised in a similar social and economic environment. Since parents 
and children are similar in genes and environment, correlations of IQ between the 
two groups cannot distinguish the relative importance of genes from the 
importance of the environment on influencing IQ score. This is the problem found 
in most arguments about "nature versus nurture"—do children resemble their 
parents because they are "born that way" or because they are "raised that way"? 

The impossibility of using traditional selection studies and the difficulty of sep
arating genetic and environmental influences in most families compels researchers 
interested in the heritability of human traits to use natural experiments. These are 
situations in which unique circumstances allow a hypothesis test without prior 
intervention by researchers. Human twins are one source of a natural experiment 
to test hypotheses about the heritability of quantitative traits in humans. 

Correlations between Twins. By comparing monozygotic twins to dizygotic 
twins, researchers can begin to separate the effects of shared genes from the effects 
of shared environments. Twins raised in the same family presumably have simi
lar childhood experiences. Thus, some scientists argue that the only real differ
ence between monozygotic and dizygotic twins is the percentage of genes they 
share. Recall that monozygotic twins share all of their alleles, while dizygotic 
twins share, on average, only 50% of their alleles. The average heritability of IQ 
calculated from a number of different twin studies of this type is about 0.52. 
According to these studies, 52% of the variability in IQ among humans is due to 
differences in genotypes. It is somewhat surprising that this value is even higher 
than the 42% calculated from the correlation between parents and children. 

However, other scientists have criticized the heritability value arrived at 
through the twin studies just described. They argue that monozygotic twins and 
dizygotic twins do differ in more than just genotype. In particular, identical twins 
are treated as being more alike than nonidentical twins are. This occurs both 
because of the greater similarity in appearance of monozygotic twins and because 
of the expectation by parents, relatives, friends, and teachers that identical twins 
are identical in all respects. If monozygotic twins are expected to be more alike than 
dizygotic twins, their IQ scores may be similar because they are continually 
encouraged to have the same experiences and to achieve at the same level. 

Since this difference in treatment of the types of twins cannot be eliminat
ed, researchers studying the heritability of IQ are especially interested in 
twins who have been raised apart. By comparing identical twins raised in dif
ferent environments with nonidentical twins who have also been raised apart, 
the problem of differential treatment of the two types of twins is minimized 
because no one would know that the individual members of a pair have a 



twin. If variation in genes does not explain much of the variation among peo
ples' IQ scores, then identical twins raised apart should be no more similar 
than any two unrelated people of the same age and sex. 

The frequency of early twin separation is extremely low. Researchers have 
estimated the heritability of IQ at a remarkable 0.72 in a small sample of twins 
raised apart. These studies support the hypothesis that differences in our 
genes explain much of the variation in IQ among people. Table 6.1 summa
rizes the estimates of IQ heritability and previews the cautions discussed in 
the next section of this chapter. 

6.4 Genes, Environment and 
the Individual 

Perhaps we can now determine the importance of a sperm-donor father who 
has earned a doctorate to his child's intellectual development. We know that 
a sperm donor will definitely influence some of his child's traits—eye and 
skin color, and perhaps even susceptibility to certain diseases. In addition, 
according to the twin studies discussed earlier, the donor will probably pass 
on some intellectual traits to the child. In fact, the high value for heritability 
of IQ appears to indicate that the environment has relatively little influence 
in determining an individual's intelligence. It seems that it might be a good 
idea to pay a premium price for Doctorate-category sperm after all. 

However, we need to be very careful when applying the results of twin 
studies to questions about the relative value of sperm donors. The results of 
twin studies actually give us very limited information about how closely a 
child will match a sperm donor in intelligence and preferences. To understand 
why, we will take a closer look at the practical significance of heritability. 



The Use and Misuse of Heritability 
Remember that heritability is a measure of the relative importance of genes in de
termining variation in quantitative traits among individuals. For example, with a 
heritability of 0.30, we can say that only 30% of the variation in dairy cows' milk 
production is due to variation in genes among these cows. However, the calcu
lated heritability value is unique to the population in which it was measured and 
to the environment of that population. The specificity of heritability to a particu
lar environment means that we should be very cautious when using heritability 
to measure the general importance of genes to the development of a trait. 

A famous misapplication of heritability comes from the book The Bell Curve 
(1994), by Charles Herrnstein and Richard Murray. In this book, the authors 
report that IQ scores differ among subpopulations in the United States. Among 
white Americans, IQ averages around 100; among African American populations, 
IQ averages nearly 15 points lower. Using an estimate of 0.60 for the heritability of 
intelligence (generally based on the IQ studies described earlier), these authors 
argued that the IQ differences between whites and blacks are primarily due to a 
genetic difference in intelligence between these groups. Recall that a major criti
cism of IQ tests is that they are biased toward the majority culture in a population; 
this was also a major criticism of the conclusions of The Bell Curve. However, if we 
evaluate the meaning of heritability carefully, we can see that regardless of the 

legitimacy of IQ tests, Herrnstein and Murray's 
conclusion is flawed in several ways. 

Differences between Groups May Be Environ
mental. A "thought experiment" can help 
illustrate this point. Body weight in laboratory 
mice has a strong genetic component, with a cal
culated heritability of about 0.90. In a population 
of mice where weight is variable, bigger mice 
have bigger offspring, and smaller mice have 
smaller offspring. Imagine that we randomly 
divide a population of variable mice into two 
groups—one group is fed a rich diet, and the 
other group is fed a poor diet. The mice are treat
ed identically in all other respects. As anticipat
ed, the mice receiving high levels of calories 
store some excess as fat, while the mice receiving 
low levels of calories store very little fat. Keeping 
the mice in the same conditions, imagine that we 
allow them to reproduce and then weigh their 
adult offspring. The mice in the rich-diet envi
ronment may be twice as heavy, on average, as 
the mice in the poor-diet environment. If we use 
Herrnstein and Murray's logic, since the heri
tability is 0.90 and the average size in the two 
groups is different, then the groups must be 
genetically different. However, we know this is 
not the case; both the heavy and the light mice 
are offspring of the same original population of 
parents. These two groups of mice simply live in 
very different environments (Figure 6.18). 

Now extend the same thought experiment 
to human groups. Say we have two groups 
of humans, and we have determined that IQ 
had high heritability. In this case, one group of 
people was raised in an enriched environment, 
and their average IQ was higher. The other group 
was raised in a restricted environment, and their 



average IQ was lower. What conclusions could you draw concerning the genetic 
differences between these two populations? The answer is none—as with the lab
oratory mice, these differences could be entirely due to environment. There is def
initely a difference in the environment experienced by the average African 
American child compared to that of the average white child. For example, while 
13.5% of white children live in families defined by the U.S. government as impov
erished, 31.6% of African American children live at this income level. Given a his
tory of oppression and the current social and economic status of many African 
Americans in the United States, it is certainly possible that the environment expe
rienced by African Americans is less enriched in the factors that lead to high IQ 
than is the average environment experienced by a white individual. The high her-
itability of IQ cannot tell us if two groups with various social environments vary 
in IQ because of deviations in genes or because of differences in environment. 

A Highly Heritable Trait Can Still Respond to Environmental Change. 
Sometimes heritability is reported as a "percent" of a trait that is due to genetic 
factors. That is, a heritability of 0.60 is interpreted as meaning that 60% of your IQ 
is due to genes, and the remainder (40%) is due to your environment. This seems 
to imply that highly heritable traits are not strongly influenced by environmental 
conditions. In The Bell Curve, Herrnstein and Murray state that, given IQ's high 
heritability, policies that increase financial resources to schools will ultimately fail 
to increase IQ since such a predominantly genetic trait will not respond well to 
environmental change. However, intelligence in other animals can be demon
strated to be both highly heritable and strongly influenced by the environment. 
The following experiment demonstrates this point. 

Rats can be bred for maze-running ability. Using the same sort of selection 
process that dairy farmers use to produce herds with higher milk production, 
researchers have produced rats that are "maze-bright" and rats that are "maze-
dull." Maze-running ability is highly heritable in the laboratory environment; 
that is, bright rats have bright offspring, and dull rats have dull offspring. In a 
normal laboratory environment, maze-dull rats made an average of 165 mistakes 
every time they attempted to run the maze, while maze-bright rats made only 
about 115 errors. However, in different environments, the differences between 
the maze-dull and maze-bright rats were less extreme (Table 6.2). When both rat 
populations were raised in environments with very little visual variety (that is, 
with no other rats, no running wheel, and no ability to see activities in the lab), 
both maze-bright and maze-dull rats made 170 errors per maze. If both types of 
rats were raised in a high-stimulus, enriched environment (that is, in cages with 



passageways and places to hide), maze-dull rats made only 10 more errors per 
maze than the maze-bright rats did. All rats did better at maze running in 
enriched environments, regardless of their genotype. In fact, maze-dull rats 
improved to a much greater extent than maze-bright rats did when the envi
ronment was enriched. What this example demonstrates is that we cannot pre
dict the response of a trait to a change in the environment, even when that trait is 
highly heritable. Thus, even if IQ has a strong genetic component, environmental 
factors affecting IQ can have dramatic effects on an individual's intelligence. If 
the rat experiment represents a typical relationship between genes, environment, 
and intelligence, then enriching the intellectual environment of all children cer
tainly could increase performance on IQ tests in all groups, and this might mini
mize currently observed differences between groups. 

Heritability Does Not Tell Us Why Two Individuals Differ. Erroneously stat
ing that heritability is the percentage of a given trait that is determined by genes 
also seems to imply that, for traits with high heritability, variability among indi
viduals is mostly due to differences in genes. However, heritability is a measure 
of a population. Thus, even if genes explain 90% of the differences among indi
viduals in a particular environment, the reason one individual differs from 
another may be entirely a function of environment (as an example of this, see 
the twins in Figure 6.14). Currently, there is no way to determine if a particular 
child is a poor student because of his genes, because of a poor environment, or 
a combination of both factors. There is also no way to predict whether a child 
produced from the sperm of a man with a doctorate will be an accomplished 
scholar. All we can say is that given our current understanding of the heritabil
ity of IQ and the current social environment, the alleles in Doctorate-category 
sperm may increase the probability of having a child with a high IQ. 

How Do Genes Matter? 
We know that genes can have a strong influence on eye color, risk of genetic dis
eases such as cystic fibrosis, susceptibility to a heart attack, and even the structure 
of the brain. But what really determines who we are—nature or nurture? 

Even with single-gene traits, the outcome of a cross between a woman and a 
sperm donor is not a certainty; it is only a probability. Couple this with traits 
being influenced by more than one gene, and independent assortment greatly 
increases the offspring types possible from a single mating. Knowing the pheno-
type of potential parents gives you relatively little information about the pheno-
type of their children. So, even if genes have a strong effect on traits, we cannot 
"program" the traits of children by selecting the traits of their parents. 

In truth, we are really asking ourselves the wrong question when we won
der if nature or nurture has a more powerful influence on who we are. Both 
our genes and our environment profoundly influence our physical and men
tal characteristics. Possessing functional genes is imperative to the proper 
development of a human being. Our cells carry instructions for all the essen
tial characteristics of humanity, but the process of developing from embryo to 
adult takes place in a physical and social environment that influences how 
these genes are expressed. Scientists are still a long way from understanding 
how all of these complex, interacting circumstances result in who we are. 

What is the message for women and couples who are searching for a 
sperm donor from Fairfax Cryobank? Donors in the Doctorate category may 
indeed have higher IQs than donors in the cryobank's other categories, but 
there is no real way to predict if a particular child of one of these donors will 
be smarter than average. According to the current data on the heritability of 
IQ, sperm from high-IQ donors may "load the dice" and increase the odds of 
having an offspring with a high IQ but only if parents provide them with a 
stimulating, healthy, and challenging environment in which to mature. That 
would be good for children with any alleles. 









chapter 7 



O
n the night of July 16, 1918, the tsar of Russia, 
Nicholas II, his wife Alexandra Romanov, their 
five children, and four family servants were 
executed in a small room in the basement of 

the home in which they were exiled. These murders ended three centuries of 
Romanov rule over imperial Russia. 

In February 1917, in the wake of protests throughout Russia, Nicholas II 
had relinquished his power over the monarchy by abdicating for both himself 
and on behalf of his only son Alexis, then 13 years old. The tsar had hoped 
that these abdications would protect his son, the heir to the throne, as well as 
the rest of the family from harm. 

The political climate in Russia at that time was explosive. During the sum
mer of 1914, Russia and other European countries became involved in World 
War I. This war proved to be a disaster for the imperial government. Russia 
faced severe food shortages, and the poverty of the common people contrasted 
starkly with the luxurious lives of their leaders. The Russian people felt deep 
resentment toward the royal family. This sentiment sparked the first Russian 
Revolution in February 1917. Following Nicholas's abdication, the Romanovs 
were kept under guard at one of the family's palaces outside St. Petersburg. 

In November 1917, the Bolshevik Revolution brought the Communist 
regime led by Vladimir Lenin to power. Ridding the country of the last vestige 



of Romanov rule became a priority for Lenin and the Bolshevik Party. Lenin 
believed that doing so would solidify his regime as well as garner support 
among people who felt that the exiled Romanovs and their opulent lifestyle 
had come to represent all that was wrong with Imperial Russia. Fearing any 
attempt by pro-Romanov forces to save the family, Lenin ordered them to the 
town of Ekaterinburg in Siberia. 

Shortly after midnight on July 16, the family was awakened and asked to 
dress. Nicholas, Alexandra, and their children—Olga, Tatiana, Maria, Anastasia, 
and Alexis—along with the family physician, cook, maid, and valet, were escorted 
to a room in the basement of the house in which they had been kept. Believing 
they were to be moved, the family waited. A soldier entered the room and read a 
short statement indicating they were to be killed. Armed men stormed into the 
room, and after a hail of bullets, the royal family and their entourage lay dead. 

After the murder, the men loaded the bodies of the Romanovs and their 
servants into a truck and drove to a remote, wooded area in Ekaterinburg. 
Historical accounts differ as to whether the bodies were dumped down a 
mine shaft, later to be removed, or were immediately buried. There is also 
some disagreement regarding the burial of two of the people who were exe
cuted. Some reports indicate that all 11 people were buried together, and two 
of them either were badly decomposed by acid placed on the ground of the 
burial site or were burned to ash. Other reports indicate that two members of 
the family were buried separately. Some people even believe that two victims 
actually escaped the execution. In any case, the bodies of at least nine people 
were buried in a shallow grave, where they lay undisturbed until 1991. 

The bodies were not all that remained buried. For decades, details of the 
family's murder were hidden in the Communist Party archives in Moscow. 
However, after the dissolution of the Soviet Union, postcommunist leaders 
allowed the bones to be exhumed so that they could be given a proper burial. 
This exhumation took on intense political meaning because the people of Russia 
hoped to do more than just give the family a proper burial. The event took on 
the symbolic significance of laying to rest the brutality of the communist regime 
that took power after the murders of the Romanov family. 

All that remained of these bodies when they were exhumed was a pile of 
bones, so it was difficult to know whether these were actually the remains of 
the royal family. However, a great deal of circumstantial evidence pointed to 
that conclusion. The sizes of the bones seemed to indicate that they belonged 
to six adults and three children. Investigators electronically superimposed the 
photographs of the skulls on archived photographs of the family. They com
pared the skeletons' measurements with clothing known to have belonged to 
the family. Five of the bodies had gold, porcelain, and platinum dental work, 
which had been available only to aristocrats. These and other forensic data 
were consistent with the hypothesis that the bodies could be those of the tsar, 
the tsarina, three of their five children, and the four servants. 

However, at this point, the scientists had shown only that these skeletons 
might be the Romanovs; they had not yet shown with any degree of certainty 
that these bodies did belong to the slain royals. The new Russian leaders did 
not want to make a mistake when symbolically burying a former regime. 
Concrete proof was necessary because so much was at stake politically. To 
begin to answer these questions, scientists turned to the field of genetics. 

7.1 Extensions of Mendelian Genetics 
Solving one piece of this puzzle would ultimately require that scientists be 
able to show relatedness between two of the adult-sized skeletons (the tsar 
and tsarina) and the child-sized skeletons (the Romanov children). In 



Chapter 6, we introduced you to the idea that patterns of inheritance can 
be predicted when genes are inherited in a straightforward manner—for 
example, a trait that is controlled by one gene with two versions or alleles, 
one of them dominant and the other recessive. Patterns of inheritance that 
are a little more complex are called extensions of Mendelian genetics 
(Table 7.1 on page 170). When the offspring of two different parents has a 
phenotype that is intermediate to that of either parent, the trait is said to 
display incomplete dominance. For example, when crossing certain red-
flowered plants with white-flowered plants, pink-flowered plants are pro
duced. Predicting inheritance is far more difficult for traits that are 
polygenic, or controlled by many genes, especially when the environment 
can also influence the trait. Because all that was left of the Romanovs was 
a pile of bones, the scientists could study only a few genetic traits to show 
the relatedness of the adult-sized skeletons to two of the four child-sized 
skeletons. Genetic traits that were obvious, such as bone size and struc
ture, are controlled by many genes and affected by environmental compo
nents like nutrition and exercise. Therefore, using bone size and structure 
to predict which of the adult-sized skeletons were related to the child-
sized skeletons would have been a matter of guesswork, and the scientists 
needed to use more sophisticated analyses. 

One such analysis that forensic scientists often use to help determine 
relatedness of people is called blood typing. It involves determining 
whether certain carbohydrates are located on the surface of red blood cells. 
Essay 7.1 on page 171 outlines the genetics of the ABO blood system, 
which displays two extensions of Mendelism—codominance, whereby 
both alleles of a gene are expressed in an individual, and multiple 
allelism, which occurs when there are more than two alleles of a gene in 
the population. 

Blood type analysis is an inexpensive, easily performed technique 
for which results can often be obtained quickly. However, blood type 
analysis can show only that two people are not related. A parent and 
child must share at least one allele, but two people who share an allele are 
not always related. Although blood type analysis is a good forensic tool that 
has helped answer some important questions, it is not always an option. For 
the Romanovs, whose remains were very old and contained no blood, blood 
typing was not possible. 

One trait that scientists knew was present in some members of the 
extended Romanov family displays another extension of Mendelism. The 
trait, known to be present in Alexis, is a genetic blood-clotting disorder 
called hemophilia. A person with the most common form of hemophilia 
cannot produce a protein called clotting factor VIII. When this protein is 
absent, blood does not form clots to stop bleeding from a cut or internal 
blood vessel damage. Affected individuals bleed excessively, even from 
small cuts. The effects of this defect in a single gene can lead to multiple 
effects on an individual's phenotype, by a phenomenon called pleiotropy. 
In addition to the direct effects of excessive bleeding, hemophilia can lead 
to excessive bruising, pain and swelling in the joints, vision loss from 
bleeding into the eye, and low red blood cell counts (anemia), resulting in 
fatigue. Neurological problems may occur if bleeding or blood loss occurs 
in the brain. 

Historical records indicate that Alexis Romanov, heir to the throne, was 
so ill with hemophilia that his father actually had to carry him to the base
ment room where he was executed. It appears that Alexis inherited this 
gene from his mother. We can deduce this pattern of inheritance because 
we now know that the clotting factor gene is inherited in a sex-specific 
manner. 





Essay 7.1 Blood Group Genetics 
Blood typing can be used to help determine whether two 
people may be related. ABO blood group analysis takes 
advantage of the fact that various people will have differ
ent sugars on the surface of red blood cells. This genetic 
system displays an extension of Mendelian genetics in 
which one gene has many different alleles. Genes that 
have more than two alleles are said to have multiple alle
les. Three distinct alleles of one blood-group gene code 
for the enzymes that synthesize these sugars. 

Two of the three alleles in the ABO blood system dis
play another extension of Mendelism that occurs when 
a heterozygote expresses both different alleles in a con
dition called codominance. The three alleles of this 
blood-type gene are lA, IB, and i. A given individual will 
carry only two alleles, one on each member of his or her 
homologous pairs of chromosomes, but three alleles are 
being passed on in the entire population. In other words, 
one person may carry the IA and I alleles, and another 
might carry the lA and i alleles. Among these two indi
viduals, there are three different alleles, but each indi
vidual carries only two alleles. 

The symbols used to represent these alternate forms of 
the blood-type gene tell us something about their effects. 
The lowercase i allele is recessive to both the lA and I 
alleles. Therefore a person with the genotype IAi has type 
A blood, and a person with the genotype IBi has type B 
blood. A person with both recessive alleles, genotype ii, 
has type O blood. The uppercase IA and IB alleles display 
codominance in that neither one masks the expression of 
the other. Both of these alleles are expressed. Thus a per
son with the genotype IAIB has type AB blood. Table E7.1 

summarizes the phenotypes and genotypes of the ABO 
blood system. 

Clinicians must take ABO blood groups into ac
count when performing blood transfusions. Persons 
receiving transfusions from incompatible blood groups 
will mount an immune response against those sugars 
that they do not carry on their own red blood cells. The 
presence of these foreign red blood cell sugars causes a 
severe reaction in which the donated, incompatible red 
blood cells form clumps. This clumping can block 
blood vessels and kill the recipient. Table E7.2 shows 
compatible recipients and donors for the ABO blood 
system. 

Another molecule on the surface of red blood cells is 
called the Rh factor. Someone who is positive ( + ) for 



this trait has the Rh factor on their red blood cells, while 
someone who is negative ( - ) does not. This trait, unlike 
the ABO blood system, is inherited in a straightforward 
two-allele, completely dominant manner with Rh+ dom
inant to Rh~. Persons who are Rh+ can have the geno
type Rh+ Rh+ or Rh+ Rh". An Rh" individual has the 
genotype Rh" Rh". 

Blood typing is often used to help establish 
whether a given set of parents could have produced a 
particular child. For example, a child with type AB 
blood and parents who are type A and type B could 
be related, but a child with type O blood could not 
have two parents who both have type AB blood. 

Likewise, if a child has blood type B and the known 
mother has blood type AB, then the father of that 
child could have type AB, A, B, or O blood, which 
does not help to establish parentage. Therefore, if a 
child has a blood type consistent with alleles that he 
or she may have inherited from a man who might be 
his or her father, this does not mean that the man is 
the father, only that he could be because many other 
men would also have that blood type. Therefore, 
blood type analyses can be used only to eliminate 
people from consideration; it cannot be used to 
positively identify someone as the father of a particu
lar child. 

Sex Determination and 
Sex Linkage 

The clotting factor VIII gene (the gene that, when mutated, causes hemo
philia) is located on the X chromosome. Of the 23 pairs of chromosomes 
present in the cells of human males, 22 pairs are autosomes, or non-sex 
chromosomes, and one pair, X and Y, are the sex chromosomes. Females 
also have 22 pairs of autosomes, but their sex chromosomes are comprised 
of two X chromosomes. 

Sex Determination 
The X and Y chromosomes in humans are involved in determining the sex of 
an individual. In humans, sex determination occurs as follows: When men 
produce sperm and the chromosome number is divided in half through 
meiosis, their sperm cells contain one member of each autosome and either 
an X or a Y chromosome. Females produce gametes with 22 unpaired auto
somes and one of their two X chromosomes. Therefore, human egg cells nor
mally contain 1 copy of an X chromosome, but sperm cells can contain either 
an X or a Y chromosome. It is the sperm cell that determines the sex of the 
offspring resulting from a particular fertilization. If an X-bearing sperm 
unites with an egg cell, the resulting offspring will be female (XX). If a sperm 
bearing a Y chromosome unites with an egg cell, the resulting offspring will 
be male (XY). Figure 7.1 shows the mechanism of sex determination in 
humans. The XY system is not the only method of determining sex among 
living organisms. Table 7.2 outlines some mechanisms of sex determination 
in nonhumans. 

7.2 



Karyotyping is a type of chromosomal analysis that allows scientists 
to view an individual's chromosomes. Chapter 5 outlines this process 
and gives an example of a finished karyotype (Figure 5.20 on page 124). This 
analysis requires that cells be dividing; the chromosomes are best visualized 
when they are duplicated and condensed, as they would be at metaphase 
of mitosis. It was not possible to perform karyotyping on the cells of the 
bones recovered from the Ekaterinburg grave because these cells were no 
longer dividing. If the scientists had been able to perform karyotyping 
analysis, they could have determined the sex of the individuals buried in 
the grave. 

Scientists can sometimes determine the sex of an individual based 
on the structure of the pelvis. Females have evolved to have smaller 
pelvises with wider pelvic openings to accommodate the passage of a 
child through the birth canal. Russian scientists had determined that 
all three of the smaller skeletons and two of the adult-sized skeletons 
were probably female (and four of the adult skeletons were male). 
However, the pelvises had decayed, and an unequivocal conclusion was 
impossible. 



Meiosis and Sex Chromosomes 
Since the X and Y chromosomes do not carry the same genes, nor are they 
the same size and shape, they are not considered to be a homologous pair. 
There is, however, a region at the tip of each chromosome that is similar 
enough so that they can pair up during meiosis. When meiosis separates the 
chromosomes during gamete formation, both the autosomes and the sex 
chromosomes are separated from each other. Sperm and egg cells thus con
tain one member of each autosome pair and one sex chromosome. Some
times mistakes occur in meiosis where the members of a homologous pair or 
the sex chromosomes fail to separate from each other. The failure of 
chromosomes to separate from each other is called nondisjunction and can 
result in the production of gametes and offspring with too many or too few 
chromosomes (Essay 7.2). 

Essay 7.2 
Sometimes mistakes occur during meiosis that result 
in the production of offspring with too many or too 
few chromosomes. Too many or too few chromo
somes can result when there is a failure of the homo-
logues (or sister chromatids) to separate during 
meiosis. This failure of chromosomes to separate is 
termed nondisjunction (Figure E7.1). The presence of 
an extra chromosome is termed trisomy. The absence 
of one chromosome of a homologous pair is termed 
monosomy. Nondisjunction can occur on autosomes 
or sex chromosomes. 

Chromosomal Anomalies 
Typically, early embryos with too many or too 

few chromosomes will die because they have too 
much or too little genetic information. However, 
in some situations, such as when the extra or miss
ing chromosome is very small (such as in chromo
somes 21, 13, and 18), and /o r contains very little 
genetic information (such as the Y chromosome or 
an X chromosome that will later be inactivated), 
the embryo can survive. Table E7.3 lists some chro
mosomal anomalies in humans that are compatible 
with life. 





Sex Linkage 
Genes located on the X or Y chromosome are called sex-linked genes 
because biological sex is inherited along with, or "linked to," the X or Y 
chromosome. Sex-linked genes found on the X chromosomes are said to be 
X-linked, while those on the Y chromosome are Y-linked. The X chromo
some is much larger than the Y chromosome, which carries very little 
genetic information. (Figure 7.2). 

X-Linked Genes. X-linked genes are located on the X chromosome. 
The fact that males have only one X chromosome leads to some peculiari
ties in inheritance of sex-linked genes. Males always inherit their X chro
mosome from their mother (they must inherit the Y chromosome from 
their father in order to be male); thus, males will inherit X-linked genes 
only from their mothers. Males are more likely to suffer from diseases 
caused by recessive alleles on the X chromosome because they have only 
1 copy of any X-linked gene. Females are less likely to suffer from these 
diseases, because they carry 2 copies of the X chromosome and thus have 
a greater likelihood of carrying at least one functional version of each 
X-linked gene. 

A carrier of a recessively inherited trait has 1 copy of the recessive allele 
and 1 copy of the normal allele and will not exhibit symptoms of the disease. 
Only females can be carriers of X-linked recessive traits because males with a 
copy of the recessive allele have the trait. Both males and females can be carri
ers of non-sex-linked, autosomal traits. 

Even though female carriers of an X-linked recessive trait will not display 
the recessive trait, they can pass the trait on to their offspring. For this reason, 
most women carrying the hemophilia allele will not even realize that they are 
a carrier until their son becomes ill. Figure 7.3a illustrates that a cross 
between a male who does not have hemophilia and a female carrier can 
produce unaffected females, carrier females, unaffected males, and affected 
males. Figure 7.3b illustrates that all male children produced by a cross 
between an affected male and an unaffected female would have hemophilia. 



In the United States, there are over 20,000 hemophiliacs, nearly all of whom 
are male. Table 7.3 illustrates some additional X-linked traits in humans and 
other organisms. 

Many female organisms actually shut off or inactivate one of their two X 
chromosomes early in development. This process, called X inactivation, is 
explored fully in Essay 7.3 on page 178. 

Y-Linked Genes. Y-linked genes are located on the Y chromosome 
and are passed from fathers to sons. Although this distinctive pattern of 
inheritance should make Y-linked genes easy to identify, very few genes 
have been localized to the Y chromosomes. One gene known to be 
located exclusively on the Y chromosome is called the SRY gene (for sex-
determining region of the Y chromosome). The expression of this gene 
triggers a series of events leading to development of the testes and some of 
the specialized cells required for male sexual characteristics. Genes other 



Essay 7.3 x Inactivation 

Most of the protein products of over 100 genes on the 
X chromosome have nothing at all to do with the pro
duction of biological sex differences. Accordingly, 
females and males should require equal doses of the 
products of X-linked genes. How can we account for 
the fact that females, with their two X chromosomes, 
could receive two doses of X-linked genes, while 
males receive only one? The answer comes from a 
phenomenon called X inactivation that occurs in all of 
the cells of a developing female embryo. This inactiva
tion guarantees that all females actually receive only 
one dose of the proteins produced by genes on the X 
chromosomes. Inactivation of the genes on one of the 
two X chromosomes takes place in the embryo at 
about the time that the embryo implants in the uterus. 
One chromosome is inactivated when a string of RNA 
is wrapped around it (Figure E7.2). This inactivation is 

random with respect to the parental source—either 
of the two X chromosomes can be inactivated in a 
given cell. Inactivation is also irreversible and, as 
such, is inherited during cell replication. In other 
words, once a particular X chromosome is inactivated 
in a cell, all descendants of that cell continue inactivat
ing the same chromosome. 

The example of cats with tortoiseshell coat coloring 
is a good one to illustrate the effects of X inactivation. 
The coats of tortoiseshell cats are a mixture of black 
and orange patches. When the background color is 
white, the pattern of coloration is called calico. 

The genes for fur color are located on the X chro
mosomes. If a male cat with orange fur mates with a 
female cat with black fur (or vice versa), a female kit
ten could have one X chromosome with the gene for 
orange fur, and one X chromosome with the gene for 

black fur (Figure E7.3a). Early in 
development, when the embryo 
consists of about 16 cells, one of 
the two X chromosomes is ran
domly inactivated in each cell. 
Thus, some cells will be expressing 
the orange fur-color gene, and oth
ers will be expressing the black 
fur-color gene. The pattern of inac
tivation (the X chromosome that 
the kitten inherited from its moth
er or the X chromosome that the 
kitten inherited from its father) is 
passed on to the daughter cells of 
the 16-celled embryo, resulting 
in the patches of orange and black 
fur color seen in tortoiseshell cats 
(Figure E7.3b). Because this pat
tern of coat coloration requires the 
expression of both alleles of the 

than SKY, on chromosomes other than the Y, code for proteins that are 
unique to males but are not expressed unless testes develop. One of the 
other genes on the Y chromosome may be required for the production of 
healthy sperm. Deletion of this gene results in infertility due to an inabili
ty to produce sperm. 

Pedigrees 
Because the hemophilia gene is X-linked, Alexis Romanov inherited the dis
ease from his mother, who must have been a carrier of the disease. We can 
trace the lineage of this disease through the Romanov family by using a chart 

7.3 



color gene in different patches of cells, a cat must have 
two different alleles of this X-linked gene. Therefore, 
these cats are almost always female. On rare occa
sions, male cats can have this pattern of coloring. This 

can happen only if a male cat has two X chromosomes 
and one Y chromosome—a situation that does occur, 
though infrequently, via nondisjunction (see Essay 
7.2)—and results in sterility. 

called a pedigree. A pedigree is a family tree that follows the inheritance of a 
genetic trait for many generations of relatives. Pedigrees are often used in 
studying human genetics since it is impossible and unethical to set up con
trolled matings between humans the way one can with fruit flies or plants. 
Pedigrees allow scientists to study inheritance by analyzing matings that 
have already occurred. Figure 7.4 identifies some of the symbols used in 
pedigrees, and Figure 7.5 on page 180 shows how scientists can use pedigrees 
to determine whether a trait is inherited as an autosomal dominant or reces
sive, or as a sex-linked recessive. 

Information is available about the Romanovs' ancestors because they 
were royalty and because scientists interested in hemophilia had kept very 
good records of the inheritance of that trait. Hemophilia was common 
among European royal families but rare among the rest of the population. 



This was because members of the royal families intermarried so as to 
preserve the royal bloodlines. The tsarina must have been a carrier of the 
hemophilia allele because her son has the trait. Her mother, Alice, must also 
have been a carrier because the tsarina's brother Fred had the disease, as 
did two of her sister Irene's sons, Waldemar and Henry. The tsarina's 
grandmother, Queen Victoria, seems to be the first carrier of this allele in 
this family because there is no evidence of this disease before her eighth 
child, Leopold, is affected. Queen Victoria's mother, Princess Victoria, most 
likely incurred a mutation to the clotting factor VIII gene while the cells of 
her ovary were undergoing DNA synthesis to produce egg cells. The egg 
cell that carried the mutant clotting factor VIII gene was passed to her 
daughter Victoria. The fertilized egg cell that produced Queen Victoria 
carried this mutation. When the cell divided by mitosis to produce her 
body cells, the mutation was passed on to each of her cells. When she 
underwent meiosis to produce gametes, she passed the mutant version on 
to three of her nine children (Figure 7.6). The extensive pedigree available 
to the scientists working on the Romanov case, in concert with a powerful 
technique called DNA fingerprinting, would provide the key data in 
solving the mystery of the buried bones. 



7.4 DNA Fingerprinting 
Limits on the power of conventional genetic techniques such as blood typing 
and karyotyping to identify the bones found in the Ekaterinburg grave 
necessitated the use of more sophisticated techniques. To do so, scientists took 
advantage of the fact that any two individuals who are not identical twins 
have small differences in the sequences of nucleotides that comprise their 
DNA. To test the hypothesis that the bones buried in the Ekaterinburg grave 
belonged to the Romanov family, the scientists had to answer the following 
questions: 

1. Which of the bones from the pile are actually different bones from the 
same individuals? 

2. Which of the adult bones could have been from the Romanovs, and 
which bones could have belonged to their servants? 

3. If these are the Romanovs, which two children are missing from the 
grave? 

4. Are these bones actually from the Romanovs, not some other related 
set of individuals? 

All of these questions were answered using DNA fingerprinting. This 
technique allows unambiguous identification of people in the same manner 
that traditional fingerprinting has been used in the past. 

To begin this process, it is necessary to isolate the DNA to be finger
printed. Scientists can isolate DNA from blood, semen, vaginal fluids, a 
hair root, skin, and even (as was the case in Ekaterinburg) degraded skele
tal remains. When very small amounts of DNA are available, scientists can 
make make many copies of the DNA by first performing a DNA synthesiz
ing reaction. 



Polymerase Chain Reaction (PCR) 
The polymerase chain reaction (PCR) is used to amplify or produce large quan
tities of DNA (Figure 7.7a). To perform PCR, scientists place the double-stranded 
DNA to be amplified, along with the individual building-block subunits of 
DNA—the nucleotides adenine (A), cytosine (C), guanine (G), and thymine 
(T)—in a small test tube. Next an enzyme called Taq polymerase is added to the 
tube containing the DNA. This enzyme was given the first part of its name (Taq) 
because it was first isolated from the single-celled organism Thermus aquaticus, 
which lives in hydrothermal vents and can withstand very high temperatures. 
The second part of the enzyme's name (polymerase) describes its synthesizing 
activity—it acts as a DNA polymerase. DNA polymerases use one strand of 
DNA as a template for the synthesis of a daughter strand that carries comple
mentary nucleotides (A:T base pairs are complementary as are G:C base pairs). 
The main difference between human DNA polymerase and Taq polymerase 
is that the Taq polymerase is resistant to extremely high temperatures, 
temperatures at which human DNA polymerase would be inactivated. The heat-
resistant abilities of Taq polymerase thus allow PCR reactions to be run at very 
high temperatures. High temperatures are necessary since the DNA molecule 
being amplified must first be denatured, or split up the middle of the double 
helix, to produce single strands. After heating, the DNA solution is allowed to 
cool, and the Taq polymerase adds complementary nucleotides to the single 
strands of the DNA molecule, producing double-stranded DNA molecules. 



This cycle of heating and cooling is repeated many times, with each round of 
PCR doubling the amount of double-stranded DNA present in the test tube 
(Figure 7.7b). 

Once scientists have produced enough DNA by PCR, they can treat the 
DNA with enzymes that cleave, or cut, the DNA at specific nucleotide 
sequences. These enzymes are called restriction enzymes, and they act like 
highly specific molecular scissors. As you will see more fully in Chapter 8, 
individual restriction enzymes cut DNA only at specific nucleotide sequences. 
Because each individual has distinct nucleotide sequences, cutting different 
people's DNA with the same enzymes produces fragments of different sizes. 

Restriction Fragment Length 
Polymorphism (RFLP) Analysis 
The differently sized fragments produced by restriction digestion of different 
individuals' DNA are called restriction fragment length polymorphisms 
(RFLPs). During DNA fingerprinting, restriction fragments are produced in a 
variety of lengths due to the presence of DNA sequences that vary in number, 
called variable number tandem repeats (VNTRs). These are nucleotide se
quences that all of us carry but in different numbers. For example, one person 
may have 4 copies of the following sequence (CGATCGA) on one chromosome 
and 5 copies of the same sequence (CGATCGA) on the other, homologous, 
chromosome. Another person may have 6 copies of that same repeat sequence 
in the same location on the same chromosome and 3 copies on the other mem
ber of the homologous pair (Figure 7.8). Thus, within a population, there are 
variable numbers of these known tandem repeat sequences. When restriction 
enzymes cut DNA around these VNTRs, those segments of DNA that carry 
more repeats will be longer (and heavier) than those that carry fewer repeats. 
Since it is impossible to look at a test tube with digested DNA and determine 
the size of fragments, techniques that allow for the separation and visualiza
tion of the DNA are required. 

Gel Electrophoresis 
The fragments of DNA generated by restriction enzyme cleavage can be sepa
rated from each other by allowing the fragments to migrate through a solid 
support called an agarose gel, which resembles a thin slab of gelatin. When an 
electric current is applied, the gel impedes the progress of the larger DNA frag
ments more than it does the smaller ones. The current also pulls the negatively 
charged DNA molecules toward the bottom (positively charged) edge of the 
gel, further facilitating the size-based separation. The size-based separation of 
molecules when an electric current is applied to a gel is a technique called gel 
electrophoresis. Segments of DNA with more repeats would be heavier than 
those with fewer repeats. Heavier DNA segments will not migrate as far in the 
gel as lighter DNA fragments. Thus, agarose gel electrophoresis separates the 
DNA fragments on the basis of their size (Figure 7.9a on page 184). 

For further analysis, the DNA fragments must be physically removed from 
the gel. Removing the DNA from the gel is accomplished by drawing the 
DNA up through the gel and onto a piece of filter paper. When the filter paper 
is placed on top of the gel, the DNA is wicked up through the gel and adheres 
to the filter paper. Thus the DNA has been removed from the gel and is now 
attached to the filter paper. The filter paper is then treated with chemicals that 
break the hydrogen bonds between the two strands of the DNA helix. The 
resulting single-stranded DNA now resembles a ladder that has been sliced 
up the middle, each rung having been cut in half. 



(a) DNA from two different individuals is cut with restriction enzymes 
and loaded on an agarose gel. When these fragments are subjected to 
an electric current, shorter fragments migrate through the gel faster 
than do larger fragments. 

Student 1 has DNA sequences that carry 4 and 5 repeat sequences. 
Student 2 has 3 and 6 repeats. The remaining DNA is DNA that does 
not carry repeat sequences. Even though the DNA is visible in this 
figure, DNA is not visible with the unaided eye. 

(b) The DNA is transferred from the gel onto filter paper and chemically 
treated to make it single stranded. The DNA is not visible on the filter 
paper and must be probed with single-stranded, radioactively labeled 
DNA that is complementary to the repeat sequence. DNA that does 
not contain the repeat sequence will not bind to the probe. 

(c) When the filter is exposed to X-ray film, radioactive DNA sequences 
(where the probe is bound) produce a characteristic banding pattern, 
or DNA fingerprint. Student 1's DNA has 4 and 5 VNTRs, and Student 
2's DNA has 3 and 6 VNTRs. The two bands represent the number of 
VNTR repeats. 

The single-stranded DNA on the filter paper is then mixed with specially 
prepared single-stranded DNA that has been radioactively labeled, called a 
probe. The probe is synthesized so that the phosphate molecules in its sugar-
phosphate backbone are the radioactive form of phosphorus,32P. The probe 
DNA can be designed so that it will base pair with the VNTR sequences pres
ent. Such a probe will bind to each repeat sequence on the DNA. For example, 
DNA sequences with 3 repeats will bind to three separate probes. When the 
single-stranded probe molecules come into contact with the single-stranded 
repeat sequences, complementary base pairing ensues, and a double-stranded, 
radioactive DNA molecule is formed. Note that the only radioactive DNA por
tion of a DNA molecule would be the segment containing VNTRs. Since not all 



of the DNA present in a particular cell will have the repeat sequence, most 
fragments will be unlabeled (Figure 7.9b). 

Once it is bound to the labeled probe, the presence of radioactive DNA can 
be detected on photographic film, which records the location of DNA when 
the radiation emitted from radioactive DNA molecules bombards the film. 
A piece of X-ray film placed over the filter paper shows the locations of the 
radioactive DNA as a series of bands. Different individuals have different 
bands since the probe binds to each repeat in a VNTR location. The specific 
banding pattern that is produced makes up the fingerprint (Figure 7.9c). 

In 1992, a team of Russian and English scientists used DNA fingerprinting 
to determine which of the bones discovered at Ekaterinburg belonged to the 
same skeleton. Their fingerprinting analysis confirmed that the pile of decom
posed bones in the Ekaterinburg grave belonged to nine different individuals. 
Figure 7.10 shows a hypothetical DNA fingerprint derived from 20 bone 
fragments. 

Since karyotype and pelvic bone analyses were difficult to perform on the 
decayed bones, scientists also probed the DNA for sequences known to be 
present only on the Y chromosome. When DNA that was isolated from the chil
dren's remains was probed with a Y-specific probe, it became clear that only 
girls were present in the grave. If these bones did belong to the Romanovs, one 
of the two missing children was Alexis, the Romanovs' only son. 

Once scientists had established that the bones from nine different people 
were buried in the grave, they tried to determine which bones might belong to 
the adult Romanovs and which belonged to the servants. For the answer to 
these questions, scientists took advantage of the fact that Romanov family 
members would have more DNA sequences in common with each other than 
they would with the servants. This is because the tsar and tsarina each passed 
half of their DNA on to each of their children via the process of meiosis. 

Meiosis and DNA Fingerprinting 
Because the process of meiosis produces gametes containing one member of each 
homologous pair, each VNTR region that a child carries was inherited from one 
of his or her parents. Therefore, each band produced by probe binding in a DNA 
fingerprint of a child must be present in the DNA fingerprint of one of that child's 
parents (Figure 7.11). By comparing DNA fingerprints made from the smaller 
skeletons, scientists were able to determine which of the six adult skeletons could 



have been the tsar and tsarina. Figure 7.12 shows a hypothetical DNA fingerprint 
that illustrates how the banding patterns produced can be used to determine 
which of the bones belonged to the parents of the smaller skeletons and which 
bones may have belonged to the unrelated servants. 

DNA fingerprint evidence helped scientists determine that the two missing 
skeletons could have belonged to Alexis and one daughter. Thus DNA evi
dence put to rest claims made by many pretenders to the throne. Numerous 
people from all over the world had alleged themselves to be either a Romanov 
who had escaped execution or their descendant. 

The most compelling of these claims was made by a young woman who 
was rescued from a canal in Berlin, Germany, two years after the murders. 
This young woman suffered from amnesia and was cared for in a mental hos
pital, where the staff named her Anna Anderson (Figure 7.13). She later came 
to believe that she was Anastasia Romanov, a claim she made until her death 
in 1984. The 1956 Hollywood film Anastasia, starring Ingrid Bergman, made 
Anna Anderson's claim seem plausible; and another, more recent, animated 
version of the escaped princess story, also titled Anastasia, has many young 
viewers convinced that Anna Anderson was indeed the Romanov heiress. 

Since the sex-typing analysis showed only that one daughter was missing 
from the grave, but not which daughter, scientists again looked to the finger
printing data. DNA fingerprinting had been done in the early 1990s on intes
tinal tissue removed during a surgery performed prior to Anna Anderson's 
death. The analysis showed that Anna was not related to anyone buried in the 
Ekaterinburg grave; therefore, she could not be Anastasia Romanov. 

How can scientists know that Anna Anderson's DNA fingerprint could not 
have been produced from the DNA of a child of the tsar and tsarina? Again we 
turn to meiosis to answer this question. Because of meiosis, there is a huge, 
but limited, number of possible gametes that any person can produce. 

The limitation in types of gametes that a person can produce arises because 
all people carry only two alleles of every gene. Therefore, variation for that par
ticular gene is limited to those two alleles. For example, let us assume that both 
the tsar and tsarina had attached earlobes. This characteristic is inherited as a 
recessive trait; so, if the assumption is true, they both would have carried 
2 copies of the recessive allele and could only pass the recessive allele to their 
children. Neither parent could have given their children the dominant allele 
because they did not carry it. 

The tsar and tsarina were able to produce five genetically distinct children 
(and could have produced millions more) in part due to events occurring dur
ing meiosis. Recall from Chapters 5 and 6 that members of a homologous pair of 
chromosomes align at the cell's equator during meiosis and that their alignment 
is random with respect to which member of a homologous pair faces which 
pole. Figure 7.14 is a review of random alignment illustrating the process for 
two chromosomes that carry some of the genes for hair texture and eye color. 





The inheritance of hair color is an example of a more complex pattern of inheri
tance. Curly hair (CC) is dominant over wavy (Cc) or straight hair (cc), and 
darkly pigmented eyes (DD or Dd) are dominant over blue eyes (dd). Eye color 
is actually determined by three different genes; but for simplicity, we will follow 
the inheritance of only one of these genes. Because there are color photos of the 
Romanovs that allow us to determine their eye color and hair texture, we will 
use these traits to illustrate random alignment. The tsar had straight hair and 
dark eyes (ccDd), while the tsarina had wavy hair and dark eyes (CcDd). We 
know that the tsar and tsarina were heterozygous for the eye color gene since 
they had children with blue eyes. Likewise, each member of the royal couple 
must also have had at least one recessive hair-texture allele, since they had chil
dren with straight hair. Because these genes are located on different chromo
somes, together the royal couple could produce children with wavy hair and 
brown eyes (Tatiana and Maria), wavy hair and blue eyes (Anastasia and Olga), 
straight hair and blue eyes (Alexis), or straight hair and brown eyes. 

Since it seems possible that the tsar and tsarina could have produced a child 
with Anna Anderson's hair and eye color, scientists used VNTRs instead of 
genes to evaluate whether Anna could have been related to the bones in the 
grave. Scientists compared the pattern of VNTRs generated by Anna Anderson's 



fingerprint with those of the potential Romanovs, generated from bone samples. 
Since each child can receive only VNTRs that their parents carry, each band 
of the DNA fingerprint that is found in a child must also be present in one of 
the parents. This was not the case when Anna Anderson's DNA fingerprint 
was compared to those of the Romanov parents—Anna Anderson had DNA 
sequences in her fingerprint that did not match those of either the presumed 
tsar or tsarina. In other words, if these were the Romanovs, she was unrelated 
to them. 

Thus far, scientists had answered three of the questions posed at the begin
ning of Section 7.4. They had determined (1) that nine different individuals 
were buried in the Ekaterinburg grave; (2) that, if these were indeed the 
Romanovs, the only son, Alexis, was missing from the grave along with one un
specified daughter; and (3) that two of the adult skeletons were the parents of 
the three children. The last question was still unanswered. How would the sci
entists show that these were bones from the Romanov family, not just some 
other set of related individuals? 

To answer this question, the scientists turned to a living relative of the 
Romanovs. DNA testing was performed on England's Prince Philip, who is a 
grand-nephew of Tsarina Alexandra. In addition, Nicholas II's deceased brother 
George was exhumed, and his DNA was tested. Figure 7.15 shows the 
Romanov family pedigree, so that you can see how these individuals are related 
to each other. The DNA testing performed on these individuals showed that 
George was genetically related to the adult male skeleton that was related to the 
child-sized skeletons, and that Prince Philip was genetically related to the adult 
female skeleton shown to be related to the child-sized skeletons. This evidence 
strongly supported the hypothesis that the adult skeletons were indeed those of 
the tsar and tsarina. The process of elimination suggests that the remaining four 
skeletons had to be the servants. 

Having shown that the two adult skeletons belonged to the parents of the 
three smaller skeletons and that they were genetically related to known 
Romanov relatives, scientists were convinced that the bones found in the 
Ekaterinburg grave were those of the tsar, tsarina, three of their five children, 
and their servants. Table 7.4 summarizes how scientists used the scientific 
method to test the hypothesis that the remains were indeed those of the 
Romanovs. 

In 1998, 80 years after their execution, the Romanov family finally received 
a church burial (Figure 7.16). The people of postcommunist Russia have now 
symbolically laid to rest this part of their country's political history. 







chapter 8 



Y
ou hear about them all the time. They are often 
depicted in cartoons, comic books, movies, and 
science fiction as mad scientists. These are the 
scientists who take a gene from one organism 

and place it into an unrelated organism. These are the scientists who make 
hormones that farmers inject into the cows that produce the milk we drink. 
These are the scientists who modify the crops we eat, creating what some peo
ple call "Frankenfoods." You may have wondered if it might soon be possible 
to replace a beloved family member or pet, bring back extinct species through 
cloning, or even clone yourself. You might worry about a future where par
ents unwilling to fix their children's "genetic defects" face discrimination. 

Who are these scientists? Who pays them? Is anyone regulating their work? 
Is anyone trying to determine if it is unhealthy to eat these modified foods, 
whether genetically modified plants will cause environmental problems, or if 
genetically modified animals are less healthy than their counterparts? 

With all kinds of unreliable information coming from so many different 
sources, it is often hard to separate fact from fiction. To help you sort this out, 
let us first look at the scientists who are involved in manipulating genes and 
then learn how they do what they do, as well as about the regulations affecting 
their work. Finally, we will examine the real prospects and perils of genetic 
engineering. 



8.1 Genetic Engineers 
Genetic engineers are scientists who manipulate genes. They make their liv
ing working at colleges and universities, for the government, and for private 
companies. Most of them have had extensive training in genetics. The manip
ulations that genetic engineers perform include changing a gene, changing 
how a gene is regulated (turned on or off), or moving a gene from one organ
ism to another. 

The training for the typical genetic engineer involves many years of school
ing. After completing an undergraduate degree, some will obtain a master's 
degree, which takes two to three years and requires course work as well as a 
thesis research project. If the student does not continue past the master's level, 
he or she will probably work in a laboratory under the supervision of a more 
senior scientist. 

Students who want to continue their education can apply to graduate 
schools with Ph.D. (doctor of philosophy) programs. Scientists holding a 
Ph.D. have the title of "Doctor" because they have a doctorate in their chosen 
field (a medical doctor, or M.D., has a doctorate in medicine). A Ph.D. pro
gram involves more course work and an expanded research component; the 
results of this research must also be published in a peer-reviewed journal. 
Most Ph.D. scientists have gone to school five or more years after earning their 
undergraduate degree. 

In scientific fields, graduate students generally get paid a small salary and 
have their tuition waived by the university. In exchange for tuition and salary, 
students work as teaching assistants overseeing undergraduate laboratory 
courses. If your biology course has a laboratory component, then you may have 
had experience with a teaching assistant who is a pursuing an advanced degree 
in biology. 

Most colleges and universities, especially the larger ones, expect faculty 
members to combine teaching with research. In this way, college professors 
not only pass information to the next generation; they also add to the knowl
edge base of their field. 

The federal government employs many of these biologists—for example, 
the National Cancer Institute (NCI) employs genetic engineers. In addition, 
many genetic engineers work in private industry, which tends to focus on for-
profit product and drug development. 

Genetic engineers in academia, government, and industry are in
volved in many different research projects. These projects vary from try
ing to produce a protein in the laboratory, to changing the genetic 
characteristics of crop plants, to trying to understand how human genes 
interact. One of the first genetic engineering projects to seize the attention 
of the public was the genetic engineering of a protein normally produced 
by cows. 

8.2 Protein Synthesis and 
Gene Expression 

During the early 1980s, genetic engineers at Monsanto® Company began to 
produce recombinant bovine growth hormone (rBGH) in their laborato
ries. Recombinant (r) bovine growth hormone is a protein that has been 
made by genetically engineered bacteria. These bacterial cells have had 



their DNA manipulated so that it carries the instructions for, or encodes, 
a cow growth hormone that can be produced in the laboratory. Hor
mones are substances that are secreted from specialized glands 
and travel through the bloodstream to affect their target organs. 
Growth hormones act on many different organs to increase the 
overall size of the body and, in cows, to increase milk pro
duction. 

Before the advent of genetic technologies, growth hor
mone was extracted from the pituitary glands of slaugh
tered cows and then injected into live cows (Figure 8.1). 
It is also possible to obtain human growth hormone from 
the pituitary glands of human cadavers. When the 
human growth hormone is injected into humans who have a 
condition called pituitary dwarfism, their size increases. However, 
harvesting growth hormone from the pituitary glands of cows and hu
mans is laborious, and many cadavers are necessary to obtain small 
amounts of the protein. 

Genetic engineers at Monsanto realized that genetic technology 
would allow them to produce large quantities of bovine growth hor
mone in the laboratory, inject it into dairy cows, and increase their 
milk production, completely bypassing the less-efficient, surgical isola
tion of BGH. These scientists understood that if they were successful, 
Monsanto would stand to make a healthy profit from the dairy farmers 
who would buy the engineered growth hormone to increase the milk 
yield of their herds. Let us first examine how cells normally use DNA in
structions to produce proteins and then how scientists manipulate this 
process to have bacteria produce proteins normally made by other 
organisms. 

From Gene to Protein 
Protein synthesis involves using the instructions carried by a gene to 
build a particular protein. Genes do not build proteins directly; instead, 
they carry the instructions that dictate how a protein should be built. 
Understanding protein synthesis requires that we review a few basics 
about DNA, genes, and RNA. First, DNA is a polymer of nucleotides that 
make chemical bonds with each other based on their complementarity (A 
to T, and C to G). Second, a gene is a sequence of DNA that encodes a pro
tein. Proteins are large molecules composed of amino acids. Each protein 
has a unique function that is dictated by its particular structure. The struc
ture of a protein is the result of the order of amino acids that comprise it 
because the chemical properties of amino acids cause a protein to fold in a 
particular manner. 

Before a protein can be built, the instructions carried by a gene are 
first copied. When the gene is copied, the copy is comprised not of DNA 
(deoxyribonucleic acid) but of RNA (ribonucleic acid). Therefore, it is 
important to understand the differences between DNA and RNA. 

RNA is also a polymer of nucleotides. A nucleotide is composed of a sugar, 
a phosphate group, and a nitrogen-containing base. For DNA nucleotides, 
the sugar is deoxyribose, and the nitrogenous bases are adenine (A), cytosine 
(C), guanine (G), and thymine (T). The nucleotides that join together to pro
duce RNA are composed of the sugar ribose, a phosphate group, and the ni
trogenous bases A, C, G, and U (uracil). There are no thymines (T) in RNA 
because uracil (U) replaces them. In addition, RNA is usually single stranded, 



not double stranded like DNA (Figure 8.2). When a cell requires a particular 
protein, a strand of RNA is produced by using DNA as a template. RNA nu
cleotides are able to make base pairs with DNA nucleotides. C and G make a 
base pair, and U pairs with A. 

The RNA copy then serves as a blueprint that tells the cell which amino 
acids to join together to produce a protein. Thus, the flow of genetic informa
tion in a eukaryotic cell is from DNA to RNA to protein (Figure 8.3). 

How does this flow of information actually take place in a cell? Going 
from gene to protein involves two steps. The first step, called transcription, 
involves producing the copy of the required gene. In the same way that a 
transcript of a speech is a written version of the words spoken by the speak-



er, transcription inside a cell is a process that produces a copy with the 
RNA nucleotides substituted for DNA nucleotides. The second step, called 
translation, involves decoding the copied RNA sequence and producing 
the protein for which it codes. In the same way that a translator helps 
determine the meaning of words in two different languages, translation in a 
cell involves moving from the language of nucleotides (DNA and RNA) to 
the language of amino acids and proteins. 

Transcription 
Transcription is the copying of a DNA gene into RNA (Figure 8.4). The 
copy is synthesized by an enzyme called RNA polymerase. To begin 
transcription, the RNA polymerase binds to a nucleotide sequence at the 
beginning of every gene, called the promoter. Once the RNA polymerase 
has located the beginning of the gene by binding to the promoter, it then 
rides along the strand of the DNA helix that comprises the gene. As it 
is traveling along the gene, the RNA polymerase unzips the DNA dou
ble helix and ties together RNA nucleotides that are complementary to the 
DNA strand it is using as a template. This results in the production 
of a single-stranded RNA molecule that is complementary to the DNA 
sequence of the gene. This complementary RNA copy of the DNA gene is 
called messenger RNA (mRNA), since it carries the message of the gene 
that is to be expressed. 

Translation 
The second step from gene to protein requires that the mRNA be used to 
produce the actual protein for which the gene encodes through a process 
called translation. For translation to occur, a cell needs mRNA, a supply of 
amino acids to join in the proper order, and some energy in the form of 
ATP. Translation also requires structures called ribosomes and transfer 
RNA molecules. 



Ribosomes. Ribosomes are subcellular, globular structures (Figure 8.5) that 
are composed of another kind of RNA called ribosomal RNA (rRNA), which 
is wrapped around many different proteins. Each ribosome is composed of 
two subunits—one large and one small. When assembled in this fashion, the 
mRNA can be threaded through the ribosome. In addition, the ribosome can 
bind to structures called transfer RNA (tRNA) that carry amino acids. 

Transfer RNA (tRNA). Transfer RNA (Figure 8.6) is yet another type of RNA 
found in cells (in addition to mRNA and rRNA). Transfer RNA is single 
stranded but has regions of internal complementarity, where complementary 
nucleotides (A and U; G and C) bind to each other, resulting in a structure that 
is single stranded in some regions and double stranded in others. Even 
though there are some regions of internal complementarity, transfer RNA as 
a whole is a single strand of nucleotides that folds on itself in some isolated 
regions. Individual transfer RNAs carry specific amino acids. As mRNA 
moves through the ribosome, small sequences of mRNA are exposed. These 
sequences of mRNA are 3 nucleotides long and encode an amino acid; 
they are called codons. Transfer RNAs bind to codons through interactions 
between the RNA nucleotides at the base of the tRNA, a region called the 
anticodon, and the mRNA codon. The anticodon on a particular tRNA binds 
to the complementary mRNA codon. Thus, the codon calls for the incorpora
tion of a specific amino acid. When a tRNA anticodon binds to a mRNA 
codon, the ribosome adds the amino acid that the tRNA is carrying to the 
growing chain of amino acids that will eventually constitute the finished pro
tein. Therefore, the transfer RNA functions as a sort of cellular translator, 
fluent in both the language of nucleotides and the language of amino acids. 

In this manner, the sequence of bases in the DNA dictates the sequence of 
bases in the RNA, which in turn dictates the order of amino acids that will be 
joined together to produce a protein. Protein synthesis ends when a codon 
that does not code for an amino acid, called a stop codon, moves through the 
ribosome. When a stop codon is present in the ribosome, no new amino acid 
can be added, and the growing protein is released. Once released, the protein 
folds up on itself and moves to where it is required in the cell. A summary of 
the process of translation is shown in Figure 8.7. 

The process of translation allows cells to determine which amino acid se
quence a particular gene encodes. Scientists can determine the sequence of 
amino acids that a gene calls for by looking at a chart called the genetic code. 

Genetic Code. The genetic code shows which mRNA codons code for which 
amino acids (Table 8.1 on page 200). As Table 8.1 shows, there are 64 codons, 
61 of which code for amino acids. Three of the codons are stop codons that 
occur near the end of a mRNA. Since stop codons do not code for an amino 
acid, protein synthesis ends when a stop codon enters the ribosome. In the 
table, you can see that the codon AUG functions both as a start codon (and 
thus is found near the beginning of each mRNA) and as a codon dictating that 
the amino acid methionine (met) be incorporated into the protein being syn
thesized. Notice also that there are many examples of situations when the 
same amino acid can be coded for by more than one codon. For example, the 
amino acid threonine (thr) is incorporated into a protein in response to 
the codons ACU, ACC, ACA, and ACG. The fact that more than one codon can 
code for the same amino acid is referred to as redundancy in the genetic code. 
There is, however, no situation where a given codon can call for more than one 
amino acid. For example, AGU codes for serine (ser) and nothing else. There
fore, there is no ambiguity in the genetic code as to what amino acid any 
codon will call for. The genetic code is also universal in the sense that differ
ent organisms typically decode the same gene to produce the same protein. 





Mutations 
Sometimes changes to the DNA sequence, called mutations, can affect the 
order of amino acids incorporated into a protein during translation. Muta
tions to a gene can result in the production of different forms, or alleles, of a 
gene. Different alleles result from changes in the DNA that alter the amino 
acid order of the encoded protein. Mutations can result in the production of 
either no functional protein or a protein different from the one previously 
called for. If this protein does not have the same amino acid composition, it 
may not be able to perform the same job (Figure 8.8). Chapter 6 indicates 
that a substitution of a single nucleotide results in the incorporation of a 
new amino acid in the hemoglobin protein and compromises the ability of 
cells to carry oxygen, producing sickle-cell disease. 

There are also cases in which a mutation has no effect on a protein. They 
may occur when changes to the DNA result in the production of a mRNA 



codon that codes for the same amino acid as was originally called for. Due to 
the redundancy of the genetic code, a mutation that changes the mRNA codon 
from ACU to ACC will have no impact because both of these codons code for 
the amino acid threonine. This is called a neutral mutation (Figure 8.9a). In 
addition, mutations can result in the substitution of one amino acid for anoth
er with similar chemical properties, which may have little or no effect on the 
protein. 

Inserting or deleting a single nucleotide can have a severe impact since 
the addition (or deletion) of a nucleotide can change the groupings of 
nucleotides in every codon that follows (Figure 8.9b). Changing the triplet 
groupings is called altering the reading frame. All nucleotides located after 
an insertion or deletion will be regrouped into different codons, producing a 
frameshift mutation. For example, inserting an extra letter "H" after the 
fourth letter of the sentence, "The cat ate his dog," could change the reading 
frame to the nonsensical statement, "The cHa tat ehi sdo g." Inside cells, this 
often results in the incorporation of a stop codon and the production of a 
shortened, nonfunctional protein. 

To help you understand protein synthesis, let us consider its similarity to an 
everyday process such as baking a cake. To bake a cake, you would consult a 
recipe book (genome) for the specific recipe (gene) to make your cake (protein). 
You may copy the recipe (mRNA) out of the book so that the original recipe (gene) 
does not become stained or damaged. The original recipe (gene) is left in the book 
(genome) on a shelf (nucleus), so that you can make another copy when you need 
it. The original recipe (gene) can be copied again and again. The copy of the recipe 
(mRNA) is placed on the kitchen counter (ribosome) while you assemble the 
ingredients (amino acids). The ingredients (amino acids) for your cake (protein) 
include flour, sugar, butter, milk, and eggs. The ingredients are measured in 



measuring spoons and cups (tRNAs) that are dedicated to one specific ingredient. 
Like the amino acids that are combined in different orders to produce a specific 
protein, the ingredients in a cake can be used in many ways to produce a variety 
of foods. The ingredients (amino acids) are always added according to the 
instructions specified by the original recipe (gene). Changes to the original recipe 
(mutations) can result in a different or inedible cake being produced. 

All cells in all organisms undergo this process of protein synthesis, with dif
ferent cell types selecting different genes from which to produce proteins. Figure 
8.10a shows the coordination of these two processes as they occur in cells with 
nuclei, that is, eukaryotic cells. In eukaryotic cells, transcription and translation 
are spatially separate with transcription occurring in the nucleus and translation 
occurring in the cytoplasm. Cells lacking a membrane-bound nucleus and or
ganelles are called prokaryotic cells. Prokaryotic cells (such as bacterial cells) also 
undergo protein synthesis, but transcription and translation occur simultane
ously in the same location instead of occurring in separate places. As a mRNA is 
being transcribed, ribosomes attach and begin translating (Figure 8.10b). 

Regulating Gene Expression 
Different cell types transcribe and translate different genes. Each cell in your 
body, except sperm or egg cells, has the same complement of genes you 
inherited from your parents but expresses only a small percentage of those 
genes. For example, since your liver and pancreas perform a specialized suite 
of jobs, the cells of your liver turn on or express one suite of genes and the cells 
of your pancreas, another. Turning a gene on or off, or modulating it more 
subtly, is called regulating gene expression. The expression of a given gene is 
regulated so that it is turned on and turned off in response to the cell's needs. 

Regulation of Transcription. Gene expression is most commonly regulated 
by controlling the rate of transcription. Regulation of transcription can occur 
at the promoter, the sequence of nucleotides adjacent to a gene to which the 
RNA polymerase binds in order to initiate transcription. When a cell requires 
a particular protein, the RNA polymerase enzyme binds to the promoter for 



that particular gene and transcribes the gene. Prokaryotic and eukaryotic cells 
both regulate gene expression by regulating transcription but have different 
strategies for doing so. Prokaryotic cells typically regulate gene expression by 
blocking transcription via proteins called repressors that bind to the promoter 
and prevent the RNA polymerase from binding. When the gene needs to be 
expressed, the repressor will be released from the promoter so that the RNA 
polymerase can bind (Figure 8.11a). This is the main mechanism by which 
simple single-celled prokaryotes regulate gene expression. 

The more complex eukaryotic cells have evolved more complex mecha
nisms to control gene expression. To control transcription, eukaryotic cells more 
commonly enhance gene expression using proteins called activators that help 
the RNA polymerase bind to the promoter, thus facilitating gene expression 
(Figure 8.11b). The rate at which the polymerase binds to the promoter is also 
affected by substances that are present in the cell. For example, the presence of 
alcohol in a liver cell might result in increased transcription of a gene involved 
in the breakdown of alcohol. 

Regulation by Chromosome Condensation. It is also possible to regulate 
gene expression by condensing all or part of a chromosome. This prevents 
RNA polymerase from being able to access genes. Essay 7.3 outlines how the 
inactivation of an X chromosome turns off the expression of X-linked genes in 
organisms that have two X chromosomes. Entire chromosomes are also inacti
vated when they condense during mitosis. 



Regulation by mRNA Degradation. Eukaryotic cells can also regulate the 
expression of a gene by regulating how long a messenger RNA is present in 
the cytoplasm. Enzymes called nucleases roam the cytoplasm, cutting RNA 
molecules by binding to one end and breaking the bonds between nucleotides. 
If a particular mRNA has a long "tail," it will survive longer in the cytoplasm 
and be translated more times. All mRNAs are eventually degraded in this 
manner; otherwise, once a gene had been transcribed one time, it would be 
expressed forever. 

Regulation of Translation. It is also possible to regulate many of the steps 
of translation. For example, the binding of the mRNA to the ribosome can be 
slowed or hastened, as can the movement of the mRNA through the ribosome. 

Regulation of Protein Degradation. Once a protein is synthesized, it will 
persist in the cell for a characteristic amount of time. Like the mRNA that pro
vided the instructions for its synthesis, the life of a protein can be affected by 
enzymes inside the cell that degrade the protein. Speeding up or slowing 
down the activities of these enzymes can change the amount of time that a 
protein is able to be active inside a cell. 

The problem of regulating gene expression is easily solved in the case of 
rBGH. Farmers can simply decide how much protein to inject into the blood
stream of a cow. 

8.3 Producing Recombinant Proteins 
The first step in the production of the rBGH protein is to transfer the BGH 
gene from the nucleus of a cow cell into a bacterial cell. Bacteria are single-
celled prokaryotes that copy themselves very rapidly. They can thrive in the 
laboratory if they are allowed to grow in a liquid broth containing the nutri
ents necessary for survival. Bacteria with the BGH gene can serve as factories 
to produce millions of copies of this gene and its protein product. Making 
many copies of a gene is called cloning the gene. 

Cloning a Gene Using Bacteria 
The following three steps are involved in moving a BGH gene into a bacterial 
cell (Figure 8.12). 

Step 1. Remove the Gene from the Cow Chromosome. The gene is sliced 
out of the cow chromosome on which it resides by exposing the cow DNA to 
enzymes that cut DNA. These enzymes, called restriction enzymes, act like 
highly specific molecular scissors. Restriction enzymes cut DNA only at spe
cific sequences, called palindromes, such as: 

Note that the bottom middle sequence is the reverse of the top sequence. 
Many restriction enzymes cut the DNA in a staggered pattern, leaving "sticky 
ends" such as: 





The unpaired bases form bonds with any complementary bases with which 
they come in contact. The enzyme selected by the scientist cuts on both ends 
of the BGH gene but not inside the gene. 

Since different individual restriction enzymes cut DNA only at specific 
points, scientists need some information about the entire suite of genes pres
ent in a particular organism, called the genome, to determine which restric
tion enzyme cutting sites surround the gene of interest. Cutting the DNA 
generates many different fragments, only one of which will carry the gene of 
interest. 

Step 2. Insert the BGH Gene into the Bacterial Plasmid. Once the gene is 
removed from the cow genome, it is inserted into a bacterial structure called a 
plasmid. A plasmid is a circular piece of DNA that normally exists separate 
from the bacterial chromosome and can replicate independently of the bacter
ial chromosome. Think of the plasmid as a ferry that carries the gene into the 
bacterial cell where it can be replicated. To incorporate the BGH gene into the 
plasmid, the plasmid is also cut with the same restriction enzyme used to cut 
the gene. Cutting both the plasmid and gene with the same enzyme allows the 
"sticky ends" that are generated to base-pair with each other (A to T and G to 
C). When the cut plasmid and the cut gene are placed together in a test tube, 
they reform into a circular plasmid with the extra gene incorporated. 

The bacterial plasmid has now been genetically engineered to carry a cow 
gene. At this juncture, the BGH gene, is referred to as the rBGH gene, with the r 
indicating that this product is genetically engineered, or recombinant, because 
it has been removed from its original location in the cow genome and recom-
bined with the plasmid DNA. 

Step 3. Insert the Recombinant Plasmid into a Bacterial Cell. The re
combinant plasmid is now inserted into a bacterial cell. Bacteria can be 
treated so that their cell membranes become porous. When they are placed 
into a suspension of plasmids, the bacterial cells allow the plasmids back 
into the cytoplasm of the cell. Once inside the cell, the plasmids replicate 
themselves, as does the bacterial cell, making thousands of copies of the 
rBGH gene. Using this procedure, scientists can grow large amounts of 
bacteria capable of producing BGH. 

Once scientists successfully clone the BGH gene into bacterial cells, the 
bacteria produce the protein encoded by the gene. Bacteria can be genetically 
engineered to produce many proteins of importance to humans. For example, 
bacteria are now used to produce the clotting protein missing from people 
with hemophilia as well as human insulin for people with diabetes. 

Scientists at Monsanto engineered the bacteria so that they could synthesize 
the rBGH protein by placing the growth hormone gene from cows into a bacte
rial plasmid. The plasmid was placed back into the bacterial cells, which then 
transcribed the gene and translated the protein. Then the scientists were able to 
break open the bacterial cells, isolate the BGH protein, and inject it into cows. 

Close to one-third of all dairy cows in the United States now undergo daily 
injections with recombinant bovine growth hormone. These injections increase 
the volume of milk that each cow produces by around 20%. 

Prior to marketing the recombinant protein to dairy farmers, the Monsanto 
Company had to demonstrate that its product would not be harmful to cows or 
to humans who consume the cows' milk. This involved obtaining approval 
from the U.S. Food and Drug Administration (FDA). 



FDA Regulations 
The FDA is the governmental organization charged with ensuring the safety 
of all domestic and imported foods and food ingredients (except for meat 
and poultry, which are regulated by the United States Department of Agri
culture). The manufacturer of any new food that is not generally recognized 
as safe (GRAS) must obtain FDA approval before marketing its product. 
Adding substances to foods also requires FDA approval, unless the additive 
is GRAS. 

According to both the FDA and Monsanto, there is no detectable differ
ence between milk from treated and untreated cows and no way to distin
guish between the two. Even if there were increased levels of rBGH in the 
milk of treated cows, there should be no effect on the humans consuming 
the milk because we drink the milk and do not inject it. Drinking the milk 
ensures that any protein in it will be digested by the body, just like any 
other protein that is present in food. Therefore, in 1993, the FDA deemed 
the milk from rBGH-treated cows as safe for human consumption. 

In addition, since the milk from treated and untreated cows is indistin
guishable, the FDA does not require that milk obtained from rBGH-treated 
cows be labeled in any manner. Vermont is the only state that requires labeling 
of rBGH-treated milk. However, many distributors of milk from untreated 
cows label their milk as "hormone free," even though there is no evidence of 
the hormone in milk from treated cows. 

It is not unusual that most of this work was performed for a corporation 
(Monsanto), not a university. There are some fundamental differences between 
the types of research performed by scientists in industry as compared to the 
work being done at universities and colleges. 

Basic Versus Applied Research 
Scientists in academia often seek answers to questions for which there is no 
profit motive or direct commercial application. This type of research, for which 
there is not necessarily a commercial application, is called basic research and 
is largely funded by taxpayers through government agencies such as the 
National Institute of Health (NIH) or the National Science Foundation (NSF). 
The premise behind basic research is that scientists cannot always predict 
which kinds of scientific understanding will be valuable to society in the 
future. For instance, scientists might study transcription or translation simply 
to better understand these processes. Genetic engineers may spend their entire 
careers trying to understand the conditions under which a particular protein is 
synthesized. 

Funding for basic research is important because no one knows where the 
next piece of invaluable information will come from. When scientists first 
began studying the genes in the single-celled eukaryote, Saccharomyces cere-
visiae (baker's yeast), they probably had no idea that most of the genes pres
ent in this yeast were also present in humans. Today, scientists manipulate 
the environmental conditions of yeast to better understand how genes are 
regulated in humans. Likewise, scientists interested in studying the diversity 
of tropical plants (Chapter 12) did not suspect that their work would assist 
the development of many pharmaceutical agents, including some anticancer 
agents. 

Scientists in industry typically seek to answer questions that will have an 
immediate and profitable application, like the production of rBGH. This 
applied research is important for scientists in industry because new prod
ucts and improvements to existing ones increase profitability, which in turn 
determines the success or failure of the business. One example of applied 
research that has proven to be very lucrative has been the genetic engineer
ing of crop plants. 



8.4 Genetic Engineers Can 
Modify Foods 

Whether you realize it or not, you have probably been eating genetically mod
ified foods for your entire life. Some of these modifications have occurred 
over the last several thousand years due to farmers' use of selective breeding 
techniques—breeding those cattle that produce the most milk or crossing 
crop plants that are easiest to harvest. While this artificial selection does not 
involve moving a gene from one organism to another, it does change the over
all frequency of certain alleles for a gene in the population. 

The genetic engineering techniques described earlier have allowed scien
tists to move genes between organisms. Unless you eat only certified organic 
foods, you have been eating food that has been modified in this way for some 
time. This may lead you to wonder why and how plants are genetically mod
ified, whether eating them is bad for your health, and whether growing them 
is bad for the environment. 

Why Genetically Modify Crop Plants? 
Crop plants are genetically modified to increase their shelf life, yield, and 
nutritive value. The first genetically engineered fresh produce, tomatoes, 
became available in American grocery stores in 1994. These tomatoes were 
engineered to soften and ripen more slowly. The longer ripening time 
meant that tomatoes would stay on the vine longer, thus making them 
taste better. The slower ripening also increased the amount of time that 
tomatoes could be left on grocery store shelves without becoming over
ripe and mushy. An enzyme called pectinase mediates the ripening 
process in some produce, including tomatoes. This enzyme breaks down 
pectin, a naturally occurring substance found in plant cells. When the 
enzyme pectinase is active, it helps break down the pectin, and the 
produce softens. 

To genetically modify tomatoes, genetic engineers inserted a gene that 
produces a mRNA transcript complementary to the mRNA produced by the 
transcription of a pectinase gene. In double-stranded DNA, one of the two 
strands codes for the protein. The mRNA produced by this template strand 
is called the sense RNA. Transcription of the non-template strand produces 
a version of the mRNA called the antisense strand. When the antisense 
version of the pectinase gene is transcribed, it produces a mRNA that is 
complementary to the mRNA normally transcribed from the pectinase gene. 
When the mRNA from the genetically engineered antisense gene is pro
duced, it pairs with its naturally occurring pectinase mRNA complement. 
Binding the antisense and sense mRNAs leaves less of the sense pectinase 
mRNA available for translation. Thus, less of the pectinase enzyme is pro
duced, and ripening occurs more slowly (Figure 8.13). 

Increasing the economic return on crop plants by improving yield has 
been the driving force behind the vast majority of genetic engineering proj
ects. Yield can be increased when plants are engineered to be resistant to pes
ticides, herbicides, drought, and freezing. 

Many people believe that improving farmers' yields may help decrease 
world hunger problems. Others argue that, since there is already enough 
food being produced to feed the entire population, it might make more 
sense to use less technological approaches to feeding the hungry. Signifi
cant numbers of people around the world are malnourished or starving, 
not due to a shortage of food but because access to food is tied to money 
or land. However, as the population increases, it may become imper
ative to increase the yield of crop plants in order to feed all of the world's 
people. 



Genetic engineers may also be able to increase the nutritive value of 
crops. Some genetic engineers have increased the amount of beta-carotene in 
rice, a staple food for many of the world's people. Scientists hope that the 
engineered rice will help decrease the number of people who become blind in 
underdeveloped nations because cells require beta-carotene in order to syn
thesize vitamin A, a vitamin required for proper vision. Therefore, eating this 
genetically modified rice, called golden rice, increases a person's ability to 



synthesize vitamin A (Figure 8.14). However, golden rice is not yet approved 
for human consumption, and there is debate about how effective the rice will 
actually be in preventing blindness. 

Modifying Crop Plants with the Ti Plasmid 
and Gene Gun 
To modify crop plants, the gene must be able to gain access to the plant cell, 
which means it must be able to move through the plant's rigid, outer cell wall. 
One "ferry" for moving genes into flowering plants is a naturally occurring 
plasmid of the bacterium Agrobacterium tumefaciens. In nature, this bacterium 
infects plants and causes tumors called galls (Figure 8.15a). The tumors are 
induced by a plasmid, called Ti plasmid (for tumor-inducing). 

Genes from different organisms can be inserted into the Ti plasmid by 
(1) using the same restriction enzyme to cut the Ti plasmid and the gene, result
ing in identical "sticky ends"; (2) connecting the gene and plasmid together; 
and (3) reinserting the recombinant plasmid into a bacterium. The bacterium, 
A. tumefaciens, with the recombinant Ti plasmid, is then used to infect plant 
cells. During infection, the recombinant plasmid is transferred into the host-
plant cell (Figure 8.15b). For genetic engineering purposes, scientists use only 
the portion of a plasmid that does not cause tumor formation. 

Moving genes into other agricultural crops such as corn, barley, and rice can 
also be accomplished by using a device called a gene gun. A gene gun shoots 
metal-coated pellets covered with foreign DNA into plant cells (Figure 8.16). A 
small percentage of these genes may be incorporated into the plant's genome. 
The gene gun is often used by companies that do not want to pay licensing fees 
to Monsanto, holder of the A. tumefaciens patent. 

When a gene from one organism is incorporated into the genome of another 
organism, a transgenic organism is produced. A transgenic organism is more 
commonly referred to as a genetically modified organism (GMO). 

Many people have raised concerns about genetically modified (GM) crop 
plants. One concern is that large corporations that own many farms, called 
agribusiness corporations, are profiting so much from GM crop production 
that they will put owners of family farms out of business. Other concerns focus 
on the impact of GMOs on human health and the environment (Figure 8.17). 

Effect of GMOs on Health 
Concerns about the potential negative health effects of consuming GM crops 
have led some citizens to fight for legislation requiring that genetically modi
fied foods be labeled, enabling consumers to make informed decisions about 



the foods they eat. Manufacturers of GM crops argue that labeling foods is 
expensive and will be viewed by consumers as a warning, even in the absence 
of any proven risk. Those manufacturers believe that GM food labeling will 
decrease sales and curtail further innovation. 

Genetically Modified Foods in the U.S. Diet. As the labeling controversy 
rages, most of us are already eating GM foods. Scientists estimate that over 
half of all foods in U.S. markets contain at least small amounts of GM foods. 
Twelve different GM plants have been approved for production in the United 
States. Over 80% of all soybeans grown in the United States are genetically 
modified for herbicide resistance. Soybean-based ingredients, including oil 
and flour, are often produced from genetically modified plants and comprise 
one or more ingredients in many different processed foods. 

Close to 40% of the U.S. corn crop is genetically modified to produce its 
own pesticide against caterpillar pests. Because GM corn is not separated 
from non-GM corn by farmers or food processors and because many 
processed food ingredients are corn-based including corn starch and corn 
syrup, GM corn is thought to be present in most of our processed foods. The 
percentage of fresh corn that is GM is thought to be closer to 4%. 

Most of the canola oil in the United States is extracted from GM rapeseed 
plants, which are engineered for herbicide resistance. Canola oil is used in 
many different products, including vegetable oil, salad dressing, margarine, 
fried foods, chips, cookies, and pastries. 



Genetically modified cotton varieties resistant to caterpillars now account 
for over 70% of the cotton crop. While cotton is more often used for clothing 
than for foods, cottonseed oil is used in cooking oils, salad dressing, peanut 
butter, chips, crackers, and cookies. 

Of the 12 different GM plants approved for production, 8 are not commonly 
grown. Very few farmers are growing GM potatoes, squash, papaya, tomato, 
sugar beets, rice, flax, and radicchio, likely in response to consumer fears about 
the health consequences of eating these foods. Products that do not contain 
GMOs are often labeled to promote that fact (Figure 8.18). 

How Are GM Foods Evaluated for Safety? Genetically modified crop 
plants must be approved by the Environmental Protection Agency (EPA) prior 
to their release into the environment. The FDA becomes involved in testing 
the GM crop only when the food from which the gene comes has never been 
tested, or when there is reason to be concerned that the newly inserted gene 
may encode a protein that will prove to be a toxin or an allergen. 

Allergy is a serious problem for the close to 8% of Americans who experience 
allergic reactions to foods. Symptoms of food allergy range from a mild upset 
stomach to sudden death. Genetic engineers must be vigilant about testing foods 
with known allergens; a person who knows he must avoid eating peanuts may 
not know to avoid a food that has been genetically modified to contain a peanut 
gene that may cause a reaction—although no such food currently exists. 

If the gene being shuffled from one organism to another is not known to be 
toxic or cause an allergic reaction, the FDA considers the GM food to be sub
stantially equivalent to the foods from which it was derived; that is, the GM 
food is GRAS. If a modified crop contains a gene derived from a food that has 
been shown to cause a toxic or allergic reaction in humans, then it must un
dergo testing prior to being marketed. 

This method of determining potential hazards worked well in the case of a 
modified soybean that carried a gene from the Brazil nut. This engineering 
was done in an effort to increase the protein content of soybeans. Since Brazil 
nuts were known to cause allergic reactions in some people, the modified 
beans were tested and did indeed cause an allergic reaction in susceptible 
people. The product was withdrawn, and no one was harmed. 

Proponents of genetic engineering cite this as an example of the efficacy of 
the FDA rules. Opponents of genetically modifying foods wonder whether it 
will always be possible to predict which foods to test. They point out that it is 
possible for a protein encoded by a gene with one apparent function to 
interact with substances in its new environment in unpredictable ways and 
cause unpredictable effects. For example, those proteins that do not normally 
cause allergic reactions may be modified in a manner that transforms them 
into allergens. If a protein originally produced by bacteria (which do not mod
ify proteins in the same manner as plants or other eukaryotic cells do) were 
inserted into plant cells, the plant cell could modify the protein in such a way 
that the protein becomes an allergen. 

In evaluating toxicity, scientists focus on the protein produced by the modi
fied plant and not the actual gene that is inserted. This is because the gene itself 
is digested and broken down into its component nucleotides when it is eaten 
and therefore will not be transcribed and translated inside human cells. 

Many plants contain low levels of natural plant toxins. Because plants can
not defend themselves against predation by moving away or physically resist
ing, they have evolved to rely on these chemical defenses. In fact, the leaves and 
roots of many plant species are not edible due to the presence of these toxins. 
When early farmers domesticated plants, selective breeding led to the produc
tion of crop plants with reduced levels of toxins. This means that the plants we 
eat today have a much lower concentration of toxins. This is also part of the rea
son that modern plants are so susceptible to disease. If an inserted gene were to 
disrupt the regulation of a toxin gene whose activities had been diminished by 
selective breeding, it might increase the production of the toxin. 



Concern about GM foods is not limited to their consumption. Many people 
are also concerned about the effects of GM crop plants on the environment. 

GM Crops and the Environment 
Many genetically modified crops have been engineered in order to increase their 
yield. For centuries, farmers have tried to increase yields by killing the pests that 
damage crops and by controlling the growth of weeds that compete for nutri
ents, rain, and sunlight. In the United States, farmers typically spray chemical 
pesticides and herbicides directly onto their fields. This practice concerns people 
worried about the health effects of eating foods that have been treated by these 
often toxic or cancer-causing chemicals. In addition, both pesticides and herbi
cides may leach through the soil and contaminate drinking water. 

To help decrease farmers' reliance on pesticides, agribusiness companies 
have engineered plants that are genetically resistant to pests. For example, corn 
plants have been engineered to kill the European corn borer (Figure 8.19a). 
To do this, scientists transferred a gene that produces a toxin from the soil 
bacterium Bacillus thuringiensis (Bt) into corn. The Bt toxin gene encodes a 
protein that is lethal to corn borers but not to humans (Figure 8.19b). The idea 
of using this bacterium for pest control actually came from organic farmers, 
who have sprayed unengineered B. thuringiensis on crop plants for many years. 
Genetically modified Bt corn has proven to be so successful at resisting the 
corn borer that close to one-half of all corn currently grown in the United States 
is engineered with this gene. 

Effects on Nontarget Organisms. Shortly after the arrival of Bt corn, concern 
arose about its impact on organisms in the surrounding areas that are not 
pests—that is, nontarget organisms. One laboratory study showed that milk
weed, a plant commonly found on the edges of cornfields that had been dusted 



with pollen from Bt corn, was lethal to monarch butterfly caterpillars, for which 
milkweed is the only source of food (Figure 8.19c). This research was performed 
in a laboratory and has not been shown to occur on farmers' fields, but results of 
this study indicate there may be cause for concern about how GM crops will 
affect other organisms. 

Modified corn also caused controversy in 2000 when a variety of corn 
called StarLink™ was found in Taco Bell® taco shells. StarLink, containing a 
modified gene that was resistant to heat and did not break down during 
digestion, had not been approved by the EPA for human consumption. As a 
result, there was a massive recall of the taco shells as well as numerous 
other cornmeal-based products. This incident raised serious concerns about 
the ability of regulators, farmers, and food processors to keep unapproved 
GM products out of the nation's food supply. 

Evolution of Resistant Pests. Critics of Bt corn point out that it is only a mat
ter of time before corn borers evolve resistance to Bt corn. Corn borers with ge
netic variations that give them a preexisting resistance to the toxin will be more 
likely to survive and pass on their resistance genes, creating a population of 
resistant insects. This in turn will require the development of new varieties of ge
netically engineered corn. The same is true for pesticides applied to crops; pests 
evolve resistance because application of a pesticide does not always kill all of the 
targeted organisms. The few pests that have preexisting resistance genes and are 
not susceptible survive and produce resistant offspring. Eventually, widespread 
resistance develops, and a new pesticide must be developed and applied. 

The problem of accelerated evolution of Bt resistance is particularly vexing 
for the organic farmers, who were the first to use B. thuringiensis for control
ling the corn borer but who did so in a targeted way. If corn borers develop re
sistance to Bt toxin due to widespread use of Bt corn, organic farmers will 
have lost a powerful tool for controlling this pest. 

The continued need for the development of new pesticides in farming is 
paralleled by farmers' reliance on herbicides. Herbicide-resistant crop plants, 
such as Roundup Ready® soybeans, have been engineered to be resistant to 
Roundup® herbicide, used to control weeds in soybean fields. Farmers can 
now spray their fields of genetically engineered soybeans with herbicides that 
will kill everything but the crop plant. Some people worry that this resistance 
gene will allow farmers to spray more herbicide on their crops since there is 
no chance of killing the GM plant, thereby exposing consumers and the envi
ronment to even more herbicide. 

Transfer of Genetic Material. There is also concern that GM crop plants may 
transfer engineered genes from modified crop plants to their wild or weedy rel
atives. Wind, rain, birds, and bees carry genetically modified pollen to related 
plants near fields containing GM crops (or even to farms where no GM crops 
are being grown). Many cultivated crops have retained the ability to interbreed 
with their wild relatives; in these cases, genes from farm crops can mix with 
genes from the wild crops. This is unlikely to happen with corn or soybeans, 
which do not have weedy relatives in North America. However, it has already 
been demonstrated that GM canola has transferred genes to its weedy relatives, 
and the same is likely to happen with squash and rice. Thus the herbicide is ren
dered ineffective since both the crop plant and its weedy relative share the same 
resistance gene. It may become impossible to determine whether weed plants 
surrounding fields of engineered crops have been pollinated with pollen con
taining the modified gene, and there could be unintended consequences for the 
ecology of the surrounding environment. Also, if pollen from GM crop plants 
drifts to farms that are not growing modified crops, it becomes impossible to 
determine whether a crop plant has engineered genes. This would be disastrous 
in the event of a recall of the genetically modified seed. 



Additional Problems. Genetic manipulation could lead to decreasing varia
tion within a species, and this too can have evolutionary consequences. Most 
GM corn, in addition to carrying the Bt resistance gene, has also been selectively 
bred to mature all at once, produce uniform ears, and have a particular nutrient 
profile. Because GM varieties do increase production or reduce the cost of inputs, 
they have often become extremely popular, meaning that most of the nation's 
corn and soybean crops are nearly genetically identical. If an unforeseen disease 
or pest were to sweep through an area containing this corn or soybean variety, 
the disease would probably devastate a large portion of the crop. 

Most, but not all, of the genetic engineering that occurs to produce crop 
plants resistant to pesticides and herbicides is performed by private compa
nies and is designed to maximize profits. For example, Roundup Ready soy
beans are purchased by farmers who then apply Roundup herbicide; both the 
GM soybean and the herbicide are sold by Monsanto. Crops engineered for a 
more altruistic purpose, such as the golden rice described earlier, were devel
oped in academic research centers and thus far have not proved financially 
viable for profit-making companies. Someday the techniques pioneered by 
agribusiness firms may be used to help solve the problem of world hunger 
and disease, but this has not been the case to date. 

While there is hope that genetic engineers will be able to help solve hunger 
problems by making farming more productive, there are also concerns about any 
negative health and environmental effects of GM foods. It remains to be seen 
whether genetic engineering will constitute a lasting improvement to agriculture. 

8.5 Genetic Engineers Can 
Modify Humans 

Some genetic engineers are attempting to modify humans. These modifications 
may one day include replacing defective or nonfunctional alleles of a gene with 
a functional copy of the gene. If this happens, it might be possible for physicians 
to diagnose genetic defects in early embryos and fix them, allowing the embryo 
to develop into an adult without any genetic diseases. Recent developments 
that have helped scientists to better understand the human genome may make 
this scenario more likely. 

The Human Genome Project 
The Human Genome Project involves sequencing or determining the nucleotide-
base sequence (A, C, G, or T) of the entire human genome and the location of 
each of the 20,000 to 25,000 human genes. In 1990, the Office of Health and 
Environmental Research of the U.S. Department of Energy (DOE), along with 
the National Institute of Health (NIH) and scientists from around the world, 
undertook this project. At the time, scientists involved in the project proposed to 
have a complete accounting of all the genes present in humans by the year 2005. 
However, the race to complete the sequencing of the human genome was drasti
cally accelerated by technological advances and the involvement of a private 
company named Celera Genomics™. At stake were the rights to patent the gene 
sequences. Initially, Celera wanted to retain the rights to the DNA sequences, but 
government scientists were making sequences available to the public. Eventually, 
the two groups worked together to publish the entire sequence of billions of 
nucleotide pairs that comprise the human genome in 2003. 

The scientists involved in this multinational effort also sequenced the 
genomes of the mouse, the fruit fly, a roundworm, bakers' yeast, and a com
mon intestinal bacterium named E. coli. Scientists thought it was important to 
sequence the genomes of organisms other than humans because these model 
organisms are easy to manipulate in genetic studies and because important 



genes are often found in many different organisms. In fact, 90% of human 
genes are also present in mice; 50% are in fruit flies, and 31% are in bakers' 
yeast. Therefore, understanding how a certain gene functions in a model or
ganism helps us understand how the same gene functions in humans. 

To sequence the human genome, scientists first isolated DNA from white 
blood cells. They then cleaved the chromosomes into more manageable sizes 
using restriction enzymes, cloned them into plasmids, and determined the base 
sequence using automated DNA sequencers. These sequencing machines distin
guish between nucleotides based on structural differences in the nitrogenous 
bases. Sequence information was then uploaded to the Internet. Scientists work
ing on this, or any other project, could search for regions of sequence information 
that overlapped with known sequences. Using overlapping regions, scientists in 
laboratories all over the world worked together to patch together DNA sequence 
information. In this manner, scientists sequenced entire chromosomes by "walk
ing" from one end of a chromosome to the other (Figure 8.20). DNA sequence 
information obtained by means of the Human Genome Project may someday 
enable medical doctors to take blood samples from patients and determine 
which genetic diseases are likely to affect them. 

Many people worry about having these types of tests performed because 
this personal information may get back to their insurance companies or em
ployers, but there is a positive side to having all of this information available. 
Once the genetic basis of a disease has been worked out—that is, how the 
gene of a healthy person differs from the gene of a person with a genetic 
disease—the information can be used to develop treatments or cures. 

Gene Therapy 
Scientists who try to replace defective human genes (or their protein prod
ucts) with functional genes are performing gene therapy. Gene therapy may 
someday enable scientists to fix genetic diseases in an embryo. To do so, the 
scientists would supply the embryo with a normal version of a defective gene; 
this so-called germ-line gene therapy would ensure that the embryo and any 
cells produced by cell division would replicate the new, functional version of 
the gene. Thus, most of the cells would have the corrected version of the gene, 
and when these genetically modified individuals have children, they will pass 
on the corrected version of the gene. If scientists can fix genetic defects in early 
embryos, some genetic diseases can be prevented. 

Another type of gene therapy, called somatic cell gene therapy, can be 
performed on body cells to fix or replace the defective protein in only the 
affected cells. Using this method, scientists introduce a functional version of a 
defective gene into an affected individual cell in the laboratory, allow the cell 
to reproduce, and then place the copies of the cell bearing the corrected gene 
into the diseased person. 

This treatment may seem like science fiction, but it is likely that this method of 
treating genetic diseases will be considered a normal procedure in the not-too-
distant future. In fact, genetic engineers already have successfully treated a genet
ic disorder called severe combined immunodeficiency (SCID), a disease caused 



by a genetic mutation that results in the absence of an important enzyme and se
verely weakens the individual's immune system. Because their immune systems 
are compromised, people with SCID are incapable of fighting off any infection, 
and they often suffer severe brain damage from the high temperatures associated 
with unabated infection. Any exposure to infection can kill or disable someone 
with SCID, so most patients must stay inside their homes and often live inside 
protective bubbles that separate them from everyone, even family members. 

To devise a successful treatment for SCID, or any disease treated with gene 
therapy, scientists had to overcome a major obstacle—getting the therapeutic 
gene to the right place. 

Proteins break down easily and are difficult to deliver to the proper cells, so it 
is more effective to replace a defective gene than to continually replace a defec
tive protein. Delivering a normal copy of a defective gene only to the cell type 
that requires it is a difficult task. SCID, a disorder that has been treated success
fully, was chosen by early gene therapists in part because defective immune sys
tem cells could be removed from the body, treated, and returned to the body. 

Immune system cells that require the enzyme missing in SCID patients cir
culate in the bloodstream. Blood removed from a child with SCID is infected 
with nonpathogenic (non-disease-causing) versions of a virus. This virus is 
first engineered to carry a normal copy of the defective gene in SCID patients. 
After the immune system cells are infected with the virus, these recombinant 
cells, which now bear copies of the functional gene, are returned to the SCID 
patient (Figure 8.21a). 



In 1990, a 4-year-old girl named Ashi DiSilva (Figure 8.21b) was the first 
patient to receive gene therapy for SCID. Ashi's parents were willing to face 
the unknown risks to their daughter because they were already far too famil
iar with the risks of SCID—the couple's two other children also had SCID and 
were severely disabled. Ashi is now a healthy adult with an immune system 
that is able to fight off most infections. 

However, Ashi must continue to receive treatments because blood cells, 
whether genetically engineered or not, have limited life spans. When most 
of Ashi's engineered blood cells have broken down, she must be treated 
again; thus, she undergoes this gene therapy a few times each year. Since 
Ashi's gene therapy turned out well, many other SCID patients have been 
successfully treated and can live normal lives. Unfortunately, Ashi's gene 
therapy does not prevent her from passing on the defective allele to her 
biological children because this therapy is not "fixing" the allele in her 
ovaries. 

Although things worked out well for Ashi, successful gene therapy is far 
from routine. Two of 11 French boys treated with gene therapy for SCID 
developed leukemia that is thought to be related to their treatment, and an 
American teenager died from complications of experimental gene therapy 
meant to cure his relatively mild genetic disorder. 

In addition to the risks involved in conducting any experimental therapy, 
not many genetic diseases can be treated with gene therapy. Gene therapy to 
date has focused on diseases caused by single genes for which defective cells 
can be removed from the body, treated, and reintroduced to the body. Most 
genetic diseases are caused by many genes, affect cells that cannot be removed 
and replaced, and are influenced by the environment. 

Most people support the research of genetic engineers in their attempts to 
find better methods for delivering gene sequences to the required locations 
and for regulating the genes once they are in place. A far more controversial 
type of genetic engineering involves making an exact copy of an entire organ
ism by a process called cloning. 

Cloning Humans 
Human cloning occurs commonly in nature via the spontaneous produc
tion of identical twins. These clones arise when an embryo subdivides itself 
into two separate embryos early in development. This is not the type of 
cloning that many people find objectionable; people are more likely to be 
upset by cloning that involves selecting which traits an individual will pos
sess. Natural cloning of an early embryo to make identical twins does not 
allow any more selection for specific traits than does fertilization. However, 
in the future it may be possible to select adult humans who possess desired 
traits and clone them. Since cloning does not actually alter an individual's 
genes, it is more of a reproductive technology than a genetic engineering 
technology. However, it may someday be possible to alter the genes of a 
cloned embryo. 

Cloning offspring from adults with desirable traits has been successfully 
performed on cattle, goats, mice, cats, pigs, rabbits, and sheep. In fact, the 
animal that brought cloning to the attention of the public was a ewe named 
Dolly. 

Dolly was cloned when Scottish scientists took cells from the mammary 
gland of an adult female sheep and fused it with an egg cell that had previ
ously had its nucleus removed. Treated egg cells were then placed in the 
uterus of an adult ewe that had been hormonally treated to support a preg
nancy. Scientists had to try many times before this nuclear transfer technique 
worked. In all, 277 embryos were constructed before one was able to develop 
into a live lamb (Figure 8.22). Dolly was born in 1997. 





Essay 8.1 Stem Cells 
Genetic engineers in some laboratories are trying to 
harness the healing powers of human stem cells. These 
cells, unlike most of the cells in your body, do not per
form a specific function; instead, they are able to pro
duce many different kinds of cells and tissues. Because 
stem cells do not have a particular function, they are 
said to be undifferentiated. Although they are undif
ferentiated, they can be pressed into service as many 
different cell types. Imagine that you are remodeling 
an old home, and you have a type of material that you 
can mold into anything you might need for the remod
eling job—brick, tile, pipe, plaster, and so forth. Hav
ing a supply of this material would help you fix many 
different kinds of damage. Scientists believe that stem 
cells may serve as this type of all-purpose repair mate
rial in the body. If cells are nudged in a particular 
developmental direction in the laboratory, they can be 
directed to become a particular tissue or organ. Using 
stem cells from early embryos to produce healthy tis
sues as replacements for damaged tissues is called 
therapeutic cloning. Tissues and organs grown from 
stem cells in the laboratory may someday be used to 
replace organs damaged in accidents or organs that 
are gradually failing due to degenerative diseases. 
Degenerative diseases start with the slow breakdown 
of an organ and progress to organ failure. Additionally, 
when one organ is not working properly, other organs 
are affected. Degenerative diseases include diabetes, 
liver and lung diseases, heart disease, and Alzheimer's 
disease. 

Stem cells could provide healthy tissue to replace 
those tissues damaged by spinal cord injury or burns. 
New heart muscle could be produced to replace muscle 
damaged during a heart attack. A diabetic could have a 
new pancreas, and people suffering from some types of 
arthritis could have replacement cartilage to cushion 
their joints. Thousands of people waiting for organ 
transplants might be saved if new organs were grown in 
the lab. 

Stem cells are usually isolated from early embryos 
that are left over after fertility treatments. In vitro (Latin, 
meaning "in glass") fertilization procedures often result 
in the production of excess embryos because many egg 
cells are harvested from a woman who wishes to become 
pregnant. These egg cells are then mixed with her part
ner's sperm in a petri dish, resulting in the production of 
many fertilized eggs that grow into embryos. A few of 
the embryos are then implanted into the woman's 
uterus. The remaining embryos are stored so that more 
attempts can be made if pregnancy does not result or if 
the couple desires more children. When the couple 
achieves the desired number of pregnancies, the remain
ing embryos are discarded or, with the couple's consent, 
used for stem-cell research. 

Early embryonic cells are harvested because stem 
cells are totipotent directly after fertilization; in other 
words, these stem cells can become any other cell type 
(Figure E8.1). As the embryo develops, its cells become 
less and less able to produce other cell types. As a 
human embryo grows, the early cells start dividing and 
forming different, specialized cells such as heart cells, 
bone cells, and muscle cells. Once formed, specialized 
nonstem cells can divide only to produce replicas of 
themselves. They cannot backtrack and become a differ
ent type of cell. 

There is, however, a small supply of stem cells pres
ent in adult tissues, probably so that these tissues can re
pair themselves. Though stem cells exist in adult tissue, 
they are not present in great numbers, so they can be 
hard to find and extract for growth. They do not have 
the limitless replicative potential of embryonic stem 
cells, making it hard to grow them in large batches. 
Also, their ability to be transformed into different cell 
types is limited, making them less useful than embry
onic stem cells. 

Although embryonic stem cells are easier to work 
with and have more powerful healing potential than 
adult stem cells, laws in the United States restrict 
government funding for embryonic stem cell research. 
Embryos are destroyed when stem cells are harvested 
from them—a result that many find objectionable. 
In 2001, President Bush signed an executive order to 
ban scientists from using government money for stud
ies involving human embryonic stem cells, unless 
those cells were created before the 2001 ban. 



This technique is more efficient than allowing two prize animals to breed 
because each animal gives only half of its genes to the offspring. There is no 
guarantee that the offspring of two prize animals will have the desired 
traits. Even when a genetic clone is produced, there is no guarantee that 
the clone produced will be identical in the appearance and behavior as the 
original. 

No one knows if nuclear transfer will work in humans—or if cloning is 
safe. If Dolly is a representative example, cloning animals may not be safe. In 
2003, at age 6 years, Dolly was put to sleep to relieve her from the discomfort 
of arthritis and a progressive lung disease, conditions usually found only in 
older sheep. The fact that Dolly developed these conditions has led scientists 
to question whether she had aged prematurely. Scientists are watching other 
cloned animals for similar signs of premature aging. 

Another type of cloning technology involves the use of early embryos 
that can be induced to develop into particular tissues or organs to be 
used for transplants. Called therapeutic cloning, this technique involves 
stem cells, a special type of cells, and has proven to be controversial 
(Essay 8.1). 

The debate about human cloning mimics the larger debate about genet
ic engineering. As a society, we need to determine whether the potential for 
good outweighs the potential harm for each application of these technolo
gies (Table 8.2). When it comes to human cloning, the potential for abuse 
could be substantial. Important questions regarding human cloning will 
not be resolved by developing human cloning techniques. Ideally, these 
issues will be discussed and legislation enacted before it becomes possible to 
clone humans. 







chapter 9 



L
ike many states and school districts, the Kansas 
State Board of Education recently put significant 
effort into updating and clarifying the list of con
cepts that students in grades from kindergarten 

through 12 are expected to master. In August 1999, the board adopted new 

statewide educational standards and immediately set off a firestorm of contro

versy. Conspicuously missing from the list of topics young Kansans were re

quired to know before graduating was a portion of the subject of biological 

evolution. Specifically, the standards excluded the theory that describes the 

descent of modern species from extinct ancestors. "We are only being honest 

with our students," said school board member Steve Abrams. "Evolution is 

only a theory." In 2000, public backlash against the school board resulted in the 

defeat of several antievolution members and the reinstatement of evolution as a 

key component of the science standards. Then, in 2004, many of the ousted 

members were reelected, and the board took a new approach—mandating the 

teaching of "alternatives to evolution." 

The furor over teaching evolution in Kansas is not an isolated event. In 

the last decade, legislators in states around the nation, including Michigan, 

Minnesota, Washington, Hawaii, and Louisiana, have considered requiring 

science curricula that include discussion of the "challenges" to evolution or 

even outright rejection of the topic. At the same time, school boards in local 



districts from Wisconsin to Texas have faced the same issue. In fact, the 
debate over whether children should learn about evolution is nearly as old 
as the theory itself. 

The subject of evolution probably would not cause so much controversy, in 
Kansas and elsewhere, if it did not address fundamental questions of human 
existence: Who are we, and where do we come from? Many religious tradi
tions include as part of their beliefs the understanding that humans were 
designed by an intelligent supernatural being. In contrast to these beliefs, 
evolutionary theory argues that humans arose through natural processes and 
that they are the descendants of ancient apes. On the surface, these ideas 
appear to be competing hypotheses about the origins of humanity. However, 
U.S. federal courts have consistently ruled that the First Amendment to the 
Constitution prohibits instruction of religious beliefs about human origins in 
American public school science classrooms. 

If the belief of creation by a supernatural being is not allowed to be pre
sented in public schools because it is a religious idea, then the theory of evo
lution should not be presented either, reasoned a majority of Kansas state 
school board members in 1999. After all, they argued, it seems that the 
theory of evolution represents a religious belief as well, just one that rejects 
any action of a higher power. In 2005, these same board members voted to 
allow the teaching of evolution as long as science teachers discussed "gaps" 
in the theory and offered alternative explanations to explain these gaps. 

Do the school board actions in Kansas represent a revolution in science 
education—the recognition that scientific theories are as much a matter of faith 
as religious doctrine? Or, as others have said, does it represent a dangerous 
trend in U.S. education—one that sets religious belief on equal footing with sci
entific understanding? In this chapter, we examine these questions by explor
ing the theory of evolution and the origin of humans as a matter of science. 

9.1 What Is Evolution? 
Evolution really has two different meanings to biologists. The term can refer to 
either a process or an organizing principle, that is, a theory. 

The Process of Evolution 
Generally, the word evolution means "change," and the process of biological 
evolution is derived from this definition. Biological evolution is a change in the 
characteristics of a population of organisms that occurs over the course of gen
erations. The changes in populations that are considered evolutionary are those 
that are inherited via genes. Other changes that may take place in populations 
due to environmental change are not evolutionary; for instance, the average 
dress size for women in the United States has increased from 8 to 14 over 
the past 50 years because of an increase in our average calorie intake and 
average age, not because of a change in genes. 

As an example of the process of biological evolution, consider the species 
of organism commonly known as head lice. A species (Latin, meaning "kind") 
consists of a group of individuals that can regularly breed together, producing 
fertile offspring, and that is generally distinct from other species in appearance 
or behavior. Most species are physically subdivided into smaller groups, or 
biological populations, that are somewhat independent of other populations. 
As some parents of young children have discovered, some populations of head 
lice in the United States have become resistant to the pesticide permethrin, 
found in over-the-counter delousing shampoos. Initially, lice infections were 
readily controlled through treatment with these products; however, over time, 
populations of lice changed to become less susceptible to the effects of these 



chemicals. The evolution of resistance can occur rapidly—a study in Israel 
demonstrated that populations of head lice were four times less susceptible to 
permethrin only 30 months (or 40 lice generations) after the pesticide came into 
widespread use in that country. 

Note that in this example, individual head lice did not "evolve" or change; 
instead, the population as a whole changed from one in which most lice were sus
ceptible to one in which most lice were resistant to the pesticide. Individual lice 
were either susceptible to, or resistant to, permethrin. The variation in resistance 
among individuals in the population occurred due to variation among them 
in their genes—in particular, some lice carried gene forms (alleles) that conferred 
resistance, and others carried nonresistant alleles. Because individuals with the 
resistant alleles were much more likely to survive permethrin treatment, they 
passed these alleles on to their offspring. As a result, a population made up prima
rily of individual lice that carried the susceptible alleles changed into one in which 
most of the lice carry the resistant alleles. This change in the characteristics of the 
population took many generations (Figure 9.1). According to the definition of evo
lution presented earlier, the population of lice has evolved. In this case, the process 
of natural selection, the differential survival and reproduction of individuals in 
a population, brought about the evolutionary change. Natural selection is the 
process by which populations adapt to their changing environment. We will dis
cuss natural selection in more detail in Chapter 10. Other forces, including 
chance, can cause evolutionary changes in the genetic makeup of populations as 
well. We discuss those forces in Chapter 11. 

Most people accept that traits in populations can evolve. Evolutionary 
change in biological populations, such as the development of pesticide resist
ance in insects and antibiotic resistance in bacteria, has been observed multiple 
times. Changes that occur in the characteristics of populations are referred to 
as microevolution. In Chapter 10 we explore the consequences of microevolu-
tion resulting from researchers' efforts to combat certain human diseases. 

The Theory of Evolution 
Few members or supporters of the Kansas state school board disagree that the 
process of evolution occurs; however, they dispute whether the theory of evo
lution is "scientific truth." In fact, discussion of the theory of evolution is much 
more controversial in society than discussion of the process. Some of the 



controversy is generated by the use of the word theory. When people use this 
word in everyday conversation, they often are referring to a tentative expla
nation with little systematic support. A sports fan might have a theory about 
why her team is losing, or a gardener might have a theory about why his roses 
fail to bloom. Usually, these ideas amount to a "best guess" regarding the cause 
of some phenomenon. As first described in Chapter 1, a scientific theory is 
much more substantial—it is a body of scientifically acceptable general princi
ples that help explain how the universe works. Scientific theories are support
ed by numerous lines of evidence and have withstood repeated experimental 
tests. For instance, the theory of gravity explains the motion of the planets; 
atomic theory explains the interactions between chemical elements and mole
cules; and the theory of relativity explains the relationship between mass and 
energy. The theory of evolution is an organizing principle for understanding 
how species originate and why they have the characteristics that they exhibit. 
The theory of evolution can thus be stated: 

All species present on Earth today are descendants of a single 
common ancestor, and all species represent the product of millions of 
years of microevolution via natural selection and other modes of evo
lutionary change. 

In other words, modern animals, plants, fungi, bacteria, and other living 
things are related to each other and have been diverging from their common 
ancestor by various processes since the origin of life on this planet. The ori
gin of modern species from a common ancestor is what most nonscientists 
think of when they hear the word evolution. This part of the theory of evolu
tion, called the theory of common descent, is illustrated in Figure 9.2. How
ever, most biologists understand that the theory of evolution encompasses 
both the theory of common descent and the processes by which evolutionary 
change occurs. 



9.2 Charles Darwin and the Theory 
of Evolution 

Charles Darwin is credited with bringing the theory of evolution into the main
stream of modern science (Figure 9.3). The youngest son of a wealthy physician, 
Darwin spent much of his early life as a lackluster student. After dropping out 
of medical school at Edinburgh University and at the urging of his father, 
Darwin entered Cambridge University to study for the ministry. Darwin barely 
made it through his classes but did strike up friendships with several mem
bers of the scientific community at the college. One of his closest companions 
at Cambridge was Professor John Henslow, an influential botanist who nurtured 
Darwin's deep curiosity about the natural world. It was Henslow who secured 
Darwin his first "job" after graduation. In 1831, at age 22, Darwin set out on 
what would become his life-defining journey—the voyage of the HMS Beagle. 

The Beagle's mission was to chart the coasts and harbors of South America. The 
ship's personnel was to include a naturalist for "collecting, observing, and not
ing anything worthy to be noted in natural history." Henslow recommended 
Darwin to be the unpaid assistant naturalist (and socially appropriate dinner 
companion) to the Beagle's aristocratic, brilliant, but rigid captain, Robert FitzRoy, 
after two other candidates had turned it down. 

Early Views of Evolution 
The hypothesis that organisms, and even the very rock of Earth, had changed 
over time was not new when Darwin embarked on his voyage. The Greek 
poet Anaximander (611-546 B.C.) seems to have been the first Western philoso
pher to postulate that humans evolved from fish that had moved onto land. 
His ideas were later supplanted by those of Aristotle, who believed that 
species were fixed and unchanging and formed a progression from "lowest" 
to "highest" forms of life. Darwin was also familiar with the work of 
geologists James Hutton and Charles Lyell, who argued that geological 
features such as gorges and mountains were the result of slow, gradual change 
over the course of eons. 

The first modern evolutionist, Jean Baptiste Lamarck, had published his theo
ry of evolution in 1809, the year of Darwin's birth. Lamarck was the first scientist 
to clearly state that organisms adapted to their environments. He proposed that all 
individuals of every species had an innate, inner drive for perfection and that the 
traits they developed over their lifetimes could be passed on to their offspring. 
Lamarck used this principle in an attempt to explain why giraffes' necks are long; 
he proposed that ancient giraffes must have stretched their necks to reach leaves on 
higher trees and as a result gave birth to calves with longer necks. Lamarck's con
temporaries were unconvinced by this proposed mechanism for species change— 
for instance, it was easily seen that the children of muscular blacksmiths had 
similar-sized biceps to those of bankers' children and had obviously not inherited 
their father's highly developed muscles. Lamarck's critics were also unwilling to 
question the more socially acceptable alternative hypothesis that Earth and its 
organisms were created in their current forms by God. 

The Voyage of the Beagle 
In the 5 years that he spent on the expedition of the HMS Beagle, Darwin spent 
most of his time on land—luckily for him, as it turns out, he never became 
accustomed to the ocean's swells and was nearly constantly seasick on board the 
ship (Figure 9.4 on page 230). The trip was a dramatic awakening for the young 
man, who was awed at the sight of the Brazilian rain forest, amazed by the scant
ily clothed natives in the brutal climate of Tierra del Fuego, and intrigued by 



the diversity of animals and plants he collected. On the ship, he had ample time 
to read, including Charles Lyell's book Principles of Geology, which put forth the 
hypothesis that geological processes have not changed through time. In sup
porting this idea, called uniformitarianism, Lyell argued that deep canyons 
could result from the gradual erosion of rock caused by flowing water, given 
enough time. The hypothesis of uniformitarianism called into question the belief 
that Earth was less than 10,000 years old. 

The most influential stop Darwin made on his journey was at a small 
archipelago of volcanic islands off the coast of Ecuador. The Galapagos Islands 
were not very appealing to Darwin at first; they seemed harsh and nearly lifeless. 
However, during the month that the Beagle spent sailing the islands, Darwin 
collected an astonishing variety of organisms. Many of the birds and reptiles he 
observed appeared to be unique to each island. While all islands had populations 
of tortoises, the type of tortoise found on one island was different from the types 
found on other islands (Figure 9.5). Darwin wondered why God would place dif
ferent, unique subtypes of tortoise on islands in the same small archipelago. Upon 
his return to England, Darwin reflected on these and other observations and con
cluded that the different subspecies of tortoises on the different islands must have 
arisen through evolution from a single ancestral tortoise population. He noted 
a similar pattern of divergence between species on the islands and the closest 
mainland—prickly pear cacti in Ecuador have the ground-hugging shape familiar 
to many of us, while on the Galapagos, these plants have diverged into species that 
are tree-sized (Figure 9.6). 

Developing the Hypothesis of Common Descent 
Darwin's observations and portions of his fossil collection, sent periodically back 
to Henslow via other ships, made Darwin a scientific celebrity even before the 
Beagle returned to England. The respect he had gained from his scientific con
temporaries provided an important buttress to the intense criticism caused by his 
interpretation of these observations. As he reflected on his observations and spec
imens, Darwin began to realize that they fit a pattern. He saw that the evidence 
supported the view of his own grandfather, Erasmus Darwin, who had hypoth
esized that all modern organisms are descended from a single common ancestor. 
This hypothesis, known as common descent, had been ridiculed by his grand
father's contemporaries and was still considered radical. Darwin's understanding 
of the revolutionary nature of this idea prevented him from sharing his hypothe
sis with all but a few close friends. 



Fear of being rejected by his scientific colleagues caused Darwin to carefully 
document and research support for the hypothesis of common descent. In 1859, 
when he published his most influential book—On the Origin of Species by Means 
of Natural Selection, or the Preservation of Favoured Races in the Struggle for Life—the 
evidence he had accumulated was overwhelming. The main point of this text 
was to put forward a hypothesis proposing how species come about—in other 
words, the process of evolution via natural selection. Darwin devoted the last 
several chapters of The Origin of Species to describing the evidence for the 
hypothesis of common descent. He argued that the best explanation for obser
vations of the relationships among modern organisms, and for the existence of 
fossils of extinct organisms, was that all organisms had descended from a single 
common ancestor in the distant past. 

Darwin had finally been spurred into publishing his work in 1858, after 
receiving a letter from Alfred Russel Wallace. With Wallace's letter was a man
uscript detailing a mechanism for evolutionary change—and it was identical to 
Darwin's theory of natural selection. Concerned that his years of scholarship 
would be forgotten if Wallace published his ideas first, Darwin had excerpts of 
both his and Wallace's work presented in July 1858 at a scientific meeting in Lon
don, and the next year he published The Origin of Species. 

As defined in Chapter 1, a hypothesis is a tentative explanation for an 
observation. However, the evidence put forth in The Origin of Species was so 
complete, and from so many different areas of biology, that the hypothesis 
of common descent no longer appeared to be a tentative explanation. In 
response, scientists began to refer to this idea and its supporting evidence as 
the theory of common descent. 

9.3 Evaluating the Evidence for 
Common Descent 

Most scientists no longer question the theory that modern species evolved from 
extinct ancestors. Indeed, most biologists would agree that common descent is a 
scientific fact. However, the acceptance of the theory in the scientific community 
is in great contrast to the feelings of the nonscientist public. Opinion polls in the 
United States conducted over the past several decades have consistently indicated 
that nearly 50% of Americans do not believe that modern species arose from a 
common ancestor. 

Let us explore the statement, "common descent (or evolution) is a fact," more 
closely. When The Origin of Species was published, most Europeans believed that 
special creation explained how organisms came into being. According to this 
belief, God created organisms during the 6 days of creation described in the first 
book of the Bible, Genesis. This belief also states that organisms, including 
humans, have not changed significantly since this beginning. According to some 
biblical scholars, the Genesis story indicates that creation also occurred fairly 
recently, within the last 10,000 years. Before Darwin, this story was scientists' 
best explanation for where living beings came from, and it helped explain the 
wonderful diversity and complexity of life. The belief in special creation grew 
from belief in Christianity in Europe. The same creation story is shared by other 
major religions as well, including Judaism and Islam. 

Consider special creation as an alternative to the theory of common descent 
for explaining how modern organisms came to be. Is it an alternative that 
should be presented in public high school science classes? Since the idea of 
special creation requires the action of a supernatural entity, an all-powerful 
creator, it is not itself a scientific hypothesis. As discussed in Chapter 1, in order 
for a hypothesis to be testable by science, it must be able to be evaluated through 
observations of the material universe. Since a supernatural creator is not 
observable or measurable, there is no way to determine the existence or predict 



the actions of such an entity via the scientific method. This is the essential prob
lem with any statement that supposes a supernatural cause—including the cur
rently promoted "alternative to evolution" called intelligent design, which 
argues that some biological processes are too complex to have evolved and 
must have been supernaturally designed (Essay 9.1). However, the belief of 
special creation does provide some scientifically testable hypotheses. For 
instance, the assertion that organisms came into being within the last 10,000 
years and that they have not changed substantially since their creation is testable 
through observations of the natural world. We can call this hypothesis about the 
origin and relationships among living organisms the static model hypothesis, 
indicating that organisms are recently derived and unchanging. 

Essay 9.1 The Argument from Design 
If a person walking through the woods found a watch on 
the path and examined it closely, he or she would find 
that it was highly complex, intricate, and accurate. Based 
on that observation, the person would naturally infer that 
the watch had been made by a skilled watchmaker. This 
point, advanced by William Paley, an English priest in 
1802, is the basis of the "argument from design." If a com
plex watch must have been created by a watchmaker, 
Paley reasoned, then infinitely more complex living 
organisms must have been created as well. Essentially, 
the argument from design is an argument based on 
incredulity. It seems impossible to many of us that struc
tures like the human eye or brain could be the result of 
an undirected process such as evolution. 

The argument from design has two major flaws. 
First is the assumption that the evolution of structures 
that increase an organism's chance for survival is based 
on the random generation of these structures. It is true 
that the basis for evolutionary change is random— 
mutations are indeed chance events. However, the 
selection of mutations (via the survival of individuals 
who carry them) is not random, a point that we will 
explore further in Chapter 10. There is a direction in 
evolutionary change toward better fit to the environ
ment. Thus organisms appear to be "designed" for their 
environment, but only because natural selection has 
favored the evolution of traits that increase survival 
and reproduction in that environment. 

The second flaw in the argument from design is the 
assumption that complex structures must have arisen, 
fully functional, from formlessness. It seems highly un
likely that something as complex as an eye could have 
evolved in a series of small adaptations from a simpler 
structure. Darwin himself was concerned about this 
very example; so, in The Origin of Species, he described 

examples of less complex eyes that, if put in a series, 
illustrated how the camera-type human eye might have 
evolved from simpler structures. Highly complex 
structures can result from incremental changes to sim
ple beginnings. Darwin's example of progressively 
complex eyes in nature seemingly put to rest this 
objection to the theory of evolution. 

More recently however, the argument from design 
has been used when considering molecular structures 
and biochemical processes of extreme complexity. In his 
book, Darwin's Black Box, Michael Behe argued that 
many of the interacting parts and processes inside cells 
are irreducibly complex, meaning that if any one of the 
parts is not present, the whole system breaks down. 
This, Behe argues, is evidence that these processes must 
have been "intelligently designed." However, Behe's 
thesis has the same flaws as Paley's. He does not 
acknowledge simpler versions of his irreducibly com
plex processes and structures, and he assumes that the 
complexity could only have arisen fully formed, rather 
than adapted from another use. In fact, Behe's 1996 book 
posed a challenge to evolutionary biologists, and many 
have presented rigorous evolutionary analyses that 
demonstrate how his examples of "irreducibly com
plex" processes are likely to have evolved. 

The essential problem with the argument from 
design—including the latest version, intelligent design— 
is that the existence and actions of a supernatural creator 
cannot be rejected by any observations of the natural 
world. The "alternative" to evolution that is proposed by 
intelligent design is not an alternative scientific theory. 
Instead, it consists of asserting the irreducible complex
ity of an ever-dwindling set of processes and structures 
that have not yet been subjected to intense evolutionary 
analysis. 



There are also several intermediate hypotheses between the static model 
and common descent. One intermediate hypothesis is that organisms were 
created, perhaps millions of years ago, and that changes have occurred, but 
brand-new species have not arisen; we will call this the transformation 
hypothesis. Another intermediate hypothesis is that types of organisms arose 
separately and since their origin have diversified into numerous species; we 
will call this the separate types hypothesis. These hypotheses and the theory 
of common descent are summarized in Figure 9.7. Polls of the American pub
lic indicate that many people view all of these alternatives—static model, 
transformation, separate types, and common descent—as equally reasonable 
explanations for the origin of biological diversity. 

Many nonscientists think that the Kansas State Board of Education made 
a reasonable choice in 1999 when it decided to remove the theory of evolution 
(and thus the theory of common descent) from the state's science standards. 



It seems to some that rather than bowing to the arguments of scientists who 
teach only one of many ideas about the origin of modern organisms, the 
school board made a justifiable decision to allow school districts to suppress 
discussion of the topic altogether. After the 2005 decision, many citizens felt 
that their elected officials were simply trying to be fair when they considered 
requiring the discussion of other hypotheses in addition to the theory of com
mon descent. 

But what about all those scientists who insist that the theory of common 
descent is fact? Why would so many scientists maintain this position? As you 
will soon see, the three alternative hypotheses are not equivalent to the theory 
of common descent. To understand why, we must evaluate the observations 
that help us test these hypotheses. We will do this as we address one of the 
most controversial questions underlying this debate: Are humans really relat
ed to apes? 

Biological Classification Suggests 
Evolutionary Relationships 
Any zookeeper will tell you that the primate house is the most popular 
exhibit in the park. People love apes and monkeys. It is easy to see why— 
primates are curious, playful, and agile. In short, they are fun to watch. But 
something else drives our fascination with these wonderful animals: We 
see ourselves reflected in them. The forward placement of their eyes and 
their reduced noses appear humanlike. They have hands with fingernails 
instead of paws with claws. Some can stand and walk on two legs for short 
periods. They can finely manipulate objects with their fingers and oppos
able thumbs. They exhibit extensive parental care, and even their social 
relations are similar to ours—they tickle, caress, kiss, and pout (Figure 9.8). 
Humans have long recognized our similarities with the apes. Cultures 
having close contact with these animals often gave them names that reflect 
this similarity—such as orangutan, a Malay word meaning "person of 
the forest." 

Why are primates, particularly the great apes (gorillas, orangutans, 
chimpanzees, and bonobos) so similar to humans? Scientists contend that 
it is because humans and apes are recent descendants of a common biolog
ical ancestor. This statement is supported by the biological classification 
of humans. 

Linnaean Classification. As the modern scientific community was develop
ing in the sixteenth and seventeenth centuries, various methods for organizing 
biological diversity were proposed. Many of these classification systems 
grouped organisms by similarities in habitat, diet, or behavior; some of these 
classifications placed humans with the great apes, and others did not. 

Into the classification debate stepped Carl von Linne, a Swedish physician 
and botanist. Von Linne gave all species of organisms a two-part, or binomial, 
name in Latin, which was the common language of science at the time. In fact, 
he adopted a Latin name for himself by which he is more universally known— 
Carolus Linnaeus. The Latin names that Linnaeus assigned to other organisms 
typically contained information about the species' traits—for instance, Acer sac-
charum is Latin for "maple tree that produces sugar," the tree commonly known 
as the sugar maple, while Acer rubrum is Latin for "red maple." 

In addition to the binomial naming system, Linnaeus developed a new 
way to organize living organisms according to shared physical similarities. 
His classification system was arranged hierarchically; organisms that shared 
many traits were placed in the same narrow classification, while those that 
shared fewer, broader traits were placed in more comprehensive categories. 
Linnaeus's hierarchy today takes the following form, from broadest to nar
rowest groupings: 



Domain 

Kingdom 

Phylum (or Division) 

Class 

Order 

Family 

Genus 

Species 

Thus, for example, all organisms that were able to move under their own 
power, at least for part of their lives, and relied on other organisms for food 
were placed in the Kingdom Animalia. Within that kingdom, all organisms 
with backbones (or a related skeletal structure called a notochord) were placed 
in the same phylum, Chordata, and all chordates that possess fur and produce 
milk for their offspring were placed in the Class Mammalia, the mammals. 
Humans are mammals, as are dogs, lions, dolphins, and monkeys. The scien
tific name of a species contains information about its classification as well. For 
instance, the black bear, Ursus americanus, belongs to the genus Ursus along 
with the grizzly bear, Ursus arctos, and a few other bear species. 

Other scientists quickly adopted the logical and orderly Linnaean system of 
classification, and it became the standard practice for organizing biological diver
sity (Figure 9.9). To reflect a modern understanding of the tree of life, biologists 



have added "sub" and "super" levels between these categories—such as super-
family between family and order—and have even described new intermediate 
categories, such as "branch," as a way to best represent the complex evolutionary 
history within a group of organisms. Modern classification science is discussed 
more thoroughly in Chapter 12. 

Classification of Humans and Apes. Linnaeus himself did not believe that 
evolution occurred. His purpose in developing a biological classification was 
to determine what he called "God's plan" for the living universe. However, 
Darwin used Linnaeus's classification as a major facet of his argument for the 
theory of evolution. Darwin argued that Linneaus's system was an effective 
way to organize biological diversity because it reflected the underlying bio
logical relationships among living organisms. Darwin noted that the levels in 
Linnaean classification could be interpreted as different degrees of relationship. 
In other words, all species in the same family share a relatively recent common 
ancestor, while all families in the same class share a more distant common 
ancestor. The relationship among species implied by Linnaean classification is 
typically illustrated with a tree diagram (Figure 9.10). 

Using his classification system, Linnaeus placed humans, monkeys, and 
apes in the same order, which he called Primates, because humans have 
forward-facing eyes and coordinated hands like other primates. The mod
ern classification of humans reflects only refinements of Linnaeus's ideas. 
Among living primates, humans are most similar to apes. Humans and apes 
share a number of characteristics, including relatively large brains, erect 
posture, lack of a tail, and increased flexibility of the thumb. Scientists now 
place humans and apes in the same family, Hominidae. Humans and the 
African great apes (gorillas, chimpanzees, and bonobos) share even more 
characteristics, including elongated skulls, short canine teeth, and reduced 



hairiness; they are placed together in the same subfamily, Homininae. 
When the classification of humans, great apes, and other primates is shown 
in the form of a tree diagram (Figure 9.11), it is easy to see why Darwin 
concluded that humans and modern apes may have evolved from the same 
ancestor. 

Evidence of Homology 
The fact that different organisms share many traits does not necessarily 
indicate that they share biological ancestry. Linnaeus's classification alone 
does not support any of the four competing hypotheses about the origin of 
modern organisms. However, the tree of relationship implied by Linnaeus's 
classification, and illustrated in Figure 9.11, forms a hypothesis that can 
be tested. If modern species represent the descendants of ancestors that 
also gave rise to other species, we should be able to observe other, less 
obvious similarities between related modern species in anatomy and 
genetic material. 



Comparative Anatomy. Figure 9.12 illustrates the concept of homology, 
which is the similarity in characteristics that has resulted from common 
ancestry. In this case, the homology is in anatomy, that is, physical structure; 
however, homology can be observed in other features of organisms from 
their behavior to their DNA. Each of the mammal forelimbs pictured in 
Figure 9.12 has a very different function—bat wings are used for flight, sea 
lion flippers for swimming, lion legs for running, and human arms for 
grasping and throwing. However, each of these limbs shares a common set 
of bones that are in the same relationship to each other even if they are 
quite different in size and relative proportion. The most likely explanation 
for the similarity in the underlying structure of these limbs is that each 
species inherited the basic structure from the same common ancestor, and 
the processes that cause evolution led to their unique modification in 
each group. 

While similarities among organisms in the structure of their functional 
limbs provides support for the hypothesis that they share a common 
ancestor, even more compelling evidence comes from similarities between 
functional traits in one organism and nonfunctional features, or vestigial 
traits, in another. For instance, humans contain a number of traits that 
appear to have been modified from functional traits found in an ancestor. 
These traits either do not function in humans, or their function is highly 
modified from that of other descendants of the same ancestor. In other 
words, these vestigial traits represent a vestige, or remainder, of our bio
logical heritage. Figure 9.13 provides two examples of vestigial traits in 
humans. Great apes and humans have a tailbone like other primates; yet 
neither great apes nor humans have a tail. Additionally, all mammals pos
sess tiny muscles called arrector pili at the base of each hair. When the 
arrector pili contract under conditions of emotional stress or cold tempera
tures, the hair is elevated. In furry mammals, the arrector pili help to 
increase the perceived size of the animal, and they increase the insulating 
value of the hair coat. In humans, the same conditions produce only goose 
bumps, which provide neither benefit. Vestigial traits are found in nearly 
all groups of organisms—for example, flightless birds such as kiwis and 
ostrich still produce functionless wings, and flowering plants still produce 



a tiny "second generation" within a developing flower ovule, a vestige of 
their relationship with ferns and mosses, which produce two independent 
generations during their life cycle (Figure 9.14). 

Darwin maintained that the hypothesis of evolution provided a better 
explanation for vestigial structures than did the hypothesis of special creation 
represented by the static model. A useless trait such as goose bumps is better 
explained as the result of inheritance from our biological ancestors than as a 
feature that appeared independently in our species. 

Homology in Development. Another striking similarity among organ
isms that Darwin and his contemporaries observed was the resemblance of 
different chordates early in their development. All chordates—animals that 
have a backbone or closely related structure—produce structures called 



pharyngeal slits, and most have tails as early embryos (Figure 9.15). These 
similarities in early development support the hypothesis that humans, bats, 
chickens, and snakes derived from an ancestor that developed along a simi
lar pathway and that these species thus share an evolutionary relationship 
with all other chordates. The presence in early human embryos of a tail that 
is later lost is another piece of evidence that the tailbones of human adults 
represent a vestige of our evolutionary history. Homology in embryonic 
development is not limited to animals; for example, every member of the 
most common class of flowering plants, the eudicotyledons, produces a 
seedling with two embryonic leaves. Maple trees and sunflowers are essen
tially identical at "birth" because they share a common ancestor in the first 
dicotyledon plant (Figure 9.16). 

Homology in Biochemistry. Since Darwin's time, scientists' understanding 
of the nature of biological inheritance has expanded immensely. Scientists 
now understand that differences among individuals arise largely from differ
ences in their genes. As we discussed in Chapter 6, these differences are due to 
randomly occurring mutations that are passed on to descendants. It stands 
to reason that differences among species must also derive from differences in 
their genes. If the hypothesis of common descent is correct, then species that 
appear to be closely related must have more similar genes than do species that 
are more distantly related. 

The most direct way to measure the overall similarity of two species' genes 
is to evaluate similarities in their DNA. Recall from Chapter 5 that DNA mol
ecules carry genetic information in the sequence of chemical bases making up 
their linear structures. A single gene on a DNA molecule may be made up of a 
few hundred to a few thousand bases; this sequence usually contains infor
mation about the structure of a protein, the physical manifestation of this stored 
information. 



Many genes are found in nearly all living organisms. For instance, genes 
that code for histones, the proteins that help store DNA neatly inside cells, 
are found in algae, fungi, fruit flies, humans, and all other organisms that 
contain linear chromosomes. Among organisms that share many aspects of 
structure and function, such as flowering plants, many genes are shared. 
However, the sequences of these genes are not identical. If we compare the se
quence of DNA bases for the same gene found in two different flowering 
plants, we find that the more similar their classification is, the more similar 
their genes are (Figure 9.17a). In other words, if classification indicates that 
two plants share a recent common ancestor, then their DNA sequences are 
more similar than those of two plants that share a more ancient common 
ancestor. 

A comparison of the sequences of dozens of genes that are found in 
humans and other primates demonstrates the same pattern of relationship 
(Figure 9.17b). The DNA sequences of these genes in humans and chim
panzees are 99.01% similar, whereas the DNA sequences of humans and 
gorillas are identical over 98.9% of their length. More distantly related pri
mates are less similar to humans in DNA sequence. This pattern of similarity 
in DNA sequence exactly matches the biological relationships implied by 
physical similarity. This result supports the hypothesis of common descent 
among the primates, as illustrated in Figure 9.11 on page 237. In fact, DNA 
sequence comparisons in a wide variety of organisms support hypotheses of 



common descent that are implied by physical similarities. Results of one such 
hypothesis test are described in Figure 9.18. 

At first, a finding of similarities in DNA sequence may not seem especially 
surprising. If genes are like instructions, then you would expect the instructions 
for building a human and a chimpanzee to be more similar than the instruc
tions for building a human and a monkey. After all, humans and chimpanzees 
have many more physical similarities than humans and monkeys do, including 
reduced hairiness and lack of a tail. However, remember that the genes being 
compared perform the same function in all of these species. For example, one of 
the genes in this DNA analysis is BRCA1, a gene associated in humans with risk 
for breast cancer, which gives the gene its name. However, BRCA1 also has the 
general function of helping repair damage to DNA in all organisms. Given this 
identical and very basic function in all organisms, there is no reason to expect 
that differences in the gene sequences for BRCA1 among different species should 
conform to any particular pattern—unless the organisms are related by descent. 
But there is a pattern, and biochemical homology is evident; the BRCA1 gene of 
humans is more similar to the BRCA1 gene of chimpanzees than to the BRCA1 
gene of monkeys. The best explanation for this observation is that humans and 
chimpanzees share a more recent common ancestor than either species shares 
with monkeys. 

Differences in DNA sequence between humans and chimpanzees may allow 
us to estimate when these two species diverged from their common ancestor. 
An estimate is based on a molecular clock derived from observations of DNA 
sequence differences in particular genes among several species groups. 
The principle behind a molecular clock is that the rate of change in certain DNA 
sequences, due to the accumulation of mutations within a species, seems to be 
relatively constant. According to one application of the molecular clock hy
pothesis, the amount of time required to generate a 1% difference in overall 
DNA sequence (about the difference between modern humans and modern 
chimpanzees) is approximately 5 to 6 million years. 

Evidence from Biogeography 
Even without the DNA evidence that modern biologists have, Darwin was 
able to draw on many examples of anatomical and behavioral homology to 
support the hypothesis that humans are closely related to chimpanzees and 



other great apes. He predicted that additional evidence for this hypothesis 
would be the discovery of fossils of human ancestors in Africa. Darwin based 
this prediction on similar patterns he had seen of the distribution of species on 
Earth, that is, of the biogeography of life. 

Earlier in this chapter, we described one biogeographical pattern observed 
by Darwin that supported the hypothesis of common descent—the relation
ships between different populations of giant tortoises on different islands in 
the Galapagos. Tortoises on each island are distinct in appearance—so much 
so that during Darwin's visit, the vice governor of the islands claimed that he 
could determine with certainty the home island of any tortoise brought to 
him. However, these varieties of tortoises all belong to the same species and 
must have the same ancestor. This observation convinced Darwin that all of 
the populations had changed over time independently on each island. Even 
more dramatic to Darwin was the appearance of unique species of mocking
birds on each island, all similar in appearance to a different species found on 
mainland Ecuador (Figure 9.19). Darwin noted that although the unique bird 
species on the Galapagos appeared to be related to bird species on the near
by mainland, the groups of species on these islands were very different from 
species found on other, similar islands that he visited, such as New Zealand. 
These observations support the hypothesis that species in a geographic 
location are generally descended from ancestors in that geographic location, 
but they do not support the hypothesis that species arise separately in each 
location, with each species as a best fit for the environment of that location. 
If the alternative hypotheses that species appeared independently were true, 
we would expect to see a set of "tropical-island-adapted" species that are 
found on all tropical islands. 

The hypothesis of common descent helps explain some other puzzling bio
geographical patterns, including the diversity of cactus species in the Western 
Hemisphere and the near absence of this plant family in the Eastern Hemi
sphere. Deserts are found in both hemispheres, of course, but the absence of 
these distinctive and dominant plants in African and Asian deserts is difficult 
to understand—unless the pattern results from the evolution of a large number 
of cactus species from an ancestor that arose in the Western Hemisphere. Inter
estingly, African deserts contain several species that superficially resemble 
cacti but belong to a different family called the euphorbs, which produce a very 
different flower type (Figure 9.20). 

The similarities between cacti and some euphorbs are a result of 
convergent evolution—the evolution of similar adaptations to a common 
environmental problem in distantly related species. The ability to store 
water in stems, a column-like shape, and the conversion of leaves to spines 



are all adaptations to reduce water loss in dry environments and are found 
in euphorbs and cacti as a result of convergence, not homology. Despite their 
superficial similarity, the striking differences between cactus flowers and 
euphorbia flowers is evidence that they are not closely related. However, dis
tinguishing between convergence and homology can often be a challenge 
for scientists attempting to reconstruct the evolutionary history of a group 
of organisms, as described in Chapter 12. 

We can now see why Darwin predicted, based on biogeographical pat
terns, that evidence of human ancestors would be found in Africa, the home 
of chimpanzees and other great apes. If humans and apes share a common 
ancestor, then highly mobile humans must have first appeared where their 
less-mobile relatives can still be found. 

Evidence from the Fossil Record 
Biogeographical patterns and observations of anatomical and genetic similarities 
among modern organisms provide good evidence to support the theory of evo
lution. As with nearly all evidence in science, these observations allow us to infer 
the accuracy of the hypothesis but do not prove the hypothesis correct. This type 
of evidence is similar to the "circumstantial evidence" presented in a murder 
trial, such as finding the murder weapon in a car belonging to a suspect or the 
presence of the suspect's fingerprints on the victim's door. The European scien
tific community in the nineteenth century was convinced by the circumstantial 
evidence Darwin had collected and embraced the theory of common descent as 
the best explanation for the origin of species. Since Darwin's time, scientists have 
accumulated additional indirect evidence, such as the DNA sequence similarity 
discussed earlier, to support this theory. But as in a murder trial, direct evidence 
is always preferred to establish the truth—for instance, the testimony of an eye
witness or a recording of the crime by a security camera. Of course, there are 
no human eyewitnesses to the evolution of humans, but we have a type of "record
ing," in the form of the fossil record. The evidence from the fossil record provides 
even more convincing support for the theory of common descent. 

The Fossil Evidence. Fossils are the remains left in soil or rock of living 
organisms. Most fossils of large animals are rocks that have formed as the 
organic material in bone decomposed and minerals filled the spaces left behind 
(Figure 9.21). The process of fossilization requires special conditions because 
most organisms either quickly decompose after death or are scavenged by 
other organisms; to form fossils, dead organisms have to be protected from 
these processes. Therefore, the fossil record is not a complete "recording" of the 



history of life—it is more similar to a security video that captures only a small 
portion of the action, with many blank segments. Fossils are more likely to 
form when an organism is rapidly buried by water, mud, or volcanic ash. For
tunately for scientists looking for fossils of hominins—humans and human 
ancestors—these organisms were likely to live near water, so their fossil record 
is a bit more complete and provides a compelling record. 

Fossils were well known by Darwin's time. In the early 1800s, paleontologists— 
scientists who search for, describe, and study ancient organisms—were beginning 
to describe the large fossil remnants of dinosaurs. The first complete skeleton of a 
dinosaur was found in southern New Jersey in 1858, a year before The Origin of 
Species was published. In later books, Darwin noted that convincing evidence for 
an evolutionary relationship between humans and modern apes would come from 
the fossils of human ancestors. 

One key difference between humans and other apes is our mode of loco
motion. While chimpanzees and gorillas use all four limbs to move, humans are 
bipedal; that is, they walk upright on only two limbs. The reason that bipedal-
ism evolved is unclear. Some scientists, including Darwin, hypothesized that the 
upright gait was an advantage that freed the hands for tool use. More recently, 
scientists have hypothesized that an upright posture allowed early hominins to 
reach fruit in small trees and shrubs. Most likely, bipedalism evolved because 
it had many benefits to our ancestors. 

Whatever its origin, bipedalism evolved through several anatomical 
changes. The face is now on the same plane as the back instead of at a right 
angle to it; thus the foramen magnum, the hole in the skull through which the 
spinal cord passes, is found on the back of the skull in other apes but at the base 
of the skull in humans. In addition, in bipedal apes, the structures of the pelvis 
and knee are modified for an upright stance; the foot is changed from being 
grasping to weight-bearing, and the lower limbs are elongated relative to 
the front limbs. Thus, a variety of skeletal features can provide clues about the 
locomotion of a fossil, ape-like creature (Figure 9.22). 



Scientists found the first fossil hominins not in Africa, but in Europe. 
Johann Fuhlrott discovered a fossil of Homo neanderthalensis (Neanderthal 
man) in 1856, in a small cave within the Neander Valley of Germany. Fuhlrott 
recognized his find as a primitive human, but the German scientific establish
ment rejected his interpretation, incorrectly claiming that it was a modern 
human. Eugene Dubois found fossils of human-like creatures now called Homo 
erectus (standing man) in Java in 1891. It was not until 1924 that Raymond 
Dart found the first African hominin fossil, the Taung child. This fossil was 
later placed in the species Australopithecus africanus. Paleontologists continue to 
discover new hominin fossils in southern and eastern Africa, including the 
famous "Lucy," a remarkably complete skeleton of the species Australopithecus 
afarensis, discovered by paleontologist Donald Johanson in 1974 (Figure 9.23). 
Lucy's fossil skeleton included a large section of her pelvis, which clearly 
indicated that she walked upright. 

When Did Ancient Hominins Live? Scientists can determine the date when 
an ancient fossil organism lived by estimating the age of the rock that sur
rounds the fossil. Radiometric dating relies on a natural process that results in 
change in particular chemical elements, the basic ingredients of matter. This 
process, called radioactive decay, results as radioactive elements in the rock 
spontaneously break down into different, unique elements known as 'daugh
ter products.' Each radioactive element decays at its own unique rate. The rate 
of decay is measured by the element's half-life—the amount of time required 
for one-half of the amount of the element originally present to decay into the 
daughter product. 

When rock is newly formed from cooled magma, the liquid underlying 
Earth's crust, it contains a fixed amount of any radioactive element. When the 
magma hardens, this radioactive element becomes trapped within the resulting 



rock. As the element decays over time, the amount of the original element in 
the rock declines, and correspondingly, the amount of daughter product in
creases. By determining the ratio of radioactive element to daughter product 
in a rock sample and knowing the half-life of the radioactive element, scien
tists can estimate the number of years that have passed since the rock formed 
(Figure 9.24). 

Some critics of the theory of common descent note that different scientists 
may calculate different dates for the same fossil and that all of these fossil 
dates represent estimates with a certain degree of potential error. This uncer
tainty about the exact age of a fossil occurs because the layers of rock con
taining fossils did not form from magma—meaning that most fossils cannot be 
dated directly. Instead, fossils are found in rocks formed from the sediments 
that initially buried the organism. When fossils are found in sedimentary rock 
between layers of magma-formed rocks, the fossils are assumed to be inter
mediate in age to the magma-formed rocks. Even though fossils cannot be 
aged with perfect accuracy, the ages of particular fossil species inferred from 
the age of surrounding rocks are always within the same general range. 
Radiometric dating of fossils helps place a timeline on the historical record of 
living organisms. 

Scientists have used radiometric dating to estimate the age of the Earth and 
the time of origin of various groups of organisms. Using this technique, scien
tists have also determined that the most ancient hominin fossil, the species 
Ardepithecus ramidus, is 5.2 to 5.8 million years old. (An even older fossil species, 
Orrorin tugenensis, the famous "millennium man," was recently described as a 
6-million-year-old human ancestor, but many scientists are reserving judgment 
about this fossil specimen until more examples are found.) These very early 
fossils probably represent hominins that are quite similar to the common 
ancestor of humans and chimpanzees. 



What Is the Missing Link? As the number of described hominin fossils 
has increased, a tentative genealogy of humans has emerged. The fossil 
species can be arranged in a pedigree from most ancient to most modern 
species by determining the age of a fossil and the anatomical similarities 
among organisms (Figure 9.25). What this pedigree indicates is that mod
ern humans are the last remaining branch of a once diverse group of 
hominins. The pedigree illustrates a common theme seen in the fossil 
record of other groups: When a new lifestyle (in this case, bipedal ape) 
evolves, many different types appear, but only a small number of lineages 
survive over the long term. Biologists often refer to the lineages that die 
out as "evolutionary experiments." But does the pedigree provide con
vincing evidence that modern humans evolved from a common ancestor 
with other apes? 

The common ancestor of humans and chimpanzees is often called the 
"missing link." Because the common ancestor of humans and chimpanzees 
has not been identified, some critics of evolution say that the biological rela
tionship between apes and humans remains unproven. 

However, finding the fossilized common ancestor between chimpanzees 
and humans, or between any two species for that matter, is extremely difficult, 
if not impossible. In order to identify a common ancestor, the evolutionary 
history of both species since their divergence must be clear. Like humans, 
modern chimpanzees have been evolving over the 5 million years since they 
diverged from humans. In other words, a missing link would not look like a 
modern chimpanzee with some human features, nor like a cross between the 
two species—as suggested by nineteenth-century satirical cartoons depicting 
Charles Darwin as an "ape man" (Figure 9.26). While the history of hominins 
is becoming clearer as new fossils are being identified, much less work has been 
done on the evolutionary history of chimpanzees. 

Furthermore, if we take a closer look at the theory of common descent, 
we can see that support for this theory does not require the identification of 
a missing link. The theory of evolution is also supported by evidence of 
intermediate forms between a modern organism and its ancestors. This 



evidence should be much easier to locate because these forms have existed 
since the divergence between chimpanzees and humans about 5 million 
years ago, and it is the type of evidence provided by the hominin fossil 
record (review Figures 9.23 and 9.25). Besides being bipedal, humans differ 
from other apes in having a relatively large brain, a flatter face, and a more 
extensive culture. The oldest hominins are bipedal but are otherwise simi
lar to other apes in skull shape, brain size, and probable lifestyle. More mod
ern hominins show greater similarity to modern humans, with flattened 
faces and increased brain size (Figure 9.27). Even younger fossil finds indi
cate the existence of symbolic culture and extensive tool use, trademarks of 
modern humans. 

The transition from ancient hominin to modern human is not the only fossil 
record that supports the theory of common descent. Examples of well-described 
transitions include one between ancient reptiles and mammals and another 
between ancient and modern horses (Figure 9.28); many others have been found 
as well. 



9.4 Are Alternatives to the Theory 
of Evolution Equally Valid? 

Now we return to the four competing hypotheses: static model, transforma
tion, separate types, and common descent. Do the observations described in 
the previous section allow us to reject any of these hypotheses? Figure 9.29 
summarizes our findings. 

The Static Model and Transformation Hypotheses 
The physical evidence we have discussed thus far allows us to clearly reject only 
one of the hypotheses—the static model. Radiometric dating indicates that Earth 
is far older than 10,000 years, and the fossil record provides unambiguous evi
dence that the species that have inhabited this planet have changed over time. 

Of the remaining three hypotheses, transformation is the poorest 
explanation of the observations. If organisms arose separately, and each 
changed on its own path, there is no reason to expect that different species 
would share structures—especially if these structures are vestigial in some 
of the organisms. There is also no reason to expect similarities among species 
in DNA sequence. The hypothesis of transformation predicts that we will 
find little evidence of biological relationships among living organisms. As our 
observations have indicated, evidence of relationships abounds. 

The Separate Types and Common Descent Hypotheses 
Both the hypothesis of common descent and the hypothesis of separate types 
contain a process by which we can explain observations of relationships. That 
is, both hypothesize that modern species are descendants of common ancestors. 
The difference between the two theories is that common descent hypothesizes 
a single common ancestor for all living things, while separate types hypothesizes 
that ancestors of different groups arose separately and then gave rise to differ
ent types of organisms. Separate types seems more reasonable than common 
descent to many people. It seems impossible that organisms as different as pine 



trees, mildew, ladybugs, and humans share a common ancestor. However, sev
eral observations indicate that these disparate organisms are all related. 

The most compelling evidence for the single origin of all life is the univer
sality of both DNA and of the relationship between DNA and proteins. As noted 
in Chapter 8, genes from bacteria can be transferred to plants, and the plants will 
make a functional bacterial protein. This is possible only because both bacteria 
and plants translate genetic material into functional proteins in a similar man
ner. If bacteria and plants arose separately, we could not expect them to trans
late genetic information similarly. 

Units One and Two of this text describe biochemical processes and cell 
structures that are found in nearly all living things. The fact that organisms 
as different as pine trees, mildew, ladybugs, and humans contain cells with 
nearly all of the same components and biochemistry is also evidence of shared 
ancestry. A mitochondrion could have many different possible structural forms 
and still perform the same function; the fact that the mitochondria in a plant cell 
and an animal cell are essentially identical implies that both groups of organ
isms received these mitochondria from a common ancestor. 

Pine trees, mildew, ladybugs, and humans are very different. Proponents 
of the hypothesis of separate types argue that the differences among these 
organisms could not have evolved in the time since they shared a common an
cestor. See Essay 9.2 to explore hypotheses about the origin of the common an
cestor of all life. But the length of time during which pine trees, mildew, 
ladybugs, and humans have been diverging is immense—at least 1 billion 
years. The remaining basic similarities among all living organisms serve as 
evidence of their ancient relationship (Figure 9.30). 

The Best Scientific Explanation for the Diversity of Life 
Scientists favor the theory of common descent because it is the best explanation 
for how modern organisms came about. The theory of evolution—including the 
theory of common descent—is robust, meaning that it is a good explanation for a 
variety of observations and is well-supported by a wide variety of evidence from 
anatomy, geology, molecular biology, and genetics. Evidence for the theory of 
common descent demonstrates consilience, meaning that there is concurrence 
among observations derived from different sources. Consilience is a feature of all 



Essay 9.2 The Origin of Life 
The origin of the first living cell is an active research ques
tion in biology. There are two scientific hypotheses re
garding the source of this first organism: 

Hypothesis 1: The common ancestor arose on another 
planet and was imported to Earth. 

Hypothesis 2: The common ancestor arose on Earth 
abiotically, that is, through natural processes from 
nonliving materials. 

To test hypothesis 1, scientists look for life on more 
distant planets. Astronomers can use a tool called spec
troscopy to analyze light reflecting from the surface of 
these planets for the chemical "signature" of life. Spec
troscopy allows researchers to determine if a planet has 
oxygen and methane in its atmosphere, two gases that 
are maintained only by the action of living organisms. 
None of the planets nearest Earth display this chemical 
signature. 

At least one meteorite has been described as contain
ing evidence of life—the famous "Martian meteorite," 
ALH84001, found on Antarctic ice in 1984 and described 
in detail in Chapter 2. Scientists studying this meteorite 
argued in a 1996 paper that it contained convincing evi
dence of bacterial life, although not all scientists are as 
convinced. The recent remote explorations of the Martian 
surface by robotic rovers confirm that water was once 
present on the surface of the planet, raising the tantaliz
ing prospect that life once existed there. 

Hypothesis 2, the most well-studied hypothesis about 
the evolution of life, states that the common ancestor 
arose on Earth through natural processes from nonliving 
materials. According to this hypothesis, the process can 
be broken down into three basic steps. 

1. Nonbiological processes assembled the simple 
molecules that were present early in the history 
of the solar system into more complex molecules. 

2. These molecules then assembled themselves into 
chains that could store information and/or drive 
chemical reactions. 

3. Collections of these complex molecules were 
assembled into a self-replicating "cell' with a 
membrane and energy source. This cell fed on 
other complex molecules. 

There is some experimental evidence to support all three 
steps of hypothesis 2. First, Stanley Miller, a young gradu
ate student working in the lab of his mentor Harold Urey 
in 1953, attempted to recreate conditions on early Earth 
within a laboratory apparatus. After allowing the appara
tus, which contained very simple molecules and an ener
gy source, to "run" for 1 week, Miller found that complex 
molecules had formed spontaneously. These molecules 
included the building blocks of proteins and sugars. His 
results and others support step 1 of this hypothesis. More 
recent experiments have demonstrated that these building-
block chemicals can be induced to form long chains when 
put into contact with hot sand, clay, or rock. Long chains of 
DNA and RNA nucleotides and of amino acids have been 
created via these methods, providing some experimental 
support for step 2. Finally, in the early 1980s, two teams 
of scientists demonstrated that an information-carrying 
molecule, RNA, could also potentially copy itself, and so at 
least part of step 3 has experimental support. Although life 
as we would identify it has not been created in the lab abi
otically, these results support the hypothesis that life could 
have formed spontaneously on Earth. 

strongly supported scientific theories. Similarities between humans and modern 
apes are seen in anatomy, behavior, development, and DNA sequence. The age, 
location, and appearance of hominin fossils also demonstrate a relationship 
between these species. The theory of common descent is no more tentative than 
is atomic theory; few scientists disagree with the models that describe the basic 
structures of atoms, and few disagree that the evidence for the theory of common 
descent is overwhelming. Most scientists would say that both of these theories 
are so well-supported that we can call them fact. 

Evolutionary theory helps us understand the functions of human genes, 
comprehend the interactions among species, and predict the consequences of 
a changing global environment for modern species. Describing evolution as 
"just a theory" vastly understates the importance of evolutionary theory as a 
foundation of modern biology. Students who do not have a grasp of this fun
damental biological principle may lack an appreciation of the basic unity and 



diversity of life and fail to understand the effects of evolutionary history and 
change on the natural world and ourselves. For example, we will explore why 
evolution is important for understanding and treating human disease in 
Chapter 10. School boards and legislatures do not serve their children well by 
arguing that "alternative" scientific hypotheses that have been convincingly 
falsified through systematic observation should be included in their education 
as possible explanations for the diversity of life. 







chapter 10 



I
n late 1991, basketball fans around the world were hit 
with devastating news. Earvin "Magic" Johnson, one of 
the greatest basketball guards ever to play the game, 
was retiring at age 32, two years after being named the 

NBA's most valuable player for the third time in 10 seasons. In his relatively 

short career, Magic broke the record for the most career assists and led the Los 

Angeles Lakers to five NBA championships. Why was this talented, popular, 

and successful athlete with a new wife and a baby on the way leaving the game 

just as he was reaching his physical prime? He had learned only days before 

that he was infected with HIV, the virus that causes AIDS. 

In 1991, a diagnosis of HIV infection was considered to be a death sen

tence. At that time, the typical length of time between the diagnosis of HIV 

and death from AIDS was 8 to 10 years. Magic Johnson's fans and other NBA 

players braced themselves to watch the terrible decline that always occurred 

with the onset of AIDS. 

Now fast forward to November 2005,14 years after Magic's diagnosis and 

retirement. The fit and muscular 45-year-old NBA Hall of Fame member is 

now part owner of the Los Angeles Lakers and head of a company that owns 

dozens of movie theaters, coffee shops, and a fast-food franchise. In the time 

since being diagnosed, Magic has won an Olympic gold medal, made two 

comebacks as an NBA player, coached his former team, celebrated three more 



Lakers NBA championships, hosted his own late-night television show, and 
was inducted into the NBA Hall of Fame. He is about as successful as any 
former sports star, and just about as healthy. Now many of his friends joke 
that he will be hit by a bus before he dies of AIDS. 

Magic Johnson's survival despite his HIV infection is partly a testament to 
the huge effort doctors and scientists have invested to control AIDS. The time 
between the identification of this new disease and the first drug treatments 
was less than a decade. Although anti-HIV drugs have been available since 
1987, five years before Magic's announcement, most people did not remain 
healthy for long after they started using these drugs. The failure of these early 
treatment strategies was the result of a single factor—evolution—and the suc
cess of current treatments depends on the understanding and management of 
this powerful process. 

In this chapter, we will explore how the process of evolution has shaped 
HIV and governed our methods for controlling this killer virus. To do so, we 
must first understand a little of the biology of HIV and AIDS. 

10.1 AIDS and HIV 
Acquired immune deficiency syndrome, or AIDS, was first described in 
1981 after dozens of young gay men in New York City and San Francisco 
were diagnosed with illnesses rarely seen in healthy young people. The types 
of illnesses seen in affected individuals were more typical of people who had 
been born with genetic mutations leading to serious defects in the function
ing of their immune system. In contrast, this new outbreak of susceptibility to 
these illnesses appeared to be acquired (that is, caused by exposure to some 
factor) because it was seen suddenly in large numbers of previously normal-
functioning people. 

AIDS Is a Disease of the Immune System 
The increased susceptibility to illness in these young men resulted from a 
decline in their immune system function. The role of the immune system 
is to maintain the integrity of the body. The cells of the immune system 
constantly patrol the tissues and organs of the body for anything that is not 
clearly produced by the body—that is, anything that is "nonself." Upon 
encountering a nonself entity, the immune system acts to eliminate it; this is 
known as an immune response. 

The virus that causes AIDS primarily kills or disables a particular class of 
immune system cells called T4 cells. T4 cells are also known as helper T cells 
because they serve as the directors of the immune system's response to specific 
nonself entities. Thus the loss of T4 cells causes immune deficiency—that is, 
affected individuals experience diseases that are normally controlled by healthy 
immune systems. These include infections by organisms commonly found on 
our bodies in low levels, such as Pneumocystis carinii, a fungus that is found in 
nearly everyone's lungs by age 30. In healthy people, P. carinii is held in check 
by the immune system; but in AIDS patients, this organism often causes pneu
monia and extensive lung damage. Diseases like P. carinii pneumonia are called 
opportunistic infections because they occur only when the opportunity arises 
due to a weakened immune system. 

Because individuals with weakened immune systems may have more 
than one opportunistic infection, each with its own signs and symptoms, 
there is no single condition that is always associated with AIDS. This is 
why the disease is called a syndrome—a group of signs and symptoms indi
cating that an individual has AIDS. Primary among those signs is the deple
tion of T4 cells. 



HIV Causes AIDS 
Within months of the initial reports of this new disease, it became clear that 
AIDS could be transmitted through both sexual intercourse and contact with 
the blood of affected individuals. By 1983, two independent teams of scientists, 
led by Luc Montagnier in France and Robert Gallo in the United States, had 
identified the factor causing the transmission and symptoms of AIDS—the fac
tor was later named the human immunodeficiency virus, or HIV. The evi
dence linking HIV to AIDS is outlined in Essay 10.1. Worldwide, most HIV 
transmission occurs via sexual intercourse without a condom. In the United 
States, both unprotected sex and the sharing of needles by injection-drug users 
are primary modes of HIV transmission. 

HIV is a virus composed of RNA and proteins, surrounded by a protein 
coat and membrane envelope. As with all viruses, HIV can reproduce only by 
using the cellular "machinery" of its host, the organism it is infecting, to make 
copies. The reproductive cycle of HIV is illustrated in Figure 10.1 on page 260. 

Essay 10.1 
Although a small number of scientists have argued that 
the link between HIV and AIDS is weak, the vast major
ity of them agree that the statement "HIV causes AIDS" 
is a fact. Scientists use Koch's postulates, developed by 
physician Robert Koch in the nineteenth century, as the 
litmus test for determining the cause of any epidemic 
disease. The postulates are summarized as follows: 

1. Association: The suspected infectious agent is 
found in all individuals suffering from a partic
ular disease. 

2. Isolation: The supposed infectious agent can be 
grown outside the host in a pure culture (with
out any other microorganisms). 

3. Transmission: Transfer of the suspected pathogen 
to an uninfected host produces the disease in the 
new host. 

4. Isolation from new victim: The same pathogen must 
be found in the newly infected host. 

Does HIV fulfill Koch's postulates as the cause of 
AIDS? Let us examine the evidence for each assumption. 

• Association: Studies from around the world show 
that virtually all AIDS patients carry antibodies 
that indicate HIV infection. 

• Isolation: HIV has been isolated from virtually all 
AIDS patients, as well as in almost all individu
als with HIV antibodies. In addition, researchers 
have documented the presence of HIV genes in 
both groups of patients. 

The Evidence Linking HIV to AIDS 
• Transmission: HIV does not readily cause AIDS in 

other animals, so transmission is difficult to 
demonstrate. However, this postulate has been 
fulfilled by a series of tragic incidents. In one 
case, three laboratory workers with no other risk 
factors developed AIDS after accidental exposure 
to concentrated HIV at work. In another case, 
transmission of HIV from a Florida dentist to six 
oral surgery patients was documented by genetic 
analysis of the virus isolated from both the den
tist and the patients. The dentist and four of 
the patients developed AIDS and died. Finally, 
the Centers for Disease Control (CDC) has docu
mented reports of 57 occupationally-acquired 
HIV infections among health-care workers, of 
whom 26 have developed AIDS in the absence of 
other risk factors. 

• Isolation from new victim: In the case of the three 
laboratory workers just described, HIV was iso
lated from each infected individual, and its RNA 
sequence was examined. The HIV proved to be the 
virus that the workers had handled. In the case of 
the Florida dentist, HIV isolated from his infected 
patients had very similar RNA sequences, indicat
ing that all of them were infected with the same 
virus strain. 

In short, the link between HIV and AIDS has been 
firmly established using the standard set of Koch's 
postulates, and this relationship has been accepted by 
medical scientists. 





HIV initially binds to proteins on the surface of a cell (the CD4+ receptor 
and a co-receptor) and then releases its own RNA and proteins into the cell 
(step CD). Once inside the cell, the viral RNA is reverse transcribed into viral 
DNA by the action of one of the viral proteins, the enzyme called reverse 
transcriptase (step (2)). Transcription is the process in all cells that rewrites the 
information in DNA into the language of RNA; reverse transcription is simply 
the converse of that process, in which a strand of RNA is rewritten in the 
language of DNA. 

With the help of another viral enzyme, the viral DNA produced by reverse 
transcription inserts itself into the cell's genome (step (3)), where it comman
deers the proteins and cell organelles required for copying genetic material and 
producing proteins. The cell now makes new copies of the viral RNA (step 4), 
translates the genes on the viral DNA into the proteins that make up the coat, 
enzymes, and membrane surface proteins (step 5), and assembles new virus
es (step (6)). Then the newly made copies of the virus are released from the cell 
by budding off the cell membrane and go on to infect other cells that possess 
the CD4+ receptor and an appropriate co-receptor (steps7 a n d 8 ) - Infection 
with HIV usually either disables or kills the host cell. Most of the cells infected 
with HIV are T4 cells, but other cells that carry the CD4+ receptor are suscepti
ble to HIV as well. 

The Course of HIV Infection 
Early symptoms of HIV infection resemble the flu in about 70% of infected 
individuals; there are no noticeable symptoms in the remaining 30%. This 
generalized feeling of fatigue and illness is caused by the initial nonspecific 
immune response to any viral invader—the same factors that are responsible 
for the run-down feeling you experience before the onset of a head cold. 
Because HIV is killing off immune system cells that protect people from a 
variety of infectious organisms, the run-down feeling may last for a number 
of weeks. Most people infected with HIV begin to control the virus within 
6 to 12 weeks and therefore recover from these flu-like symptoms. This seem
ing recovery from the infection occurs once the immune system develops a 
specific response to HIV. 

A specific response to a virus or other disease-causing organism devel
ops because the immune system can produce cells and proteins that 
effectively destroy invaders once the system is exposed to these invaders. 
Among the billions of cells that make up the immune system, a few indi
vidual cells belonging to a particular class (called B cells) are capable of 
recognizing some of the unique proteins that are present in and on HIV 
particles. A protein or other molecule that is recognized as nonself by 
immune system cells is called an antigen. Proteins called antigen receptors, 
found on the surface of B cells, bind to an antigen and begin a specific 
immune system response. In the presence of fragments of HIV, the B cells 
that have an HIV-antigen receptor are stimulated to divide; these daughter 
cells will produce HIV antibodies, proteins that bind to and help eliminate 
the virus (Figure 10.2). Within 3 months of initial contact with the virus, 
95% of infected individuals have high levels of HIV antibodies circulating 
in their blood. As a result, the level of HIV in the infected person's blood
stream is greatly reduced. 

Once a specific immune response to HIV is fully developed and the number 
of viruses in the blood has dropped, the levels of T4 cells in an infected individ
ual rebound. At this point, the person is asymptomatic and has a mostly normal 
immune response. The asymptomatic phase of HIV infection may last for as 
long as 10 years. 

In nearly all HIV-infected individuals who are not receiving drug treat
ment, the immune system eventually loses control over the virus. At some 
point, virus levels begin to increase and T4 cell numbers decline, signaling the 



onset of AIDS (Figure 10.3). Why does HIV eventually win its battle with the 
immune system? Primarily due to the evolution of HIV within its host. 

Evolution is most simply defined as a change in the genetic characteristics 
of a population over time. Often these changes occur due to the differential 
survival of individuals in a population made up of individuals who vary in 
their traits—that is, by the process of natural selection. The natural selection of 
HIV particles within an infected person's body causes the HIV population 
within the body to evolve and eventually escape immune system control. 
Understanding why most people infected with HIV eventually fail to control 
this virus requires an understanding of this very important idea in biology— 
any population, whether plant, animal, bacteria, or virus, has the potential to 
adapt to its environment if it is given enough time and possesses a mechanism 
to generate variation. Charles Darwin first elaborated the theory of natural 
selection in the middle of the nineteenth century. That theory has since become 
one of the most powerful ideas in science. 

10.2 The Theory of Natural Selection 
In The Origin of Species, Charles Darwin put forth two major ideas: the the
ory of common descent and the theory of natural selection. We discussed 
the theory of common descent in detail in Chapter 9 and learned that all 
species living today appear to have descended from a single ancestor that 
arose in the distant past. Darwin's presentation of this theory was thorough 
and convincing. Within 20 years of his book's publication, Darwin's princi
ple that all living organisms are related to each other through common 
descent had been accepted by most scientists. However, it was another 
60 years before the scientific community accepted Darwin's ideas about how 
the great variety of living organisms had come about—the process he called 
natural selection. Today, natural selection is considered one of the most 
important causes of evolution; although others, such as the processes of 
genetic drift and sexual selection as described in Chapter 11, also cause 
populations to change over time. 



Four Observations and an Inference 
The theory of natural selection is elegantly simple. It is an inference based on 
four general observations: 

1. Individuals within Populations Vary. Observations of groups of 
humans support this statement—people do come in an enormous variety 
of shapes, sizes, colors, and facial features. It may be less obvious that 
there is variation in nonhuman populations as well. For example, within a 
litter of gray wolves born to a single female, some individuals may be 
black, tawny, or reddish in color (Figure 10.4a); or within a single popula
tion of flowers, some individuals will bloom earlier than the majority, and 
some will bloom later (Figure 10.4b). We can add all kinds of less obvious 
differences to this visible variation; for example, the amount of caffeine 
produced in the seeds of a coffee plant varies among individuals in a wild 
population. Each different type of individual in a population is termed 
a variant. 
2. Some of the Variation Among Individuals Can Be Passed on to Their 
Offspring. Although Darwin did not understand how it occurred, he 
observed many examples of the general resemblance between parents and 
offspring. Farmers regularly take advantage of the inheritance of certain 
variations. For example, some chickens produce more eggs than others do, 
and their offspring often produce more eggs than do the offspring of less 
productive chickens. This variation enables a farmer to select only the off
spring of the best-laying hens as the new flock of egg producers. Darwin 
noticed that pigeon breeders took advantage of the inheritance of variation 
when they produced fancy birds—pigeons with fan-shaped tails were 
more likely to produce offspring with fan-shaped tails than were pigeons 
with straight tails (Figure 10.5). Darwin hypothesized that offspring tend 
to have the same characteristics as their parents in natural populations 
as well. 



For several decades after The Origin of Species was published, the obser
vation that some variations were inherited was the most controversial part 
of the theory of natural selection. Since scientists could not adequately 
explain the origin and inheritance of variation, many were unwilling to 
accept that natural selection could be a mechanism for evolutionary change. 
When Gregor Mendel's work on inheritance in pea plants (discussed in 
Essay 6.1) was rediscovered in the 1900s, the mechanism for this observation 
became clear—natural selection operates on genetic variation that can be 
passed from one generation to the next. 

3. Populations of Organisms Produce More Offspring than Will Survive. 
This observation is clear to most of us—the trees in the local park make lit
erally millions of seeds every summer, but only a few of the much smaller 
number that sprout live for more than a few years. In The Origin of Species, 
Darwin gave a graphic example of the difference between offspring produc
tion and survival. In his example, he used elephants, animals that live long 
lives and are very slow breeders. A female elephant does not begin breeding 
until age 30, and she produces about one calf every 10 years until around 
age 90. Darwin calculated that even at this very low rate of reproduction, if 
all the descendants of a single pair of African elephants survived and lived 
full, fertile lives, after about 500 years their family would have more than 
15 million members—many more than can be supported by all the available 
food resources on the African continent (Figure 10.6)! Clearly, only a subset 
of the elephants born in every generation survives long enough to repro
duce. The same is true for nearly every species; the capacity for reproduc
tion far outstrips the resources of the environment, and so many individuals 
do not survive to maturity. 



4. Survival and Reproduction Are Not Random. In other words, the subset 
of individuals that survive long enough to reproduce is not an arbitrary 
group. Some variants in a population have a higher likelihood of survival and 
reproduction than other variants do. The relative survival and reproduction of 
one variant compared to others in the same population is referred to as its 
fitness. Traits that increase an individual's fitness in a particular environment 
are called adaptations. Individuals with adaptations to a particular environ
ment are more likely to survive and reproduce than are individuals lacking 
such adaptations. 

Darwin referred to the results of differential survival and reproduction 
as natural selection. Although Darwin used the word selection, which 
implies some active choice, you should note that natural selection is a pas
sive process. Adaptations are "selected for" in the sense that individuals 
possessing them survive and contribute offspring to the next generation. 
For example, among the birds called Darwin's finches, scientists have 
observed that when rainfall is scarce, a large bill is an adaptation. This is 
because birds with larger bills are able to crack open large, tough seeds— 
the only food available during severe droughts. As shown in Figure 10.7, 
the 300 survivors of a 1977 drought had an average bill depth that was 
6% greater than the average bill depth of the original population of 
1300 birds. 

Adaptations are not only traits that increase survival. Any trait that 
increases the number of offspring produced relative to others in a population 
is also an adaptation. For example, flowers in a crowded mountain meadow 
may have a relatively limited number of potential insect pollinators. More 
pollinator visits generally results in more seeds being produced by a single 
flower, and so any trait that increases a flower's attractiveness to pollinators, 
such as a brighter color or greater nectar production, should be favored by 
natural selection (Figure 10.8). 

You may have heard natural selection described as "survival of the 
fittest;" however, it is important to recognize that natural selection results in 



the survival and reproduction of those individuals that are best adapted to 
the current environment given the current variants in the population. The 
survivors are not "fittest" in an absolute sense, only relatively, meaning that 
the variants with the highest rates of survival and reproduction are simply 
better adapted to local conditions than are others in the same population. 

Darwin's Inference: Natural Selection Causes Evolution. The result of 
natural selection is that favorable inherited variations tend to increase in fre
quency in a population over time, while unfavorable variations tend to be 
lost. In other words, adaptations become more common in a population as 
those individuals who possess them contribute larger numbers of their off
spring to the succeeding generation. Natural selection results in a change in 
the traits of individuals in a population over the course of generations— 
voila, evolution. 

Testing Natural Selection 
Darwin proposed a scientific explanation of how evolution occurs, and like 
all good hypotheses, it needed to be tested. As Darwin noted in The Origin of 
Species, humans have been testing the hypothesis that selection causes evo
lution for thousands of years. By imposing selection on domestic animals 
and plants, humans have changed the characteristics of populations of these 
organisms. 

Artificial Selection. Selection imposed by human choice is called artificial 
selection. It is artificial in the sense that humans control the survival and 
reproduction of individual plants and animals with favorable characteristics 
in order to change the characteristics of the population. Dog varieties result
ed from artificial selection; they evolved through selection by breeders for 
various traits (Figure 10.9). Most of the fruits and vegetables we are familiar 
with also developed as a result of artificial selection. However, due to the 
direct intervention of humans on the survival and reproduction of these 
organisms, artificial selection is not exactly equivalent to natural selection. 

Natural Selection in the Lab. Scientists have also observed selection 
occurring among organisms that are intentionally exposed to different 
environments. An example of this kind of experiment is one performed on 
fruit flies placed in environments containing different concentrations of 
alcohol. High concentrations of alcohol cause cell death. Many organisms, 
including fruit flies and humans, produce enzymes that metabolize alcohol— 
that is, they break it down, extract energy from it, and modify it into less-
toxic chemicals. There is variation among fruit flies in the rate at which they 
metabolize alcohol. In a typical laboratory environment, most flies process 
alcohol relatively slowly, but about 10% of the population possesses an 
enzyme variant that allows those flies to metabolize alcohol twice as rapidly 
as the more common variant. 

In their experiment, scientists divided a population of fruit flies into two 
random groups. Initially, these two groups had the same percentage of fast 
and slow alcohol metabolizers. One group of flies was placed in an environ
ment containing typical food sources; the other group was placed in an envi
ronment containing the same food spiked with alcohol. After 57 generations, 
the percentage of fast-metabolizing flies in the normal environment was the 
same as at the beginning of the experiment—10%. But after the same number 
of generations, 100% of the flies in the alcohol-spiked environment were the 
fast-metabolizing variety (Figure 10.10). Because all of the flies in this envi
ronment were now the fast-metabolizing variety, the average rate of alcohol 



metabolism in the population was much higher in generation 57 than in gen
eration 1. The population had evolved. 

The evolution of the fruit flies in this experiment was a result of natural 
selection. In an environment where alcohol concentrations were high, indi
viduals that were able to metabolize alcohol relatively rapidly had higher 
fitness. Since they lived longer and were less affected by alcohol, they left 
more offspring than the slow metabolizers did. Thus, each generation had a 
higher frequency of fast-metabolizing individuals than the previous genera
tion did. After many generations, flies that could metabolize alcohol rapidly 
predominated in the population. 

Natural Selection in Wild Populations. The effects of natural selection have 
been observed in dozens of wild populations as well. A classic example of natu
ral selection in action is the evolution of bill size in Galapagos finches in response 
to drought. Figure 10.7 illustrated that a nonrandom subset of the finch popula
tion survived a 1977 drought—the survivors tended to be those with the largest 
bills, which could more easily handle the tough seeds produced by the plants 
that survived the drought. The survival of this nonrandom subset of birds 
resulted in a change in the next generation. The population of birds that hatched 
from eggs in 1978—the descendants of the drought survivors—had an average 
bill depth of 4% to 5% larger than that of the pre-drought population. Bill size in 
this population of birds evolved in response to natural selection occurring in a 
setting uninfluenced by humans. 

The Modern Understanding of Natural Selection 
One barrier to the acceptance of Darwin's theory of natural selection was a lack 
of understanding of the origins of variation among individuals and of the 
mechanism by which variations were passed to the next generation. Without 
this understanding, it was difficult to see how natural selection could cause a 
change in the frequency of particular traits in a population. It was not until the 
early twentieth century, when they began to understand the nature of genes, 
that most biologists fully accepted the theory of natural selection. 

As we discussed in Chapter 6, genes are segments of genetic material 
(typically DNA, but RNA in some viruses) that contain information about 



the structure of molecules called proteins. The actions of proteins within an 
organism help determine its physical traits. Different versions of the same 
gene are called alleles, and variation in traits among individuals in a popu
lation is often due to variation in the alleles they carry. 

We can apply these genetic principles to the fruit flies exposed to a high-
alcohol environment. In this population there are two variants, or alleles, of 
the gene that controls alcohol processing. One allele produces an enzyme we 
will refer to as "fast," and the other produces an enzyme we will call "slow." 
Flies that make the fast enzyme can metabolize alcohol rapidly. To make this 
enzyme, they must carry 2 copies of the fast allele. As described in detail in 
Chapter 6, half of the alleles carried by a parent are passed to their offspring 
via their eggs or sperm. In the high-alcohol environment, flies with the fast 
enzyme had more offspring than did flies with the slow enzyme. Since they 
carry 2 copies of the fast allele, each of the offspring of a fast metabolizer 
received a copy of this allele. Therefore, in the next generation, a higher per
centage of individuals carried the fast allele. We can now describe the evolu
tion of a population as an increase or decrease in the frequency of an allele for a 
particular gene. 

Understanding the nature of genes also explains the origin of their varia
tions. Different alleles for the same gene arise through mutation—changes in 
the DNA sequence. As described in Unit Two, mutations that can be passed on 
to offspring occur by chance when DNA is copied during the production of 
eggs and sperm. These mutations can occur anywhere in an organism's 
genome. If one occurs in noncoding DNA, it may have little effect, but a muta
tion that occurs in a gene can cause a change in the function of the protein that 
the gene codes for. If a mutation results in an allele that has a function different 
from that of the original allele, the resulting variation could become subject to 
the process of natural selection. The existence of two different alleles for alcohol 
metabolism in fruit flies suggests that one of these alleles is a mutated version 
of the other. In the normal laboratory environment, neither of these alleles 
appears to have a strong effect on fitness. Since the slow metabolizers are more 
numerous than the fast metabolizers, it appears that there might be a slight 
disadvantage to carrying the fast enzyme. However, in a different environment, 
the mutation resulting in the fast allele gives an advantage, and its presence in 
the population allows for the population's evolution (Figure 10.11). 

Scientists now understand that the random process of gene mutation gen
erates the raw material—variations—for evolution, and that natural selection 
acts as a filter that selects for or against new alleles produced by mutation. We 
can also see that variation within a population can help ensure the survival of 
that population when the environment changes—if no individuals in the 
experiment carried the fast allele, it is possible that no flies would have sur
vived in the alcohol-spiked environment. In Chapter 14, we discuss the 
importance of genetic variation for the long-term survival of species. 

Subtleties of Natural Selection 
Natural selection is a fairly simple idea, but it is surprisingly easy to misun
derstand. Common misunderstandings of this idea fall into three categories: 
the relationship between the individual and the population, the limitations on 
the traits that can be selected, and the ultimate result of selection. 

Natural Selection Acts on the Inherited Traits of Individuals. A com
mon misconception about natural selection can be illustrated by the follow
ing erroneous statement: "The Dodo could not adapt to human hunters, so 
it went extinct." This assertion seems to presume that individuals must 
change within their lifetimes in order to survive environmental changes. 
However, evolution can occur only when traits that influence survival are 
present in a population and have a genetic basis. Again, the example of the 



alcohol-metabolizing fruit flies illustrates this point. Selection did not cause 
change in individual flies; either a fly could rapidly metabolize alcohol, 
or it could not. It was the differential survival and reproduction of these 
types of flies in an alcohol-laced environment that caused the population 
to change. 

Natural Selection Does Not Result in Perfection. Natural selection does 
cause populations to become better fit to their environment, but the result of 
that process is not necessarily "better" organisms—simply ones that are better 
adapted to the current situation. Changes in traits that increase survival and re
production in one environment may be liabilities in another environment. For 
example, Richard Lenski and his coworkers at Michigan State University found 
that certain populations of bacteria would adapt to an environment where food 
levels were low by evolving the production of chemicals that were deadly to 
other bacteria. Individual bacteria that produced this chemical had an advan
tage over those that did not; by killing off their nearby competitors, the poison
ous bacteria had more of the very limited food available to them and thus 
became prevalent in the population. However, when the poisonous bacteria 
were grown in a food-rich environment, they did not grow as well as nonpoiso-
nous bacteria did. This was probably because the poisonous bacteria were using 
energy to produce their toxin—energy that could have been used for growth 
and reproduction. Nonpoisonous bacteria in a food-rich environment that 



expended the maximum amount of energy on growth had more offspring and 
thus were better adapted when food was abundant. With nearly all adaptations, 
there is a trade-off such as this, where increased success in one environment or 
in one aspect of survival leads to decreased success in another environment 
or aspect of survival. 

The process of natural selection also acts only on the variants that are avail
able within a population. While it might increase our survival and reproduc
tion to have two arms, two legs, and a set of wings, it is not possible to evolve 
this set of limbs because no such variant exists in the human population. 
The fact that the adaptations of organisms are constrained by their underlying 
biology is apparent throughout nature in what evolutionary biologists call 
jury-rigged design, meaning "made using whatever is available." The late 
Stephen Jay Gould described one of the most famous examples of jury-rigged 
design—the "thumb" found on a giant panda's front paws (Figure 10.12). 
These animals apparently have 6 digits: 5 fingers composed of the same bones 
as our fingers, and a thumb constructed from an enlarged bone equivalent to 
one found in our wrist. The muscles that operate this opposable thumb are 
rerouted hand muscles. This structure in pandas appears to be an adaptation 
that increases their ability to strip leaves from bamboo shoots, their primary 
food source. A more effective design for an opposable thumb is our own, 
adapted from one of the basic 5 digits. However, in the panda population, this 
variation did not exist. Individuals with enlarged wrist bones did exist, so 
what evolved in giant pandas was a jury-rigged thumb that does its job but is 
not as flexible as our own thumb. 

Natural Selection Results from Current Environmental Conditions. Selection 
does not result in the "progress" of a population toward a particular predeter
mined goal; instead, it is situational. The example of the alcohol-metabolizing 
flies helps to illustrate this point. Only the population of flies in the high-alcohol 
environment evolved a faster rate of alcohol metabolism. Without a change in 
the environment, the alcohol-metabolizing rate of the population of flies in the 
normal environment did not evolve. 

The situational nature of natural selection can lead to evolutionary pat
terns that defy our sense that species are evolving toward a "more perfect" 
condition. For example, flowering plants evolved from nonflowering 
plants; and the flower is, in part, an adaptation to attract bees and other 
pollinators in order to increase seed production. However, some species of 
flowering plants, especially grasses, have adapted to environments where 
wind pollination is particularly effective and the need to attract insect pol
linators is much reduced. In these plants, natural selection has favored 
individuals that have very reduced flower parts and generate primarily 
pollen-producing and egg-producing structures—much like the repro
ductive structures of their distant nonflowering ancestors (Figure 10.13). 
Grasses have not regressed but instead have simply adapted to the 
environment they experience. 

While natural selection is often considered a force that causes the traits 
in a population to change, under certain conditions, selection can cause 
a population's traits to remain very stable or to split into two species. The 
type of natural selection experienced by the flies in the alcohol-laden envi
ronment is called directional selection because it causes the population 
traits to move in a particular direction, in this case toward higher rates of 
alcohol metabolism (Figure 10.14a). In certain environments, however, 
the average variant in the population may have the highest fitness. This 
results in stabilizing selection, in which the extreme variants in a popula
tion are selected against and the traits of the population stay the same 
(Figure 10.14b). For example, in humans, the survival of newborns is cor
related to birth weight—both extremely small and extremely large babies 



are selected against, causing the average birth weight of babies to be rela
tively stable over time. Finally, in certain populations, the most common 
variant may have the lowest fitness, resulting in diversifying selection. 
Diversifying selection causes the evolution of a population consisting of 
two or more variants (Figure 10.14c). Diversifying selection may con
tribute to the diversity of HIV particles found in an infected person, a 
diversity which eventually overwhelms his or her immune system. 



10.3 Natural Selection and HIV 
Our understanding of how natural selection causes evolutionary change can 
help us understand why, before effective drug therapy became available, most 
people infected with HIV eventually died of AIDS. During the asymptomatic 
period of HIV infection, the number of HIV virus particles in an infected per
son's bloodstream is relatively low. However, the immune response to HIV 
does not completely eliminate the virus. HIV persists inside immune system 
structures called lymph nodes, where it continues to infect and kill T4 cells. The 
dying T4 cells release the virus into the bloodstream, where anti-HIV antibodies 
quickly eliminate them. At the same time, the infected individual maintains a 
high rate of T4 cell production to replace those lost to HIV. In a sense, the virus 
and the immune system maintain a balance of power during this period. 

HIV Fits Darwin's Observations 
The population of HIV is not unchanging during the asymptomatic period; 
instead, it is evolving in response to the environment created by the infected 
individual's immune system. HIV will evolve via natural selection because it 
fulfills all of Darwin's observations. 

1. Viruses in the bloodstream vary. HIV particles are constantly being 
reproduced because they continue to infect cells in the lymph nodes; 
any time there is reproduction, mutation can occur. As a result, during 
the asymptomatic period, new variants of HIV continually arise. Some 
of these HIV variants have mutated antigens. 

2. The variation among viruses can be passed on to offspring. The anti
gens present on a virus particle are coded for by the particle's RNA. 
When the virus infects a cell, the RNA is reproduced by the host cell 
and passed on to a new generation of virus particles. 

3. More viruses are produced than survive. The HIV antibodies pro
duced by the infected host can eliminate most of the viruses that are 
produced by infected cells. 

4. Virus survival is not random. The change in antigens that results from 
mutation can be great enough that the earlier HIV antibodies do not 
recognize the new variants. Due to their longer survival in the blood
stream, these new virus variants have higher fitness than do the older 
variants. 

Because of the increased fitness of particular variants, subsequent virus 
generations consist of a greater percentage of virus particles that possess a 
new antigen. The population evolves to become resistant to a particular anti
body produced by the host. 

The Evolutionary Arms Race 
At the same time the virus population is evolving, the immune system of 
the host, and thus the environment to which the virus is exposed, is con
tinually changing. As a new HIV variant becomes more common in an 
infected person's bloodstream, his or her immune system develops an anti
body to the variant's unique antigens. HIV again begins to be cleared from 
the bloodstream—that is, until the next new HIV antigen variant arises 
through mutation. In other words, the population of HIV inside the host 
is continually evolving as natural selection by the host's immune system 
favors variants with unrecognizable antigens (Figure 10.15). 

The evolutionary arms race between HIV and the immune system is some
what similar to the ongoing battles between computer security professionals and 



hackers. When a hacker succeeds in accessing protected information, security 
professionals create a "patch" to cover the flaw that the hacker exploited. A patch 
keeps hackers at bay until they develop another strategy for breaking into the 
system—causing the security team to come up with another patch in a seem
ingly endless cycle. In the case of HiV and the immune system, the patch already 
exists in the form of one or a few randomly generated B cells that can recog
nize the new HiV antigens. However, the development of a specific immune 
response to this new variant by division of these B cells and the production of 
new antibodies takes several hours to days, and so the overall effect is the same. 

Like other RNA viruses that require reverse transcriptase, HiV has a high rate 
of mutation. Some scientists estimate that every single HTV particle produced has 
at least one difference from the HIV from which it arose. In addition, HIV has an 
enormously high rate of reproduction. As the host's immune system focuses its 
resources on the most common variants, less common types proliferate. The fre
quent mutation and rapid reproduction of HIV, along with the diversifying selec
tion imposed by the host's immune system, result in a population of the virus 
within an asymptomatic host that contains about 1 billion distinct variants. With 
this many variants, it is almost assured that one or more has antigens that are not 
immediately recognized by the host's immune system. Because these variants 
avoid the host's antibodies, they can grow to large populations very quickly. Evo
lution of the HIV population within an infected individual can be extremely fast. 

HIV's rapid evolution appears to be the cause of the eventual end of the 
asymptomatic period in an infected person. The immune system is able to pro
duce antibodies to many different HiV antigen variants, but eventually the sheer 
number of different HIV variants that the immune system must respond to 
becomes overwhelming. Finally, one variant arises that escapes immune system 
control for a long period; large numbers of T4 cells become infected with this 
variant and are killed or disabled, and the infected individual becomes increas
ingly immune-deficient. This change initiates the onset of AIDS. In our analogy, 
imagine millions of hackers, each trying slightly different ways of bypassing the 
security of a single computer system. As the security team's resources become 
stretched, the likelihood of one hacker breaking through and crashing the system 
increases. The relentless evolution of HIV within an infected person's body even
tually exhausts his or her ability to control this deadly virus. 

10.4 How Understanding Evolution 
Can Help Prevent AIDS 

Immediately after scientists identified and characterized HIV as the virus that 
causes AIDS, a search began for drugs that would interfere with HIV's ability 
to replicate. Early drug therapies had rapid failure rates; it was only until sci
entists incorporated their understanding of natural selection into anti-AIDS 
treatments that effective, long-term therapies were developed. 

Single Drug Therapy Selects for Drug Resistance 
One target of anti-HIV drugs is the process of reverse transcription, the rewrit
ing of HIV's genetic information from RNA into DNA. Reverse transcription 
does not occur in uninfected human cells, and drugs that target this process 
have the potential for zeroing in on HIV replication without harming normal 
functions of the human body. One class of drugs used to inhibit reverse tran
scription is known as the nucleoside analogs. These drugs are similar in struc
ture to one of the four DNA nucleotides described in Chapter 5—A, C, G, and T. 
Nucleoside analogs inhibit reverse transcription because reverse transcriptase 
adds one of these analogs to a growing HTV DNA strand in place of the real 



nucleotide. Once a nucleoside analog is added to a growing DNA strand, repli
cation halts because additional nucleotides cannot be attached to the analog 
(Figure 10.16a). 

One of the first nucleoside analogs approved as treatment for AIDS is 
known as Azidothymidine, or AZT. While it is not free of side effects, some 
very severe, AZT first appeared to be a wonder drug—nearly eliminating 
HIV from the blood of patients who had already progressed to AIDS. How
ever, in all cases, AZT failed to keep virus populations low for an extended 
period of time. The failure of AZT over time occurred due to the evolution of 
HIV. Among the virus variants present in an infected person, there are some 
that do not mistake AZT for a normal nucleotide and never incorporate it 
into growing HIV DNA strands. These variants are therefore favored by nat
ural selection; they continue to replicate and become the predominant HIV 
variants in an AZT-treated individual (Figure 10.16b). As a result of natural 
selection in the presence of AZT, the HIV population evolves to become 
drug resistant—that is, not susceptible to the effects of AZT. The evolution 
of drug resistance in disease-causing organisms is not new. However, the 
speed at which AZT resistance arose in AIDS patients was an early clue to 
HIV's amazing capacity to evolve. 



Combination Drug Therapy Can Slow HIV Evolution 
Since the development of AZT, dozens of new anti-HIV drugs have been made 
available. In addition to more types of nucleoside analogs, other non-nucleoside 
analogs that interfere with reverse transcription are now in use. Among these 
are a powerful class of drugs, called protease inhibitors, that stop HIV replica
tion by interfering with the process that converts inactive viral proteins to active 
enzymes. In 2003, another class of drugs, called entry inhibitors because they 
block the HIV receptors on cell membranes, was added to the drug arsenal. 
However, there are still fewer than 30 anti-HIV drugs available. When patients 
take only one of any of these drugs, HIV quickly develops resistance to it. 

Resistance to Multiple Drugs Is Uncommon. Understanding that the rapid 
rate of HIV evolution decreases the effectiveness of these drugs has led doctors to 
a new standard of care for the infection. This standard is the use of combination 
drug therapy, also commonly called drug cocktail therapy—a combination of at 
least two reverse transcription inhibitors and a protease inhibitor. This approach 
has dramatically decreased the number of AIDS cases and deaths due to AIDS in 
the United States. The effectiveness of combination therapy is based on the 
following fact: The greater the number of drugs used, the greater the number of 
changes are required in the virus's genetic material in order for resistance to 
develop. The likelihood of a virus variant arising that is resistant to a single 
drug is relatively small but still very possible in a patient with 1 billion different 
HIV variants. However, the likelihood of a virus variant arising with resistance 
to all three drugs in a cocktail is extremely small. The chance that an HTV parti
cle exists that is resistant to a single drug is analogous to the likelihood that in 
1 billion lottery ticket holders, one person will hold the winning combination—in 
other words, almost certain. The likelihood of a variant being resistant to several 
different drugs is analogous to that same ticket holder winning the lottery three 
times in a row—incredibly unlikely. Just as it is very difficult to win the lottery 
three times in a row, it is very difficult for HIV to adapt to an environment where 
it faces three "killer drugs" at once. 

Reducing HIV Replication Decreases the Rate of Evolution. Another key 
to the effectiveness of combination drug therapy is that when HIV replication 
is suppressed, new HIV variants arise more slowly. If replication represents 
the main route by which mutations occur, fewer rounds of replication mean 
fewer possible mutants. With fewer variants produced, the likelihood also 
decreases that one contains the combination of mutations that make it resis
tant to multiple drugs. 

Thus, drug cocktails control HIV populations within people by creating an en
vironment that is difficult to adapt to and by slowing the rate at which new adap
tations appear. Understanding how HIV evolves to defeat the immune system 
has allowed scientists to devise ways to interfere with this evolutionary process 
and prevent HIV infection from progressing into AIDS in most of the treated indi
viduals (Figure 10.17 on page 276). To return to the analogy of computer security 
professionals and their hacker foes, combination drug therapy not only is equiva
lent to designing several layers of electronic security around protected informa
tion, making it difficult to circumvent all of them at once, but also serves to reduce 
the number of hackers who are working on ways to defeat the system. 

Multiple-Drug-Resistant HIV May Be Less Deadly. Combination drug 
therapy greatly reduces the chance of an HIV variant that is resistant to mul
tiple drugs appearing in an infected person, but in about 15% of patients, 
populations of multiple-drug-resistant variants do evolve. In these cases, 
HIV infection develops into AIDS and leads to death. However, in 30% to 
40% of HIV-infected individuals who host HIV populations resistant to mul
tiple drugs and who thus have high levels of HIV in their blood, there is no 
decrease in T4 cells. In these patients, the drug-resistant HIV variant in their 



bodies appears to be unable to kill these cells. Patients infected with these 
meeker HIV variants may live for 3 years or more with high loads of the 
virus in their bloodstream before progressing to AIDS—much longer than 
for most people who have high loads of non-drug-resistant HIV. The virus 
population in this group of patients demonstrates one of the subtleties of 
natural selection—it rarely results in an organism that is well-adapted for all 
environments. Recall that for nearly all mutations, there exists a trade-off. 
In the case of drug-resistant HIV, the mutations that confer this resistance 
appear to also interfere with the virus's ability to infect large numbers of 
cells. In some patients with multiple-drug-resistant HIV variants, combina
tion drug therapy has led to the evolution in their bodies of a less deadly 
virus and has prolonged their lives. 

Problems with Combination Drug Therapy 
Despite the good news about increased health and prolonged lives of HIV-
infected people undergoing combination drug therapy, there are some 
problems with this approach. Combination drug therapy is expensive; 



it often results in severe and unpleasant side effects; and most important, 
it is difficult to follow. Patients may have to take dozens of pills per day, 
some of which have very different requirements (for instance, some pills 
must be taken on an empty stomach, while others need to be taken with 
food or significant amounts of water). All of this effort is taken to control an 
infection that initially may not seem any more severe than a mild flu. 

The Difficulty of Therapy Creates Drug Resistance. Due to the difficulty of 
undergoing combination drug therapy, individuals commonly skip doses or 
take themselves off the drugs for a period of time. The effect of these breaks in 
treatment is an increase in HIV replication, which increases the risk of develop
ing drug-resistant varieties. Patients who do not follow the drug treat
ment schedule carefully can find themselves with large virus populations that 
are resistant to multiple drugs. Even if this resistant virus is less able to infect 
cells, few people can live with high levels of HIV for long. To control the virus 
over the long term, individuals with multiple-drug-resistant variants must 
change and perhaps increase the number of drugs in their cocktail. For example, 
some patients take 10 to 15 different drugs several times per day. Many 
scientists fear that the rapid rate of HIV evolution will eventually outpace their 
ability to both develop new drugs and prolong the asymptomatic period of HIV 
infection. 

Drug Therapy Makes HIV Seem Less Serious. Perhaps more troublesome 
than the evolution of HIV within a patient is the potential evolution of the 
HIV epidemic in response to combination drug therapy. The rate of trans
mission of HIV has not significantly changed in the United States for a 
decade; about 40,000 new infections are reported every year. However, 
from 10% to 30% of these new infections involve HIV that is already drug 
resistant. This means that potentially as many as one-third of newly infected 
people have fewer options for controlling their virus. As the transmission of 
drug-resistant HIV increases, our ability to control AIDS in the U.S. popula
tion will decline. Worse yet, there is some evidence that combination drug 
therapy has made HIV and AIDS appear to be less of a threat, leading to 
decreased prevention efforts and an upswing in infection rates. Combina
tion drug therapy does not cure HIV infection; at best, it is an expensive and 
long-term commitment that increases an individual's ability to live with this 
disease. Increases in transmission and drug resistance will erode the benefits 
of this powerful therapy over time. 

Drug Therapy Is Expensive. Combination drug therapy is not available to all 
of the 42 million HIV-infected individuals around the world. Currently, combi
nation drug therapy costs $1000 to $2000 per month. Worldwide, only about 
440,000 of the estimated 6 million people who are in immediate need of anti-HIV 
therapy receive these drugs. Even in the United States, about 30% of those who 
take combination drug therapy are subsidized by state and federally funded pro
grams, which are susceptible to budget cuts when tax revenues drop. HIV con
tinues to disproportionately affect the poorest and most vulnerable members of 
our society and the global community. The gap between the resources of the 
most-affected populations and the cost of this promising therapy means that for 
years to come, AIDS will continue to kill people by the millions. 

Preventing AIDS 
Can Humans Evolve Resistance to HIV? Scientists have known for 
many years that a small percentage of people fail to develop an HIV infec
tion despite chronic exposure to the virus. Most of these individuals carry 
a mutation in the gene for CCR5, one co-receptor for HIV. This variant pre
vents HIV from binding to immune system cells and thus prohibits its 



reproduction. About 1% of European-descended whites are homozygous 
for this mutation and are HIV resistant. Given the existence of this herita
ble variation and differences in survival among those exposed to this killer 
virus, can we expect natural selection to cause the human population to 
evolve resistance to HIV? Eventually, perhaps—but remember that natural 
selection occurs because of differential survival and reproduction of indi
viduals over time. In short, in order for the human population as a whole 
to become resistant to this virus, nonresistant variants must die out of the 
population. Even without anti-HIV drugs, this process would take many 
generations. Because most nonresistant people will never contract HIV 
and thus will continue to survive and reproduce, the nonresistant allele 
will persist for a very long time. 

Allowing natural selection to take its course in the human population in 
order for widespread resistance to evolve would require elimination of all 
anti-HIV therapy—a prospect unthinkable to most people. The relatively 
high frequency of the HIV-resistant CCR5 mutation in European popula
tions may itself be a result of unimpeded natural selection. Some scientists 
have hypothesized that this mutation, which is nearly absent in Asian and 
African populations, became prevalent in Europeans approximately 700 
years ago. The most dramatic event of this time period in Europe was 
the "Black Death," a plague that killed 33% of the European population in a 
period of three years from 1347 to 1350. It may be that the CCR5 mutation 
also confers resistance to infection by the bacteria that causes plague. The 
death and devastation in Europe caused by the Black Death is nearly 
unimaginable to us, and yet only 20% of the descendants of that event carry 
even one copy of the CCR5 mutation. The percentage of people who must 
die of HIV infection in order to result in a population where 100% carry this 
mutation is even more dramatic, and it is likely to cause even more serious 
devastation. Clearly, human evolution is not an acceptable solution to the 
problem of AIDS. 

Preventing Infection. Despite the success of combination drug therapy, the 
best "treatment" for AIDS is to avoid becoming infected with HIV at all. HIV 
is a fragile virus that is transmitted only through direct contact with bodily 
fluids—primarily blood, semen, vaginal fluid, or occasionally to newborns 
via breast milk. There is no evidence that the virus is spread by tears, sweat, 
coughing, or sneezing. It is not spread by contact with an infected person's 
clothes, phone, or toilet seat. It is not transmitted by an insect bite. And it is 
unlikely to be transmitted by kissing (although any kissing that allows the 
commingling of blood could lead to HIV transmission). HIV is frequently 
spread through needle sharing among injection-drug users, but the primary 
mode of HIV transmission is via unprotected sex, including oral sex, with an 
infected partner. So, what is the best way to avoid HIV infection? Do not use 
addictive injection drugs and avoid sexual activity. If you are sexually active, 
know your partner's HIV status, drug habits, and sexual activities. The safest 
relationship is one that is monogamous, where there is no sexual activity out
side of the relationship. According to the Centers for Disease Control (CDC), 
about one-quarter of the approximately 1 million people infected with HIV 
in the United States do not know that they carry this deadly virus. If your 
partner might be at risk for HIV infection, practice safer sex—that is, use 
a condom. 

Living with HIV. Why has Magic Johnson remained free of AIDS for over 
14 years since contracting HIV? He has access to the highest-quality 
medical care to help maintain the effectiveness of his own immune sys
tem and the financial and emotional resources that allow him to maintain 



long-term combination drug therapy. These actions have both reduced the 
reproduction of HIV in his body and increased the challenges that the virus 
must overcome in order to escape the control of his immune system. 
In other words, he has so far successfully limited the chance that natural 
selection will cause the evolution of HIV in his body. Magic is still infected 
with HIV; no one knows whether drug therapy will help his body finally 
eliminate it, or if the therapy will eventually fail and he will lose the battle 
with this killer virus. Magic's ability to survive, and even thrive, for so long 
since his diagnosis gives us hope that someday HIV will not be a death sen
tence for anyone. 







chapter 11 



I
ndigo pondered the choices in front of her: White, 
Black, American Indian or Alaskan Native, Vietnamese, 
Other Asian. As the daughter of a man with African 
American and Choctaw ancestry, and a woman with a 

white American father and a Laotian mother, Indigo was not sure what race 

she should report on the U.S. census form. 

The 2000 census was different from all previous censuses in that it 

allowed people to check multiple boxes under the category, "race." While 

this change satisfied many multiracial individuals who felt that it was 

impossible to classify themselves as one particular race, the opportunity to 

do so was disquieting to others. In Indigo's case, despite having a half-

Asian mother, she knew that most people saw her as black, and her connec

tion to her mother's white father was weak at best; she didn't feel a kinship 

to other whites at all. And while her dad was proud of his Choctaw her

itage, Indigo did not know a single Native American. Indigo did not see 

herself as belonging to any of the races on the census form. Maybe 

"human" was what she was looking for. She wondered, "Why do I need to 

specify my racial category? And what does it mean? If I'm part white and 

part black, am I somehow different from each group?" 

Indigo's questions reflect those posed by many people over the years. Why 

do human groups differ from each other in skin color, eye shape, and stature? 



Do these physical differences reveal underlying basic biological differences 
among these groups? 

11.1 What Is a Species? 
All humans belong to the same species. Before we can understand the concept 
of race, we first need to understand both what is meant by this statement and 
what is known about how species originate. 

In the mid-1700s, the Swedish scientist Carolus Linnaeus began the task of 
cataloging all of nature. As described in Chapter 9, Linnaeus developed a clas
sification scheme that grouped organisms according to shared structural 
traits. The primary category in his classification system was the species, 
a group whose members have the greatest resemblance. Linnaeus assigned a 
two-part name to each species—the first part of the name indicates the genus, 
or broader group to which the species belongs; the second part is specific to 
a particular species within that genus. For example, lions, the species Panthera 
leo, are classified in the same genus with other species of roaring cats such as 
the leopard, Panthera pardus. Linnaeus coined the binomial name Homo sapiens 
(Homo meaning "man," and sapiens meaning "knowing or wise") to describe 
the human species. Although Linnaeus recognized the impressive variability 
among humans, by placing all of us in the same species he acknowledged our 
basic unity. Linnaeus did classify humans into different varieties within Homo 
sapiens, a point we will return to in Section 11.3. 

Modern biologists have kept the basic Linnaean classification, although 
they have added a subspecies name, Homo sapiens sapiens, to distinguish 
modern humans from earlier humans who appeared approximately 250,000 
years ago. 

The Biological Species Concept 
While most people intuitively grasp the differences between most species— 
lions and leopards are both definitely cats but not the same species—biologists 
have had difficulty finding a single, objective definition that can be applied to 
all situations at all times. Several useful concepts have been proposed and used. 
The concept most commonly used by biologists interested in the process of 
species formation is called the biological species concept. 

Biological Species Are Reproductively Isolated. According to the biological 
species concept, a species is defined as a group of individuals that, in nature, can 
interbreed and produce fertile offspring but cannot reproduce with members of 
other species. In practice, this definition can be difficult to apply. Species that 
do not overlap in space and so have no opportunity to interbreed, species 
that do not undergo sexual reproduction (for example, some bacteria), and 
species known only by their fossils do not easily fit into the biological species 
concept. However, this definition does provide a basis for us to understand why 
species generally maintain their distinctness from each other. 

Recall that differences in traits among individuals arise partly from differ
ences in their genes. New alleles of a gene occur when the DNA that makes up 
the gene mutates. By the process of evolution, a particular allele can become 
more common in a species. If individuals of that species are unable to breed 
with individuals of another species, then the allele cannot spread from one 
species to the other. In this way, two species can evolve differences from each 
other. For example, imagine the common ancestor of lions and leopards. Evi
dence of the relationship among all large cats indicates that this ancestor had 
a spotted coat. The allele that eliminated the spots from adult lion coats arose 
and spread within this species, but it is not found in leopards because lions 



and leopards cannot interbreed. Scientists refer to the sum total of the alleles 
found in all the individuals of a species as the species' gene pool. Therefore, 
we can think of a single species as making up an impermeable container for 
that species' gene pool—a change in the frequency of an allele in a gene pool 
can take place only within a biological species. 

The Nature of Reproductive Isolation. The spread of an allele throughout a 
species' gene pool is called gene flow. Gene flow cannot occur between differ
ent biological species because a pairing between them fails to produce fertile 
offspring. The inability of pairs of individuals from different species to produce 
fertile offspring is known as reproductive isolation. Reproductive barriers can 
take two general forms: pre-fertilization barriers or post-fertilization barriers. 

Pre-fertilization barriers to reproduction occur when individuals from dif
ferent species either do not attempt to mate with each other, or if they do, they 
fail to produce a fertilized egg. The most obvious impediment to mating is that 
individuals from different biological species simply never contact each other; 
that is, they are separated by distance, a reproductive barrier known as spatial 
isolation. Among species that are close in space, one barrier to mating is differ
ences in mating behaviors, a mechanism known as behavioral isolation. For 
example, many of the songs and displays produced by birds serve as pre-
fertilization barriers. Male blue-footed boobies, sea birds that look almost as 
goofy as their name implies, perform an elaborate dance for the female before 
they mate (Figure 11.1a). This dance involves waggling and displaying their 
electric blue feet and differs from the dances performed by males of other, relat
ed booby species. A female blue-footed booby will not respond until she has 
witnessed several rounds of the dance, at which time she will engage the male 
in a pointing display (Figure 11.1b). In this display, both birds point their bills 
skyward, drop their wings, and call out their mating song. The male's dance 
and the pairs' pointing display presumably provide a way for both birds to rec
ognize that they belong to the same booby species. If a female is courted by a 
male that cannot perform the "Blue-footed Booby Dance," she will not mate 
with him. Another barrier to mating results from the physical incompatibility 
between the sexual organs of two different individuals, a mechanism known as 
mechanical isolation. The genitals of male and female insects of the same 
species often fit together as specifically as a lock and a key, making matings 
between two members of different species impossible. 



Differences in the timing of reproduction, called temporal isolation, can also 
form a pre-fertilization barrier between species. This is common in flowering 
plants, different species of which have distinct flowering periods (Figure 11.2). 
Different species of periodical cicadas, insects that spend most of their lives as 
larvae in the soil and emerge as adults on a 13- or 17-year cycle, are also isolated 
temporally. Individuals of the species of cicadas that emerged throughout the 
eastern United States in the summer of 2004 could not possibly mate with indi
viduals from a species that emerges anytime in the next 12 years. 

The most common pre-fertilization barrier between species that will mate 
with each other is an incompatibility between eggs and sperm. For fertiliza
tion to occur, a sperm cell must bind to a protein on the surface of an egg cell. 
If the egg does not recognize the sperm (that is, if the egg does not have a 
protein that will bind to the sperm), fertilization cannot occur. Among animal 
species that utilize external fertilization and release their sperm and eggs into 
the environment—such as fish, amphibians, and sponges—this method of 
reproductive isolation, called gamete incompatibility, is widespread. Plants 
often have a similar incompatibility—pollen from one species cannot fertilize 
the ovules of another species. 

Post-fertilization barriers occur when fertilization happens as a result of 
mating between two members of different species, but the resulting offspring 
does not survive or is sterile. Leopons are the result of matings between a male 
leopard and a female lion—an event that occurs rarely, if ever, in the wild but 
has been observed in captive cats. Leopons are apparently sterile, although few 
have been observed, so it is difficult to know the nature of the reproductive bar
rier. A better-known example of an offspring of a mating between two species is 
the mule, resulting from a cross between a horse and a donkey. Mules have a 
well-earned reputation as tough and sturdy farm animals, but they are also ster
ile and cannot produce their own offspring. Most instances of post-fertilization 
barriers are less obvious; most interspecies hybrids—that is, the offspring of 
parents from two different species—do not survive long after fertilization. This 
inability to develop is primarily a result of an incompatibility between the genes 
of different species. Since different species have different versions of the genes 
that direct the development of their bodies, placing these genes in combination 



often provides a hybrid offspring with incomprehensible information about 
how to build a body. 

In the case of leopons, mules, and other sterile hybrids, the genetic incom
patibility is not so large that the offspring cannot develop. Instead, the post-
fertilization barrier of hybrid sterility occurs because these hybrids cannot 
produce proper sperm or egg cells. Recall from Chapters 5 and 6 that during 
the production of eggs and sperm, compatible genetic sequences called chro
mosomes pair up and separate during the first cell division of meiosis. Since a 
hybrid forms from the chromosome sets of two different species, the chromo
somes cannot pair up correctly during this process, and the sperm or eggs that 
are produced in these animals will have too many or too few chromosomes. 
In the case of mules, the horse parent has 64 chromosomes and therefore 
produces eggs or sperm with 32; the donkey parent has 62 chromosomes, pro
ducing eggs or sperm with 31. The offspring of a cross between a horse and a 
donkey will therefore have 63 chromosomes and no way to effectively sort 
these into pairs during the first division of meiosis (Figure 11.3). As a result, 



male mules produce few or no sperm, and females release eggs rarely. Despite 
this low gamete production, a small number of mules have produced off
spring, but this event is so rare that the gene pools of donkeys and horses have 
remained separate despite the mule's popularity as a work animal. 

Given the definition of species just discussed, we can see that all humans 
belong to the same biological species. There is no evidence of post-fertilization 
barriers to reproduction between different human groups, and Indigo's diverse 
ancestry clearly demonstrates that no pre-fertilization barriers exist that prohib
it mating among the races listed on her census form. To understand the concept 
of races within a species, however, we must first examine how species form. 

The Process of Speciation 
According to the theory of common descent discussed in Chapter 9, all mod
ern organisms descended from a common ancestral species. This evolution of 
one or more species from an ancestral form is called speciation. 

For one species to give rise to a new species, most biologists agree that 
three steps are necessary: 

1. Isolation of the gene pools of subgroups, or populations, of the species; 
2. Evolutionary changes in the gene pools of one or both of the isolated 

populations; and 
3. The evolution of reproductive isolation between these populations, 

preventing any future gene flow. 

Recall that gene flow occurs when reproduction is occurring within a 
species. Now imagine what would happen if two populations of a species 
became physically isolated from each other, so that the movement of individ
uals between these two populations was impossible. Even without genetic 
or behavioral barriers to mating between these two populations, gene flow 
between them would cease. 

What is the consequence of eliminating gene flow between two populations? 
It is identical to what occurs in separate biological species. New alleles that arise 
in one population may not arise in the other. Thus, a new allele may become 
common in one population, but it may not exist in the other. Even among existing 
alleles, one may increase in frequency in one population but not in the other. In 
this way, each population would be evolving independently. Over time, the traits 
found in one population begin to differ from the traits found in the other popu
lation. In other words, the populations begin to diverge (Figure 11.4). When the 



divergence is great enough, reproductive isolation can occur. The three steps of 
speciation are discussed in detail below. 

Isolation and Divergence of Gene Pools. The gene pools of populations may 
become isolated from each other for several reasons. Often a small population 
becomes isolated when it migrates to a location far from the main population. 
This is the case on many oceanic islands, including the Galapagos and Hawaiian 
islands. Bird, reptile, plant, and insect species on these islands appear to be 
the descendants of species from the nearest mainland. The original ancestral 
migrants arrived on the islands by chance. Because it is rare for organisms from 
the mainland to find their way across hundreds of miles of open ocean to these 
islands, populations at each site are nearly completely isolated from each other 
(Figure 11.5). In addition, because migrant populations are often small, their gene 
pools can change rapidly and dramatically via the process of genetic drift, as 
described in Section 11.5. Migration of populations from nearby sources appears 
to have resulted in the evolution of most species in newly emerged or unusual 
habitats—an idea known as the founder hypothesis. According to this hypothe
sis, the diversity of unique species on oceanic islands, as well as in isolated bogs, 
caves, and lakes, resulted from colonization of these once "empty" environments 
by small populations of migrants. Because these habitats had few competitors for 
resources, variants in a founding population having traits that allowed them to 
exploit a different resource than that used by other individuals would have had 
increased fitness. The advantage these different variants had caused the popula
tion to diversify and eventually to split into numerous species. For example, the 
large diversity of fish species once found in Africa's Lake Victoria resulted from 
rapid divergence from a founding population (Figure 11.6). 

Populations may also be isolated from each other by the intrusion of a 
geologic barrier. This could be an event as slow as the rise of a mountain 
range or as rapid as a sudden change in the course of a river. The emergence 
of the Isthmus of Panama between 3 and 6 million years ago represents one 
such intrusion event. This land bridge connected the formerly separate con
tinents of South and North America but divided the ocean gulf between 
them. Scientists have described at least 6 pairs of biological species of snap
ping shrimp on both sides of the isthmus that diverged during and after this 
event. These shrimp species appear to be related to each other because of 
similarities in appearance, protein structure, and lifestyle. In each case, 



1 member of each of the 6 pairs is found on the Caribbean side of the land 
bridge, while the other member of each pair is found on the Pacific side 
(Figure 11.7). This geographic pattern indicates that the two species in each 
pair descended from a single species. Each original species was most likely 
found throughout the gulf before the isthmus arose, and each was divided 
into two isolated populations during the time that the land bridge was aris
ing. Once in isolation, the separated populations of each species diverged 
into different biological species. 

Populations that are isolated from each other by distance or a barrier are 
known as allopatric (meaning "different countries"). However, separation 
between two populations' gene pools may also occur even if the populations 
are living in physical proximity to each other, that is, if they are sympatric 
("same country"). This appears to be the case in populations of the apple 
maggot fly, a species that may provide one of the clearest examples of specia-
tion "in action." 

Apple maggot flies are so named because they are notorious pests of apples 
grown in northeastern North America. However, apple trees are not native to 
North America; they were first introduced to this continent less than 300 years 
ago. Apple maggot flies also infest the fruit of hawthorn shrubs, a group of 
species that are native to North America. Apple-infesting flies appear to have 
descended from hawthorn-infesting ancestors that began to use the novel food 
source of apples after the fruit began to be cultivated in their home range. Apples 
and hawthorns live in close proximity, and apple maggot flies clearly have the 
ability to fly between apple orchards and hawthorn shrubs. At first glance, it 
does not appear that the apple maggot flies that eat apples and those that eat 
hawthorn fruit are isolated from each other. 



However, upon closer inspection, scientists determined that populations 
of apple maggot flies on apples and those on hawthorns actually have little 
opportunity for gene flow between them. Flies mate on the fruit where they 
will lay their eggs, and hawthorns produce fruit approximately 1 month after 
apples do. Each population of fly has a strong preference regarding which 
fruit it will mate on, and flies that lay eggs on hawthorns develop much faster 
than flies that lay eggs on apples. There appears to be little mixing between 
the apple-preferring and hawthorn-preferring populations. 

Scientists who have examined the gene pools of the two groups of apple 
maggot flies find that they differ strongly in the frequency of some alleles. Thus 
it appears that divergence of two populations can occur even if those popula
tions are in contact with each other, as long as some other factor—in this case, 
the timing of mating and reproduction as a result of variation in fruit prefer
ence—is keeping their gene pools relatively isolated (Figure 11.8). While the 
small amount of mating that still occurs between apple flies and hawthorn flies 
means that they are still considered the same biological species, the divergence 
that has occurred between these two populations in the past 300 years indicates 
that these flies may be headed toward complete reproductive isolation. 

Interestingly, in plants, the formation of isolated gene pools can happen 
instantaneously and without any geographic or temporal barriers between pop
ulations. Most plants can undergo asexual reproduction; that is, a new plant can 
form from part of the body of a parent plant. This is often how gardeners propa
gate their favorite roses, for instance, by taking cutting of a stem and placing the 
ends of these cuttings in soil, where they will develop roots. Because hybrid 
plants can perform asexual reproduction, hybrid sterility as a result of an inabil
ity to produce eggs or sperm does not doom such plants to only a single genera
tion. A population of many hybrid plants can arise from a single hybrid parent 
plant via asexual reproduction. However, because the hybrids cannot form eggs 
and sperm (for the same reason as described earlier for mules), this population is 
reproductively isolated from its parent populations and can travel its own evolu
tionary trajectory. 

Amazingly, some hybrid plants can become fertile again—if a mistake dur
ing mitosis produces a cell containing duplicated chromosomes. Because these 
cells now contain two of each kind of chromosome, meiosis can proceed, and a 
plant with these cells can produce eggs and sperm. Since most plants do pro
duce both types of gametes, such an individual can self-fertilize and give rise to 
a brand new species. One example of such a species is canola, an important 
agricultural crop grown primarily for the oil that can be extracted from its seeds. 
Canola developed as a result of chromosome duplication in a hybrid of kale 
(Brassica oleracea) and turnip (Brassica campestris); see Figure 11.9 on page 292. In 
fact, the same process of chromosome duplication, called polyploidy, that 
allows the production of fertile hybrids can also occur in nonhybrid plants. For 
example, the geneticist Hugo de Vries discovered individual evening primrose 
plants that had 28 chromosomes—twice as many as other plants in the same 
population. Upon investigation, he found that these plants were unable to pro
duce viable offspring with evening primrose having only 14 chromosomes. 
Apparently, a mistake during cell division caused the number of chromosomes 
to double in an individual plant and led to its immediate reproductive isolation. 
Recent research suggests that this process of "instantaneous speciation" may 
have been a key factor in the evolution of diversity in plants. As many as 50% of 
flowering plant species may have resulted from polyploidy. It appears to occur 
in some animal groups, such as frogs, as well. 



The Evolution of Reproductive Isolation. For populations that have diverged 
in isolation to become truly distinct biological species, they must become repro-
ductively isolated either by their behavior or by genetic incompatibility. In the 
case of canola, genetic incompatibility occurs immediately—a cross between 
canola and kale does not result in fertilization. In animals, the process may be 
more gradual, occurring when the amount of divergence has caused numerous 
genetic differences between two populations. There is no hard-and-fast rule 
about how much divergence is required; sometimes a difference in a single gene 
can lead to incompatibility, while at other times, populations demonstrating 
great physical differences can produce healthy and fertile hybrids (Figure 11.10). 
Exactly how reproductive isolation evolves on a genetic level is still unknown 
and is an actively researched and intriguing question in biology. 

Of course, once reproductive isolation occurs, each species may take radical
ly different evolutionary paths because gene flow between the two species is im
possible. Once separated, species that derived from a common ancestor can 



accumulate many differences, even completely new genes. How rapidly and 
smoothly different forms evolve is another intriguing question in biology. 
Darwin assumed that speciation occurred over millions of years as tiny changes 
gradually accumulated. This hypothesis is known as gradualism. Other biolo
gists, most notably the late Stephen Jay Gould, have argued that most speciation 
events are sudden, result in dramatic changes in form (via natural selection and 
other mechanisms of evolutionary change) within the course of a few thousand 
years, and are followed by many thousands or millions of years of little change— 
a hypothesis known as punctuated equilibrium. The hypothesis of punctuated 
equilibrium is supported by observations of the fossil record, which seems to 
reflect just this pattern (Figure 11.11). 

The period after the separation of the gene pools of two populations but 
before the evolution of reproductive isolation, could be thought of as a period 
during which races of a species may form. Determining if the racial groupings 
on Indigo's census form came about via this process is our focus in the next 
section. 

11.2 The Race Concept in Biology 
Biologists do not agree on a standard definition of biological race. In fact, not all 
biologists feel that race is a useful term; many prefer to use the term subspecies to 
describe subgroups within a species, and others feel that race is not a useful 
biological concept at all. When the term is applied, it is often inconsistent. For 
example, populations of birds with slightly different colorations might be called 
different races by some bird biologists, while other biologists would argue that 
the same contrasts in color are meaningless. However, Indigo's question about 
how the racial group with which she identifies matters leads us to a definition 
of race that does have a specific meaning. What Indigo wants to know is: If she 
identifies herself as a member of a particular race, does that mean she is more 
closely related and thus biologically more similar to other members of the same 
race than she is to members of other races? The definition of biological race that 
addresses this question is the following: Races are populations of a single 
species that have diverged from each other. With little gene flow among them, 
evolutionary changes that occur in one race may not occur in a different race. 



This definition of biological race is actually very similar to another commonly 
used species definition called the genealogical species concept. 

According to the genealogical species concept, a species is defined as "the 
smallest group of reproductively compatible organisms containing all of the 
known descendants of a single common ancestor." More so than the biological 
species concept, the genealogical species concept emphasizes unique evolu
tionary lineages; thus it vastly increases the number of different species that 
can be identified. For example, the spotted owl, Strix occidentalis, is currently 
described under the biological species concept as a single species with three 
distinct populations—called northern, California, and Mexican (Figure 11.12). 
The northern population is the iconic endangered owl of old-growth forests in 
the northwestern United States. This population is physically isolated from the 
California and Mexican populations. As a result, its gene pool is separate, and 
any trait that evolved in the northern spotted owl population is found only with
in that population. Although spotted owls from Mexico can produce living, fer
tile offspring with northern spotted owls from Oregon and thus belong to 
the same biological species, according to the genealogical species concept the 
northern spotted owl should be identified as a unique genealogical species 
because it is a unique lineage, representing all the descendants of the first spotted 
owls to colonize the Pacific Northwest. And while the California and Mexican 
populations of the spotted owl are not endangered, much effort has been 
expended to prevent the extinction of the northern population lineage and its 
unique gene pool. 

The advantages of the genealogical species concept are that species are 
more easily delineated. If the gene pool of a population is consistently differ
ent from other related populations, then according to the genealogical species 
concept, that population represents a different species even if the populations 
are reproductively compatible. The genealogical concept can apply to all 
groups of living species whether they reproduce sexually or not. Its disadvan
tage is that it can be difficult to apply in practice—different populations of the 
same biological species have to be studied carefully in order to determine if 
their gene pools differ. 

Indigo's question about whether race matters, at least biologically, can now 
be restated as: Do the racial groups on the census form represent populations 
of the human species whose gene pools were isolated until relatively recently? 
In other words, should we consider human races to be different genealogical 
species? To answer this question, we must first understand how these racial 
categories came to be identified in American society. 



11.3 Humans and the Race Concept 
Until the height of the European colonial period in the seventeenth and eigh
teenth centuries, few cultures distinguished between broad groups of humans 
based on shared physical characteristics. People primarily identified themselves 
and others as belonging to particular cultural groups with different customs, 
diets, and languages. As northern Europeans began to contact people from other 
parts of the world, being able to set these people "apart" made the process of col
onization and subjugation less morally questionable. Thus, when Linnaeus clas
sified all humans as a species, he was careful to distinguish definitive varieties 
(what we would now call races) of humans. Linnaeus recognized five races 
of Homo sapiens. Not only did Linnaeus describe physical characteristics, he 
ascribed particular behaviors and aptitudes to each race; reflecting the wide
spread biases of the scientists of his day, he set the European race as the superior 
form (Figure 11.13). The classification shown in Figure 11.13 is one of dozens of 
examples of how scientists' work has been used to legitimize cultural practices— 
in this case, hundreds of years of injustice based on physical differences 
among people was supported by a scientific classification that seemed to make 
"natural" the poverty and oppression experienced by nonwhite groups. 

Numerous scientists since Linnaeus have also proposed hypotheses about 
the number of races that the human species can be divided into. The most com
mon number is 6: white, black, Pacific Islander, Asian, Australian Aborigine, 
and Native American; although, some scientists have described as many as 
26 different races of the human species. The physical characteristics used to 
identify these races are typically skin color; hair texture; and eye, skull, and 
nose shape. 

To answer Indigo's question about the biological meaning of race, we must 
determine if the physical characteristics that Linnaeus and other scientists 
used to delineate their hypothesized human races developed because these 
groups evolved independently (or mostly independently) of each other. We 
can test this hypothesis by looking at the fossil record for evidence of isolation 
during human evolution and by looking at the gene pools of these proposed 
races for the vestiges of that isolation. 



The Morphological Species Concept 
The ancestors of humans are known only through the fossil record. We cannot 
delineate fossil species using the biological species concept. Instead, paleontolo
gists use a more practical definition: A species is defined as a group of individu
als that have some reliable physical characteristics distinguishing them from 
all other species. In other words, individuals in the same species have similar 
morphology—they look alike in some key feature. The differences among 
species in these key physical characteristics are assumed to correlate with isola
tion of gene pools. In the real world, scientists use this morphological species 
concept to distinguish among living organisms since applying the biological 
and genealogical species concepts can often be nearly impossible in practice. 
Table 11.1 summarizes the three species concepts. 

Natural populations are variable, so a morphological species concept 
presents a challenge for scientists working with fossil organisms. This chal
lenge is illustrated by the dinosaur, triceratops. In the 1880s, paleontologists 
working in Wyoming had described at least five different species of tricer
atops, each different in size or appearance. By the 1990s, scientists were con
vinced that these five species were actually a single species, T. horridus. What 
had seemed to be differences among species actually reflected variations 
within T. horridus (Figure 11.14). This later analysis was partially based on the 
close proximity of the original fossils, found in only two Wyoming counties. 
Paleontologists must use clues about the location, age, and environment of 
fossils, as well as their morphology, to convincingly group them into differ
ent species. 

One advantage of the fossil record, however, is that it provides a view of the 
change in species over time. As described in Chapter 9, the hominin fossil record 
(the fossil record of humans and their extinct ancestors) consists of a sequence of 
specimens that are clearly similar to each other but show a pattern of change 
over time, and are interpreted as making up an evolutionary lineage. The 



morphological differences between hominin species are clear, meaning that 
reconstructing the movement of human ancestors out of Africa is relatively 
straightforward. 

Modern Humans: A History 
The immediate predecessor of Homo sapiens was Homo erectus, a species that first 
appeared in east Africa about 1.8 million years ago and spread to Asia and Europe 
over the next 1.65 million years. Fossils identified as early H. sapiens appear in 
Africa in rocks that are approximately 250,000 years old. The fossil record shows 
that these early humans rapidly replaced H. erectus populations in the Eastern 
Hemisphere. 

There is considerable debate among paleontologists about whether 
H. sapiens evolved just once, in Africa (this is called the out-of-Africa hypothe
sis), or throughout the range of H. erectus (known as the multiregional 
hypothesis). Even if H. sapiens evolved in Africa and then migrated to Europe 
and Asia, it is unclear whether populations of early humans hybridized with 
H. erectus in different areas of the globe (the hybridization and assimilation 
hypothesis). Because this scientific question is still unresolved, it is difficult to 
know when the ancestral population of modern humans split into regional 
populations; it could have been anytime from 150,000 to 1.8 million years ago 
(Figure 11.15). 



Most paleontologists favor the out-of-Africa hypothesis—that all modern 
human populations descended from African ancestors within the last few 
hundred thousand years. This hypothesis is supported by the close genetic 
similarity among people from very different geographic regions. Humans 
have much less genetic diversity (measured by the number of different alleles 
that have been identified for any gene) than any other great ape, which indi
cates that they are a young species that has had little time to accumulate 
many different gene variants. The out-of-Africa hypothesis is also supported 
by evidence that human populations in Africa are more genetically diverse 
than other human populations around the world. Again, because the amount 
of genetic diversity within a population or species is a measure of its age, this 
observation indicates that African populations are the oldest human popula
tions. On balance, the out-of-Africa hypothesis has the strongest support; 
although with the evidence accumulated to date, none of the other hypothe
ses can be completely rejected. 

If the out-of-Africa hypothesis is correct, the physical differences we see 
among human populations must have arisen in the last 150,000 to 200,000 
years, or in about 10,000 human generations. In evolutionary terms, this is not 
much time. The recent shared ancestry of human groups does not support the 
hypothesis that the commonly defined human races are very different from 
each other. 

Genetic Evidence of Divergence 
While the fossil evidence discussed thus far indicates that members of the 
human species have not had much time to diverge and thus are not likely to 
be very different from each other, Indigo's question about the meaning of race 
is still relevant. After all, even if two races differ from one another only slightly, 
if the difference is consistent, then perhaps it is fair to say that people are 
biologically more similar to members of their own race than to people of a 
different race. 

If a population represents a biological race, there will be a record in its 
gene pool of its isolation from other groups. Recall that when populations are 
isolated from each other, little gene flow occurs between them. If an allele 
appears in one population, it cannot spread to another, and evolutionary 
changes that occur in one population do not necessarily occur in others. 
Chapter 9 described the genetic nature of evolutionary change—when a trait 
becomes more common in a population due to evolution, it is because the al
lele for that trait has become more common. Evolution results in a change in 
allele frequency in a population, that is, in the percentage of copies of any 
given gene that are a particular allele. For example, in a population of 50 peo
ple, imagine that two individuals carry 1 copy of the allele that codes for 
blood type B, and the remainder carry 2 copies of the allele that codes for 
blood type O. Since every person carries 2 copies of each gene, there are 
actually 100 copies of the blood-type gene in the population of 50 people. 
Because two of these copies are allele B, the frequency of the B allele is 2 out of 
100, or 2%, in this population. An evolutionary change in this population 
would be seen as an increase or decrease in the frequency of the B allele in the 
next generation. 

Because evolution leaves a genetic record, we can make two predictions to 
test a hypothesis of whether biological races exist within a species. If a race 
has been isolated from other populations of the species for many generations, 
it should have these two traits: 

1. Some unique alleles 

2. Differences in allele frequency for some genes relative to other races 



The tree diagram in Figure 11.16 illustrates these predictions of the hypoth
esis of biological races. In the figure, butterfly populations colored teal, 
navy, and sky are all part of the same race ("blues"), and populations col
ored rust, magenta, and pink are part of a separate race ("reds"). The grid at 
the bottom of the tree illustrates the frequency of alleles for three genes in 
the ancestral butterfly population. For instance, there are two alleles for 
gene 1—one that is very common (allele a) and thus high in frequency, and 
one that is rare (allele b) and low in frequency. The two races described at 
the top of the tree originated when the ancestral population split, and the 
two resulting populations became isolated from each other. Notice the 
following patterns: 

• A race-specific allele. Not long after the divergence between the blue 
and red races, mutation causes a new allele for gene 1 (that is, allele c) 
to arise but only in the red race. Because the two races are isolated, this 
allele does not spread to the gene pool of the blue race—there is no 
allele c for gene 1 in any of the blue populations. Additionally, because 



the populations colored rust, magenta, and pink diverge after this allele 
appears in reds, all of these populations contain individuals that carry 
allele c for gene 1. 

• Similar allele frequencies in populations within races. Also not long 
after the divergence between reds and blues, natural selection results 
in a change in the allele frequency of gene 2. Perhaps the environment 
inhabited by blues favors individuals that carry allele b—this results 
in these individuals having more offspring than do the individuals 
that carry only allele a. Thus allele b becomes more common in the 
blue race. This evolutionary change occurred before the divergence of 
the populations colored teal, navy, and sky. Therefore, all of these blue 
race populations have a similar pattern of allele frequency for this 
gene, but the pattern differs from that in the populations that make up 
the red race. 

As a result of the evolutionary independence of the blue race and the red 
race, if you compare the allele frequency grids of all the populations, you 
will notice that populations colored teal, navy, and sky are similar (although 
not identical) to each other, and populations colored rust, magenta, and pink 
are similar to each other. However, the allele frequencies for the genes in the 
teal population are distinctly different from those in the rust, magenta, and 
pink populations. 

Observing a pattern of unique allele frequencies in different populations 
of the same species is one piece of supporting evidence showing that the 
populations have been isolated from each other. For example, scientists have 
observed that certain alleles are more common in apple-eating populations of 
apple maggot flies than in the hawthorn-eating populations. This observation 
has led researchers to conclude that these populations of flies are genetically 
isolated from each other and should be considered different races. 

Human Races Are Not Biological Groups 
Recall the six major human races described by many authors: white, black, 
Pacific Islander, Asian, Australian Aborigine, and Native American. Do these 
groups show the predicted pattern of race-specific alleles and unique pat
terns of allele frequency? In a word, no. 

No Race-Specific Alleles Have Been Identified. Let us first examine whether 
any alleles that are unique to a race have been identified. Sickle-cell anemia is a 
condition we discussed in Chapter 6, and one that has long been thought to 
be a "black" disease. This illness occurs in individuals who carry 2 copies of 
the sickle-cell allele, resulting in red blood cells that deform into a sickle shape 
under certain conditions. The consequences of these sickling attacks include 
heart, kidney, lung, and brain damage. Many individuals with sickle-cell 
anemia do not live past childhood. 

Nearly 10% of African Americans and 20% of Africans carry 1 copy of the 
sickle-cell allele. However, if we examine the distribution of the sickle-cell 
allele more closely, we see that the pattern is not quite so simple. Just as we 
can divide the human species into populations that share similarity in skin 
color and eye shape (the typical races), we can divide these races into smaller 
populations that live in a defined geographic area and share cultural and lan
guage similarities. When we do this, we find that not all populations classified 
as black have a high frequency of the sickle-cell allele. In fact, in populations 
from southern and north-central Africa, which are traditionally classified by 
race as black, this allele is very rare or absent. Among populations that are 
classified as white or Asian, there are some in which the sickle-cell allele is rel
atively common, such as among white populations in the Middle East and 



Asian populations in northeast India (Figure 11.17). Thus, the sickle-cell allele 
is not a characteristic of all black populations nor is it unique to a supposed 
"black race." 

Similarly, cystic fibrosis, a disease that results in respiratory and digestive 
problems and early death, was often thought of as a disease of the "white race." 
Cystic fibrosis occurs in individuals who carry 2 copies of the cystic fibrosis allele. 
As with sickle-cell anemia, it has become clear that the allele that causes cystic 
fibrosis is not found in all white populations and is found, in low frequency, in 
some black and Asian populations. Thus, the cystic fibrosis allele is not a charac
teristic of all white populations, nor is it unique to a supposed "white race." 

These examples of the sickle-cell allele and cystic fibrosis allele demon
strate the typical pattern of gene distribution. Scientists have not identified 
a single allele that is found in all (or even most) populations of a commonly 
described race and that is not found in other races. The hypothesis that human 
races represent mostly independent evolutionary groups is not supported by 
these observations. 

Populations Classified in the Same Race Do Not Have Similar Allele 
Frequencies. What about the second prediction of the hypothesis that human 
racial groups are biologically independent—that we should observe unique 
patterns of allele frequency within these different races? Until the advent of 
modern techniques allowing scientists to isolate genes and the proteins they 
produce, there was no way of directly measuring the frequency of alleles for 
most of the genes in a population. However, scientists could evaluate the racial 
categories already in place and assume that their average physical differences 
reflected genetic differences among them. Thus populations with dark skin 
were assumed to have a high frequency of "dark skin" alleles, while popula
tions with light skin were assumed to have a low frequency of these alleles. 
Similar assumptions were made about a range of physical differences—eye 
shape, skull shape, and hair type all clearly have a genetic basis, and all 
clearly differ among racial categories. These observations appear to support the 



hypothesis that different races have unique allele frequencies. However, physi
cal characteristics such as skin color, eye shape, and hair type are each influ
enced by several different genes, each with a number of different alleles. 
Because skin color is affected by numerous genes, each of them affecting the 
amount and distribution of skin pigment, two human populations with fair 
skin could have completely different gene pools with respect to skin color. 

If the physical characteristics that describe races illustrate biological rela
tionships, then the allele frequency for many different genes should also be 
more similar among populations within a race than between populations of 
different races. In the last half-century, scientists have been able to directly 
measure the allele frequency of different genes in a variety of human popu
lations. Essay 11.1 on page 304 describes how we can calculate allele fre
quency from the frequency of genotypes. 

Let us examine a few examples of data collected on allele frequencies for var
ious genes in different human populations. Figure 11.18a shows the frequency of 
the allele that interferes with an individual's ability to taste the chemical 
phenylthiocarbamide (PTC) in several populations. People who carry 2 copies 
of this recessive allele cannot detect PTC, which tastes bitter to people who carry 
1 or no copies of the allele. 

Figure 11.18b lists the frequency of one allele for the gene haptoglobin 2 in a 
number of different human populations. Haptoglobin 1 is a protein that helps 
scavenge the blood protein hemoglobin from old, dying red blood cells. 

Figure 11.18c illustrates variation among human populations in the 
frequency of a repeating DNA sequence on chromosome 8. Repeating 



sequences are common in the human genome, and differences among 
individuals in the number of repeats create the unique signatures called 
DNA fingerprints (described in Chapter 8). The frequency of one pattern of 
repeating sequence in a segment of chromosome 8, called allele 4 of the 
D8s384 sequence, is illustrated for a number of populations. 

Notice that the human populations in each part of Figure 11.18 are listed by 
increasing frequency of the allele in the population. If the hypothesis that human 
racial groups have a biological basis is correct, then populations from the same 
racial group should be clustered together on each bar graph. The color coding of 
each population group in each of the graphs corresponds to the racial category in 
which they are typically placed. To help us evaluate the hypothesis, we are using 
stereotypical colors for the races—pale brown for white, dark brown for black, 
yellow for Asian, red for Native American, and medium brown for Pacific 
Islanders. 

What we see in the three graphs is that allele frequencies for these genes are 
not more similar within racial groups than between racial groups. In fact, in two 
of the three graphs, the populations with the highest and lowest allele frequen
cies belong to the same race—for these genes, there is more variability within a 
race than there are average differences among races. Scientists have observed 
this same pattern for every gene they have studied in the human population. 
These observations do not match the prediction made by the hypothesis that 
morphological similarity among populations reflects an underlying close genet
ic relationship. Both the fossil evidence and genetic evidence indicate that the 
six commonly listed human racial groups do not represent biological races. 

Human Races Have Never Been Truly Isolated 
The genetic analysis that caused scientists to reject the hypothesis that human 
populations within the same races are very similar to each other, and consis
tently different from other races, has shown that the exact opposite is true. The 
evidence that human populations have been "mixing" since modern humans 
first evolved is contained within the gene pool of human populations. 

For instance, the frequency of the B blood group decreases from east to west 
across Europe (Figure 11.19). The IB allele that codes for this blood type appar
ently evolved in Asia, and the pattern of blood group distribution seen in 
Figure 11.19 corresponds to the movement of Asians into Europe beginning 



Essay 11.1 The Hardy-Weinberg Theorem 
Reginald Punnett, who developed the Punnett square, 
was a scientist at Cambridge University during the 
early 1900s. Punnett is considered to be one of the 
fathers of modern genetics. His verification of Mendel's 
work helped establish Cambridge University as a center 
of genetic research. Among Punnett's accomplishments 
was his dissemination of Mendel's work to a wide and 
somewhat skeptical scientific audience. 

One of these skeptics was George Udny Yule, a statis
tician at University College, London. Yule argued that 
inheritance could not work by Mendelian principles—as 
an example, he used the dominant trait of brachydactyly 
(having extra fingers). Since this allele is dominant over 
the five-fingered condition, Yule asserted that we would 
expect it to eventually become more common. He based 
this assertion on the observation that a cross between 
heterozygotes results in three-fourths of the offspring 
expressing the dominant trait and one-fourth expressing 
the recessive trait; thus, you should get three brachy-
dactylys for every five-fingered person. 

Punnett intuitively knew that Yule's assertion was 
false, but he did not have the mathematical background 
to prove his intuition. For help, he turned to another 
Cambridge scientist named Godfrey Hardy. Hardy was a 
renowned "pure mathematician" whose teaching revolu
tionized mathematics education. Legend has it that Hardy 
wrote the mathematical proof on his shirt cuff during a 
dinner party, and he felt that it was so simple it fell below 
his standards of publication. He did eventually publish it 
as a letter to the editor in the journal Science at nearly the 
same time as Wilhelm Weinberg's identical proof was 
published in a German journal. Hardy's letter was his 
only contribution to the field of biology; in his autobiogra
phy, A Mathematician's Apology, it receives no mention. 

The Hardy-Weinberg theorem states that allele fre
quencies will remain stable in populations that are large 
in size, randomly mating, and experiencing no migration 
or natural selection. Subsequent geneticists used this the
orem as a baseline for predicting how allele frequencies 
would change if any of the theorem's assumptions were 
violated. In other words, the Hardy-Weinberg theorem 
enables scientists to quantify the effect of evolutionary 
change on allele frequencies. Today, the Hardy-Weinberg 
theorem forms the basis of the modern science of popula
tion genetics. 

In the simplest case, the Hardy-Weinberg theorem 
(which we abbreviate to Hardy-Weinberg) describes the 
relationship between allele frequency and genotype fre
quency for a gene with 2 alleles in a stable population. 
Hardy-Weinberg labels the frequency of these two al
leles, p and q. 

Imagine that we know the frequency of alleles for a 
particular gene in a population; let us say that 70% of the 
alleles in the population are dominant (A), and 30% are 
recessive (a). Thus, p = 0.7 and q = 0.3. Each gamete 
produced by members of the population carries 1 copy of 

the gene. Therefore, 70% of the gametes produced by this 
entire population will carry the dominant allele, and 30% 
will carry the recessive allele. The frequency of gametes 
produced of each type is equal to the frequency of alleles of 
each type (Figure Ell.la). 

For the purposes of Hardy-Weinberg, we assume 
that every member of the population has an equal 
chance of mating with any member of the opposite sex. 
In other words, there is no relationship between the 
alleles that an individual carries for the gene and the 
alleles of her or his partner. The fertilizations that 
occur in this situation are analogous to the result of a 
lottery drawing. In this analogy, we can imagine indi
viduals in a population each contributing an equal 
number of gametes to a "bucket." Fertilizations result 
when one gamete drawn from the sperm bucket fuses 
with another drawn from the egg bucket. Since the fre
quency of gametes carrying the dominant allele in the 
bucket is equal to the frequency of the dominant allele 
in the population, the chance of drawing an egg that 
carries the dominant allele is 70%. 

In Figure El l . lb , a modified Punnett square illus
trates the relationship between allele frequency in a 
population and genotype frequency in a stable popula
tion. On the horizontal axis of the square, we place the 
two types of gametes that can be produced by females 
in the population (A and a), while on the vertical axis 
we place the two types of gametes that can be produced 
by males. In addition, on each axis is an indication of 
the frequency of these types of egg and sperm in the 
population: 0.7 for A eggs and A sperm, 0.3 for a eggs 
and a sperm. Used like the typical Punnett square in 
Chapter 6, the grid of the square also shows the fre
quency of each genotype in this population. The fre
quency of the AA genotype in the next generation will 
be equal to the frequency of A sperm being drawn (0.7) 
times the frequency that A eggs will be drawn (0.7), 
or 0.49. This calculation can be repeated for each 
genotype. The frequency of the AA genotype is 
p X p ( = p2), the aa genotype q X q ( = q2), and the Aa 
genotype p X q X 2(= 2pq), because an Aa offspring 
can be produced by an A sperm and an a egg, or an 
a sperm and an A egg. Yule was proven wrong: The 
dominant-recessive relationship among alleles does not 
determine the frequency of genotypes in a population. 
Hardy and Weinberg mathematically proved that the 
frequency of genotypes in one generation of a popula
tion depends on the frequency of genotypes in the pre
vious generation of the same population. The dominant 
trait of brachydactyly is rare in human populations 
because the allele for the trait is very low in frequency— 
in the absence of any factor that will cause finger num
ber in the population to evolve, it should remain rare. 

Scientists rarely have information about allele fre
quency; however, they often have information about 
genotype frequency. When scientists know the frequency 



of a phenotype produced by a recessive allele, they know 
the frequency of that genotype. They can then use Hardy-
Weinberg to calculate the allele frequency in a popula
tion. For instance, if the frequency of individuals with 

sickle-cell anemia is 1 in 100 births (0.01), we know that q2 

—the frequency of homozygous recessive individuals in 
the population—is equal to 0.01. Therefore, q is simply 
the square root of this number, or 0.1. 



about 2000 years ago. As the Asian immigrants mixed with the European resi
dents, their alleles became a part of the European gene pool. Populations that 
encountered a large number of Asian immigrants (that is, those closest to Asia) 
experienced a large change in their gene pools, while populations that were 
more distant from Asia encountered a more "diluted" immigrant gene pool 
made up of the offspring between the Asian immigrants and their European 
neighbors. Other genetic analyses have led to similar maps—for example, one 
indicates that populations that practiced agriculture arose in the Middle East, 
migrated throughout Europe and Asia, and interbred with resident popula
tions about 10,000 years ago. 

These data indicate that there are no clear boundaries within the human gene 
pool. Interbreeding of human populations over hundreds of generations has pre
vented the isolation required for the formation of distinct biological races. 

11.4 Why Human Groups Differ 
As you learned in the previous section, human races such as those indicated on 
Indigo's census form do not represent mostly evolutionarily independent 
groups; that is, they are not true biological races. However, as is clear to Indigo 
and to all of us, human populations do differ from each other in many traits. 
In this section, we explore what is known about why populations share certain 
superficial traits and differ in others. 

Natural Selection 
Recall the distribution of the sickle-cell allele in human populations as shown in 
Figure 11.17 (page 301). It is found in some populations of at least three of the 
typically described races. The frequency of the sickle-cell allele in these popula
tions is much higher than scientists would predict if its only effect was to cause 
a life-threatening disease when it is homozygous; that is, when an individual 
carries 2 copies of the allele. If causing disease was this allele's only effect, then 
most individuals who carry 1 copy of it would have lower fitness (or, fewer sur
viving offspring) than would individuals who have no copies, because at least 
some of the carriers' offspring would have sickle-cell disease. Natural selection, 
the process described in Chapter 10 that results in a higher frequency of alleles 
that increase fitness and a lower frequency of alleles that decrease fitness, there
fore should cause the sickle-cell allele to become rare in a population. The rea
son that the sickle-cell allele is common in certain populations has to do with 
the advantage it provides to heterozygotes—individuals who carry 1 copy of 
the sickle-cell allele—in particular environments. 

The sickle-cell allele has the highest frequencies in populations that are at 
high risk for malaria. Malaria is caused by a parasitic, single-celled organism that 
spends part of its life cycle feeding on red blood cells, eventually killing the cells. 
Because their red blood cells are depleted, people with severe malaria suffer 
from anemia, which may result in death. When individuals carry a single copy of 
the sickle-cell allele, their blood cells deform when infected by a malaria parasite. 
These deformed cells quickly die, reducing the parasite's ability to reproduce 
and infect more red blood cells and therefore reducing a carrier's risk of anemia. 

The sickle-cell allele reduces the likelihood of severe malaria, so natural 
selection has caused it to increase in frequency in susceptible populations. The 
protection that the sickle-cell allele provides to heterozygote carriers is demon
strated by the overlap between the distribution of malaria and the distribution of 
sickle-cell anemia (Figure 11.20). The sickle-cell anemia allele is an adaptation, 
a feature that increases fitness, within populations in malaria-prone areas. The 
allele for sickle-cell disease is not associated with a particular racial category; 
instead, it is associated with populations that live in particular environments. 



Another physical trait that has been affected by natural selection is nose 
form. In some populations, most individuals have broad, flattened noses; in 
others, most people have long, narrow noses. The pattern of nose shape in popu
lations generally correlates to climate factors—populations in dry climates tend 
to have narrower noses than do populations in moist climates. Long, narrow 
noses appear to increase the fitness of individuals in dry environments, serving 
to increase the water content of inhaled air before it reaches the lungs. A narrow
er nose has a greater internal surface area, exposing inhaled air to more moisture. 
For instance, among tropical Africans, people living at drier high altitudes 
have much narrower noses than do those living in humid rain-forest areas 
(Figure 11.21). Interestingly, our preconception puts these two populations of 



Africans in the same race and explains differences in their nose shape as a result 
of natural selection, but we place white and black populations into different 
races and explain their skin color differences as evidence of long isolation from 
each other. However, like nose shape, skin color is a trait that is strongly influ
enced by natural selection. 

Convergent Evolution 
Traits that are shared by populations because they share similar environmental 
conditions rather than sharing ancestry are termed convergent. For example, the 
similarity in shape between white-sided dolphins and reef sharks is a result 
of convergence; we know by their anatomy and reproductive characteris
tics that sharks are most closely related to other fish, and dolphins to other 
mammals (Figure 11.22). The pattern of skin color in human populations 
around the globe also appears to be the result of convergent evolution. When 
scientists compare the average skin color in a native human population to the 
level of ultraviolet (UV) light to which that population is exposed, they see a 
nearly perfect correlation—the lower the UV light level, the lighter the skin 
(Figure 11.23). 

UV light is light energy in a range that is not visible to the human eye. 
Among its many effects, this high-energy light interferes with the body's 
ability to maintain adequate levels of the vitamin folate. Folate is required for 
proper development in babies and for adequate sperm production in males. 
Men with low folate levels have low fertility, and women with low folate 
levels are more likely to have children with severe birth defects. Therefore, 
individuals who maintain adequate folate levels have higher fitness than 
individuals who do not. Darker-skinned individuals absorb less UV light and 
thus have higher folate levels in high-UV environments than light-skinned 
individuals do. In other words, in environments where UV light levels are 
high, dark skin is favored by natural selection—it is an adaptation in these 
environments. 

Human populations in low-UV environments face a different challenge. 
Absorption of UV light is essential for the synthesis of vitamin D. Vitamin D is 
crucial for the proper development of bones. Women are especially harmed by 
low vitamin D levels—inadequate development of the pelvic bones can make 
safely giving birth impossible. There is no risk of not making enough vitamin D 
when UV light levels are high, regardless of skin color. However, in areas where 
levels of UV light are low, individuals with lighter skin are able to maximize 
their absorption of what light is available and thus have higher levels of vita
min D. In these environments, light skin has been favored by natural selection 



(Figure 11.24). An exception to this pattern is for populations living in low-UV 
environments but have high levels of vitamin D in their diet; in this case, being 
able to make vitamin D is less important, and skin color may be darker. 

Because UV light has important effects on human physiology, it has served as 
a mechanism for natural selection for skin color in human populations. Where 
UV light levels are high, dark skin is an adaptation, and populations become dark-
skinned. Where UV light levels are low, light skin is usually an adaptation, and 
populations evolve to become light-skinned. The pattern of skin color in human 
populations is a result of the convergence of different populations in similar envi
ronments, not evidence of separate races of humans. Natural selection has caused 
differences among human populations, but it has also resulted in some popula
tions superficially appearing more similar to some other human populations. 
Convergence in skin color and other physical characteristics has contributed to the 
commonly held hypothesis that people with similar skin color are more alike than 
people with different skin colors. As we saw in the previous section, there is no 
evidence to support this hypothesis. In fact, populations that appear to be similar 
could be quite different from each other, simply by chance. 

Genetic Drift 
As we have seen, differences among populations may arise through the effect of 
natural selection in various environments. However, differences may also arise 
through chance processes. A change in allele frequency that occurs due to chance 
is called genetic drift. Human populations tend to travel and colonize new areas, 
and so we seem to be especially prone to evolution via genetic drift. 

Founder Effect. A common cause of genetic drift occurs when a small sample of 
a larger population establishes a new population. The gene pool of this sample is 
rarely an exact model of the source population's gene pool. The difference 
between a subset of a population and the population as a whole is called sampling 



error. As discussed in Chapter 1, sampling error is more severe for smaller subsets 
of a population, such as those that typically found new settlements. This type of 
sampling error is often referred to as the founder effect (Figure 11.25a). 

Generic diseases that are at unusually high levels in certain populations often 
result from the founder effect. For example, the Amish of Pennsylvania are 
descended from a population of 200 German founders established approximately 
200 years ago. Ellis-van Creveld syndrome, a recessive disease that causes 
dwarfism (among other effects), is 5000 times more common in the Pennsylvania 
Amish population than in other German American populations. This difference 
is a result of a single founder in that original population who carried this very 
rare recessive allele. Since the Pennsylvania Amish usually marry others within 
their small religious community, this allele has stayed at a high level—1 in 8 



Pennsylvania Amish are carriers of the Ellis-van Creveld allele, compared to less 
than 1 in 100 non-Amish German Americans. 

Plants with animal-dispersed seeds appear to be especially prone to the 
founder effect. For example, cocklebur, a widespread weed that produces 
hitchhiker fruit (Figure 11.26), consists of populations that are quite variable in 
form. The variation among populations appears to have been caused by the 
subset of burrs that were carried from an ancestral location to new colonies. 

Population Bottleneck. Genetic drift may also occur as the result of a 
population bottleneck, a dramatic but short-lived reduction in population 
size followed by a rapid increase in population (Figure 11.25b). Bottlenecks 
often occur as a result of natural disasters. As with the founder effect, the 
new population differs from the original because the gene pool of the sur
vivors is not an exact model of the source population's gene pool. 

A sixteenth-century bottleneck on the island of Puka Puka in the South Pacific 
resulted in a human population that is clearly different from other Pacific island 
populations: The 17 survivors of a tsunami on Puka Puka were all relatively 
petite, and their modern descendants are significantly shorter in stature com
pared to populations found on other islands. Bottlenecks are experienced by non-
human populations as well; the genetic similarity among individuals in a large 
population of Galapagos tortoises on the island of Isabela seems to suggest that 
most of these animals were wiped out during a volcanic eruption about 88,000 
years ago and that the current population descended from a tiny group of sur
vivors. Many less common breeds of dogs, cats, and other pet animals are con
stantly at risk of experiencing a severe genetic bottleneck, especially if their 
popularity declines for a period of time. 

Genetic Drift in Small Populations. Even without a population bottleneck, 
allele frequencies may change in a population due to chance events. When an 
allele is low in frequency within a small population, only a few individuals 
carry a copy of it. If one of these individuals fails to reproduce, or passes on 
only the more common allele to surviving offspring, the frequency of the rare 
allele may drop in the next generation (Figure 11.25c). When the population is 
very small, there is a relatively high probability that a rare allele will fail to be 
passed on to the next generation because of chance events. If the population is 
small enough, even relatively high-frequency alleles may be lost after a few 
generations by this process. 

A human population that illustrates the effects of genetic drift in small pop
ulations is the Hutterites, a religious sect with communities in South Dakota 
and Canada. Modern Hutterite populations trace their ancestry back to 442 
people who migrated from Russia to North America between 1874 and 1877. 
Hutterites tend to marry other members of their sect, and so the gene pool of 
this population is small and isolated from other populations. Genetic drift in 
this population over the last century has resulted in a near absence of type B 
blood among the Hutterites, as compared to a frequency of 15% to 30% in other 
European migrants in North America. Genetic drift in populations that remain 
small for many generations can lead to a rapid loss of alleles, which may be 
very harmful to a population. While this problem is uncommon in humans, the 
effects of genetic drift on small populations of endangered species can lead to 
extinction, which will be explored in Chapter 14. 

Humans are a highly mobile species, and we have been founding new 
populations for millennia. Most early human populations were also probably 
quite small. These factors make human populations especially susceptible to 
the founder effect, population bottlenecks, and genetic drift, and have con
tributed to the differences among modern human groups. However, in addi
tion to natural selection and random genetic change, humans' highly social 
nature and extensive culture have contributed to superficial differences in the 
physical appearance of various human populations. 



Sexual Selection 
Men and women within a population may have preferences for particular physical 
features in their mates. These preferences can cause populations to differ in 
appearance. When a trait influences the likelihood of mating, that trait is under the 
influence of a form of natural selection called sexual selection. Darwin hypoth
esized sexual selection in 1871 as an explanation for many of the differences 
between males and females within a species. For instance, the enormous tail on a 
male peacock results from female peahens that choose mates with showier tails. 
Because large tails require so much energy to display, and males with these tails are 
more conspicuous to their predators, peacocks with the largest tails must be both 
physically strong and smart in order to survive. Peahens can use the size of the tail, 
therefore, as a measure of the "quality" of the male. Tail length does appear to be a 
good measure of overall fitness in peacocks. Research has demonstrated that the 
offspring of well-endowed males are more likely to survive to adulthood than 
are the offspring of males with scanty tails. When a peahen chooses a male with a 
large tail, she is ensuring that her offspring will receive high-quality genes. The 
same phenomenon seems to account for the differences between males and 
females in many species (Figure 11.27). In humans, there is some evidence that the 
difference in overall body size between men and women is a result of sexual selec
tion—namely, a widespread female preference for larger males—perhaps again 
because size may be an indication of overall fitness. In these cases, female choice 
for particular mates has led to the evolution of the population. 

Some apparently sexually selected traits seem to have little or no relation
ship to fitness and reflect simply a "social preference." In our highly social 
species, this type of sexual selection may be common. For example, some sci
entists have hypothesized that a trait common in the Khoikhoi people of South 
Africa evolved because of a male preference. Women in this population store 
large amounts of fatty tissue in their buttocks and upper thighs, giving them a 
body shape that is considerably different from other African populations. Men 
in these populations prefer women with this body shape and appear to have 
caused selection for this trait in the population, although this pattern of fat 
storage appears to have little effect on a woman's fitness. Other scientists have 
suggested that lack of facial and thick body hair in many Native American and 
Asian populations resulted from selection by both men and women for less 
hairy mates. Some even hypothesize that many physical features that are 
unique to particular human populations evolved as a result of these socially 
derived preferences. While the hypothesis that sexual selection was a key 
process for creating differences among human populations is intriquing, there 
is as yet little evidence to support these ideas and no simple way to test them. 

Assortative Mating 
Some differences between human populations may be reinforced by the ways 
in which people choose their mates. Individuals usually prefer to marry some
one who is like themselves, by a process called positive assortative mating. 
For example, there is a tendency for people to mate assortatively by height— 
that is, tall women tend to marry tall men—and by skin color. When two pop
ulations differ in obvious physical characteristics, the number of matings 
between them may be small if the traits of one population are considered un
attractive to members of the other population. Assortative mating has been 
observed in other organisms as well; for instance, sea horses choose mates 
that are similar in size to themselves, and in some species of fruit flies, females 
will mate only with males who have the same body color. Positive assortative 
mating tends to maintain and even exaggerate physical differences between 
populations. In highly social humans, assortative mating may be an important 
cause of differences between groups. 

While human populations may show superficial differences due to natu
ral selection in certain environments—genetic drift, sexual selection, and 



assortative mating—many of these differences are literally no more than skin 
deep. Beneath a veneer of physical differences, humans are basically the same. 

11.5 Race in Human Society 
The discussion in this chapter may still leave Indigo unsatisfied. Scientific data 
indicate that the racial categories on her census form are biologically meaning
less. Races that were once thought of as unitary groups have been revealed to 
be hugely diverse collections of populations. Two unrelated individuals of the 
"black race" are no more likely to be biologically similar than a black person 
and a white person. Yet everywhere she looks, Indigo sees evidence that the 
racial categories on her census form matter to people—from the existence of her 
college's Black Student Association to the heated discussions in her American 
Experience class about immigration policies in the United States. 

Part of the disparity between what recent science has revealed and what 
our common experience tells us about the reality of race comes from the 
fact that racial categories are socially meaningful. In the United States, 
we all learn that skin color, eye shape, and hair type are the primary physi
cal characteristics that denote meaningful differences among groups. 
These physical characteristics have this significance due to the history of 
European colonization, slavery, immigration, and Native American oppres
sion. In other words, race is a social construct—a product of history and 
learned attitudes. The construction of racial groups allowed some "races" 
to justify unethical and inhumane treatment of other "races." Thus, human 
races were described in the seventeenth century primarily to support 
racism, the idea that some groups of people are naturally superior to oth
ers. The United States government collects information about race on the 
census form as part of its effort to measure and ameliorate the lingering 
effects of historical, state-supported racism, but the Census Bureau 
acknowledges that the races with which people identify "should not be 
interpreted as being primarily biological or genetic." 

It may be easier to see that racial categories are socially constructed if you 
imagine what might have happened if Western history had followed a different 
path. If the origin of American slaves had been from around the Mediterranean 
Sea, we might now identify racial groups on the basis of some other physical dif
ference besides skin color—perhaps height, weight, or the presence of thick facial 
hair. Alternatively, compare the racial groupings in modern North America to 
those in modern Rwanda, where individuals are identified with different racial 
groups (Hutu and Tutsi) based on physical stature only. This classification 
reflects the differential social status attained by the typically taller Tutsi tribe and 
the typically shorter Hutu tribe under European colonization in the nineteenth 
century. In the United States, we would classify Hutu and Tutsi together in the 
same "black race"—an assignment that many members of these two groups 
would vigorously reject. In every society, children learn from birth which physi
cal differences among people are significant in distinguishing "us" from "them." 
Even if a child is never explicitly taught racial categories, the fact that many 
communities are highly segregated into racial enclaves provides a lesson about 
which physical characteristics mark someone as "different from me." 

When socially constructed racial categories are considered biologically 
meaningful, they become traps that are extremely difficult for individuals to 
escape. The most important insight that has come from studies of human 
diversity is that grouping human populations on the basis of skin color and eye 
shape is as arbitrary as grouping them on the basis of height and weight. How
ever, arbitrary groupings are not necessarily bad. We all group ourselves into 
social categories: Christian or Muslim, baseball or football fan, cat or dog person. 
Even if the racial categories on the census form were once part of a racist system, 
when people identify themselves as members of a particular race, they are 



acknowledging a shared history with others who also identify themselves as 
members of that race. This self-identification can be important for realizing indi
vidual and group goals of equality and self-determination as well as continuing 
the fight against the real and serious vestiges of state-supported racism. The bio
logical evidence tells Indigo that she is able to choose her racial category based 
on her own history and relationships—and that she should feel free to choose 
"none of the above" if she desires. 





chapter 12 



A
t the end of a narrow foot trail in Yellowstone 
National Park lies a natural curiosity—Octopus 
Spring. The boiling hot water of the spring is col
ored an otherworldly blue. A gooey white crust 

encircles its main pool, and along the banks of the drainage streams radiating in 

all directions from it are brightly colored mats and streamers of pink, yellow, 

green, and orange. Although Octopus Spring is certainly not the most beautiful 

or dramatic feature of Yellowstone, this relatively small spring looms large in the 

history of biological discovery and represents a source of continued controversy. 

The brilliant colors of Octopus Spring result from large numbers of 

microscopic organisms living in the water and on nearby surfaces. In the 

1960s, Dr. Thomas Brock of the University of Wisconsin was the first to 

describe this biological community. One of the species he discovered, which 

he named Thermus aquaticus for its affinity for hot water, contained a protein 

new to science. This protein, an enzyme called Taq polymerase, can help pro

duce long chains of DNA at much higher temperatures than other organisms 

can. Taq polymerase is now an integral part of the polymerase chain reaction 

(PCR), a high-temperature process used by many laboratories to prepare 

DNA samples for research or for use in the process of DNA fingerprinting. 

PCR has helped to revolutionize DNA research and has made many of the 

recent advances in genetic technology possible. 



Until it was ruled invalid in 1999, the patent for Taq polymerase was held 
by the Swiss pharmaceutical firm Hoffman-LaRoche, and licensing agreements 
with other companies that used and produced Taq polymerase netted the 
company over $100 million every year. Of this substantial sum, Yellowstone 
National Park, the National Park Service, and the U.S. Treasury received... 
nothing in royalty payments. Even a small share of the royalties for Taq poly
merase would have provided funds to improve and manage this heavily used 
national park. 

The managers of Yellowstone Park do not want to miss out on the financial 
rewards that may come with protecting other valuable species within their 
borders. To capitalize on future discoveries in the park, Yellowstone entered 
into an agreement in 1997 with Diversa Corporation to identify and describe 
some of the microscopic species in the park. In return, Diversa agreed to make 
a one-time payment of $100,000 to Yellowstone Park and to provide several 
thousand dollars for research services. Diversa also agreed to share an undis
closed percentage of royalties from any profitable products that result from 
their research. The announcement of this deal set off a flurry of criticisms— 
from environmentalists who fear the disruption of biological communities in 
the park, to government watchdogs concerned about a few private stockhold
ers profiting from resources taken from a park maintained for the entire 
public. Diversa has yet to begin exploration in Yellowstone's hot springs, 
pending the resolution of several legal challenges to their agreement. 

Even without the legal challenges, the agreement between Yellowstone's 
managers and Diversa is a calculated risk by both parties. Diversa is investing 
nearly a million dollars in this venture, and Yellowstone faces potential dam
age to the wild and scenic resources that the park was designed to protect for 
the public good. Why are the parties to this agreement willing to take these 
risks? What is the likelihood of success in Diversa's search for valuable species 
within Yellowstone Park? Can there be many organisms that humankind has 
yet to discover? What do we know about the organisms we have identified? 
And how can we learn quickly about the traits of newly discovered species? 
We can answer these questions by applying evolutionary theory to investiga
tions of the amazing variety of life on Earth. 

12.1 Biological Classification 
Diversa Corporation's proposed hunt for new organisms and new uses of 
known organisms in Yellowstone is called bioprospecting. Bioprospectors seek 
to strike biological "gold" by finding the next penicillin (originally discovered 
in a fungus), aspirin (produced by willow trees), or Taq polymerase in the living 
world. Yellowstone isn't the only potentially rich source of biological gold— 
drug companies are also investing in bioprospecting in the vast Amazonian rain 
forests, the strange hydrothermal vents of the ocean depths (Figure 12.1), and 
the bleak expanses of Antarctic ice. Other scientists are also surveying more 
commonly encountered organisms such as airborne molds and the bacteria that 
cause tooth decay. To understand the challenges associated with this survey, we 
must know something about the diversity of life on Earth. 

How Many Species Exist? 
The company name "Diversa" reflects the promise and challenge of looking for 
new drugs and other useful chemicals in the natural world. A characteristic of 
life on Earth is that it is full of variety—that is, the living world is diverse. Sci
entists refer to the variety within and among living species as biodiversity. 
Understanding the evolutionary origins of biodiversity and discovering the 
role of other species in the health of the planet is an essential aspect of biologi
cal science, but Diversa and other bioprospectors are interested in biodiversity 



for a more utilitarian reason—they are banking on the variety of life to give 
them biochemical "solutions" to human problems. 

To bioprospectors, the promise of biodiversity is its great variety, but great 
variety is also a source of challenge. The number of species described by sci
ence is between 1.4 and 1.8 million; even if prospectors spent only a single day 
screening each species for valuable products, examining them would take 
more than 5,000 years. The variety of different species also greatly underesti
mates the biodiversity within a species. Just as the species of tomato can come 
in many shapes, sizes, and flavors, there are species in which individuals 
differ greatly in the amount and potency of a particular biological molecule 
(Figure 12.2). Bioprospectors could miss a valuable molecule if they test only a 
small number of individuals from one population of a species. 

Biologists disagree about the total number of species that have already been 
identified and described. Much of this uncertainty stems from the method of 
storing and cataloguing known species. When biologists identify what appears 
to be a new species, they collect individual specimens of the organism for storage 
in specialized museums. Most animal collections are found in natural history 
museums, while plant repositories are called herbaria (Figure 12.3); many types 



of microbes and fungi are kept in specialized facilities called type-collection 
centers. Systematists are biologists who specialize in describing and categoriz
ing a particular group of organisms. For an organism to be considered a new 
species by the scientific community, a systematist must create a description of the 
species that clearly distinguishes it from similar species, and she must publish 
this description in a professional journal. Because there are numerous large natu
ral history museums and herbaria all over the world, along with many different 
journals, it is often unclear whether a species has already been described. Sys
tematists evaluate collections to see if there is any overlap, but this process is 
slow and further complicated by the continual discovery and description of new 
species. The lack of a central resource for species collections and descriptions 
means that the total number of described species is only an estimate. 

The number of known species represents a fraction of the total number 
of species on Earth. Some estimates of the actual number are as large as 
100 million unique species. Most biologists agree that our planet is home to at 
least 10 million distinct species. Biologists are a long way from knowing all 
there is to know about the diversity of life. However, it is extremely rare for 
scientists to describe an organism that appears to have numerous features 
found in no other species. In fact, living species can be grouped into a few 
broad categories based on shared characteristics. The most general categories 
are kingdoms and domains. 

Kingdoms and Domains 
Systematists work in the field of biological classification, in which they 
attempt to organize biodiversity into discrete and logical categories. The task 
of classifying life is much like categorizing books in a library—books can be 
divided into "fiction" or "nonfiction," and within each of these divisions, 
more precise categories can be made (for example, nonfiction can be divided 
into biography, history, science, etc.). The book-cataloguing system used in 
most public libraries, the Dewey decimal system, is only one way of shelving 
books. For instance, academic and research libraries use a different system, 
developed by the U.S. Library of Congress. Librarians use the cataloguing 
system that is appropriate to the collection of books owned by the library and 
the needs and interests of the library's users; just as there are alternative 
methods of organizing books, there is more than one way to organize bio
diversity to meet differing needs. 

Biologists have traditionally subdivided living organisms into great 
groups that share some basic characteristic. Fifty years ago, most biologists 
divided life into two categories: plants, for organisms that were immobile 
and apparently made their own food; and animals, for organisms that 
could move about and relied on other organisms for food. When it became 
clear that too many organisms did not fit easily into this neat division of 
life, some scientists began to argue for a system of five kingdoms, in which 
organisms were categorized according to the type of cell they possessed 
and their method of obtaining energy. Table 12.1 provides an overview of 
this system. 

The five-kingdom system is not perfect either; for instance, the Protista 
kingdom contains a wide diversity of life-forms, from amoebas to sea
weeds, that have only superficial similarities. More recently, many biolo
gists have argued that the most appropriate way to classify life is according 
to evolutionary relationships among organisms. Recall that the theory of 
evolution states that all modern organisms represent the descendants of a 
single common ancestor that existed nearly 4 billion years ago. Evidence 
for this theory includes the universality of the genetic code, many cell 
structures, and certain biochemical pathways. Separate populations of 
this ancestor diverged as natural selection and genetic drift occurred in 
each group, resulting in evolutionary lineages as described in Chapter 11. 





The process of divergence from early ancestors into the diversity of modern 
species has resulted in the modern "tree of life" (Figure 12.4). 

When life is classified according to the relationships among organisms, 
major groupings correspond to divergences that occurred very early in life's 
history, and minor groupings correspond to more recent divergences. Classify
ing life according to evolutionary relationships may be especially useful to bio-
prospectors if a close relationship indicates a similarity in the compounds 
produced by living organisms. 

Determining the evolutionary relationship among all living organisms 
requires comparisons of their DNA. Since each species is unique, the DNA 
sequence—that is, the sequence of nucleotides within the genetic instructions— 
of each species is unique. However, because all species share a common ancestor, 
all organisms also have basic similarities in their DNA sequences. As evolution
ary lineages diverged from each other, mutations in DNA sequences occurred 
independently in each lineage and appear now as a record of evolutionary rela
tionship among living organisms. In other words, as described in Chapter 9, 
the DNA sequences of closely related organisms should be more similar than the 
DNA sequences of more distantly related organisms (Figure 12.5). 

To determine the evolutionary relationship among all modern species, scien
tists must compare sequences for a gene that performs a similar function among 
organisms as diverse as humans, willow trees, and Thermus aquaticus. The DNA 
sequence that best fits these criteria is one containing the instructions for making 
ribosomal RNA (rRNA), which functions as a structural part of ribosomes. As 
discussed in Chapter 8, the function of ribosomes—the fundamental "factories" 
found in all cells—is to translate genes into proteins. Each ribosome contains 
several rRNA molecules. The ones primarily used by scientists who are inter
ested in the relationships among living organisms are found in the small subunit 
of the ribosome. A comparison of the DNA coding for small-subunit rRNAs from 
myriad organisms yielded the tree diagram in Figure 12.4. 

You should note from Figure 12.4 that three of the kingdoms (Fungi, 
Animalia, and Plantae) represent relatively recently diverged groups of organ
isms. What was formerly called the kingdom Monera is actually made up of two 
groups of organisms that are quite distinct, the Archaea and Bacteria; and the 
kingdom Protista is a hodgepodge of many, very different organisms. To better 
reflect such biological relationships, biologists categorize life into three domains 
(represented by the three main branches on the tree—Bacteria, Archaea, and 
Eukarya), each containing several kingdoms. These three domains represent the 
descendants of the most ancient divergence of living organisms. 



Systematists have begun delineating kingdoms in the Bacteria and Archaea 
domains using DNA sequence comparisons, while other biologists are revising 
the Eukarya kingdoms so that these categories more accurately reflect evolution
ary history. However, just as the Library of Congress cataloguing system is not 
the most appropriate organization for a public library, an evolutionary classifica
tion is not the most effective organization for the purpose of surveying diversity. 
In this chapter we use a common hybrid of the five-kingdom system and three-
domain system that specifies six categories: the domains Bacteria and Archaea 
and the four Eukarya kingdoms—Protista, Fungi, Plantae, and Animalia. 

12.2 The Diversity of Life 
In reality, the number of kingdoms and domains into which life is appropriate
ly classified is of minor importance to a bioprospector, but understanding more 
recent evolutionary relationships may be very important, as we will discuss in 
section 12.3. However, dividing life into six categories—those described in Table 
12.1—simplifies our discussion of biodiversity and of where bioprospectors 
may find valuable resources within the variety of life. In this section we describe 
the six categories: bacteria, archaea, protists, animals, fungi, and plants. 

Bacteria and Archaea 
Life on Earth arose at least 3.6 billion years ago, according to the fossil record. 
(The origin of this life remains an intriquing scientific mystery, described in 
detail in Essay 9.2.) The most ancient fossilized cells (Figure 12.6) are remark
ably similar in external appearance to modern bacteria and archaea. Both 
bacteria and archaea are prokaryotes; this means they do not contain a nucleus, 
which provides a membrane-bound, separate compartment for the DNA in 



other cells. Prokaryotes also lack other internal structures bounded by mem
branes, such as mitochondria and chloroplasts, which are found in more com
plex eukaryotes. Although some species may be found in chains or small 
colonies as in Figure 12.6, most prokaryotes are unicellular, meaning that each 
cell is an individual organism. The discarded kingdom name "Monera" (from 
the Greek moneres, meaning "single" or "alone"), which once applied to all 
prokaryotes, refers to this trait. Individual prokaryotic cells are hundreds of 
times smaller than the cells that make up our bodies; for this reason, they are 
often called microorganisms or microbes, and biologists who study these 
organisms (as well as single-celled eukaryotes) are known as microbiologists. 
Their small size, easily accessible DNA, and simple structure make prokaryotes 
very attractive to bioprospectors because the process of studying, growing, and 
manipulating these organisms is typically less difficult than with eukaryotes. 

The relatively simple structure of prokaryotes belies their incredible chem
ical complexity and diversity. Some prokaryotes can live on petroleum, others 
on hydrogen sulfide emitted by volcanoes deep below the surface of the 
ocean, and some simply on water, sunlight, and air (Figure 12.7). Prokaryotes 
are ubiquitous—they are found in and on nearly every square centimeter of 
Earth's surface, including very hot and very salty places, and even thousands 
of feet below ground. Prokaryotes are also incredibly numerous; for instance, 
there are more prokaryotes living in your mouth right now than the total 
number of humans who have ever lived! 

Domain Bacteria. Although most are harmless to humans, the majority of 
the well-known bacteria have been identified because they cause disease in 
humans or crops. While enormous efforts are expended to control these organ
isms, the fact that they can live in and on other living creatures is remarkable. To 
survive within a host organism, bacteria must escape eradication by their host's 
infection-fighting system. Therefore, the molecules that allow bacteria to effec
tively colonize in or on living humans could be useful in treating diseases 
of the human immune system. Disease-causing organisms thus, surprisingly, 
represent one source of bacterial "biological gold." 

Many of the known bacteria obtain nutrients by decomposing dead or
ganisms. Bacterial species that function as decomposers often have competi
tors for their food sources—other species that also consume the same food 
source. When many individuals compete for the same resource, natural selec
tion will cause the evolution of traits that provide an edge over the competi
tion. In the case of competing bacterial decomposers, this edge is often in the 
form of chemicals such as antibiotics that kill or disable other bacteria with 
which the decomposers may be competing. Today, more than half of com
mercial antibiotics are derived from bacterial prokaryotes. Another class of 
valuable molecules that has evolved as a result of competition among bacteria 
is restriction enzymes, proteins that can chop up DNA at specific sequence 
sites and thus interfere, or restrict, the growth of other organisms. Restriction 
enzymes are used in the production of DNA fingerprints and were crucial to 
the success of the Human Genome Project, an effort to describe the entire 
DNA sequence of humans. Bioprospectors are very interested in finding more 
of both of these extremely valuable compounds—antibiotics and restriction 
enzymes—within the domain Bacteria. 



Domain Archaea. Although superficially similar to domain Bacteria because 
of its prokaryotic cells, the domain Archaea differs from Bacteria in many fun
damental ways, including the structure of cells and membranes. The known Ar
chaea encompass numerous organisms found in extreme environments, 
including high-salt, high-sulfur, and high-temperature habitats. Thermus aquati-
cus, the source of Taq polymerase and a hot-spring dweller, belongs to Archaea. 
Taq polymerase is valuable because it operates at a high temperature—making 
it, along with compounds from other hot-spring archaeans, potentially useful in 
industrial settings. Natural selection of archaea in extreme environments has 
likely caused the evolution of other unique and useful biological molecules that 
can operate at high temperatures, high pressures, or in extremely salty environ
ments in this group of organisms. 

Scientists and bioprospectors still have much to learn about bacteria and 
archaea, beginning with a basic understanding of exactly how diverse they 
are. For instance, although most archaeans are known from extreme envi
ronments, members of this domain are found everywhere they are sought. 
Some scientists estimate that the number of undescribed prokaryotic species 
could range up to 100 million. Diversa Corporation's focus on the micro
scopic organisms of Yellowstone Park reflects the effort that drug companies 
are putting into microbial bioprospecting. However, prokaryotes are not the 
only microscopic organisms; most species in the diverse kingdom Protista 
also cannot be seen with the naked eye. 

Protista 
The kingdom Protista is made up of the simplest known eukaryotes—organisms 
composed of cells containing a nucleus and other membrane-bound internal 
structures. Most protists are single-celled creatures, although several have enor
mous multicellular (many-celled) forms. 

The most ancient fossils of eukaryotic cells are approximately 2 billion years 
old, nearly 1.5 billion years younger than the oldest prokaryotic fossils. According 
to the endosymbiotic theory for the origin of protists, eukaryotes were most 
likely the descendants of a "confederation" of cells. At least some eukaryotic 
cell structures, including mitochondria, the cell's power plants, appear to have 
descended from bacteria that took up residence inside (endo-) ancestral eukary
otic cells. When organisms live together, the relationship is known as a symbiosis. 
In this case the relationship was mutually beneficial, and over time, the cells 
became inextricably tied together (Figure 12.8). When biologist Lynn Margulis 
first popularized the endosymbiotic hypothesis in the United States in 1981, 
many of her colleagues were skeptical, but an examination of the membranes, 
reproduction, and ribosomes of mitochondria shows clear similarities to the 
same features in certain bacteria. Even more convincingly, the sequence of DNA 
found in mitochondria (mtDNA) is most similar to the DNA sequence found in a 
particular group of bacteria. Mutually beneficial symbioses between eukaryotic 
cells and photosynthetic bacteria appeared after the evolution of mitochondria. 
These endosymbioses led to the evolution of chloroplasts—one relationship led 
to green algae and land plants, while several other instances of endosymbiosis 
led to other modern groups, including red algae and brown algae. 

Not long after the first eukaryotes appeared, a wide diversity of eukaryotic 
forms established themselves on Earth. The modern kingdom Protista contains 
organisms resembling animals, fungi, and plants. There is no agreement among 
scientists regarding how many phyla, that is, groups below the level of king
dom, are contained within Protista. Some argue as few as eight, and others 

Figure 12.8 The evolution of eukaryotes. The leading hypothesis regarding the 
evolution of eukaryotes is endosymbiosis. Mitochondria and chloroplasts appear to 
be descendants of once free-living bacteria that took up residence within an ancient 
nucleated cell. 



propose as many as 80. Table 12.2 lists a few of the more common groups of 
organisms within the kingdom. As a result of its diversity, kingdom Protista may 
contain a plethora of useful organisms and compounds (Figure 12.9). As with 
Bacteria and Archaea, most members of kingdom Protista remain unknown. 

The group of protists that bioprospectors have investigated in the most 
detail are algae, the only members of this kingdom with the ability to manufac
ture food. As with plants, algae make food with the aid of sunlight via the 
process of photosynthesis. The photosynthetic production of carbohydrates by 
algae represents a rich and tempting food source to non-photosynthetic organ
isms that will eat, or prey on, photosynthesizers. As a result, natural selection in 



most photosynthetic organisms including algae has favored the evolution of 
defensive chemicals. These molecules make the algae distasteful or even poi
sonous to a potential predator; therefore, we humans can use these chemicals to 
control our predators. For example, extracts of red algae stop the reproduction 
of several different viruses in human tissues grown in laboratory dishes; this 
effect is presumably related to the algae's defensive chemicals. As yet, no drugs 
derived from algae are available to consumers, although there is significant 
interest in developing these drugs as treatments for HIV, influenza, and severe 
acute respiratory syndrome (SARS), as well as other dangerous viruses. 

The group of organisms commonly referred to as algae is actually made up 
of several distinct, quite divergent, categories of organisms. Each of these algal 
phyla have methods of producing and storing food that is quite different from 
the others, as each represents the descendants of unique endosymbiosis. Some 
of the unique compounds produced by different algal phyla are potentially use
ful to humans. For example, carageenan is a slimy carbohydrate produced by 
red algae (see Figure 12.9d). Red algae is commercially harvested from ocean 
algal beds for its carageenan, which is then used as a stabilizer and thickener in 
foods, medicines, and cosmetics. 



The animal-like and fungus-like protists are currently less interesting to 
most bioprospectors, presumably because animals and fungi have not been 
as rich a source of useful biological products as photosynthesizers have. How
ever, as we shall see, both the kingdom Animalia and the kingdom Fungi have 
some intriguing characteristics and can be a source of useful biochemicals. It 
may be that within these categories of protists, bioprospectors also will find 
natural products that humans can use. 

Animalia 
From the origin of the first prokaryote until approximately 600 million years 
ago, life on Earth consisted only of single-celled creatures. Then, multicellu
lar organisms first began to appear in the fossil record. (Note that there is 
some disagreement about when multicellular organisms first appeared. In 
2002, Australian scientists announced that they had found evidence of multi
cellular life from at least 1.2 billion years ago. This date is nearly twice as old 
as most other estimates.) The ancient, many-celled creatures of 600 million 
years ago, called the Ediacaran fauna, were organisms unlike any modern 
species, including giant fronds and ornamented disks (Figure 12.10). Biolo
gists are unsure which of these species is the common ancestor of modern 
animals—defined as multicellular organisms that make their living by 
ingesting other organisms and are motile (have the ability to move) during at 
least one stage of their life cycle. Within about 40 million years of the first 
appearance of the early multicellular organisms pictured in Figure 12.10, all 
modern animal groups had emerged. 

The apparent relatively sudden emergence of the modern forms of animals— 
a period comprising little more than 1% of the history of life on Earth—is 
referred to as the Cambrian explosion, named for the geologic period during 
which it occurred. One of the most compelling questions in biology is the source 
of this explosion of biodiversity. The relatively rapid evolution of the immense 
diversity of life from simpler ancestors is remarkable. Some scientists hypothe
size that the evolution of the animal lifestyle itself—that is, as predators of other 
organisms—led to the Cambrian explosion. 

It can be difficult to conceive of an animal as complex as a human ever evolv
ing from a simple eukaryotic ancestor. However, humans are actually not very 
different from other eukaryotic organisms. When the first cell containing a 
nucleus appeared, all of the complicated processes that take place in modern 
cells, such as cell division and cellular respiration, must have evolved. When the 
first multicellular animals appeared, many of the complex processes required to 
maintain these larger organisms, such as communication systems among cells 
and the formation of organs and organ systems, arose. Although a human and a 
starfish appear to be very different, the way they develop and the structures and 
functions of their cells and common organs are nearly identical. In fact, there 
appears to be surprisingly little genetic difference between humans and starfish; 
most of that difference occurs in a group of genes that control development, the 
process of transforming from a fertilized egg into an adult creature. Additionally, 
the amount of time since the divergence of the major evolutionary lineages of 
animals is still quite long—so long that it can be difficult to grasp. 

While members of the kingdom Animalia (Latin anima, meaning "breath," 
or "soul") share basic characteristics such as multicellularity and motility, 
there is still significant diversity within the kingdom as described by 
zoologists, the biologists who study these organisms (Table 12.3). Most peo
ple typically picture mammals, birds, and reptiles when they think of animals, 
but species with backbones (including mammals, birds, reptiles, fish, and am
phibians) represent only 4% of the total species in the kingdom. A small num
ber of these vertebrates have traits interesting to a bioprospector. For instance, 
poison dart frogs (Figure 12.11) secrete high levels of toxins onto their skin. 





These toxins are nerve poisons that cause convulsions, paralysis, and even 
death to their potential predators. In fact, the name of these frogs derives from 
their traditional use by humans as a source of toxins to coat the tips of hunting 
darts. The nerve toxins produced by these frogs are potentially valuable to 
bioprospectors as sources of potent, nonaddictive painkillers—in low doses, 
of course. 

Most of the bioprospecting work in kingdom Animalia focuses on the 
remaining 96% of known organisms—the invertebrates (animals without back
bones, as shown in Figure 12.12). The vast majority of multicellular organisms 
on Earth are invertebrate animals, and most of these animals are insects. Many 
invertebrates contain chemical compounds not found elsewhere in nature. 
Many species of beetles, ants, bees, wasps, and spiders produce venom to 
repel predators and competitors; these venoms are sources of potential drugs. 
For example, the tropical ant Pseudomyrmex triplarinus produces venom that 
appears to be useful for treating the joint swelling and pain associated with 
arthritis. Ants, bees, wasps, and termites that manage to flourish in crowded 
colonies have evolved protective molecules that reduce the spread of disease in 
these environments. These organisms may prove to be a source of compounds 
for reducing the spread of disease in human populations as well. 

The animals that inhabit the oceans' incredibly diverse coral reefs are 
especially interesting to bioprospectors (Figure 12.13). These biological 
communities are very crowded with life, and the individuals within them 
continually interact with predators and competitors. As a result of this chal
lenge, many successful coral-reef organisms contain defensive chemicals 
that might be useful as drugs. One mantra of reef bioprospectors is, "If it is 
bright red, slow-moving, and alive, we want it," reflecting the assumption 
that in order for a marine animal to survive despite being so conspicuous 
and easy to catch, it must have evolved powerful deterrents to predators. 
The number of unknown invertebrate species, especially in the oceans, is 
estimated to be anywhere from 6 to 30 million. 

Figure 12.13 A coral reef. This extremely diverse biological community is a rich source 
of interesting biological chemicals. 



While our ignorance about the diversity of animals is great, another king
dom of multicellular eukaryotes is even less well known, although no less 
important to the functioning of ecosystems and as a source of molecules 
useful to humans—the fungi. 

Fungi 
Early classifications that separated the biological world into two kingdoms, 
plants and animals, placed fungi in the plant kingdom. Like plants, fungi are 
immobile, and many produce organs that function like fruit by dispersing 
spores, cells that are analogous to plant seeds in that they can germinate into 
new individuals. However, the mushroom you think of when you imagine 
fungi is a misleading image of the kingdom. Most of the functional part of 
fungi is made up of very thin, stringy material called hyphae, which grows 
over and within a food source (Figure 12.14). 

Fungi feed by secreting chemicals that break down the food into small mole
cules, which they then absorb into the cells of the hyphae. The string-like form of 
fungal hyphae maximizes the surface over which feeding takes place, so the vast 
majority of the "body" of most fungi is microscopic and diffuse. Fungal food 
sources typically include dead organisms, and the actions of fungi are key to 
recycling nutrients from these organisms. Fungi are more like animals than plants 
in that they rely on other organisms for food. In fact, DNA sequence analysis by 
mycologists, biologists who study fungi, indicates that Fungi and Animalia are 
more closely related to each other than either kingdom is to the plants. 

The phyla of fungi are distinguished by their method of spore formation 
(Table 12.4). However, convergent evolution has led to the evolution of simi
lar body shapes and lifestyles—which we call "fungal forms" among these 
different phyla. One of the most commerically important fungal forms is 
yeast, a single-celled type of fungi, found in at least two different fungal 
phyla, that inhabits liquids such as plant sap, soaked grains, or fruit juices. 
The activity of yeasts in oxygen-poor but sugar-rich environments results in 



the formation of alcohol, which explains the important role of these fungi in 
beer brewing, wine making, and the production of other forms of alcoholic 
beverages. The metabolism of yeasts within flour batter leads to the produc
tion of carbon dioxide bubbles, which are constrained by wheat protein fibers 
and thus allow the dough to "rise" during bread making. The fungal form 
known as mold is found in all phyla (another example of convergent evolu
tion, described in Chapter 11) and is also commercially important, both 
because this quickly reproducing, fast-growing organism can spoil fruits and 
other foods and because it provides the essential activity for converting milk 
into certain types of cheese, including blue and Camembert. 

About one-third of the bacteria-killing antibiotics in widespread use today 
are derived from fungi. Fungi produce antibiotics because natural selection 
favored the development of these chemicals as a tool to reduce populations 
of their main competitors for food—bacteria. Penicillin, the first commercial 
antibiotic, is produced by a fungus (Figure 12.15). Its discovery is one of the 
great examples of good fortune in science. 

Before he went on vacation during the summer of 1928, British bacteriolo
gist Alexander Fleming left a dish containing the bacteria Staphylococcus aureus 
on his lab bench. While he was away, this culture was contaminated by a spore 
from a Penicillium fungus that may have come from a different laboratory in 
the same building. When Fleming returned to his laboratory, he noticed that 
the growth of S. aureus had been inhibited on the fungus-contaminated culture 
dish. Fleming had been searching for a method to control bacterial growth, and 
this chance discovery provided a clue. He inferred that some chemical sub
stance had diffused from the fungus, and he named this antibiotic penicillin, 
after the fungus itself. The first batches of this bacteria-slaying drug became 
available during World War II. Many historians believe that penicillin helped 
the Allies win the war by greatly reducing the number of deaths from infection 
in wounded soldiers. Since the discovery of penicillin, hundreds of other 
antibiotics have been isolated from different fungus species. 

Some fungi infect living animals and thus also have potential as sources 
of drugs. Cyclosporin is a molecule produced by a number of different fungi 
as an adaptation that allows these species to infect live hosts. Cyclosporin has 
the effect of suppressing a host's immune response, and humans have used 
this effect to prevent the immune systems of organ-transplant recipients from 
attacking lifesaving, but foreign, transplanted organs. Fungi are also the 
source of a powerful class of anticholesterol drugs, called statins, that help 
treat and prevent heart disease. The fungus Claviceps purpurea, also known as 
ergot, has long been known to have powerful effects on the human body. 
Midwives throughout the nineteenth century used this pest of rye and wheat 
to stimulate uterine contractions and speed labor, and farmers throughout 
Europe knew that consuming grain infected with ergot could lead to neuro
logical effects, including burning pain in the limbs ("St. Anthony's Fire"), 
hallucinations, and convulsions. Biologist Linda Caporael has suggested that 
the symptoms of "demonic possession" that led to the Salem Witch Trials in 
1691-92 were caused by widespread consumption of ergot in contaminated 
grain. More recently, the illegal drug LSD has been derived from this fungus 
in order to produce the same hallucinogenic effects in recreational users. 

While fungi have been the third most important source of molecules useful 
to humans—right after bacteria in terms of numbers and impacts of derived 
compounds—the source of most naturally derived drugs has been the plant 
kingdom. 

Plantae 
The kingdom Plantae consists of multicellular eukaryotic organisms that 
make their own food via photosynthesis. Plants have been present on land for 
over 400 million years, and their evolution is marked by increasingly effective 



adaptations to the terrestrial environment (Table 12.5). The first plants to colo
nize land were necessarily small and close to the ground, for they had no way 
to transport water from where it is available in the soil to where it is needed, 
in the leaves. The evolution of vascular tissue, made up of specialized cells 
that can transport water and other substances, allowed plants to reach tree-
sized proportions and to colonize much drier areas. The evolution of seeds, 
structures that protect and provide a food source for young plants, repre
sented another adaptation to dry conditions on land. However, most modern 
plants belong to a group that appeared only about 140 million years ago, 
the flowering plants. Like their ancestors, flowering plants possess vascular 
tissue and produce seeds, but in addition, these plants evolved a specialized 
reproductive organ, the flower. Over 90% of the known plant species are flow
ering plants (Figure 12.16). 



From about 100 million to 80 million years ago, the number of distinct 
groups, or families, of flowering plants increased from around 20 to over 
150. During this time, flowering plants became the most abundant plant 
type in nearly every habitat. The rapid expansion of flowering plants is 
called adaptive radiation—the diversification of one or a few species 
into a large and varied group of descendant species. Adaptive radiation 
typically occurs either after the appearance of an evolutionary break
through in a group of organisms or after the extinction of a competing 
group. For example, the radiation of animals during the Cambrian 
explosion is hypothesized by some scientists to be a result of the evolution 
of the predatory lifestyle, and the radiation of mammals beginning about 
65 million years ago occurred after the extinction of the dinosaurs. 
Essay 12.1 describes the chronicle of life as a history of successive adaptive 
radiations of organisms. The radiation of flowering plants must be due to 
an evolutionary breakthrough—some advantage they had over other 
plants allowed them to assume roles that were already occupied by other 
species. 

Plant biologists, or botanists, are still debating which traits of flowering 
plants give them an advantage over nonflowering types. Some botanists 
believe that the unique reproductive characteristics of flowering plants led 
to their radiation. These unique characteristics include preventing the allo
cation of nutrients to a developing embryo until successful fertilization of 
the egg (a process called "double fertilization"), as well the assistance of 
animals in transferring male gametes to the female reproductive structure 

Essay 12.1 Diversity's Rocky Road 
Paleontologists study fossils and other evidence of early 
life, and they have been able to piece together the history 
of life on Earth from these data. Early in this reconstruc
tion, they recognized distinct "dynasties" of groups of 
organisms that appeared during different periods. The 
rise and fall of these dynasties allowed scientists to sub
divide life's history into geologic periods. Each period is 
defined by a particular set of fossils. Table E12.1 gives 
the names of major geologic periods, their age and 
length, and major biological events that occurred during 
each period. 

The dominance of a biological dynasty often ends 
due to mass extinctions—species losses that are rapid, 
global in scale, and affect a wide variety of organisms. 
For instance, the mass extinction of the dinosaurs (and of 
60% to 80% of all organisms) distinguishes the division 
between the Cretaceous and Tertiary periods. Mass 
extinctions are most probably the result of a global catas
trophe. Paleontologists believe that the mass extinction 
of the dinosaurs was most likely due to an enormous 

asteroid strike that occurred off the coast of what is now 
the Yucatan Peninsula in Mexico. This strike appears to 
have caused not only the incineration of large areas of 
forest in both North and South America but a massive, 
global tidal wave. It also probably threw up an enor
mous cloud of debris that blocked the sun's light for up 
to 3 months and led to a decade of severe acid rain. 
Organisms that were fortunate enough to survive this 
cataclysm, including our mammal ancestors, formed the 
basis of modem species. The adaptive radiation of these 
survivors has led to the current dynasty—the Age of 
Mammals. 

Currently, Earth appears to be experiencing 
another mass extinction, this one caused by human 
activity. The current mass extinction is the topic of 
Chapter 14. The state of biological diversity—and the 
fate of humans—after this modern mass extinction is 
in doubt. But if the history of life is any indication, 
the next great era will be as different as the ones 
preceding it. 





(Figure 12.17). Other botanists think that chemical defenses in these plants 
reduced their susceptibility to predators and provided their edge over other 
plant groups. 

The diversity of chemical defenses in flowering plants makes them particu
larly interesting to bioprospectors. Because plants cannot physically escape from 
their predators, natural selection has favored those plants that produce predator-
deterring toxins via side reactions to primary biochemical pathways. For instance, 
curare vines produce toxins that block the ability of nerves to control muscle 
tissue. Organisms that get this toxin, called curarine, in their bloodstreams 
become paralyzed and can do little damage to the vine. Curarine is produced via 
a secondary pathway of the process of amino acid synthesis; in this case, natural 
selection must have favored ancestors to the curare vine that had genetic varia
tions leading to production of not only normal amino acids, but this toxic by
product as well. Today, doctors use curarine as a muscle relaxant during surgery. 

The kingdom Plantae is the source of many other well-known, naturally 
derived drugs. Aspirin from willow, the heart drug digitalis from foxglove, 
the anticancer chemical vincristine from the rosy periwinkle, morphine from 
opium poppies, caffeine from coffee, and dozens of other pharmaceutical 
products are derived directly from plants. Hundreds of other drugs based on 
plant chemicals are now reproduced via manufacturing processes. Many 
botanists believe that the number of unknown plant species is relatively 
small—probably a few thousand—but the potential of even the known 
species as sources of drugs is still mostly unknown. 

12.3 Learning About Species 
The living world is amazingly diverse, and our knowledge of it is only 
fragmentary. Many biologists are attracted to the study of biological diversi
ty for just this reason—because the variety of life is remarkable, fascinating, 



and largely an unexplored frontier in human knowledge. As we observed in 
the previous section, however, nonhuman species can also represent an 
enormous resource for humans. Our survey of life's diversity illustrates the 
essential problem for a bioprospector seeking to tap this diverse resource— 
there are many more potentially valuable species than there are resources 
to find and evaluate them. This challenge has led many drug companies 
to abandon most of their bioprospecting programs in favor of a strategy 
called "rational drug design," which allows their scientists to use an 
understanding of the causes of illness to create synthetic drugs used to 
treat a particular disease. However, many scientists have noted that some of 
the most effective plant-based drugs are so strange in structure that 
they would never have been designed through this process. Companies 
like Diversa are banking on finding some of these strange compounds in 
nature. What tools can biologists offer to bioprospectors who seek to mine 
biological gold? 

Fishing for Useful Products 
The National Cancer Institute (NCI) has taken a brute-force approach to 
screening species for evidence of cancer-suppressing chemicals. NCI scientists 
receive frozen samples of organisms from around the world, chop them up, 
mix them with various chemical solvents, and separate them into a number of 
extracts, each probably containing hundreds of components. These extracts 
are tested against up to 60 different types of cancer cells to evaluate their effi
cacy in stopping or slowing growth of the cancer. Promising extracts are then 
further analyzed to determine their chemical nature, and chemicals in the 
extract are tested singly to find the effective compound. This approach is often 
referred to as the "grind 'em and find 'em" strategy. 

To date, this strategy has been effective in identifying one major anti
cancer chemical—paclitaxel, also known by the trade name Taxol, from the 
Pacific yew. Paclitaxel continues to be produced via extraction from the nee
dles of other species of yew trees and is effective against ovarian cancer, 
advanced breast cancers, malignant skin cancer, and some lung cancers. 
Dozens of other less well-known anticancer drugs have been identified by 
this route as well. 

Understanding Ecology 
The grind 'em and find 'em approach works best when researchers are seek
ing treatments for a specific disease or set of diseases, such as cancer. But most 
bioprospectors are much more speculative—they are interested in determin
ing whether an organism contains a chemical that is useful against any dis
ease. Doing this effectively requires a more thoughtful approach, taking into 
account the biology of the species. 

One aspect of an organism's biology that can be illuminating to the bio
prospector is its ecology—that is, its relationship to the environment and other 
living organisms. Our survey of diversity illustrated some ecological charac
teristics that increase the likelihood of a species containing valuable chemicals. 
Some of these characteristics include high levels of competition with bacteria 
and fungi, susceptibility to predation, ability to live in and on other living 
organisms, and high population density. In each of these cases, natural selec
tion of species in a particular ecological situation can lead to the evolution of 
antibacterial, antifungal, or antiviral compounds; molecules that suppress or 
modify the effects of the immune system; and chemical defenses that may have 
physiological effects. An understanding of ecology is useful even within a 
species. For instance, populations of plants experiencing high levels of insect 
attacks may produce more defensive compounds than do populations of the 



same species that are not under attack. Screening organisms whose ecology 
indicates the probability of defensive or antibiotic compounds is one method 
bioprospectors use to increase their success. 

Reconstructing Evolutionary History 
One clue to an organism's chemical traits can come from understanding its 
relationship to other species and knowing the traits found in its closest rel
atives. This is one reason some scientists argue that a classification system 
reflecting evolutionary relationships is more useful than one based on 
more superficial similarities. The classification of certain birds helps illus
trate this point. Vultures (Figures 12.18a and 12.18b) are birds that special
ize in feeding on dead animals. These birds spend a large amount of time 
soaring on broad, flat wings, have sharp beaks for tearing meat, and regur
gitate food to feed their offspring. A nonevolutionary classification places 
all vultures together. However, research published in the 1970s demon
strates that New World vultures in the Western Hemisphere (Figure 
12.18b) appear to be more closely related to storks (Figure 12.18c)—long-
legged birds with long beaks that specialize in catching fish in shallow 
waters—than they are to Old World vultures from the Eastern Hemisphere 
(Figure 12.18a). Even though species of New World vulture look like Old 
World vultures, they share a more recent common ancestor with storks and 
are thus much more similar to storks anatomically, physiologically, and 
genetically. 

An evolutionary classification can be quite useful in the study of living 
organisms; for instance, if scientists wish to know more about the basic biolo
gy of New World vultures, then they might start by learning what is known 
about the biology of storks, their closest relatives. And if bioprospectors want 
to look for new valuable biological compounds, they could start by investigat
ing the chemicals found in relatives of organisms with already known valu
able chemicals. 

Developing Evolutionary Classifications. Evolutionary classifications are 
based on the principle that the descendant species of a common ancestor 
should share any biological trait that first appeared in that ancestor. For example, 



this principle has been used in an attempt to uncover the evolutionary relation
ship among different species of sparrow belonging to the genus Zonotrichia. 

Figure 12.19 illustrates a hypothesized phylogeny—the evolutionary 
relationship—of species in the genus Zonotrichia. Scientists have used a technique 
called cladistic analysis, an examination of the variation in these sparrows' traits 
relative to a closely related species, to determine this phylogeny. For example, if 
we examine just the heads of the four sparrow species compared to their relative, 
the dark-eyed junco, we see that three—all but the Harris's sparrow—have dark 
and light alternating stripes on the crown of their heads. This observation seems 
to indicate that crown striping evolved early in the radiation of these sparrows. 
Among the three species with crown stripes, two have 7 stripes while the golden-
crowned sparrow has only 3 stripes. An increase in the number of stripes appears 
to have evolved after the original striped crown pattern and contributes to the 
radiation among birds in this group. Finally, of the two species with 7 crown 
stripes, only one has evolved a white throat—the aptly named white-throated 
sparrow. In the case of these four sparrows, it appears that every step in their 
radiation involved a visible change in their appearance. A phylogeny of humans 
produced in a very similar way is presented in Chapter 9. 

Unfortunately, reconstructing evolutionary relationships is not as simple 
as the sparrow example suggests. Descendant species may lose a trait that 
evolved in their ancestor, or unrelated species may acquire identical traits via 
convergent evolution, as described in Chapter 11. You can even see conver
gence in the phylogeny in Figure 12.19; golden-crowned sparrows, like the 
white-throated species, have a patch of golden feathers on their heads that 
appears to have evolved independently. The existence of convergent traits 



complicates attempts to determine the accurate evolutionary classification of 
organisms. 

Testing Evolutionary Classifications. Any classification developed by a 
biologist can be considered a hypothesis of the evolutionary relationship 
among organisms. It is difficult to test this hypothesis directly—scientists 
have no way of observing the actual evolutionary events that gave rise to 
distinct organisms. However, scientists can test their hypotheses by using 
information from both fossils and living organisms. By examining the fos
sils of extinct organisms, scientists can gather clues about the genealogy of 
various groups. For example, fossils of vulture-like birds clearly indicate 
that this lifestyle evolved independently in both the Old World and the 
New World. 

Information from living organisms can provide an even finer level of detail 
about evolutionary relationships. As illustrated earlier in Figure 12.5, closely 
related species should have similar DNA. If the pattern of DNA similarity 
matches a hypothesized evolutionary relationship among species, the phy-
logeny is strongly supported. This is the case with the hypothesized relation
ship between New World vultures and storks; DNA sequence comparisons 
indicate that the DNA of New World vultures is more similar to the DNA of 
storks than it is to that of Old World vultures. These data allow scientists to 
strongly infer that New World vultures are closely related to storks and that 
their similarities to Old World vultures are a result of convergent evolution. In 
contrast, DNA sequence comparisons do not support the sparrow phylogeny 
presented in Figure 12.19. Here, the data suggest that white-crowned birds and 
golden-crowned birds are closely related, and white-throated sparrows are a 
more distant relative. In this case, more observations are needed to discern 
the true evolutionary relationships among the Zonotrichia. In Chapter 9 we 
described multiple supportive tests of another phylogeny—in that case, the 
evolutionary relationship among humans and apes. 

The examples of phylogeny reconstruction and testing as described here 
and in Chapter 9 provide nice illustrations of the process, but the species 
they employ are not likely to contain biological molecules that are valuable 
to humans. The evolutionary reconstructions that bioprospectors are most 
interested in are those performed on groups of species that already contain 
valuable members. For instance, relatives of the curarine-producing curare 
vine are likely to contain similar secondary biochemical pathways that pro
duce slightly different muscle relaxants. Once a hypothesis of evolutionary 
relationship is reasonably well supported by additional data, bioprospec
tors can use the information gathered about one species in a classification 
group to predict the characteristics of other species in that group. This 
helps them to identify related species that could be additional sources of 
biological gold. 

Although an evolutionary classification of groups that are likely to 
contain valuable chemicals would probably increase the speed of discov
ery, the current slow pace of reconstructing and testing phylogenies means 
that bioprospectors do not always have this information. Some bio
prospectors have turned to the humans who have the most intimate 
knowledge of the usefulness of organisms in their environments—healers 
in cultures that extensively use their natural landscapes as sources of 
medicines. 

Learning from the Shamans 
To this point, we have been describing the search for biologically active 
compounds in living organisms as a process of scientific exploration 



whereby bioprospectors "discover" new compounds from nature. This is 
true for organisms in Yellowstone's hot springs; chemicals derived from 
these organisms were probably truly unknown to humans. For many other 
species, however, people have known of their usefulness for thousands of 
years. This knowledge is maintained in the traditions of indigenous people 
in biologically diverse areas, people who use native organisms as medi
cines, poisons, and foods. In many cultures, the repository of this tradi
tional knowledge is the medicine man or woman. A shaman, as aboriginal 
healers are often called, can help direct bioprospectors to useful com
pounds by teaching about their culture's traditional methods of healing. 
Shamans employ many remedies that are highly effective against disease. 
Several bioprospectors have consulted with shamans to increase their 
chances of finding useful drugs (Figure 12.20). 

Using the knowledge of native people in developing countries to dis
cover compounds for use in wealthy, developed countries is highly contro
versial. This process is often referred to as biopiracy because organisms 
and active compounds discovered by traditional healers can be patented in 
the United States and Europe, potentially providing enormous financial 
rewards to the bioprospector with no return to a shaman or his people. The 
United Nations Convention on Biodiversity has sought to alleviate bio
piracy by asserting that each country owns the biodiversity within its bor
ders. However, because the U.S. government has not signed this legally 
binding document, companies in the United States are not required to abide 
by its terms. Additionally, even when a country makes a bioprospecting 
agreement with a pharmaceutical firm, it is unlikely that the indigenous 
community within the country will benefit in any way from a new drug 
developed from its store of knowledge. Indigenous peoples recently have 
begun questioning the ethics of bioprospecting via shamans, and several 
proposed agreements between developing countries and pharmaceutical 
firms have come under criticism. 

The bioprospecting agreement between Diversa and Yellowstone National 
Park has not escaped charges of biopiracy. While Diversa is not relying on in
formation from indigenous people to help locate valuable organisms, critics 
have charged that the managers of Yellowstone are essentially "selling off" 
organisms and chemical compounds that belong to the American public. In 
addition, they argue that the action of bioprospecting itself will damage the 
very resource that provides these remarkable discoveries. The federal courts 
have dismissed lawsuits against Yellowstone National Park and Diversa that 
address these points according to current law, but the issue remains an ethical 
dilemma: What is the responsibility of individuals and corporations profiting 
from biological diversity to the source and survival of that diversity? 

Biological diversity represents an enormous resource for humans, but it 
also comes with an awesome responsibility. Actions of the U.S. Congress 
protected Yellowstone National Park and perhaps ultimately enabled the 
discovery of Thermus aquaticus and Taq polymerase. But thousands of 
useful organisms are lost every year through the destruction of native 
habitat, and our ability to use these organisms is diminished by the loss of 
indigenous cultures and their shamans. The dramatic rate of biodiversity 
loss not only denies humans still-undiscovered biological molecules but 
also diminishes Earth's ability to sustain our population and robs future 
generations of the diverse wonder and beauty of nature that our genera
tion may be the last to truly enjoy. Chapter 14 discusses the causes, conse
quences, and possible solutions for the current biodiversity crisis. Humans 
can help to reduce the rate at which biodiversity is being lost but only 
if we begin to appreciate the value of the diversity that surrounds and 
sustains us. 









chapter 13 

I
n its most recent estimate in 2005, the United Nations 
(UN) reported that the human population on Earth is 
approximately 6.5 billion—double the number of people 
alive in 1960. The UN also predicted that the population 

would continue to grow for several more decades before stabilizing at as 

high as 10.6 billion by about 2050. As is usually the case, many observers 

greeted the report as another piece of bad news. While the UN's population 

projection is lower than past predictions (previous reports forecast a popula

tion of over 12 billion by 2050), many scientists and environmentalists won

der if our planet can support the current population for very long, let alone 

an additional 4.1 billion people. 

Other commentators, such as the late economist Julian Simon, a former 

senior fellow at the influential Cato Institute, are skeptical of environmental

ists' statements about population growth. They point to predictions made in 

the best-selling book The Population Bomb (1968), in which author Paul 

Ehrlich forecast worldwide food and water shortages by the year 2000. In 

fact, most measures of human health have become more upbeat since 1970, 

including global declines in infant mortality rates, increases in life expectan

cy, and a 20% increase in per capita income—despite a near doubling in pop

ulation since the publication of Ehrlich's book. By most measures, the 

average person is better off today than in 1970. Paul Ehrlich was clearly 



wrong in 1968; why should we believe his doom-and-gloom predictions 
about the future now? 

Ehrlich and his colleagues counter that while they were wrong about how 
soon it would happen, there are some indications that the large human popula
tion is rapidly reaching a real limit to growth. For example, the UN previously 
released another report—The State of Food and Agriculture, 2003-2004—describing 
numerous food crises around the world. According to the UN, as of August 2003, 
thirty-eight countries and over 62 million people were facing food emer
gencies, meaning that starvation could be imminent. Worldwide, 842 million 
people—including 150 million children under the age of 5—do not get enough 
food regularly for a healthy existence. A staggering 55% of the nearly 12 million 
deaths each year among children under 5 in the developing world are associ
ated with inadequate nutrition. Despite years of international attention and bil
lions of dollars spent to address this problem, the situation has not improved 
dramatically—there are only 10% fewer children suffering from malnutrition 
today than there were in 1980. 

So what is the truth? Is the human population larger than Earth can sup
port for much longer? Are we headed into a global food crisis and massive 
famine? Or are we gradually moving toward an era where all people on Earth 
will be as well-fed, long-lived, and affluent as the average North American? 

13.1 A Growing Human Population 
Ecology is the field of biology that focuses on the interactions among organ
isms as well as between them and their environment. The relationship 
between organisms and their environments can be studied at many levels— 
from the individual, to populations of the same species, to communities of 
interacting species, and finally to the effects of biological activities on the 
nonbiological environment, such as the atmosphere. The three chapters in 
this unit present basic ecological principles obtained from the study of ecol
ogy at all of these levels. 

From an ecological perspective, a population is defined as all of the individu
als of a species within a given area. Populations exhibit a structure, which 
includes the spacing of individuals (that is, their distribution) and their density 
(abundance). Much of the science of ecology is concerned with the factors influ
encing the distribution and abundance of the individuals within populations. The 
interactions among species described in Chapter 14 make up one set of influences, 
but another set is the dynamics of the population, including the relative numbers 
of individuals of different sexes and ages and the numbers that are born or die in 
a given time period. 

Population Structure 
The first task of a population ecologist is to understand how many individu
als make up the population of interest. Certain populations can be counted 
directly, as in a census tabulating the number of humans in an area or a sur
vey identifying all individuals of a particular tree species in a forest tract. 
The size of more mobile and inconspicuous species can be estimated by the 
mark-recapture method. In this technique, researchers capture many indi
viduals, mark them in some way (for instance, with an ear tag) and release 
them back into the environment. At some later time, the researchers capture 
another group of individuals and calculate the proportion of previously 
marked individuals in this group. This proportion can be used to estimate 
the size of the total population. For example, imagine that a researcher 
captured, marked, and released 100 beetles. If he returns a week later and 
finds that 10% of the beetles he caught on the second round are marked, 



he can assume that the 100 beetles he marked originally represented 10% of 
the entire beetle population. According to this mark-recapture survey, the 
total population is approximately 1000 beetles. 

Another basic aspect of population structure is dispersion—that is, 
how organisms are distributed in space. Many species show a clumped 
distribution, with high densities of individuals in certain resource-rich areas 
and low densities elsewhere. Plants that require certain soil conditions and 
the animals that depend on these plants tend to be clumped (Figure 13.1a). 
On a global scale, humans show a clumped distribution, with high densities 
found around transportation resources such as rivers and coastlines. This 
clumped distribution masks a more uniform distribution on a local scale; for 
instance, the spacing between houses in a subdivision or strangers in a class
room tends to equalize the distances among individual property owners or 
people. Species that show a uniform distribution are often territorial—they 
defend their own personal space from intruders. Human territoriality has a 
social component; for instance, you may have noticed the variation among 
cultures, even within the same country, regarding how much space between 
two conversing people is appropriate. However, spacing between humans 
has a biological component, just as in other species—we all react strongly, 
and physically, to invasions of our socially delineated personal space. We can 
observe these same strong reactions among certain species of birds at bird 
feeders (Figure 13.1b). Nonsocial species with the ability to tolerate a wide 
range of conditions typically show a random distribution, wherein no 
compelling factor is actively bringing individuals together or pushing them 
apart. The distribution of seedlings of trees with windblown seeds is often 
random (Figure 13.1c). 

A population's distribution and abundance provides a partial snapshot 
of its current situation. The dispersion of the human population—and recent 
changes in that pattern—profoundly affects the natural environment, as 
discussed in Chapter 15. However, to better understand how a population is 
responding to its environment, we need to determine how it is changing 
through time. 

Population Growth 
Historians have been able to use archaeological evidence and written records to 
determine the size of the human population on Earth at various times during 



the past 10,000 years. This record, presented in Figure 13.2, dramatically illus
trates the pattern of population growth. For most of our history, the human 
population has remained at very low levels. At the beginning of the agricultural 
era, about 10,000 years ago, there were approximately 5 million humans. There 
were 100 million people during the Egyptian Empire (7000 years later) 
and about 250 million at the dawn of the Christian religion in 1 c.E. (c.E. refers to 
Common Era, the year designation used by most Western countries). The popu
lation was growing, but at a very slow rate—approximately 0.1% per year. 
Beginning around 1750, the rate at which the human population was growing 
jumped to about 2% per year. The human population reached 1 billion in 1800, 
had doubled to 2 billion by 1930, and then doubled again to 4 billion by 1970. 
Although the current growth rate is slower, about 1.2% per year, the rapid 
increase in population looks quite dramatic on a graph of human population 
over time. 

The graph of human population growth is a striking illustration of 
exponential growth—growth that occurs in proportion to the current total. 
In other words, populations growing exponentially do not add a fixed 
number of offspring every year; instead, the quantity of new offspring is an 
ever-growing number. Exponential growth results in the J-shaped growth 
curve seen in Figure 13.2. The larger a population is, the more rapidly it 
grows because an increase in numbers depends on individuals reproducing 
in the population. So, while a growth rate of 1.2% per year may seem rather 
small, the number of individuals added to the 6.5-billion-strong human 
population every year at this rate of growth is a mind-boggling 77 million 
(approximately the entire population of Germany). Put another way, three 
people are added to the world population per second, and about a quarter of 
a million people are added every day. 

What has fueled this enormous increase in human population? The 
annual growth rate of a population is the percent change in population size 
over a single year. Growth rate is a function of the birth rate of the popula
tion (the number of births averaged over the population as a whole) minus 
the death rate (the number of deaths averaged over the population as a 
whole). For example, 22 babies are born per year, on average, in a group of 
1000 people—that is, the birth rate for the population is 2.2%: 

In addition, each year 10 individuals die out of every 1000 people, resulting in 
a death rate of 1.0%: 



This results in the current growth rate of 1.2%: 

Today's relatively high growth rate, compared to the historical average of 
0.1%, is the result of a large difference between birth rates and death rates. 

In human populations, the tendency has been for decreases in death rate 
to be followed by decreases in birth rate. The speed of this adjustment helps to 
determine population growth in the future. 

The Demographic Transition 
Prior to the Industrial Revolution, both birth rates and death rates were high 
in most human populations. Although women gave birth to many children, 
relatively few children lived to reach adulthood. The rapid increase in pop
ulation growth rate that occurred in the eighteenth century resulted from a 
dramatic decrease in infant mortality (the death rate of infants and children) 
in industrializing countries. In particular, new knowledge of how deadly in
fectious diseases could be prevented greatly reduced the number of children 
who suffered from these illnesses. With birth rates high and death rates de
clining, the population growth rate increased. Not long after death rates de
clined in these countries, birth rates followed suit, lowering growth rates 
again. Scientists who study human population growth refer to the period 
when birth rates are dropping toward lowered death rates as the 
demographic transition (Figure 13.3). The length of time that a human pop
ulation remains in the transition has an enormous effect on the size of that 
population. Countries that pass through the transition swiftly remain small, 
while those that take longer can become extremely large. Countries that 
began the process of industrialization in the eighteenth century and that 
now have a high per capita income are called more developed countries. 
These include countries in Western Europe, North America, and Japan. 
Nearly all more developed countries have already passed through the de
mographic transition and have low population growth rates. 

However, global human population growth rates have remained high 
because the least developed countries (countries that are early in the process 
of industrial development and have low per capita incomes) remain in the 



demographic transition. In addition, several recent changes have decreased 
infant mortality even more dramatically. These changes include the use of 
pesticides to reduce rates of mosquito-borne malaria, immunization programs 
against cholera, diphtheria, and other fatal diseases, and the widespread 
availability of antibiotics. While birth rates are gradually declining in less 
developed countries, they still remain high, contributing to high growth rates. 
The vast majority of future population growth will occur within populations 
in the less developed world, especially those in Africa and Asia, but these 
countries are where the vast majority of food crises are occurring. Are the pop
ulations in these countries already too large to support themselves? Answer
ing that question requires an understanding of the factors that limit 
population growth. 

13.2 Limits to Population Growth 
In their study of nonhuman species, ecologists see clear limits to the size of 
populations. They can also observe the sometimes awful fates of individuals 
in populations that outgrow these limits. For this reason, many professional 
ecologists express grave concern about the consequences of a rapidly growing 
human population. 

You may know of several instances of nonhuman populations outgrowing 
their food supplies. The elk population in Yellowstone National Park suffered 
enormous mortality throughout the 1970s after it grew so large that it degrad
ed its own rangeland. The massive migrations of Norway lemmings that 
occur every 5 to 7 years and lead to many deaths result from population 
crowding; while these animals do not commit "mass suicide," as often as
sumed, the loss of high-quality food in an area as populations increase incite 
the lemmings to disperse and often meet their death in the process. Even yeast 
in brewing beer grow large populations that eventually use up their food 
source and die off during the fermenting process. Let us explore what ecology 
can tell us about the likelihood of human populations suffering the same fate 
as elk, lemmings, or yeast. 

Carrying Capacity and Logistic Growth 
The examples of the elk in Yellowstone and the Norway lemmings illustrate a 
basic biological principle. While populations have the capacity to grow expo
nentially, their growth is limited by the resources—food, water, shelter, and 
space—that individuals need to survive and reproduce. The maximum popu
lation that can be supported indefinitely in a given environment is known as 
the environment's carrying capacity. 

The growth of a population in an environment where resources are limited 
is exponential at first, but the effects of declining resources gradually take 
their toll on growth rate. A simplified graph of population size over time in 
resource-limited populations is S-shaped (Figure 13.4). This model shows the 
growth rate of a population declining to zero as it approaches the carrying 
capacity. In other words, birth rate and death rate become equal, and the pop
ulation stabilizes at its maximum size. Not long after ecologists first predicted 
this pattern of growth, called logistic growth, populations of organisms as 
diverse as flour beetles, water fleas, and single-celled protists were shown 
in laboratory studies to conform with this projected growth curve. 

The declining growth rate near a population's carrying capacity is caused 
by density-dependent factors, which are population-limiting factors that in
crease in intensity as the population increases in size. Density-dependent fac
tors include limited food supplies, increased risk of infectious disease in more 
crowded conditions, and an increase in toxin concentration caused by in-



creased waste levels. Density-dependent factors cause declines in birth rate or 
increases in death rate. In organisms such as fruit flies growing in laboratory 
culture bottles, high populations lead to increased mortality of the flies as food 
supplies dwindle and wastes accumulate. Water fleas living in crowded aquar
iums do not have enough food to support egg production, and so birth rates 
drop. Females of white-tailed deer populations living in crowded natural 
habitats are less likely to be able to carry a pregnancy to term than deer in 
less-crowded environments. Density-dependent factors can be contrasted with 
density-independent factors that influence population growth rates—for 
instance, severe droughts that increase the death rate in plant populations 
regardless of their density, or increased temperatures that increase the birth 
rate in cold-limited insects. However, density-independent factors do not 
occur in a vacuum; they can have more or less severe effects depending on the 
size of a population. For example, a density-independent factor such as an 
unusually cold winter can be deadly to individuals in a white-footed mouse 
population, but the likelihood of survival is also a function of how much food 
each individual has stored for the winter. How much food is stored depends on 
the density of mice competing for food sources during the autumn. 

Are density-dependent factors beginning to reduce growth rates in a human 
population? That is, are humans nearing the carrying capacity of Earth for our 
population? If we are, will death rates increase as food resources dwindle and 
more people starve? Or will birth rates decline because fewer women will have 
enough food to support themselves and a developing baby (Figure 13.5)? 

Earth's Carrying Capacity for Humans 
One way to determine if the human population is reaching Earth's carrying 
capacity is to examine whether, and how rapidly, the growth rate is declining. 
As we saw in Figure 13.4 on page 350 the S-shaped curve of population size 
over time results from a gradually declining growth rate as the population 
approaches carrying capacity. 

Human population growth rates were at their highest in the early 1960s, 
about 2.1% per year, but they have since declined to the current rate of 1.2%. 
This steady decline is one indication that the population, though still currently 
growing, is nearing a stable number. Uncertainty about the future rate of 
growth has led the UN to produce differing estimates of this number and how 
soon population stability will be reached (Figure 13.6). However, the unique 
characteristics of humanity make it difficult to determine exactly which popu
lation size represents Earth's carrying capacity for humans. 

Signs That the Population Is Not Near Carrying Capacity. The rates of popu
lation increase of fruit flies and water fleas in the laboratory have slowed as these 
populations neared carrying capacity because their growth rates were forced 
down by density-dependent factors; lack of resources caused increased death 



rates or decreased birth rates. However, this is not the case in human popula
tions. Even as the human population has rapidly increased, death rates continue 
to decline—an indication that people are not limited by food resources. Growth 
rates are declining because birth rates are falling faster than death rates. Unlike 
the water fleas and white-tailed deer, whose females are unable to have offspring 
when populations are near carrying capacity, birth rates in human populations 
are falling because women and families, even those with adequate resources, are 
choosing to have fewer children. 

Although the human population's growth rate is slowing as might be expect
ed near carrying capacity, rising living standards indicate that the population is 
not currently experiencing a density-dependent factor. Another way to deter
mine if we are near Earth's carrying capacity is to estimate the amount of 
resources that are currently being used by humans and use that estimate to 
approximate the theoretical limit to population size. The amount of food energy 
available on the planet is referred to as the net primary production (NPP). NPP 
is the amount of solar energy captured via plant photosynthesis minus the 
amount of energy that plants need to support themselves. In other words, NPP is 
a measure of plant growth, typically over the course of a single year. Several dif
ferent analyses of the global extent of agriculture, forestry, and animal grazing 
estimate that humans use roughly one-third of the total land NPP. If we accept 
these rough estimates, we can approximate that the carrying capacity of Earth is 
three times the present population, or approximately 19 billion people. This the
oretical maximum is the total number of humans that could be supported by all 
of the photosynthetic production of the planet—leaving no resources for millions 
of other species. Given the dependence of humans on natural systems (explored 
in Chapter 14), it is unlikely that our species could survive on a planet where no 
natural systems remained. However, even the largest population projection by 
the UN, 10.6 billion, falls well short of this theoretical maximum. 

Signs That the Population Is Near Carrying Capacity. Ecologists caution 
that the resources required to sustain a population include more than simply 
food, and so the carrying capacity deduced from NPP estimates may be much 
too high. Humans also need a supply of clean water, clean air, and energy 
for essential tasks such as heating, food production, and food preservation. 
The relationship between population size and the supply of these resources is 
not as straightforward as the relationship between population and food. For in
stance, every new person added to the population requires an equivalent 
amount of clean water, but every new person also introduces a certain amount 
of pollution to the water supply. We cannot simply divide the current supply of 
clean water by 10.6 billion to determine if enough will be available in the future, 
since increased population leads to increased pollution and therefore less total 
clean water. 

Furthermore, many essential supplies that sustain the current human popu
lation are nonrenewable resources, meaning that they are a one-time stock and 
cannot be easily replaced. The most prominent nonrenewable resource is fossil 
fuel, the buried remains of ancient plants transformed by heat and pressure 
into coal, oil, and natural gas. The use of fossil fuel and other nonrenewable 
resources is a function not only of the number of people but also of average 
lifestyles, which vary widely around the globe. For example, Americans make 
up only 5% of Earth's population but are responsible for 24% of global energy 
consumption. The average American uses as many resources as 2 Japanese or 
Spaniards, 3 Italians, 6 Mexicans, 13 Chinese, 31 Indians, 128 Bangladeshis, 307 
Tanzanians, or 370 Ethiopians. Americans also consume a total of 815 billion 
food calories per day—about 200 billion calories more than is required, or 
enough to feed an additional 80 million people. Much of modern food produc
tion relies on the energy provided by fossil fuel. When these resources begin to 
run out, we might find that we need far more of Earth's NPP than we do now to 



sustain abundant food production. In other words, the actual carrying capacity 
of our planet may be much lower than our approximations. 

The question posed at the beginning of this section remains unanswered; 
there is no agreement among scientists concerning the carrying capacity of 
Earth for the human population. Given that uncertainty, what can ecologists 
tell us about the risks facing the human population that may result from 
massive, rapid population growth? 

13.3 The Future of the Human 
Population 

Unlike nearly all other species, human populations are not simply at the mercy 
of environmental conditions. With its ability to transform the natural world, 
human ingenuity has helped populations circumvent seemingly fixed natural 
limits. However, ingenuity has a dark side, in that it can lull people into believ
ing that nature has an almost infinite capacity to support their ever-growing 
needs. Managing the growth of human populations before even the most secure 
of them face environmental and economic disaster requires an understanding of 
the risks of continued rapid growth and the strategies that help reduce it. 

A Possible Population Crash? 
The use of nonrenewable resources creates a risk of the human population 
overshooting a still unknown carrying capacity. Ecologists have long known 
that when populations have high growth rates, they may continue to add new 
members even as resources dwindle. This causes the population to grow larg
er than the carrying capacity of the environment. The members of this large 
population are then competing for far too few resources, and the death rate 
soars while the birth rate plummets. This results in a population crash, a 
steep decline in number (Figure 13.7). For instance, in some species of water 
flea, healthy offspring continue to be born for several days after the food sup
ply becomes inadequate because females can use their fat stores to produce 
additional young. The size of the population continues to rise even when 
there is no food left to graze on; however, when these young water fleas run 
out of stored fat, most individuals die. For many species with high birth rates, 
rapid growth followed by dramatic crashes produce a population cycle of 
repeated "booms" and "busts" in number. 



A population overshoot and subsequent crash affected the human popula
tion on the Pacific island of Rapa Nui (also known as Easter Island) during the 
eighteenth century (Figure 13.8). This 150-square-mile island is separated 
from other landmasses by thousands of miles of ocean; therefore, its people 
were limited to using only the resources on or near their island. Archaeologi
cal evidence suggests that at one time, the human population on Rapa Nui 
was at least 7000—apparently a number far greater than the carrying capacity 
of the island. By 1775, the subsequent overuse and loss of Rapa Nui's former
ly lush palm forest had resulted in a rapid decline to fewer than 700 people, a 
population likely much lower than the initial carrying capacity of the island. 
It is possible that humanity's use of the stored energy in fossil fuels may be 
allowing us to overshoot Earth's true carrying capacity. 

Biological populations may also overshoot carrying capacity when there 
is a time lag between when the population approaches carrying capacity 
and when it actually responds to that environmental limit. Scientists 
who study human populations note a lag between the time that humans 
reduce birth rates and when population numbers respond. They call this lag 
demographic momentum. The momentum occurs because while parents 
may be reducing their family size, their children will begin having children 
before the parents die, causing the population to continue growing. Even 
when families have an average of two children, just enough to replace 
the parents, demographic momentum causes the human population to 
grow for another 60 to 70 years before reaching a stable level. The potential 
demographic momentum of a population can be estimated by looking at its 
population pyramid, a summary of the numbers and proportions of indi
viduals of each sex and each age group. As Figure 13.9 illustrates, the 
potential for high levels of demographic momentum occurs when the age 
structure most closely resembles a true pyramid, with a large proportion of 
young people. In more stable populations, the proportion that is young is 



not significantly larger than the proportion that is middle aged, and the 
pyramid looks more like a column. 

Whether or not our reliance on stored resources and the potential demo
graphic momentum in human populations will result in an overshoot of Earth's 
carrying capacity—followed by a severe crash, as on the island of Rapa Nui— 
remains to be seen. But human ecologists already know what factors help to 
slow population growth so that a crash may become less likely. 

Avoiding Disaster 
As discussed earlier in the chapter, when death rates drop in human popu
lation, birth rates eventually follow. Unlike any other species known to 
science, humans will voluntarily limit the number of babies they produce. 
When more opportunities become available outside of child rearing, most 
women delay motherhood and have fewer children. In fact, birth rates are 
lowest in countries where income is high and women are provided with 
education (Figure 13.10). This information provides a clear direction for 
public policies attempting to decrease population growth rates: improve 
conditions for women, including increasing access to education, health care, 
and the job market, and provide them with the information and tools that 
allow them to regulate their fertility. 

Slowing growth rates before the human population reaches some environ
mentally imposed limit has additional benefits. Determining Earth's carrying 
capacity for humans as simply a function of whether food and water will be 
available also ignores quality-of-life issues, or what some scientists call cultural 
carrying capacity. An Earth that was wholly given over to the production of 
food for the human population would lack wild, undisturbed places and the 
presence of species that nurture our sense of wonder and discovery. With 
human populations at the limits of growth, much of our creative energy would 
be used for survival, taking away our ability to make and enjoy music, art, and 
literature. Limiting human population growth also leaves room for nonhuman 
species. As we discuss in Chapter 14, human activity is posing a direct threat 
to the survival of a significant percentage of Earth's biodiversity—a threat that 



increases in direct proportion to the size and affluence of the planet's human 
population. 

What we have learned is that scientists cannot tell us exactly how many peo
ple Earth can support, partly because humans make unpredictable choices and 
partly because humans have the capacity to innovate and adjust seemingly 
fixed biological limits. Ultimately, the question of how many people Earth 
should support—and at what quality of life, or including support for nonhu-
man species—is a question not solely of science but also of values and ethics. 





chapter 14 



I
n the summer of 2001, the typically quiet, conservative 
community of Klamath Falls, Oregon, suddenly began 
seething with revolutionary passion. Anger at federal 
authorities was widespread and palpable; signs along 

Route 39 outside the city read, "Please thank the U.S. Fish and Wildlife Service 

for destroying the Klamath Basin's economy," and "Crime Scene . . . by the U.S. 

Federal Government." The residents' fury reached a boiling point in late June 

and July, when distraught farmers repeatedly confronted and threatened fed

eral officials and eventually destroyed a Bureau of Reclamation facility using 

chainsaws, pry bars, and blowtorches. 

The wrath of the people of Klamath Falls and surrounding communities 

was generated by the federal government's legal requirement to protect species 

that are recognized as in danger of extinction. In the case of the Klamath crisis, 

the species at risk are two fish—the Lost River sucker and the shortnose sucker. 

In the midst of a multiyear drought and dangerously low water levels in Upper 

Klamath Lake, home to these endangered fish, the U.S. Fish and Wildlife Service 

stopped the outflow of water from the lake in April 2001. The irrigation canals 

that had fed barley, potato, and alfalfa fields in the high desert of the Klamath 

Basin since the early 1900s suddenly went dry. Without irrigation, thousands of 

farmers were unable to produce crops and faced the prospect of bankruptcy, 

foreclosure, and loss of their livelihood. 



Lost River and shortnose suckers are dull-colored fish that feed on the 
mucky bottoms of lakes and streams in the region. These fish have not repre
sented a viable economic resource for humans for several decades. In contrast, 
the crops produced annually by irrigated fields in the region produce millions 
of dollars in income. Ty Kliewer, a student at Oregon State University whose 
family farms in the basin, summarized the feelings of many when he told his 
senator in 2001 that he had learned the importance of balancing mathematical 
and chemical equations in school. "It appears to me that the people who run 
the Bureau of Reclamation and the U.S. Fish and Wildlife Service slept 
through those classes," Kliewer said. "The solution lacks balance, and we've 
been left out of the equation." The Klamath crisis of 2001 was not unique; 
thousands of people all over the United States have had their jobs threatened 
or eliminated by the government's attempts to protect endangered species. 

Why should the survival of one or a few species come before the needs of 
humans? Many biologists and environmentalists say that the Klamath Falls 
bumper sticker "Fish or Farmers?" misstates the dilemma. Instead, they argue, 
humans depend on the web of life that creates and supports natural ecosys
tems, and they worry that disruptions to this web may become so severe 
that our own survival as a species will be threatened. In this view, protecting 
endangered species is not about pitting fish against farmers; it is about protect
ing fish to ensure the survival of farmers. In this chapter, we explore the causes 
and consequences of the loss of biological diversity. 

14.1 The Sixth Extinction 
The government agencies that stopped water delivery to the Klamath Basin 
farmers were acting under the authority of the Endangered Species Act (ESA), 
a law passed in 1973 with the purpose of protecting and encouraging the 
population growth of threatened and endangered species. Lost River and 
shortnose suckers were once among the most abundant fish in Upper Klamath 
Lake—at one time, they were harvested and canned for human consumption. 
Now, with populations of fewer than 500 and minimal reproduction, these fish 
are in danger of extinction, defined as the complete loss of a species. Critically 
imperiled species such as the Lost River and shortnose suckers are exactly the 
type of organisms that legislators had in mind when they enacted the ESA. 

The ESA was passed because of the public's concern about the continu
ing erosion of biodiversity, the entire variety of living organisms. The fate of 
the whooping crane, one of only two cranes native to North America, 
prompted the passage of the ESA. Biologists estimate that more than 1000 
whooping cranes were alive in the mid-1860s. By 1938, as a result of hunting 
and the loss of nesting areas, the whooping crane had disappeared from 
much of the continent; only two small flocks were left. By 1942, only 16 birds 
remained in the wild. Unfortunately, the near extinction of the whooping 
crane is not a unique event. Bald eagles, peregrine falcons, gray wolves, and 
elephant seals—once abundant species—are or recently have been pushed 
close to extinction as a result of human activity. Even one of the most 
numerous bird species on the planet, the passenger pigeon (Figure 14.1), 
was not safe. This species was driven to extinction in North America nearly 
100 years ago by familiar causes—habitat loss and overhunting. The ESA 
was drafted because humans appear to be triggering an unprecedented and 
rapid rate of species loss. 

Critics of the ESA argue that the goal of saving all species from extinction 
is unrealistic. After all, extinction is a natural process—the approximately 
10 million species living today constitute less than 1% of the species that 
have ever existed—and trying to save rare species, as we have seen in the 
Klamath Basin, can be detrimental to humans. In the next section, we 



explore the scientific questions posed by ESA critics: How does the rate of 
extinction today compare to the rates in the past? Is the ESA just attempting 
to postpone the inevitable, natural process of extinction? 

Measuring Extinction Rates 
If ESA critics are correct in stating that the current rate of species extinctions is 
"natural," then the extinction rate today should be roughly equal to the rate in 
previous eras. The rate of extinction in the past can be estimated by examining 
the fossil record. 

Figure 14.2 illustrates what examinations of the fossil record tell scientists 
about the history of biodiversity on Earth. Since the rapid evolution of a wide 
variety of animal groups approximately 580 million years ago, the number 
of families of organisms has generally increased. However, this increase in 
biodiversity has not been smooth or steady. The history of life on Earth has 
been punctuated by five mass extinctions—species losses that are global in 



scale, affect large numbers of species, and are dramatic in impact. During 
mass extinctions, 20% to 50% of living families, containing 50% to 90% of all 
living species, were lost over the course of a few thousand to a few hundred 
thousand years. Past mass extinctions were probably caused by massive 
global changes—for instance, changes in sea levels brought about by climate 
fluctuations, shifts in ocean and land forms caused by continental drift, or 
widespread destruction and climate disruption caused by an asteroid impact. 
Many scientists argue that we are now seeing biodiversity's sixth mass 
extinction, this one caused by the massive global changes resulting from 
human activity. 

Determining whether the current rate of extinction is unusually high requires 
some knowledge about the background extinction rate, the rate at which species 
are lost through the normal evolutionary process. Normal extinctions occur 
when a species lacks the ability to adapt to environmental change—for instance, 
if a species does not have the right combination of alleles to survive in a new cli
mate condition, compete with new species for the same resources, or escape new 
predators. In many cases, a new species arises due to the evolution of popula
tions of the old species. When individuals in a population possess unique traits 
that allow them to survive environmental changes, they will give rise to popula
tions of descendants that display these traits. If the differences between the orig
inal population and its descendants are great enough, scientists will identify 
fossils of the ancestral and descendant populations as separate species. In other 
cases, the extinction of one species increases the resources for a population of a 
different species, which may adapt and change in form as it fills the now "open" 
role in the system. The fossil record can provide clues about the background 
extinction rate that results from this continual process of species turnover. 

The span of geological time in which fossils of an individual species are 
found represents the life span of that species (Figure 14.3). Biologists have thus 
estimated that the "average" life span of a species is around 1 million years 
(although there is tremendous variation) and that the overall rate of extinction is 
about one species per million (0.0001%) per year. Some scientists have argued 
that these estimates are too low because they are based on observations of fossils, 
a record that may be biased toward long-lived species. However, the estimates 
are currently scientists' best approximation of background extinction rates. 

Current rates of extinction are calculated from actual recorded extinctions. 
This is a challenge because extinctions are surprisingly difficult to document. 
The only way to conclude that a species no longer exists is to exhaustively search 
all areas where it is likely to have survived. In the absence of a complete search, 
most conservation organizations have adopted this standard: To be considered 
extinct, no individuals of a species must have been seen in the wild for 50 years. 

A few searches for specific species give hints to the recent extinction rate. 
In Malaysia, a 4-year search for 266 known species of freshwater fish turned 
up only 122. In Africa's Lake Victoria, 200 of 300 native fish species have not 
been seen for years. On the Hawaiian island of Oahu, half of 41 native tree 
snail species have not been found, and in the Tennessee River, 44 of the 
68 shallow-water mussel species are missing. Despite these results, few of 
the missing species in any of these searches is officially considered extinct. 

The most complete records of documented extinction occur in groups of 
highly visible organisms, primarily mammals and birds. Since 1600, eighty-
three out of an approximate 4500 identified mammal species have become 
extinct, while 113 of approximately 9000 known bird species have disap
peared. The known extinctions of mammals and birds, spread out over the 
400 years of these records, correspond to a rate of 0.005% per year. Compared 
to the background rate of extinctions calculated from the fossil record, the cur
rent rate of extinction is 50 times higher. If we examine the past 400 years more 
closely, we see that the extinction rate has actually increased since the start of 
this historical record (Figure 14.4) to about 0.01% per year, making the current 
rate 100 times higher than the calculated background rate. 



In addition, there are reasons to expect that the current elevated rate of 
extinction will continue into the future. The World Conservation Union (known 
by its French acronym, IUCN), a highly respected global organization com
posed of and funded by states, government agencies, and nongovernmental 
organizations from over 140 countries, collects and coordinates data on threats 
to biodiversity. According to the IUCN's most recent assessment, 11% of all 
plants, 12% of all bird species, and 24% of all mammal species (the three best-
studied groups of organisms) are in danger of extinction, and human activities 
on the planet pose the greatest threat to most of these species. 

Habitat Loss and Food Chains 
A variety of human activities can put species at risk of extinction. The most severe 
threats belong to one of four general categories: loss or degradation of habitat, 
introduction of normative species, overharvesting, and effects of pollution. How
ever, these four categories are not equal; the IUCN estimates that 83% of endan
gered mammals, 89% of endangered birds, and 91% of endangered plants are 
directly threatened by damage to or destruction of the places where they live. 

Habitat Destruction. The dramatic reduction in numbers of shortnose and 
Lost River suckers in Upper Klamath Lake is almost entirely due to human 
modification of these species' habitat, the place where they live and obtain 
their food, water, shelter, and space. At one time, 350,000 acres of wetlands 
regulated the overall quality and amount of water entering into the lake. Most 
of these wetlands have been drained and converted to irrigated agricultural 
fields now. The disruption of natural water flows into and out of the lake has 
interfered with sucker reproduction and has reduced the number of offspring 
they produce by as much as 95%. 

The outright loss of habitat experienced by the Lost River and shortnose 
suckers is commonly called habitat destruction, and it is not limited to species 
in the more developed world (Figure 14.5). Rates of habitat destruction caused 
by agricultural, industrial, and residential development accelerated through
out the twentieth century as Earth's total human population more than tripled 
from less than 2 billion in 1900 to over 6 billion today. This trend will likely 
continue as the human population continues to increase and become more 
affluent. As the amount of natural landscape declines, the number of species 
supported by the habitats in these landscapes naturally also decreases. 

The relationship between the size of a natural area and the number of species 
that it can support follows a general pattern called a species-area curve. A 
species-area curve for reptiles and amphibians on a West Indian archipelago is 



illustrated in Figure 14.6a. Similar graphs have been generated in studies of dif
ferent groups of organisms in a variety of habitats. Although the precise relation
ship between habitat area and number of species found in that habitat varies, the 
general pattern is that the number of species in an area increases rapidly as the 
size of the area increases, but the rate of increase slows as the area becomes very 
large. This rule of thumb, the approximation derived from the studies, is shown 
in Figure 14.6b. From the graph, we can estimate that a 90% decrease in land
scape area will cut the number of species living in the remaining area by half. 

Applying species-area curves to estimate extinction rates requires that we 
calculate the amount of natural landscape that has been lost in recent 
decades—a difficult task. Most studies have focused on tropical rain forests, 
which cover a broad swath of land roughly 20 degrees north and south of the 
equator. Tropical rain forests contain, by far, the greatest number of species of 
any habitat type on Earth. In 1988, biologist Edward O. Wilson estimated the 
rate of habitat destruction in the rain forest; he calculated that about 1% of the 
tropical rain forest is converted to agricultural use every year. Conservatively 
estimating the number of species in the rain forest at 5 million, Wilson applied 
the generalized species-area curve and projected that nearly 20,000 to 30,000 
species (about 0.5%) are lost each year due to rain forest destruction. 

More modern studies using images from satellites (Figure 14.7a) indicate that 
approximately 20,000 square kilometers (about 7722 square miles, an area the 
size of Massachusetts) of rain forest are cut each year in South America's Amazon 
River basin. This is a rate of 2% per year, or double Wilson's estimate. At this rate 
of habitat destruction, tropical rain forests will be reduced to 10% of their original 
size within about 35 years. If we apply the species-area curve, the habitat loss 
translates into the extinction of about 50% of species living in the Amazonian rain 
forest. Most of these species are small, and most are not even known to science; 
but if this prediction proves accurate, the extinct species in the rain forest would 
include about 50,000 of all known 250,000 species of plants, 1800 of the known 
9000 species of birds, and 900 of the 4500 species of mammals in the world. 

Of course, habitat destruction is not limited to tropical rain forests. When 
all of Earth's biomes are evaluated, freshwater lakes and streams, grasslands, 
and temperate forests are also experiencing high levels of modification. 
According to the IUCN, if habitat destruction around the world continues at 





its present rate, nearly one-fourth of all living species will be lost within the 
next 50 years. 

Some critics have argued that these estimates of future extinction are too high 
because not all groups of species are as sensitive to habitat area as the curve in 
Figure 14.6b suggests. Many species may still survive and even thrive in human-
modified landscapes. Other biologists contend that there are other threats to 
species, including habitat fragmentation, and therefore the rate of species loss is 
likely to be even higher than these estimates. 

Habitat Fragmentation. Habitat destruction rarely results in the complete loss 
of a habitat type. Often what results from human activity is habitat fragmentation, 
in which large areas of intact natural habitat are subdivided (Figure 14.7b). Habitat 
fragmentation is especially threatening to large predators, such as grizzly bears 
and tigers, because of their need for large hunting areas. 

Large predators require large, intact hunting areas due to a basic rule of bio
logical systems: Energy flows in one direction within an ecological system along a 
food chain, which typically runs from the sun to producers (photosynthetic 
organisms) to the primary consumers that feed on them, to secondary consumers 
(predators that feed on the primary consumers), and so on. Along the way, most of 
the calories taken in at one trophic level (that is, a level of the food chain) are used 
to support the activities of the individuals at that level and therefore are not avail
able for use by organisms at the next level. In other words, a substantial amount of 
the solar energy initially fixed by producers is dissipated—that is, given off as 
heat—at each level within a food web. You can see this in your own life; an aver
age adult needs to consume between 1600 and 2400 Calories per day simply to 
maintain his or her current weight. The flow of energy along a food chain leads to 
the principle of the trophic pyramid, the bottom-heavy relationship between the 
biomass (total weight) of populations at each level of the chain (Figure 14.8). 
Habitat destruction and fragmentation can cause the lower levels of the pyramid 
to shrink, depriving the top predators of adequate calories for survival. 

Habitat fragmentation also exposes wide-ranging predators to additional 
dangers. For example, grizzly bears need 200 to 2000 square kilometers of habi
tat to survive a Canadian winter, but the Canadian wilderness is increasingly 
bisected by roads built for tree harvesting. Each road represents an increased 
chance of grizzly-human interaction. Every interaction between grizzly bears 
and humans represents a greater danger to the bears than to humans. For exam
ple, of the 136 grizzlies that died in Canada's national parks between 1970 and 
1995, seventeen died of natural causes and 119 were killed by humans. 

The species that do remain in small fragments of habitat are more susceptible 
to extinction because populations in each fragment become isolated. Habitat 
fragmentation often makes it impossible for individuals to move from an area 
that has become unsuitable because of natural environmental changes to an area 
that is suitable. Isolated populations are also subject to genetic problems that 
threaten their long-term survival, as we discuss in detail later in the chapter. 



These genetic threats accrue to species whose populations are made small by 
other causes as well. 

Other Human Causes of Extinction 
According to the IUCN, the remaining threats to biodiversity posed by human 
activity play a role in about 40% of all cases of endangerment (Figure 14.7c-f 
on page 365). 

Introduced Species. Introduced species include organisms brought by 
human activity to a region where they previously had never been found. 
Introduced species are often dangerous to native species because they have not 
evolved together; for instance, many birds on oceanic islands such as Hawaii 
and New Zealand are unable to defend themselves from introduced ground 
hunters. On Hawaii, one of these introduced predators, the Pacific black rat, 
became very adept at raiding eggs from nests and contributed to the extinction 
of dozens of species of honeycreepers, birds found nowhere else on Earth. 
Even domestic cats can take an enormous toll on wildlife when introduced into 
new habitats. A recent study in Wisconsin estimated that free-ranging cats in 
that state kill approximately 39 million birds every year. 

Introduced species may also compete with native species for resources, 
causing populations of the native species to decline. For example, zebra 
mussels in the Great Lakes crowd out native mussel species as well as other 
organisms that filter algae from water, and the introduced vine known as 
kudzu shades over native trees and vines in the Southeast. 

When introduced species crowd out native species, it is not only their direct 
competitors that suffer. Other species that rely on the struggling natives may 
decline as well. For example, opposum shrimp were introduced into Montana's 
Flathead Lake as a potential food source for game fish, primarily kokanee 
salmon. Unfortunately, the shrimp competed with the kokanee for the same food 
source, and introduction of the shrimp led to sharp declines in kokanee abun
dance. As a result, bald eagles that relied on kokanee populations in Flathead 
Lake also declined. 

Humans continue to move species around the planet. As the global trade in 
agriculture and other goods continues to expand, the number of species intro
ductions are likely to increase over the next century without a concerted effort 
to prevent them. 

Overexploitation. When the rate of human destruction or use of a species out
paces its ability to reproduce, the species is subject to overexploitation. This often 
occurs when particular organisms are highly prized by humans, which is the case 
with animals and plants whose parts are used as medicinal therapies in some so
cieties. For instance, three of the planet's eight tiger species have become extinct, 
and the remaining species are gravely endangered, in part due to the demand for 
their bones for their purported ability to treat arthritis and their genitals, which 
are erroneously believed to reverse male impotence. Popular wild-grown herbal 
medicines—including echinacea, the common cold remedy discussed in 
Chapter 1—are also at risk of overexploitation. The Pacific yew, a tree that pro
duces the anticancer chemical taxol described in Chapter 5, faced the potential 
risk of extinction via overharvesting until production processes were developed 
to extract taxol from more common and faster-growing species of yew. 

Overexploitation is also likely when an animal competes directly with 
humans—as in the case of the gray wolf, which was nearly exterminated in the 
United States by human hunters determined to protect their livestock. Species 
that cross international boundaries during migration or live in the world's 
oceans are also highly susceptible to overexploitation since it can be difficult to 
maintain a healthy population when no single government can regulate the 
total harvest. The near extinction of numerous whale species occurred in the 
nineteenth and early twentieth centuries due to unregulated harvest by many 
nations. Stocks of cod, swordfish, and tuna are now similarly threatened. 



Pollution. The release of poisons, excess nutrients, and other wastes into the 
environment—a practice otherwise known as pollution—poses an additional 
threat to biodiversity. For example, the herbicide atrazine poses a risk to frogs 
and salamanders in agricultural areas of the United States; and nitrogen pollu
tion caused by fertilizer, automobile exhaust, and industrial emissions has led 
to drastic declines in populations of sensitive plant species within native grass
lands in Europe. Fertilizer pollution from farms in the Klamath Valley poses a 
risk to the shortnose and Lost River suckers. Increased levels of nitrogen and 
phosphorus from fertilizer that runs off into waterways have increased the 
growth of algae in Upper Klamath Lake; when these algae explode in numbers, 
the bacteria that feed on them flourish and rapidly use up the available oxygen 
in the water. This process of oxygen-depleting eutrophication results in large 
fish kills, not just in Upper Klamath Lake but also in rivers, ponds, and oceans 
that receive fertilizer runoff from farms. Eutrophication threatens dozens of 
fish and invertebrate species in the Gulf of Mexico, where fertilizer draining 
from farm fields in the midwestern United States creates a low-oxygen "dead 
zone" the size of New Jersey at the mouth of the Mississippi River. 

Perhaps the most serious pollutant released by humans is carbon dioxide, 
also a principal cause of global climate change (see Chapter 4). Computer mod
els that link predicted changes in climate to known ranges and requirements of 
over 1000 species indicate that 15% to 37% of these plants will face extinction in 
the next century as the climate changes. 

While determining the exact causes for why certain species are disappear
ing can sometimes be difficult, the evidence just discussed suggests that ESA 
critics who describe modern extinction rates as "natural" are incorrect. Over 
the past 400 years, humans have caused the extinction of species at a rate that 
appears to far exceed past rates, and it is clear that human activities continue 
to threaten thousands of additional species around the world. Earth appears 
to be on the brink of a sixth mass extinction of biodiversity—and the perva
sive global change causing this extinction is human activity. 

Many people who feel a moral responsibility to minimize the human im
pact on other species continue to support actions that conserve species despite 
the cost. However, in addition to supporting rights for nonhuman species, 
there is a practical reason to prevent the sixth extinction from occurring—the 
loss of nonhuman species can cause human suffering as well. 

14.2 The Consequences of Extinction 
Concern over the loss of biodiversity is not simply a matter of an ethical concern 
for nonhuman life. Humans have evolved with and among the variety of species 
that exist on our planet, and the loss of these species often results in negative con
sequences for us. In addition, the fossil record illustrated in Figure 14.2 (page 
361) reveals that it takes 5 to 10 million years to recover the biological diversity 
lost during a mass extinction. The species that replaced those lost in previous 
mass extinctions were also very different; for instance, after the mass extinction 
of the reptilian dinosaurs, mammals replaced them as the largest animals on 
Earth. We cannot predict what biodiversity will look like after another mass 
extinction. In other words, the mass extinction we may be witnessing today will 
have consequences felt by people in thousands of generations to come. 

Loss of Resources 

The Lost River and shortnose suckers were once numerous enough to support 
fishing and canning industries on the shores of Upper Klamath Lake. Even 
before the arrival of European settlers, the native people of the area relied heav
ily upon these fish as a mainstay of their diet. The loss of these species represents 
a tremendous impoverishment of wild food sources. The biological resources 



that are harvested directly from natural areas are numerous and diverse—for 
example, wood for fuel and lumber, shellfish for protein, algae for gelatins, and 
herbs for medicines. The loss of any of these species affects human populations 
economically; one estimate places the value of wild species in the United States 
at $87 billion a year, or about 4% of the gross domestic product. 

Wild species can also provide resources for humans in the form of unique 
biological chemicals. One example of a natural origin for valuable chemicals is 
the rosy periwinkle (Catharanthus roseus), which evolved on the island of 
Madagascar and has been exported around the world as a garden plant (Figure 
14.9a). In the 1950s, scientists interested in the medicinal properties of plants 
noted that several African populations used extracts of rosy periwinkle as a 
treatment for diabetes. While they did not find an effective diabetes treatment 
when they screened this plant, two different laboratories found that chemicals 
derived from it appeared to be quite effective at stopping the growth of cancer 
cells. These two drugs, vincristine and vinblastine, have contributed to major 
gains in the likelihood of survival from leukemia and Hodgkin's disease. If we 
are unable to screen living species due to their extinction, we will never know 
which ones might have provided compounds that would improve human lives. 
In Chapter 12, we describe a small fraction of the thousands of species that have 
provided valuable biochemicals to humans. 

Wild relatives of plants and animals that have been domesticated, such as 
agricultural crops and cattle, are also important resources for humans. Genes 
and gene variants that have been "bred out" of domesticated species are often 
still found in their wild relatives. These genetic resources represent a reservoir of 
traits that could be reintroduced into agricultural species through breeding or 
genetic engineering. Agricultural scientists who are attempting to produce better 
strains of wheat, rice, and corn look to the wild relatives of these crops as sources 
of genes for pest resistance and for traits that improve yields in specific environ
mental conditions. For example, the Mexican teosinte species Tea diploperennis 
(Figure 14.9b), discovered in 1977, appears to be an ancestor of modern corn. 
This species of teosinte is resistant to several viruses that plague cultivated corn; 
some genes that confer this resistance have been transferred via hybridization 
to produce disease-resistant varieties. Additionally, there is value in preserving 
wild relatives of domesticated crops in their natural habitats; often the wild 
organisms in these communities provide the key to reducing pest damage and 



disease on the domestic crop. For example, the wasp Catolaccus grandis consumes 
boll weevils and is used to control infestations of these pests in cotton fields 
(Figure 14.9c). C. grandis was discovered in the tropical forest of southern 
Mexico, where it parasitizes a similar pest in wild cotton populations. Of course, 
introducing an insect such as C. grandis into a new environment carries risk, even 
if the introduction is meant to reduce environmental damage. There are many 
examples of environmental disasters caused by introduced predators—for 
example, the cane toad, which was brought to Australia to control beetles in sug
arcane crops but now threatens the survival of several native frog species as well 
as their predators, which are poisoned by the toad's skin toxins. Often, a less 
risky approach to reducing pest damage to crops is to preserve nearby habitats 
and the ecological interactions that persist there. 

Disruption of Ecological Communities 
Although humans receive direct benefits from thousands of species, most 
threatened and endangered species are probably of little or no use to people. 
Even the Lost River and shortnose suckers, as valuable as they once were to the 



native people of the Klamath Basin, are not especially missed as a food source; 
no one has starved simply because these fish have become less common. 

In reality, most species are beneficial to humans because they are connected 
to other species and natural processes in a biological community, consisting of 
all the organisms living together in a particular habitat area. The complex link
age among organisms in a community is often referred to as a food web 
(Figure 14.10). Because relationships between species may be based on require
ments other than food, ecologists often use the phrase "web of life" to illustrate 
all of these interactions. As with a spider's web, any disruption in one strand of 
the web of life is felt by other portions of the web. Some rugs on the web cause 
only minor changes to the community, while others can cause the entire web to 
collapse. Most commonly, losses of strands in the web are felt by a small num
ber of associated species. However, some disruptions caused by the loss of 
seemingly insignificant species have the potential to be felt by humans, espe
cially when we rely on a functional community for particular products or serv
ices. Some examples of this phenomenon are described next. 

Mutualism: How Bees Feed the World. An interaction between two species 
that benefit each other is called mutualism. Cleaner fish that remove and 



consume parasites from the bodies of larger fish, fungi called mycorrhizae that 
increase the mineral absorption of plant roots while consuming the plant's sugars 
(Figure 14.11), and ants that find homes in the thorns of acacia trees and defend 
the trees from other insects are examples of mutualism. The mutualistic interac
tion between plants and bees is perhaps the most often described example. 

Bees are the primary pollinators of many species of flowering plants; that 
is, they transfer sperm, in the form of pollen grains, from one flower to the 
female reproductive structures of another flower. The flowering plant benefits 
from this relationship because insect pollination increases the number and 
vigor of seeds that the plant produces. The bee benefits by collecting excess 
pollen and nectar to feed itself and its relatives in the hive (Figure 14.12). 

Wild bees pollinate at least 80% of all the agricultural crops in the United 
States, providing a net benefit of about $8 billion. In addition, populations of 
wild honeybees have a major and direct impact on many more billions of 
dollars of agricultural production around the globe. 

Unfortunately, bees have suffered dramatic declines in recent years. Accord
ing to the U.S. Department of Agriculture, we are facing an "impending polli
nation crisis" because both wild and domesticated bees are disappearing at 
alarming rates. These dramatic declines are believed to result from an increased 
level of bee parasites (infectious organisms that cause disease or drain energy 
from their hosts), competition with the invading Africanized honeybees ("killer 
bees"), and habitat destruction. The extinction of these inconspicuous mutual-
ists of crop plants would be extremely costly to humans. 

Predation: How Songbirds May Save Forests. A species that survives by eat
ing another species is typically referred to as a predator. The word conjures up 
images of some of the most dramatic animals on Earth: cheetahs, eagles, and 
killer whales. You might not picture wood warblers, a family of North American 
bird species characterized by their small size and colorful summer plumage, as 
predators; however, these beautiful songsters are voracious consumers of insects 
(Figure 14.13a). The hundreds of millions of individual warblers in the forests of 
North America collectively remove literally tons of insects from forest trees and 
shrubs every summer. Most of these insects prey on plants. By reducing the 
number of insects in forests, warblers reduce the damage that insects inflict on 
forest plants. The results of a study that excluded birds from white oak seedlings 
showed that the trees were about 15% smaller because of insect damage over 
2 years, as compared to trees from which birds were not excluded. However, 
other studies have shown less dramatic benefits. 

Although scientists still disagree about how important warblers and other 
insect-eating birds are to the survival of trees, most agree that reducing the num
ber of forest pests increases the growth rate of the trees. Harvesting trees for paper 
and lumber production fuels an industry worth over $200 billion in the United 



States alone. At least some of the wood harvested by the timber industry was pro
duced only because warblers were controlling insects in forests (Figure 14.13b). 

Many species of forest-inhabiting warblers appear to be experiencing 
declines in abundance. The loss of warbler species has several causes, including 
not only habitat destruction in their summer habitats in North America and 
their winter habitats in Central and South America but also increased predation 
by human-associated animals such as raccoons and house cats. Although other, 
less-vulnerable birds may increase in number when warblers decline, the war
blers' effects on insect pest populations may not be completely replaced by less 
insect-dependent birds. If smaller warbler populations correspond to lower for
est growth rates and higher levels of forest disease, then these tiny, beautiful 
birds definitely have an important effect on the human economy. 

Competition: How a Deliberately Infected Chicken Could Save a Life. When 
two species of organisms both require the same resources for life, they will be in 
competition for the resources within a habitat. We may imagine lions and hyenas 
fighting over a freshly killed antelope or weeds growing in our vegetable gardens 
as typical examples of competition, but most competitive interactions are invisible. 

In general, competition limits the size of competing populations. To deter
mine whether two species that use similar resources are competing, we remove 
one from an environment. If the population of the other species increases, then 
the two species are competitors. One of the least visible forms of competition 
occurs among microorganisms. Competitive interactions among microbes may 
be among the most essential factors for maintaining the health of people and 
communities. 

Salmonella enteritidis is a leading cause of food-borne illness in the United 
States. Between 2 million and 4 million people in this country will be infected 
by this bacterium in the coming year, and they will experience fever, intestin
al cramps, and diarrhea as a result. In about 10% of cases, the infection results 
in severe illness requiring hospitalization. If it is not treated promptly, the 
infected individuals may die. Nearly 400 to 600 Americans die as a result of 
S. enteritidis infection every year. 

Most S. enteritidis infections result from consuming raw or improperly 
cooked poultry products, especially eggs. The U.S. Centers for Disease Control 
estimate that as many as 1 in 50 consumers are exposed to eggs contaminated 
with S. enteritidis every year. Most of these eggs have had their shells disinfec
ted and do not look damaged in any way; the bacteria were deposited in the 
egg by the hen when the egg was forming inside her. Thus, the only way to 
prevent S. enteritidis from contaminating eggs is to keep it out of hens. 



A common way to control S. enteritidis is to feed hens antibiotics—chemicals 
that kill bacteria. However, like most microbes, S. enteritidis strains can evolve 
drug resistance if some members of the population contain genes that allow 
them to survive the effects of the antibiotic. Another way to reduce the chance of 
S. enteritidis infection in poultry is to reduce the amount of resources available 
for the bacteria's growth. Most S. enteritidis infections originate in an animal's 
digestive system. If another bacterial species is already monopolizing the food 
and available space in a hen's digestive system, then S. enteritidis has trouble 
colonizing there. Some poultry producers now intentionally infect hens' diges
tive systems with harmless bacteria, via a practice called competitive exclusion, 
to reduce S. enteritidis levels in their flocks. This technique involves feeding 
cultures of benign bacteria to one-day-old birds. When the harmless bacteria 
become established in their intestines, the chicks will be less likely to host large 
S. enteritidis populations (Figure 14.14). There is evidence that this practice is 



working; S. enteritidis infections in chickens have dropped by nearly 50% in the 
United Kingdom, where competitive exclusion in poultry is common practice. 

The competitive exclusion of S. enteritidis in hens mirrors the role of some 
human-associated bacteria, such as those that normally live within our intes
tines and genital tracts. For instance, many women who take antibiotics for a 
bacterial infection will then develop vaginal yeast infections because the antibi
otic kills noninfectious bacteria as well, including species in the genital tract that 
normally compete with yeast. Mamtaining competitive interactions between 
larger species can be important for humans as well. For instance, in temporary 
ponds, the main competitors for the algae food source are mosquitoes, tadpoles, 
and snails. In the absence of tadpoles and snails, mosquito populations can 
become quite large—potentially with severe consequences since these insects 
may carry deadly diseases such as malaria, West Nile virus, and yellow fever. 
With frogs and their tadpoles increasingly endangered, this risk is a real one. 

Keystone Species: How Wolves Feed Beavers. Table 14.1 summarizes the 
major types of ecological interactions among organisms. However, this table em
phasizes the effects of each interaction on the species directly involved; it does 
not illustrate that many of these interactions may have multiple indirect effects. 
Look again at the food web pictured in Figure 14.10 on pages 370-371. None of 
the species in the prairie's biological community is connected to only one other 
species—they all eat something, and most of them are eaten by something else. 
You can imagine that badgers, by preying on deer mice, have a negative effect on 
rattlesnakes, which they compete with for these mice, and a more indirect posi
tive effect on ground squirrels, which compete with mice for grass seeds. The ex
istence of indirect effects of varying importance has led ecologists to hypothesize 



that in at least some communities, the activities of a single species can play a dra
matic role in determining the composition of the system's food web. These or
ganisms are called keystone species because their role in a community is 
analogous to the role of a keystone in an archway (Figure 14.15a). Remove the 
keystone, and an archway collapses; remove the keystone species, and the web 
of life collapses. Biologists can point to several examples of keystone species, 
including the population of gray wolves in Yellowstone National Park. 

Gray wolves were exterminated within Yellowstone National Park by the 
mid-1920s because of a systematic, highly effective campaign to rid the American 
West of this occasional predator of livestock. However, by the 1980s, increased 
understanding and appreciation of these animals by the American public led to 
renewed interest in returning wolves to their historical homeland. In the mid-
1990s, thirty-one wolves originally trapped in Canada were released into Yellow
stone National Park. By the end of 2003, this number had grown to at least 301 
wolves in over 30 packs, living both in the park and in surrounding public lands. 
During the time that wolves were extinct in the park, biologists noticed dramatic 
declines in populations of aspen, cottonwood, and willow trees. They attributed 
this decline to an increase in the consumption of these trees by elk, especially 
during winter when grasses become unavailable. However, just a few years after 
wolf reintroduction, aspen, cottonwood, and willow tree growth has rebounded 
in some areas of the park (Figure 14.15b). Besides the regions near active wolf 
dens, these areas include places on the landscape where elk have limited ability 
to see approaching wolves or to escape. Thus, they will stay away from these 
areas to avoid wolf predation. Wolves, by both reducing elk numbers and chang
ing elk behavior, appear to be an important factor in maintaining large popula
tions of hardwood trees in Yellowstone Park. 

The rebound of aspen, cottonwood, and willow populations in Yellow
stone has effects on other species as well. Beaver rely on these trees for food, 
and their populations appear to be growing in the park after decades of 
decline. Warblers, insects, and even fish that depend on shelter, food, and 
shade from these trees are increasing in abundance as well. Wolves in Yellow
stone appear to fit the profile of a classic keystone species, one whose removal 
had numerous and surprising effects on biodiversity in the park. Since biolo
gists cannot usually predict which species, if any, will act as keystones in a 
community, it is often impossible to know whether the rippling effects of one 
extinction will change that community forever. 

Changed Ecosystems 
As the examples in the previous section illustrate, the extinction of a single 
species can have sometimes surprising effects on other species in a habitat. What 
may be even less apparent is how the loss of seemingly insignificant species can 
change the environmental conditions on which the entire community depends. 

Ecologists define an ecosystem as all of the organisms in a given area, 
along with their nonbiological environment. The function of an ecosystem is 
described in terms of the rate at which energy flows through it and the rate at 
which nutrients are recycled within it. The loss of some species can dramati
cally affect both of these ecosystem properties. 

Energy Flow. In nearly all ecosystems, the primary energy source is the sun. 
As discussed in Chapter 4, producers convert sun energy into chemical energy 
during the process of photosynthesis, and the energy is passed through trophic 
levels making up a food chain; energy is then partitioned among trophic levels in 
a bottom-heavy trophic pyramid (review Figure 14.8 on page 366). The amount 
of sunlight reaching the surface of the Earth and the availability of water at any 
given location are the major determiners of both trophic pyramid structure and 
energy flow through it. (Chapter 15 provides a summary of how variance in sun
light and water availability leads to differences in Earth's ecosystem types.) 



However, the biodiversity found in an ecosystem can also have strong effects on 
energy flow within it. 

Studies in grasslands throughout the world have provided convincing 
evidence that loss of species can affect energy flow. By comparing experi
mental prairie "gardens" planted with the same total number of individual 
plants but with different numbers of species, scientists at the University of 
Minnesota and elsewhere have discovered that the overall plant biomass 
tends to be greater in more diverse gardens. This research indicates that a 
decline in diversity, even without a decline in habitat, may lead to less 
energy being made available to organisms higher on the food chain, includ
ing people who depend on wild-caught food. 

Nutrient Cycling. When essential mineral nutrients for plant growth pass 
through a food web, they are generally not lost from the environment—hence 
the term nutrient cycling. Figure 14.16 illustrates the nitrogen nutrient cycle 
in a natural prairie. Nitrogen is a major component of protein, and abundant 
protein is essential for the proper growth and functioning of all living organ
isms. Nitrogen is therefore often the nutrient that places an upper limit on 
production in most ecosystems—more nitrogen generally leads to greater pro
duction, while areas with less available nitrogen can support fewer plants 
(and therefore animals). 

You should note as you review Figure 14.16 that plants absorb simple 
molecules from the soil and incorporate them into more complex molecules. 
These complex molecules move through the food web with relatively minor 
changes until they return to the soil. Here, complex molecules are broken 
down into simpler ones by the action of decomposers, typically bacteria and 
fungi. Changes in the soil community can greatly affect nutrient cycling and 
thus the survival of certain species in ecosystems. Scientists investigating the 
effects of introduced earthworms that have replaced native soil communities 
in forests throughout the northeastern United States have observed dramatic 



reductions in the diversity and abundance of plants on the forest floor 
(Figure 14.17). These changes in the plant community may be related to the 
effects on nutrient cycling resulting from this change in the soil community. 

The loss of biodiversity can clearly have profound effects on the health of 
communities and ecosystems on which humans depend. However, contro
versy exists over whether the current extinction may negatively affect our 
own psychological well-being. 

Psychological Effects 
Some scientists argue that the diversity of living organisms sustains humans 
by satisfying a deep psychological need. One of the most prominent scientists 
to promote this idea is Edward O. Wilson, who calls this instinctive desire to 
commune with nature biophilia. 

Wilson contends that people seek natural landscapes because our distant 
ancestors evolved in similar landscapes (Figure 14.18). According to this 
hypothesis, ancient humans who had a genetic predisposition driving them to 
find diverse natural landscapes were more successful than those without this 
predisposition, since diverse areas provide a wider variety of food, shelter, 
and tool resources. Wilson claims that we have inherited this genetic imprint 
of our preagricultural past. 

While there is no evidence of a gene for biophilia, there is evidence that our 
experience with nature has powerful psychological effects. Studies in dental clin
ics indicate that patients viewing landscape paintings experience a 10- to 15-point 
decrease in blood pressure. Patients in a Philadelphia hospital who could see 
trees from their windows recovered from surgery more quickly and required 
fewer pain medications than did patients whose views were of brick walls. Indi
vidual experiences with pets and houseplants indicate that many people derive 
great pleasure from the presence of nonhuman organisms. Although not conclu
sive, these studies and experiences are intriguing since they suggest 
that a continued loss of biodiversity could make life in human society less 
pleasant overall. 



14.3 Saving Species 
So far in this chapter, we have established the possibility of a modern 
mass extinction occurring, and we have described the potentially serious 
costs of this loss of biodiversity to human populations. Since current elevated 
extinction rates are largely a result of human activity, reversing the trend of 
species loss requires mostly political and economic, rather than scientific, de
cisions. But what can science tell us about how to stop the rapid erosion of 
biodiversity? 

Protecting Habitat 
Without knowing exactly which species are closest to extinction and where 
they are located, the most effective way to prevent loss of species is to pre
serve as many habitats as possible. The same species-area curve that Wilson 
used to estimate the future rate of extinction also gives us hope for reducing 
this number. According to the curve in Figure 14.6b (page 364), species diver
sity declines rather slowly as habitat area declines. Thus, in theory, we can 
lose 50% of a habitat but still retain 90% of its species. This estimate is opti
mistic because habitat destruction is not the only threat to biodiversity, but the 
species-area curve tells us that if the rate of habitat destruction is slowed or 
stopped, extinction rates will slow as well. 

Protecting the Greatest Number of Species. Given the growing human 
population, it is difficult to imagine a complete halt to habitat destruction. 
However, biologist Norman Myers and his collaborators have concluded that 
25 biodiversity "hotspots," making up less than 2 percent of Earth's surface, 
contain up to 50 percent of all mammal, bird, reptile, amphibian, and plant 
species (Figure 14.19). Hotspots occur in areas of the globe where favorable cli
mate conditions lead to high levels of plant production, such as rain forests, and 
where geological factors have resulted in the isolation of species groups, 
allowing them to diversify. Stopping habitat destruction in these hotspots could 
greatly reduce the global extinction rate. By focusing conservation efforts on 
hotspot areas at the greatest risk, humans can very quickly prevent the loss of a 
large number of species. Of course, preserving these biodiversity hotspots is not 
easy. It requires the concerted actions of a diverse community of nations and 



people, some of whom must also address pressing concerns of poverty, hunger, 
and disease. Even with habitat protection, many species in these hotspots will 
likely become extinct anyway for other human-mediated reasons. 

In the long term, we must find ways to preserve biodiversity while including 
human activity in the landscape. One option is ecotourism, which encourages 
travel to natural areas in ways that conserve the environment and improve the 
well-being of local people. Some hotspot countries, such as Costa Rica and Kenya, 
have used ecotourism to preserve natural areas and provide much-needed jobs; 
other countries have been less successful. 

While preserving hotspots may greatly reduce the total number of extinc
tions, this approach has its critics, who say that by promoting a strategy that 
focuses intensely on small areas, we risk losing large amounts of biodiversity 
elsewhere. These critics promote an alternative approach—identifying and 
protecting a wide range of ecosystem types—designed to preserve the greatest 
diversity of biodiversity rather than just the largest number of species. 

Protecting Habitat for Critically Endangered Species. Although preserv
ing a variety of habitats ensures fewer extinctions, already endangered species 
require a more individualized approach. The ESA requires the U.S. Depart
ment of Interior to designate critical habitats for endangered species; that is, 
areas in need of protection for the survival of the species. The amount of criti
cal habitat that becomes designated depends on political as well as biological 
factors. The biological part of a critical habitat designation includes conduct
ing a study of habitat requirements for the endangered species and setting a 
population goal for it. The U.S. Department of Interior's critical habitat desig
nation has to include enough area to support the recovery population. How
ever, federal designation of a critical habitat results in the restriction of human 
activities that can take place there. The U.S. Department of Interior has the 
ability to exclude some habitats from protection if there are "sufficient eco
nomic benefits" for doing so—a decision that is in some part political. 

Decreasing the Rate of Habitat Destruction. Preserving habitat is not sim
ply the job of national governments that set aside lands in protected areas or of 
private conservation organizations that purchase at-risk habitats. All of us can 
take actions to reduce habitat destruction and stem the rate of species 
extinction. Conversion of land to agricultural production is a major cause of 
habitat destruction, and so eating lower on the food chain and reducing your 
consumption of meat and dairy products from animals that are fed field crops is 
one of the most effective actions you can take. Reducing your use of wood and 
paper products, and limiting your consumption of these products to those har
vested sustainably (that is, in a manner that preserves the long-term health of 
the forest), can help slow the loss of forested land. 

Other measures to decrease the rate of habitat destruction require group 
effort. For instance, increased financial support for developing countries and 
the reduction of their international debt may help slow the rate of habitat 
destruction. These actions allow countries to invest money in technologies 
that decrease their use of natural resources. Strategies that slow the rate of 
human population growth offer more ways to avoid mass extinction. You can 
participate in group conservation efforts by joining nonprofit organizations 
focused on these issues, writing to politicians, and educating others. 

Although protecting habitat from destruction can reduce extinction rates for 
species on the brink of extinction—like the shortnose and Lost River suckers— 
preserving habitat is not enough. Populations can become so small that they can 
disappear, even with adequate living space. Recovery plans for both the Lost 
River and shortnose suckers set a short-term goal of one stable population made 
up of at least 500 individuals for each unique stock of suckers. To understand 
why at least this many individuals are required to protect the species from extinc
tion, we need to review some of the special problems faced by small populations. 



Protection from Environmental Disasters 
A species' growth rate is influenced by how long the species takes to repro
duce, how often it reproduces, the number of offspring produced each time, 
and the death rate of individuals under ideal conditions. For instance, species 
that reproduce slowly take longer to grow in number than do species that 
reproduce quickly. Thus the growth rate of an endangered species influences 
how rapidly that species can attain a target population size. Shortnose and 
Lost River suckers have relatively high growth rates and will meet their pop
ulation goals quickly if the environment is ideal (Figure 14.20a). For slower-
growing species, such as the California condor (Figure 14.20b), populations 
may take decades to recover. The rate of recovery is important because the 
longer a population remains small, the more it is at risk of experiencing a cat
astrophic environmental event that could eliminate it entirely. The story of the 
heath hen is a classic example of the dangers facing small populations. 

The heath hen was a small wild chicken that once ranged on the East Coast 
of the United States, from Maine to Virginia (Figure 14.21). In the eighteenth 
century, the heath hen population numbered in the hundreds of thousands of 
individuals, and the birds were a favorite wild meal of European settlers. Con
tinued settlement of the eastern seaboard of the United States resulted in the 
loss of heath hen habitat and increased hunting, causing the rapid and dra
matic decline of the birds' population. By the end of the nineteenth century, 
the only remaining heath hens lived on Martha's Vineyard, a 100-square-mile 
island off the coast of Cape Cod. Farming and settlement on the island further 
reduced the habitat for heath hen breeding. By 1907, only 50 heath hens were 
present on the island. 



Recognizing the precariousness of the population, Massachusetts estab
lished a 2.5-square-mile reserve for the remaining birds on Martha's Vineyard 
in 1908. The establishment of this sanctuary seemed to be the solution to the 
heath hen's precipitous decline. By 1915, the population was recovering and 
had grown to nearly 2000 individuals. However, beginning in 1916, a series of 
disasters struck the remaining birds. First, fire destroyed much of the species' 
breeding habitat on the island. The following winter was long and cold, and an 
invasion of starving predatory goshawks from the north further reduced the 
heath hen population. Finally, a poultry disease brought to Martha's Vineyard 
in imported domestic turkeys wiped out much of the remaining population. 
By 1927, only 14 heath hens remained—almost all males. The last surviving 
member of the species was spotted for the last time on March 11,1932. 

The final causes of heath hen extinction were natural events—fire, harsh 
weather, predation, and disease. But it was human-caused habitat loss and 
human hunting that initially caused the population to become more vulnera
ble to these relatively common challenges. A population of 100,000 individu
als can weather a disaster that kills 90% of its members but leaves 10,000 
survivors; but a population of 1000 individuals will be nearly eliminated by 
the same circumstances. Even when human-caused losses to the heath hen 
population were halted, the species' survival was still extremely precarious. 

Small populations of endangered species can still be protected from the fate 
that befell the heath hen. Having additional populations of the species at sites 
other than Martha's Vineyard would have nearly eliminated the risk that all 
members of the population would be exposed to the same series of environmen
tal disasters. This is the rationale behind placing captive populations of endan
gered species at several different sites. For instance, captive whooping cranes are 
located at the U.S. National Biological Service's Patuxent Wildlife Research 
Center in Maryland, the International Crane Foundation in Wisconsin, the 
Calgary Zoo in Canada, and the Audubon Center for Endangered Species 
Research in New Orleans. However, if populations of endangered species 
remain small in number, they are subject to a more subtle but potentially equally 
devastating situation—the loss of genetic variability. 

Protection from Loss of Genetic Diversity 
A species' genetic variability is the sum of all of the alleles and their distribu
tion within the species. Differences among alleles produce the variety of traits 
within a population. For example, the gene that determines your ABO blood 
type comes in three different forms, and the combination of alleles that you 
possess determines whether your blood type is O, A, B, or AB. Thus a popula
tion containing all three blood-type alleles contains more genetic variability 
for this gene than does a population with only two alleles. 

The loss of genetic variability in a population is a problem for two reasons: 
(1) On an individual level, low genetic variability leads to low fitness; and (2) 
on a population level, rapid loss of genetic variability may lead to extinction. 

The Importance of Individual Genetic Variability. As discussed in Chapter 10, 
fitness refers to an individual's ability to survive and reproduce in a given set of 
environmental conditions. Low individual genetic variability decreases fitness for 
two reasons. We can use an analogy to illustrate them. First, imagine that you 
could own only two jackets (Figure 14.22a). If both are blazers, then you would be 
well prepared to meet a potential employer. However, if you had to walk across 
campus to your job interview in a snowstorm, you would be pretty uncomfort
able. If you own two parkas, then you will always be protected from the cold, but 
you would look pretty silly at a dinner party. However, if you own one warm jack
et and one blazer, you are ready for slush and snow as well as a nice date. In a way, 
individuals experience the same advantages when they carry two different func
tional alleles for a gene—that is, when they are heterozygous for codominant 
alleles. In this case, since each allele codes for a functional protein, a heterozygous 



individual produces two, slightly different proteins for the same function. If the 
protein produced by each allele works best in different environments (for instance, 
if one works best at high temperatures and the other at moderate temperatures), 
then heterozygous individuals are able to function efficiently over a wider range 
of conditions than are homozygotes, who only make one version of the protein. 

The second reason high individual genetic variability increases fitness is 
that, in many cases, one allele for a gene is deleterious—that is, it produces a 
protein that is not very functional. In our jacket analogy, a nonfunctional, dele
terious allele is equivalent to a badly torn jacket. If you have this jacket and an 
intact one, at least you have one warm covering (Figure 14.22b). In this case, het
erozygosity is valuable because a heterozygote still carries one functional copy 
of the gene. Often these deleterious alleles are recessive, meaning that the activ
ity of the functional allele in a heterozygote masks the fact that a deleterious 
allele is present (see Chapter 6). An individual who is homozygous (carries two 
identical copies of a gene) for the deleterious allele will have low fitness—in our 
analogy, two torn jackets and nothing else. For both of these reasons, when 
individuals are heterozygous for many genes, (or, in our analogy, have two 
choices for all clothing items), the cumulative effect is often greater fitness 
relative to individuals who are homozygous for many genes. 

In a small population, where mates are more likely to be related to each 
other than in a very large population simply because there are fewer mates to 
choose from, heterozygosity declines. When related individuals mate— 
known as inbreeding—the chance that their offspring will be homozygous 
for any allele is relatively high. The negative effect of homozygosity on fitness 
is known as inbreeding depression. This is seen in humans as well as in other 
species; numerous studies consistently show that the children of first cousins 
have higher mortality rates (thus lower fitness) than children of unrelated 



parents. Because these children are the offspring of close relatives, they are 
more likely to have high homozygosity as compared to the children of nonrel-
atives. In a small population of an endangered species, low rates of survival 
and reproduction that are associated with high rates of inbreeding can seri
ously hamper a species' ability to recover from endangerment. 

How Variability Is Lost via Genetic Drift. Small populations lose genetic 
variability because of genetic drift, a change in the frequency of an allele 
within a population that occurs simply by chance. Although in Chapter 11 we 
discussed genetic drift as a process for causing evolutionary change, in a small 
population, genetic drift can have detrimental consequences also. 

Imagine a human population in which the frequency of blood-type allele A 
is 1%; that is, only 1 out of every 100 blood-type genes in the population is the 
A form (we use the symbol IA). In a population of 20,000 individuals, we cal
culate the total number of IA alleles as follows: 

total number of blood-type alleles in population = 

total population X 2 alleles/person 

20,000 X 2 = 40,000 

total number of IA alleles = 

total number of alleles in population X frequency of allele I 

40,000 X 1% = 40,000 X 0.01 

= 400 

If a few of the individuals who carry the IA allele die accidentally before 
they reproduce, the number of copies of the allele drops slightly in the next 
generation of 20,000 people—down to about 385 out of 40,000 alleles. The 
chance occurrences that lead to this drop result in a new allele frequency: 

frequency of IA alleles in population = 

total number of I alleles/total number of blood-type 
alleles in population 

The change in frequency from 1% to 0.96% is the result of genetic drift. 
A change in allele frequency of 0.04% is relatively minor. Hundreds of indi

viduals will still carry the IA allele. It is likely that in a subsequent generation, a 
few individuals carrying allele IA will have an unusually large number of off
spring, thus increasing the allele's frequency within the next generation. 

Now imagine the effects of genetic drift on a small population. In a population 
of only 200 individuals and with an IA frequency at 1%, only 4 of the individuals 
in the population carry the allele. If 2 of these individuals fail to pass it on, the 
frequency will drop to 0.5%. Another chance occurrence in the following genera
tion could completely eliminate the two remaining I alleles from the population. 
Thus genetic drift occurs more rapidly in small populations and is much more 
likely to result in the complete loss of alleles (Figure 14.23). In most populations, 
alleles that are lost through genetic drift have relatively small effects on fitness at 
the time. However, many alleles that appear to be nearly neutral with respect to 
fitness in one environment may have positive fitness in another environment. 
When this is the case, their loss may spell disaster for the entire species. 

The Consequences of Low Genetic Variability in a Population. Populations 
with low levels of genetic variability have an insecure future for two reasons. 



First, when alleles are lost, the level of inbreeding depression in a population 
increases, which means lower reproduction and higher death rates, leading 
to declining populations that are susceptible to all the other problems of small 
populations. Second, populations with low genetic variability may be at risk 
of extinction because they cannot evolve in response to changes in the envi
ronment. When few alleles are available for any given gene, it is possible that 
no individuals in a population will possess an adaptation that allows them to 
survive an environmental challenge. For example, there is some evidence that 
individuals with type A blood are more resistant to cholera and bubonic 
plague than are people with type O or B blood. Therefore, possessing the IA 

allele may be neutral relative to other blood-type alleles in places where these 
diseases are rare, but it could be an advantage where the diseases are com
mon. If blood-type A really does protect against some infectious diseases, 
those individuals who carry an IA allele will survive if a population is exposed 
to bubonic plague, and the population will persist. If a population has lost di
versity and contains no individuals carrying the IA allele, then it may become 
extinct upon exposure to bubonic plague. 

As is often the case, there are some exceptions to the "rules" just described. 
For example, widespread hunting of northern elephant seals in the 1890s re
duced the population to 20 individuals, thus probably wiping out much of the 
genetic variation in the species. However, elephant seal populations have re
bounded to include about 150,000 individuals today. The dramatic recovery of 
elephant seals is apparently unusual. There are many more examples of pop
ulations that suffer because of low genetic variability. The Irish potato is per
haps the most dramatic example of this condition. 

Potatoes were a staple crop of rural Irish populations until the 1850s. 
Although the population of Irish potatoes was high, it had remarkably low 
genetic variability. First, potatoes are not native to Ireland (in fact, they origi
nated in South America), so the crop was limited to just a few varieties that 
were originally imported. In fact, most of the potatoes grown on the island 
were of one variety, called Lumper for its bumpy shape. Second, new potato 
plants are grown from potatoes that are produced by the previous year's 
plants and thus are genetically identical to their parents. This agricultural 
practice ensured that all of the potatoes in a given plot had identical alleles 
for every gene. All available evidence indicates that the genetic variability of 
potatoes grown in Ireland during the nineteenth century was extremely low. 



When the organism that causes potato blight arrived in Ireland in Septem
ber 1845, nearly all of the planted potatoes became infected and rotted in the 
fields (Figure 14.24). The few potatoes that by chance escaped the initial infec
tion were used to plant the following year's crops. Some varieties of potatoes 
in South America carry alleles that allow them to resist potato blight and es
cape an infestation unaffected. However, apparently very few or no Irish po
tatoes carried these alleles; and in 1846, the entire Irish potato crop failed. 
Because of this failure and another in 1848, along with the ruling British gov
ernment's harsh policies that inhibited distribution of food relief, nearly 1 mil
lion Irish peasants died of starvation and disease, and another 1.5 million 
peasants emigrated to North America. 

Irish potatoes descended from a small group of plants that were missing 
the allele for blight resistance, so even an enormous population of these plants 
could not escape the catastrophe caused by this disease. Similarly, since small 
populations lose genetic variability rapidly through genetic drift, preventing 
endangered species from declining to very small population levels may be 
critical for avoiding a similar genetic disaster. These historical situations sup
port the current need to preserve adequate numbers of Lost River and short-
nose suckers, even at the expense of crop production in the Klamath Basin, in 
order to save these species from extinction. 

14.4 Protecting Biodiversity Versus 
Meeting Human Needs 

Saving the Lost River and shortnose suckers from extinction requires protect
ing all of the remaining fish and restoring the habitat they need for reproduc
tion. These actions cause economic and emotional suffering for humans who 
make their living in the Klamath Basin. In fact, many actions necessary to save 
endangered species result in immediate problems for people. As pointed out 
earlier by the Oregon State University student, we need to balance the costs 
and benefits of preserving endangered species. 

A provision of the Endangered Species Act allows members of a commit
tee to weigh the relative costs and benefits of actions taken to protect endan
gered species. The Endangered Species Committee, which includes the U.S. 
Secretaries of Agriculture and the Interior as well as the Chairman of the 
Council of Economic Advisors, has convened a number of times for this pur
pose. This so-called God Squad decides if they should overrule a federal ac
tion meant to save an endangered species in order to protect the livelihoods of 
people. Farmers in the Klamath Basin have advocated for a God-Squad ruling 
on the diversion of water from Upper Klamath Lake, but history suggests that 
a decision is not likely to be in their favor. The Endangered Species Committee 
convened only four times from 1973 through 2001, and it has granted two ex
emptions, one of which was essentially overturned by the subsequent presi
dential administration. 

If the debate in the Klamath Basin follows the pattern set by other ESA 
controversies, a political solution that causes some economic hardship while 
ensuring the immediate survival of the fish will prevail. Biologists working 
on the problem agree that the recovery goal for shortnose and Lost River 
suckers is high enough to ensure short-term survival (50 years), but it is not 
high enough to ensure both species' long-term survival (500 years). The biol
ogists' assessment is based on computer models predicting how the popula
tion will respond to predicted environmental changes. The recovery 
population size of 500 is large enough to withstand environmental catastro
phes in the short term, but in the long term, continued loss of genetic vari
ability results in the extinction of populations of only 500 fish in their models. 



The risk to the long-term survival of the fish helps balance the cost to the 
farmers of the Klamath Basin. The short-term cost to farmers was somewhat 
alleviated when they received federal disaster assistance to help them adjust 
to the loss of lake-derived irrigation water. While recent increases in rainfall 
have helped provide enough water for both farmers and fish and reduced the 
level of conflict, the federal government continues to purchase farmland 
from willing sellers in the Basin in order to protect and restore the fishes' 
habitat. The U.S. Fish and Wildlife Service hopes that this long-term solution 
will help provide adequate habitat for the survival of both the shortnose and 
Lost River suckers. 

The ESA has been a successful tool for bringing species such as the pere
grine falcon, American alligator, and gray wolf back from the brink of ex
tinction, but all of these successes have come with some cost to citizens. If 
the solution to these and other endangered species controversies is any 
guide, many Americans are willing to devote tax dollars to efforts that 
balance the needs of people and wildlife in order to protect our natural 
heritage. 

As with any challenge that humans face, the best strategy for preserving 
biodiversity is to prevent species from becoming endangered to begin with. 
Table 14.2 provides a list of actions that can help preserve biodiversity. Meet
ing this challenge requires some creativity, but it is often possible to provide 
for the needs of people while preserving our natural heritage. However, it will 
take all of us to help keep the equation in balance. 







chapter 15 



H
ow do you answer the question, "Where do 
you live?" Most of us would respond with a 
neighborhood or street address to someone 
from our community, a city or town name to 

someone from elsewhere in our state, or a state or country name to some

one who lives far away. Not too many of us would give a reply such as "the 

Sonoran Desert" or "the boreal forest." These descriptions of the natural 

environment in which we live can be thought of as biological addresses. Our 

biological addresses include the native vegetation and the resident animals, 

fungi, and microbes that share, or once shared, our living space. 

In this chapter, we will explore factors that help to determine the 

qualities of a particular biological address by guiding you to learn more 

about your own natural neighborhood. See if you can answer the following 

questions: 

• Is the native vegetation of the place where you live forest, grassland, 

or desert? 

• What are the seasonal weather changes in your area? 

• Can you describe the physical characteristics of three plant species that 

are native to your area? 



• What is the largest mammalian predator that lives, or once lived, in the 
habitat that is now your neighborhood? 

• Can you describe three native bird species that breed in your region? 

Is it important to know the answers to questions like these? Consider that 
many Americans would have a difficult time answering at least some of these 
questions. Human settlements around the United States are remarkably similar, 
and many of us have little experience with local habitats in their pre-settlement 
condition. Knowing the answers to these questions implies bioregional aware
ness, an understanding of local environmental conditions. One consequence of 
a general lack of bioregional awareness that you may have experienced is local 
summertime water shortages caused by the intense thirst of suburban lawns, 
especially in areas where water-loving vegetation is not native. Other costs of 
lack of bioregional awareness may be more severe, including the construction of 
homes in areas where periodic fires are common, or building on sandy coast
lines, which are very unstable in their natural condition. Having a solid aware
ness of one's own bioregion may allow people to build human settlements that 
are better both for humans and the natural environment. Taking into account 
one's bioregion when developing human habitats can occur in many ways; 
for example, in the southwest desert regions of the United States, environmen
tally sensitive housing developers use xeriscaping, a kind of landscaping that 
involves native, drought-tolerant plants. Xeriscaping not only prevents the 
overconsumption of water but also provides a habitat for resident wildlife. 

Human populations, like all natural populations, require resources and pro
duce waste. Despite our familiarity with human settlements in the United States, 
surprisingly few Americans have an understanding of where our resources come 
from and where our waste goes. In other words, we do not have a clear picture of 
the ecology of the human environment. See if you can answer these questions: 

• What body of water serves as the source of your tap water? 

• What primary agricultural crops are produced in your area? 

• How is your electricity generated? 

• Where does your garbage go? 

• How is the waste handled when you flush the toilet or pour liquids 
down the drain? 

Why is knowing the answers to these questions important? Humans remain 
dependent on the natural world for our resources and waste disposal. An under
standing of the capacity of the natural environment in our bioregion can help us 
design ways of living that take advantage of a region's natural gifts and respect 
its limits. The consequences of a lack of understanding about how our human 
communities fit into the surrounding biological community can include air and 
water pollution and the negative effects of that pollution on ourselves and our 
biological neighbors. In this chapter, we explore how the ecology of a bioregion 
intersects with the biology of human habitats. 

15.1 Global and Regional Climate 
Why is Buffalo, New York so much snowier than frigid Winnipeg, Manitoba? 
Why is Miami, Florida hot and humid while Tuscon, Arizona is hot and 
dry? Why does much of India experience monsoons? Why are there greater tem
perature differences between winter and summer in Moscow, Russia than in 
Dublin, Ireland? Why is the daily high temperature on tropical Pacific islands 
always near 80°F? The answers to all of these questions require an understand
ing of climate, the average weather of a place as measured over many years. The 
climate of a place comprises various measures such as average temperature, 



average rainfall, and the average number of severe weather events in a given 
time period such as a month or a year. Climate should be distinguished from 
weather, which can be thought of as the current conditions in terms of tempera
ture, cloud cover, and precipitation (rain or snowfall). Put another way, the 
weather in a place will tell you if you have to shovel snow tomorrow morning, 
while the climate in a place will tell you if you even need to own a snow shovel. 

The major components of climate in a geographic area are temperature, 
precipitation, and the variability of these two factors. As you read this section, 
think about the climate of your hometown and see if you can identify the 
global and local factors that influence it. 

Temperature 
You already know that temperatures are warmer at Earth's equator than at its 
poles. You have also probably noticed that some areas of your region are consis
tently cooler or warmer than other areas. The temperature in any site depends 
on both its location on the globe and the local environment. 

Global Temperature Patterns. On a broad scale, the average temperature 
of any spot on the globe is determined by the amount of solar irradiance 
it receives—that is, the amount of light energy per unit area hitting that 
spot. Locations that receive large amounts of solar irradiance in a year 
have a higher average temperature than places receiving small amounts. 
The amount of sun energy striking Earth's surface varies because of 
the planet's spherical shape. Figure 15.1 illustrates two streams of solar 



energy flowing from the sun; both are the same diameter and equivalent 
in light energy content. Energy stream 1 strikes Earth's surface where 
it is facing directly toward the stream, while energy stream 2 strikes the 
surface where it is "curving away" from the sun. As you can see in the 
figure, the surface area hit by stream 1 is much smaller than the sur
face area hit by stream 2. In other words, the solar irradiance is greatest in 
areas that directly face the sun and lower in areas that curve away from 
the sun. 

Earth's axis is roughly perpendicular to the flow of energy from the sun. 
The extremes of this axis are called poles, while the circle around the plan
et that is equidistant to both poles is called the equator. The position of the 
axis in relation to the sun's energy means that solar irradiance is greatest 
near the equator and declines gradually until it reaches its lowest levels at 
the poles. This is why southern Florida has a warmer climate than northern 
Vermont. 

Solar irradiance also varies in a particular location on an annual basis. 
This occurs because Earth's axis is not exactly perpendicular to the 
sun's rays. In fact, the axis tilts approximately 23.5° from perpendicular 
(Figure 15.2). Due to this tilt, as Earth orbits the sun, the Northern Hemi
sphere (the region of the globe between the equator and the North Pole) is 
tilted toward the sun during the northern summer and away from the sun 



during the northern winter. The tilt also helps explain why the position of 
the sunrise changes over the course of a year, moving from south to north 
as winter turns to summer (Figure 15.3). Note that wintertime in the North
ern Hemisphere is summertime in the Southern Hemisphere, and vice 
versa. Solar irradiance is at its annual maximum in the Northern Hemi
sphere during the summer solstice, the point at which the sun reaches its 
northern maximum and the North Pole is tilted closest to the sun. In 
addition, Earth's tilt affects day length, such that the hours of sunlight 
in the north are greatest at the summer solstice and least at the winter 
solstice. For example, in Chicago, day length (from sunrise to sunset) is 
approximately 15 hours at the summer solstice and 9 hours at the winter 
solstice. The closer a region is to a pole, the greater the variance in day 
length over the course of a year because the distance traveled by the poles 
toward and away from the sun is greater than the distances traveled by 
spots closer to the equator. So while day length in Chicago varies by 6 hours 
from winter to summer, in Fairbanks, Alaska, it varies by 18 hours from a 
low of less than 4 hours at the winter solstice to a high of nearly 22 hours at 
the summer maximum. 

Even though the summer solstice is the day of highest solar irradiance in 
the Northern Hemisphere, it is not the warmest day of the year. Instead, 
the warmest days of the year are about one month after the solstice. This 
occurs because Earth stores the light energy it gains from the sun as heat and 
releases it gradually into the atmosphere. You can think of the solar heat 
stored in the earth as a bank account. Heat is always dissipating, much like 
money being withdrawn regularly from a bank account. If money is added 
to a bank account at the same rate as it is withdrawn, the balance remains 
the same. Similarly, if heat is added to a location on Earth's surface at the 
same rate that it is dissipating, the temperature there remains constant. As 
day length increases, the amount of heat deposited is greater than the 
amount withdrawn, and the bank account gets larger—that is, the tempera
ture starts to rise. On the longest day of the year, the amount deposited is 
greatest; but even after that day, the heat deposits are greater than the with
drawals, and the balance (temperature) continues to increase. Similarly, the 
coldest days of the year are typically a month or so after the winter solstice. 
In this case, withdrawals remain larger than deposits for several weeks after 



Figure 15.4 Thermal momentum. The longest day of the year—the summer solstice—is 
not the warmest day of the year at a geographic location because the amount of heat 
deposited in Earth's "bank" is larger than the amount lost for several weeks following 
the summer solstice. 

the winter solstice (Figure 15.4). The same analogy can help explain why the 
warmest part of the day is in the middle to late afternoon, even though 
the solar irradiance is greatest at noon when the sun is directly overhead. 
In the first few hours of the afternoon, heat gain remains greater than heat 
loss, increasing temperature. 

Because day length changes more dramatically near the poles than near 
the equator, the bank account balance also changes more dramatically closer 
to the poles. The amount of balance change explains why seasonal tempera
ture swings are more pronounced closer to the poles than near the equator. 
The average low temperature for January in Tampa, Florida is 10°C (50°F), 
and the average high in July is 32°C (90°F), a difference of 22 degrees. On the 
contrary, the January low in Missoula, Montana is —10°C (14°F), and the July 
high is 29°C (84°F), a difference of 39 degrees. 

Local Factors That Influence Temperature. Solar irradiance is not the 
only factor that determines average temperature and seasonal variation 
in a geographic location. Three other characteristics of a location's set
ting have an effect on its temperatures: (1) altitude, (2) the proximity of 
a large body of water, and (3) characteristics of the land's surface and 
vegetation. 

Temperature drops as altitude—the height above sea level—increases. Tem
perature differences due to elevation are dramatic; the summit of Mt. Everest, 
8.8 km (5.5 mi) above sea level, averages -27°C (-16°F), while nearby Kath-
mandu, Nepal, at 1.3 km (4385 feet), averages 18°C (65°F). However, smaller 
differences in elevation within a region have a converse effect on air temperature. 
Because cold air is denser than warm air, cold air tends to "drain" to the relatively 
lowest point on a landscape. Thus valleys and other low spots will often remain 
colder than nearby hilltops. 

Temperatures in areas near oceans, seas, and large lakes are influenced by the 
thermal properties of water. The temperature of water rises and falls slowly in 
response to solar irradiation, when compared to the rate of temperature change 



of land surfaces. Thus, air masses over water are cooler in summer and warmer 
in winter than are air masses over land (Figure 15.5). Land areas close to large 
bodies of water experience more moderate temperatures than do regions further 
inland. Because of this phenomenon, the growing season on the shores of the 
Niagara peninsula in Canada, bordered by Lake Erie and Lake Ontario, is as 
much as 30 days longer than the season is further from shore. Another reason 
that Tampa experiences a much less dramatic temperature range than Missoula 
is that it is located on the Gulf of Mexico, while Missoula is far from oceans or 
large lakes. 

Oceans also have an effect on local climates because heat is transferred 
around these large masses of water via currents. Currents that run north 
and south can carry heat, in the form of warm water, thousands of kilome
ters around the globe. The warm water heats the air mass above it and thus 
the nearby landmasses. The Gulf Stream is a current that carries water 
from the tropical Atlantic Ocean to the shores of northern Europe, produc
ing a much milder climate there than in other areas at the same distance 
from the equator. The warmth of the Gulf Stream makes Dublin, Ireland as 
warm as San Francisco, even though Dublin is 1600 km (1000 mi) closer to 
the North Pole. 

The amount of light absorbed or reflected by the land's surface will also 
influence surrounding air temperature. A surface that reflects most light 
energy will have a lower nearby air temperature compared to a surface that 
absorbs most of that energy, heats up, and radiates that heat into the air. 
Snow reflects more light than a forest does, so air over a snowpack remains 
cold. The low reflectance of asphalt pavement and most building mate
rials contributes to the urban heat island effect, which is the tendency for 



cities to be from 1° to 6°F warmer than the surrounding areas (Figure 15.6). 
In addition to the heat absorbed by streets and buildings, the increased 
amount of human activity influences air temperatures in urban areas. 
Waste heat given off as a result of gas and oil burning or vented from 
air conditioners can contribute up to one-third of the excess heat in city 
centers. Cities are also warmer because they contain little vegetation, which 
tends to reduce air temperature. Much of the solar energy absorbed by 
plants converts liquid water inside the plant to vapor, which also prevents 
the energy from being converted to heat. 

Precipitation 
As with temperature patterns, the amount of rain or snowfall experienced in 
any location on Earth is a product of both global and local factors. 

Distribution of Precipitation on Earth's Surface. Energy from the sun is 
one of the primary drivers of rain and snowfall patterns on Earth. To under
stand how sunlight causes rainfall, we must first understand some of the 
properties of water vapor. Air is composed primarily of nitrogen, oxygen, 
and water vapor. For water to remain as vapor, evaporation must exceed 
condensation; that is, the number of water molecules that randomly clump 
together to form liquid droplets must be less than the number of water 
molecules that escape from droplets. The rate of evaporation depends on 
temperature; at high temperatures, evaporation rate is high, and vice versa. 
Thus when air cools and the rate of evaporation decreases, water molecules 
clump into larger and larger droplets. When the droplets are large enough, 



concentrations of them can be seen as clouds. As clouds grow even larger, 
droplets can become heavy enough to fall as rain. If the temperature inside 
the cloud is cold enough, droplets will freeze into ice crystals, which may 
fall as snow. 

Rainfall patterns in tropical regions result from the air cycling near 
Earth's surface to high in the atmosphere and back down, as illustrated in 
Figure 15.7. Where solar irradiation is highest, at or near the equator, air 
temperatures rise quickly during the day. Hot air is less dense than cold air. 
Therefore, air at the equator rises and leaves near Earth's surface an area of 
low air pressure that is filled by breezes blowing from north and south of 
this point, which is called the intertropical convergence zone. As the air 
rises, it cools; water vapor condenses to form clouds and falls to Earth as 
rain. The now-dry air flows in the upper atmosphere toward the poles, 
where pressure is lower because of the air flow in the lower atmosphere. The 
once warm, wet air mass continues to cool and release water and finally 
drops back to Earth's surface at about 30° north and south latitude. The 
falling air displaces the ground-level air at these latitudes, and the ground-
level air flows toward the poles. As the air mass drops, it is affected by 
Earth's rotation and thus deflects to the east or west. The movements of 
these vast air masses create the prevailing winds in various regions of the 
globe. The pattern of air flow helps explain the band of rain forests near 
the equator, the great deserts at 30° north and south of the equator, and the 
tendency for weather patterns in North America to come from the west. 

Global rainfall patterns exhibit seasonality as well. The area of maximum 
solar irradiance travels from 23°N to 23°S over the course of a year due to the 
23° tilt in Earth's axis. Therefore, the intertropical convergence zone also 
moves, creating distinct rainy seasons wherever it is located. Rainy seasons 
occur in desert areas when the movement of the convergence zone results in 
prevailing winds that accumulate water vapor from nearby oceans and fall as 



rain. The monsoon seasons in India and southern Arizona are both associated 
with these wind shifts. 

Local Precipitation Patterns. The amount of precipitation that falls in a 
given land region is highly dependent on the context of that area—in particu
lar, the land's proximity to a large body of water. Wind blowing across warm 
water accumulates water vapor that condenses and falls when it reaches a 
cooler landmass. Communities surrounding the Great Lakes provide a dra
matic example of this effect. Because the prevailing winds are from the west, 
areas immediately to the north and west of these lakes accumulate much less 
snow than do regions on the southern and eastern sides, which receive winds 
that have crossed over the warmer lakes. For example, Toronto, on the north
west side of Lake Ontario, averages about 140 cm (55 in) of snow per year, 
while Syracuse, New York, on the southeast side averages almost twice that— 
274 cm (108 in). 

Precipitation amounts are also affected by the presence of mountains or 
mountain ranges. When an air mass traveling horizontally approaches a 
mountain, it follows the landscape's contours and is forced upward. Cooling 
as it moves upward, the water vapor within it condenses to form clouds, rain, 
or snow, which falls on the windward side of the mountain. Warming again as 
it drops down the other side, the dry air mass causes water to evaporate from 
land on the sheltered or leeward side of the mountain. The dry area that re
sults is often referred to as the mountain's "rain shadow." The Great Basin of 
North America, encompassing nearly all of Nevada and parts of Utah, Ore
gon, and California, is a desert because of the rain shadow cast by the Sierra 
Nevada mountains. 

The temperature and rainfall patterns in a geographical region play a 
major part in determining not only the primary vegetation in that area but 
also the human activities that are most successful there. 

Know Your Bioregion: Describe the climate of the place where you live, including 
the annual average temperature, average precipitation, average number of sunny 
days, and names of seasons. What global and local factors influence the climate 
where you live? 

15.2 Terrestrial Biomes 
Climate plays the greatest role in determining the physical appearance of 
the vegetation in a particular geographic area. Plants (and animals) native to a 
region have adapted, via the process of natural selection, to the water availabil
ity and temperatures experienced there. In general, the size of the vegetation is 
limited by water availability—large trees require large amounts of water. Water 
availability is obviously a function of total precipitation, but it is also influenced 
by temperature; frozen water cannot be taken up by plants. 

Four basic land biome categories, or primary vegetation types, are typical
ly recognized: forest, grassland, desert, and tundra. Each of these biome cate
gories may contain several biome types; for instance, a grassland may be 
either prairie, steppe, or savanna. The relationship between climate and 
biome type is illustrated in Figure 15.8. Which of these biomes is your home? 
And how has the human population changed the environment of your biolog
ical neighborhood? 

Forests and Shrublands 
Forests are vegetation communities dominated by trees and other woody 
plants. They occupy approximately one-third of Earth's land surface, and 
when all forest-associated organisms are included, contain about 70% of the 



biomass, or total weight of living organisms, found on Earth's land surface. 
Forests are generally categorized into three groups based on their distance 
from the equator: (1) tropical forests at or near the equator, (2) temperate 
forests from 23° to 50° north and south of the equator, and (3) boreal forests 
close to the poles (Figure 15.9). 

Tropical Forests. Extensive areas of tropical forest were once found 
throughout Earth's equatorial region—in Central and South America, central 
Africa, India, southeast Asia, and Indonesia. Tropical forests contain a large 
amount of biological diversity; one square kilometer may contain as many as 
100 different tree species. One hypothesis regarding why tropical forests are 
so diverse is that these areas receive the largest amount of solar irradiance 
over the course of a year. Because the energy level is high, adequate popula
tions of many varying species can be supported in a relatively small area. 
Think of the available energy as analogous to a pizza—the larger the pizza, 
the greater the number of individuals who can be fed to satisfaction. High 
energy and water levels also support the growth of very large trees. Because 
the trees are large and produce many leaves, most of the sunlight is absorbed 



before it hits the ground, meaning that most living organisms in these forests 
are adapted to survive high in the treetops. Animals are able to fly, glide, or 
move freely from branch to branch, while small plants are able to obtain 
nutrients and water even while living on the upper branches of larger plants 
(Figure 15.10). 

With warm temperatures, abundant water, and high energy levels, the process 
of decomposition, the breakdown of waste and dead organisms, is rapid in trop
ical forests. Dense vegetation quickly reabsorbs the resulting simple nutrients. As 
a result, few nutrients are stored in the soils of tropical forests. When vegetation is 
cleared and burned in preparation for agricultural crops in these areas, the ash-
fertilized soils can support crop growth for only 4 to 5 years. Among human pop
ulations in tropical forest areas, this slash-and-burn (or swidden) agricultural 
system is common. Once soils are depleted of nutrients, the plots are abandoned, 
and a new field is cleared using the same method. The history of human settle
ment and agriculture in tropical rain forests indicates that tropical forests can 
indefinitely support swidden agriculture if the population is small enough that 
abandoned plots have several decades to recover. However, increasing human 
population levels in tropical countries may be too large to allow for adequate 
recovery before the land is needed again, and road building into areas with previ
ously small human populations has forever changed the nature of these interior 
forests—from ancient and mostly undisturbed to swidden fields (Figure 15.11). 

Temperate Forests. Some areas of tropical forest, especially those further 
from the equator, may demonstrate seasonal changes between annual wet 
and dry periods. But most people associate major seasonal change with 
forests in temperate areas, where winter temperatures can drop well below 
the freezing point of water. Large areas of temperate forest appear in eastern 
North America, and only remnants of these forests remain in western and 
central Europe and eastern China. In temperate forests, water is abundant 
enough throughout the year to support the growth of large trees, but cold 
temperatures during the winter limit photosynthesis and freeze water in the 
soil. Trees with broad leaves can grow faster than narrow-leaved trees, so 
they have an advantage in the summer. However, broad leaves allow tremen
dous amounts of water to evaporate from a plant, leading to potentially fatal 



dehydration when water supplies are limited. To balance these two seasonal 
challenges, most trees in temperate forests have evolved a deciduous habit, 
meaning that they drop their leaves every autumn. In preparation for shed
ding its leaves, a deciduous tree reabsorbs their chlorophyll, the green pig
ment essential for photosynthesis. The colorful fall leaves that grace eastern 
North America in September and October result from secondary photosyn-
thetic pigments and sugars that are left behind. 

The short time lag between the onset of warm temperatures and the re-leaf
ing of deciduous trees provides an opportunity for plants on the temperate for
est floor to receive full sunlight. Spring in these forests triggers the blooming of 
wildflowers that flower, fruit, and produce seeds quickly before losing the 
competition for light and water to their towering companions (Figure 15.12). 
The lighter leaves of deciduous trees allow more sunlight through than do 
their tropical forest equivalents. Therefore, temperate forests typically have a 
shrub layer that may be missing in the tropics. Also, animals in temperate 
forests are more evenly distributed throughout the forest, not primarily con
centrated in the treetops. 

Since their soils are relatively easy to turn over and are rich in nutrients, 
nearly all of the forested lands in the eastern United States were converted 
to farmland within 100 years of the American Revolution. However, in the 
late nineteenth and early twentieth centuries, farms in the eastern United 
States were abandoned as inexpensive transportation networks made pro
duce grown elsewhere cheaper for consumers and more reliable for suppli
ers. Now, many of these abandoned farms have grown back into forest. 
However, these second-growth forest sites are once again threatened—this 
time by expanding urban development. The World Wildlife Fund estimates 
that worldwide, only 5% of temperate deciduous forests remain relatively 
untouched by humans. 

Boreal Forests. The largest biome on Earth is the boreal forest, covering 
vast expanses of northern North America, northern Europe and Asia, and 
high-altitude areas in the western United States. Unlike tropical and temper
ate forests, which are dominated by trees from the phylum of flowering plants 
called angiosperms, coniferous trees from the phylum of plants that produce 
seed cones (gymnosperms) dominate boreal forests (Figure 15.13). In fact, 
boreal forests are among the only land areas where flowering plants are not 
the dominant vegetation type. Climate conditions for boreal forests include 



very cold, long, and often snowy winters, and short, moist summers. The 
dominant conifers in these forests are evergreens, meaning that like many 
tropical forest trees, they maintain their leaves throughout the year. However, 
coniferous tree leaves are needle shaped and coated with a thick, waxy coat— 
both adaptations to reduce water loss when water freezes in the soil. The 
evergreen habit likely explains conifers' dominance over flowering trees in 
boreal forests—the growing season is so short that an evergreen's ability to 
begin photosynthesizing as soon as water is available in spring gives it a great 
advantage over a faster-growing but slower-to-start deciduous tree. 

Since they occupy regions with such climate challenges, boreal forests tend 
to be lightly populated by humans. These areas represent some of the "wildest" 
landscapes on Earth—home to moose, wolves, bobcat, beaver, and a surprising 
diversity of summer-resident birds (Figure 15.14). Trees in these landscapes are 
valuable for both building materials and paper products, and logging in the 
boreal forest is extensive. There are increasing concerns that the boreal forest in 
North America is being cut at rates faster than it can be replaced. Certainly, as 
logging operations push deeper into previously untouched areas, this biome is 
changing rapidly, putting the iconic wild species of the boreal forest at increased 
risk of becoming endangered or extinct. 

Chaparral. One major biome is dominated by woody plants but is not a for
est. This landscape is known as chaparral, and its vegetation consists mostly 
of spiny evergreen shrubs (Figure 15.15). Chaparral is found extensively in 
areas surrounding the Mediterranean Sea and in smaller patches in southern 
California, South Africa, and southwest Australia. Long, dry summers and 
frequent fires maintain the shrubby nature of chaparral. In fact, chaparral veg
etation is uniquely adapted to fire. Natural selection in this climate favored 
species that respond well to fire (Essay 15.1). Several species have seeds that 
will germinate only after experiencing high temperatures. Many perennial, or 
long-lived, chaparral plants have extensive root systems that quickly resprout 
after aboveground parts are damaged. Chaparral will grow into temperate 
forest when fire is suppressed. As a result, natural selection has favored chap
arral shrubs that actually encourage fire—such as rosemary, oregano, and 
thyme, which contain fragrant oils that are also highly flammable. 

Fire can be an important contributor to the structure and function of many 
biomes. In southern California, the flammability of chaparral vegetation has 
come directly into conflict with rapid population growth and urbanization. In 
fall 2003, this area experienced its most extensive and expensive fire season ever 
as 750,000 acres of shrubland and surrounding forest burned—consuming over 
3200 buildings and killing 17 people in San Diego County alone. In response to 
this disaster, recommendations by a state task force have called for a policy of 
putting wildfire protection ahead of protection of wildlife and wildlife habitat. 



Essay 15.1 Wildfire! 
Since 1944, Smokey Bear's message has been the same: 
"Only YOU can prevent forest fires." At that time in histo
ry, forest fires seemed only to be destructive, sinister 
forces that could cause widespread death and destruction 
of people, buildings, and wildlife. In fact, in 1905, the U.S. 
Forest Service's official policy became total fire suppres
sion—all wild land fires would attempt to be snuffed out, 
and prevention, as symbolized by Smokey, became every
one's business. 

Unfortunately, Forest Service biologists of the time had 
little understanding of the role of periodic fire in maintain
ing healthy biological communities in various regions of 
the United States. Six vegetative communities in North 
America are fire-adapted, meaning that the species they 
contain have evolved strategies for surviving periodic 
fires. In fact, in the absence of fire, these communities may 
change dramatically. Fire-dependent systems include 
chaparral, prairies, and pine-dominated habitats in the 
Great Lakes, Southeast, Northwest, and Rocky Mountains. 

Adaptations to fire include thick bark (Ponderosa Pine 
bark is 4 inches thick at the soil's surface), the ability to 
quickly resprout from extensive underground roots and 
stems (as in the case of prairie grasses and fireweed), cones 
that require intense heat in order to release seeds (such as 
Jack Pine), and seeds that require exposure to smoke in 
order to germinate (several flowering herbs in the western 
United States, for example). In fire-adapted systems, peri
odic fires help to increase overall plant growth by convert
ing downed woody material into ash that fertilizes the soil 

and also serves to increase diversity by creating patches of 
different ages within larger regions. 

After a fire, communities go through succession, the 
progressive replacement of different suites of species 
over time. Generally, the first colonizers of vacant habitat 
are fast-growing species that produce abundant, easily 
dispersed seeds. These pioneers are replaced by plants 
that grow more slowly but are better competitors for light 
and nutrients. Eventually, a habitat patch is dominated 
by a set of species—called the climax community—that 
cannot be displaced by other species without another 
environmental disturbance. For instance, in boreal forests, 
the fireweed and lupine that dominate immediately after 
the fire are replaced by deciduous aspen and birch forest, 
which is then replaced by coniferous spruce and fir forest 
(Figure E15.1). Without periodic fires, the boreal forest sys
tem would consist solely of the climax community and 
thus be significantly less diverse. 

The century-long policy of fire suppression has 
changed fire-adapted ecosystems dramatically. Now 
many forests contain large amounts of "fuel" in the form 
of dead vegetation, and fires that start in these forests 
quickly become intense conflagrations that can cover 
thousands of acres, killing trees and other organisms that 
are adapted to smaller, cooler fires. The Forest Service 
now struggles with the consequences of their policy of fire 
suppression, not only fighting more dangerous, destruc
tive fires, but also fighting the perception that they fos
tered for many years—that forest fires are only bad. 



Tropical grasslands are known as savannas and are characterized by the 
presence of scattered individual trees (Figure 15.16). Savanna covers about half 
of the African continent as well as large areas of India, South America, and Aus
tralia. Savannas are maintained by periodic fires or clearing. In regions where 
wet and dry seasons are distinct, yearly grass fires during the dry season kill 
off woody plants; in regions where elephants and other large grazing animals 
are present, the damage these animals do to trees helps to maintain the grass 
expanse (Figure 15.17). Because grazing animals eat the tops of plants, natural 
selection in these environments has favored plants, like grasses, that keep their 
growing tip at or below ground level. Because grass grows from its base, grazing 
(or mowing) is equivalent to a haircut—trimming back but not destroying. 
Woody plants grow from the tips, so intense grazing can destroy these plants. 

Grass leaves are very fibrous and thus difficult to digest. Grazers that could 
obtain more nutrients from these plants were favored by natural selection in 
grassland environments. The most common adaptation is a relationship with 
bacteria that live in a specialized chamber of the grazer's digestive system and 
partially digest the grass so that more nutrients are available to the animal. 
Although grazing mammals are characteristic of savannas, in some savanna 
areas where domesticated grazers such as cattle have been introduced, the 
landscape has been transformed from grassland to bare, sandy soil. In the Sahel 
region of central Africa, hundreds of acres of savanna are lost each year due 
to overgrazing—that is, allowing more livestock on the grassland than can be 
sustained. 

Temperate grassland biomes include tallgrass prairies and shortgrass 
steppes. Generally, the height of the vegetation corresponds to the precipitation— 
greater precipitation can support taller grasses. Prairies and steppes are found 
in central North America, central Asia, parts of Australia, and southern South 
America. These landscapes are generally flat to slightly rolling and contain no 
trees. In the cooler temperate regions, decomposition is relatively slow, and the 
soil of prairies and steppes is rich with the partially decayed roots of grasses and 
small nonwoody plants (Figure 15.18). These soils provide an excellent base 
for agriculture, and most native prairies and steppes have been plowed and 
replanted to crops. In North America, less than 1% of native prairie remains. 
Where precipitation is too low to support plant crops, cattle may be grazed or 
groundwater pumped to irrigate "dry land" crops such as wheat. 

Desert 
Where rainfall is less than 50 centimeters (20 inches) per year, the biome is 
called desert. This biome can be found throughout the world, but the 
world's great deserts include the Sahara in northern Africa, the Gobi of 
central Asia, and the deserts of the Middle East, central Australia, and the 



southwestern United States. Most of these deserts are close to 30° north or 
30° south of the equator, where the air masses that were "wrung" of water 
in the rain-forest regions around the equator fall back to Earth's surface as 
hot and dry winds. Although the image of a desert is often hot and sandy, 
some deserts can be quite cold; most deserts have vegetation, although it 
can be sparse. 

Plants and animals in desert regions have evolutionary adaptations to 
retain and conserve water. For example, plants are often thickly coated with 
waxes to reduce evaporation, contain photosynthetic adaptations that reduce 
water loss through leaf pores, and may be protected from predators by spines 
and poisonous compounds (Figure 15.19). Deserts are also home to many 
fast-growing annual herbs—flowering plants that complete their entire life 
cycle from seed to seed in a single season. In deserts, the wet season, the time 
during which a shallow-rooted annual plant can survive, is quite short; 
many desert-adapted, annual plants can germinate, flower, and produce 
seeds in a matter of 2 or 3 weeks. The seeds they produce are hardy and 
adapted to survive in the hot, dry soil for many years until the correct rain 
conditions return. Some animals in these dry environments have physiologi
cal adaptations that allow them to survive with little water intake. The 
most amazing of these animals are the various species of kangaroo rat, which 
apparently never consume water directly. Instead, they conserve water 
produced during the chemical reactions of metabolism and have kidneys that 
produce urine 4 times more concentrated than our own. 

The sunny, warm, and dry climate of the deserts in Arizona and New Mexico 
is appealing to people; this region has the greatest rate of human population 
growth in the United States. The increasing population is putting stress on water 
supplies in these dry states, threatening the ability to support the water needs of 
cities and agricultural production as well as depleting water sources for native 
animals. The Colorado River is so extensively used that often it cannot sustain a 
flow through its historic outlet at the Gulf of California. Recent surveys indicate 
that of the species once found in the delta region of the Colorado River, which a 
century ago was one of the most biologically productive areas in North America, 
up to 95% are now gone. 



Tundra 
The biome type where temperatures are coldest—close to Earth's poles and at 
high altitudes—is known as tundra (Figure 15.20). Here plant growth can be 
sustained for only 50 to 60 days during the year, when temperatures are high 
enough to melt ice in the soil. High temperatures are not sustained long enough 
to melt all of the soil's ice. Therefore, places like the arctic tundra near the North 
Pole are underlaid by permafrost, icy blocks of gravel and finer soil material. 
The permafrost layer impedes water drainage, and soils above permafrost are 
often boggy and saturated. Plants in tundra regions are low to the ground and 
adapted to windswept expanses and freezing temperatures. For example, tundra 
plants often grow in multispecies "cushions" where all individuals are the same 
height, obtaining shelter from and providing shelter for each other. Surpris
ingly, this low vegetation supports a large and diverse community of grazing 
mammals, such as caribou and musk oxen, and their predators, such as wolves. 
Animals in tundra regions have evolved to survive long winters with adapta
tions, such as storing fat and producing extra fur or feathers. Other animals, such 
as ground squirrels, have adapted by evolving a behavior called hibernation; 
they enter a sleeplike stage during which their metabolism is extremely low in 
order to maximize energy conservation. Grizzly bears and female polar bears 
also spend much of the coldest months in a deep sleep; although this is not true 
hibernation, these bears are so lethargic that females give birth in this state with
out fully awakening. Other animals survive by migrating south to avoid the 
hardships of a long, frigid winter. Hundreds of millions of birds, migrating from 
the arctic tundra or other polar regions toward the equator and back again, take 
part in one of the great annual dramas of life on Earth (Figure 15.21). 

Tundra is very lightly settled by humans, but it is threatened by our depend
ence on fossil fuels—oil, natural gas, and coal that formed from the remains of 
ancient plants. Some of the largest remaining untapped oil deposits are found in 
tundra regions, including northern Alaska, Canada, and Siberia. However, use of 
fossil fuels appears to be causing Earth to warm (see Chapter 4), and global 
warming has been greatest at the poles, where tundra is predominant. Winters in 
Alaska have warmed by 2° to 3°C (4°-6°F), whereas elsewhere they have 
warmed by about 1°C. As climate conditions change, areas that were once tundra 
have begun to support shrub and tree growth and are changing into boreal forest. 

Know Your Bioregion: Describe the native vegetation of the place where you live. 
How much native vegetation remains? What ecological factors (climate, fire, etc.) 
have influenced the native vegetation type? 



15.3 Aquatic Biomes 
Nearly all human beings live on Earth's land surface; but most people also 
live near a major body of water and are both influenced by, and have an influ
ence on, these aquatic systems. Aquatic biomes are typically classified as ei
ther freshwater or saltwater. As you read this section of the chapter, consider 
the water bodies that affect you most and how you affect them. 

Freshwater 
Freshwater is characterized as having a low concentration of salts—typically 
less than 1% of total volume. Scientists usually describe three types of fresh
water biomes: lakes and ponds, rivers and streams, and wetlands. 

Lakes and Ponds. Bodies of water that are inland, meaning surrounded by 
land surface, are known as lakes or ponds. Typically, ponds are smaller than 
lakes, although there is no set guideline for the amount of surface area required 
for a body of water to reach "lake" status. Some ponds, however, are small 
enough that they dry up seasonally. In temperate regions, these are called ver
nal ponds, from the Latin word vernalis, meaning "of the springtime." Vernal 
ponds are often crucial to the reproductive success of frogs and salamanders as 
well as a variety of insects that spend part of their lives in water. 

The aquatic environment of lakes and ponds can be divided into different 
zones: the surface and shore areas, which are typically warmer, brighter, and 
thus full of living organisms; and the deepwater areas, which are dark, low in 
oxygen, cold, and home to mostly decomposers. The biological productivity 
of lakes in temperate areas is increased by seasonal turnovers—times of the 
year when changes in air temperature and steady winds lead to water mixing, 



redistributing nutrients that had settled on the bottom of the lake and bring
ing fresh oxygen to deeper water (Figure 15.22). 

Nutrients applied to agricultural lands and residential lawns near lakes 
and ponds can also increase their algae populations as the nutrients leach into 
the water; ironically, too many nutrients added in this way can lead to the 
"death" of these water bodies. Their degradation occurs because large popu
lations of algae (and the microorganisms that feed on them) can lead to low 
oxygen levels and thus the death of fish. 

Rivers and Streams. Rivers and streams are flowing water moving in one 
direction. These waterways can be divided into zones along their lengths. At the 
headwaters of a river—often a lake, an underground spring, or near a melting 
snowpack—the water is clear, cold, and fast-flowing; it is thus high in oxygen, 
providing an ideal habitat for cold-water fish such as trout (Figure 15.23a). Near 
the middle reaches of a river, the width typically increases. Also increasing is the 
diversity of fish, reptile, amphibian, and insect species that the river supports be
cause the warming water provides a better habitat for photosynthetic plants and 
algae. At the mouth of a river, where it flows into another body of water, the 
speed of water flow is often slower, and the amount of sediment—soil and other 
particulates carried in the water—is high. High levels of sediment reduce the 
amount of light in the water and therefore the diversity of photosynthesizers that 
survive there. Oxygen levels are also typically lower near the mouth since the 
activities of decomposers increase relative to photosynthesis. Many of the fish 



found at the mouth of a river are bottom-feeders such as carp and catfish, which 
eat the dead organic matter that flowing water has picked up along its way 
(Figure 15.23b). 

Rivers and streams are threatened by the same pollutants that damage 
lakes. But their habitats also face wholesale destruction with the development 
of dams and channels—dams to provide hydropower or reservoirs for cooling 
fossil-fuel-powered, electricity-generating plants; and channels to simplify 
and expedite boat traffic. 

Wetlands. Areas of standing water that support emergent, or above-water, 
aquatic plants are called wetlands (Figure 15.24). In numbers of species sup
ported, wetlands are comparable to tropical rain forests. The high biological pro
ductivity of wetlands results from the high nutrient levels found at these 
interfaces between the aquatic and land environments. Besides their importance 
as biological factories, wetlands provide health and safety benefits by slowing 
down the flow of water. Slower water flows reduce the likelihood of flooding and 
allow sediments and pollutants to settle before the water flows into lakes or rivers. 

Since the European settlement of the continental United States, over 50% of 
wetlands have been filled, drained, or otherwise degraded. Although exten
sive efforts by environmental organizations over the past 25 years have led to 
legislation that has greatly slowed the rate of wetland loss in the United States, 
about 58,000 acres are still destroyed every year. 

Saltwater 
About 75% of Earth's surface is covered with saltwater, or marine, biomes. Marine 
biomes can be categorized into three types: oceans, coral reefs, and estuaries. 

Oceans. Like lakes, oceans can be divided into distinct zones. Areas near the 
surface with abundant light support the largest number of phytoplankton— 
microscopic algae suspended in the water—and thus provide food for most 
organisms that inhabit the ocean. Deeper, darker areas are colder, have less 
oxygen, and contain mostly decomposers, which filter dead organic matter 
that drops from the surface. 

Unlike lakes, oceans experience tides—regular fluctuations in water level 
caused by the gravitational pull of the moon on these large bodies of water. As a 
result of tides, oceans contain unique habitats known as intertidal zones, which 
are underwater during high tide and exposed to air during low tide. Organisms 



in intertidal zones must be able to survive the daily fluctuations and rough 
wave action they experience. Adaptations such as strong anchoring structures, 
burrow building, and water-retaining, gelatinous outer coatings allow animals 
and seaweeds to take advantage of the high-nutrient environment found along 
the shore. Because they experience such dramatic environmental changes and 
are so rich in nutrients, intertidal zones have proven to be excellent habitats for 
studies of important ecological interactions (Figure 15.25). 

Oceans also contain a habitat known as the abyssal plain; in very deep water 
where sunlight never penetrates, temperatures can be quite cold, and the 
weight of the water above creates enormous pressure. Once thought to be life
less because of these conditions, the abyssal plain is surprisingly rich in life, 
supported primarily by the nutrients that rain down from the upper layers of 
the ocean. Animals living in these dark recesses are often blind, with highly de
veloped senses of touch that can detect the tiniest movements of potential food 
items. In this case, natural selection favored animals that had devoted more of 
their nervous system to senses that are useful in the dark, relative to animals 
that still committed their resources to producing eyes. In the 1970s, researchers 
studying the deep ocean discovered an entire ecosystem supported by bacteria 
that use hydrogen sulfide escaping from underwater volcanic vents as an ener
gy source. Animals in this ecosystem either use the bacteria as a food source 
directly or have evolved a mutualistic relationship with them, providing living 
space for the bacteria while benefiting from the bacteria's metabolism. The 
abyssal plain represents the last major unexplored frontier on Earth. 

Photosynthetic organisms in the open oceans function as Earth's lungs, taking 
in carbon dioxide and releasing enormous amounts of oxygen (the opposite of 
our lungs, which take in this oxygen and release carbon dioxide). In fact, about 
50% of the oxygen in Earth's atmosphere is generated by single-celled photosyn
thetic plankton in the oceans. Photosynthetic plankton serve as the base of a food 
chain, providing energy to microscopic animals called zooplankton, which in turn 
feed fish, sea turtles, and even large marine mammals such as blue whales. These 
predators provide a source of food for yet another group of predators, including 
sharks and other predatory fish, as well as ocean-dwelling birds such as albatross. 
Oceans also generate most of Earth's freshwater. The water molecules evaporat
ing from their surface condense and fall on adjacent landmasses as rain and snow. 

Coral Reefs. Coral reefs are unique biomes in that the structure of the habitat 
is composed of the skeletons of the dominant organism in the habitat: coral ani
mals. Coral animals are very simple in structure but have a unique lifestyle— 
they filter dead organic material from the water and harbor photosynthetic 
algae inside their bodies. Up to 90% of a coral's nutrition is provided by the 
algae, which receives as its benefit a protected site for photosynthesis and easy 
access to nutrients and carbon dioxide from the coral animal. Reef-building 
coral live in large colonies, and each individual coral secretes a limestone skele
ton that protects it from other animals and from wave action (Figure 15.26). 
Coral reefs are made up of the accumulations of billions of these skeletons, as 
well as the remains of other organisms that use the reef as a home. 

Coral reefs are found throughout the tropics, in warm and well-lit water, pro
viding ample resources for abundant plankton and algae growth. Their complex 
structure and high biological productivity make them the most diverse aquatic 
habitats, rivaling terrestrial tropical rain forests in number of species per unit area. 
Coral reefs are sensitive to environmental conditions and prone to "bleaching," 
which occurs when host coral animals expel their algae companions. Bleaching 
can occur for various reasons, but recent episodes seem to be associated with high 
ocean temperatures. Although coral can recover from bleaching, increased global 
temperatures due to global warming (see Chapter 4) may lead to more frequent 
bleaching and the death of especially sensitive reef systems. 

Estuaries. The zone where freshwater rivers drain into salty oceans is known 
as an estuary (Figure 15.27). The mixing of fresh and salt water that occurs in 



estuaries, combined with water-level fluctuations produced by tides, creates a 
unique habitat that is extremely productive, just as in freshwater wetlands. 
Estuaries provide a habitat for up to 75% of commercial fish populations and 
80% to 90% of recreational fish populations; they are sometimes called the 
"nurseries of the sea." Estuaries are also rich sources of shellfish—crabs, lob
sters, and clams. Vegetation surrounding estuaries, including extensive salt 
marshes consisting of wetland plants that can withstand the elevated saltiness 
compared to freshwater, provides a buffer zone that stabilizes a shoreline and 
prevents erosion. Some familiar and economically important estuaries are 
Tampa Bay, Puget Sound, and Chesapeake Bay. 

Estuaries benefit people economically by providing shellfish and ocean fish 
production, protection from erosion, and recreational resources. Unfortunately, 
estuaries are threatened by human activity as well, including eutrophication 
from increasing fertilizer pollution and outright loss as a result of housing and 
resort development. 

As is clear from our discussion of both aquatic and terrestial biomes, no habi
tat on Earth has escaped the effects of humans. Consequently, in order to truly 
understand our biological addresses, we must learn how human populations 



use the environment. Preserving our biological neighborhoods requires being 
able to meet human needs and at the same time respecting the needs of other 
species with which we coexist. 

Know Your Bioregion: What are the aquatic habitats nearest to you? Can you 
name some of the dominant species in these habitats? What threats do these habi
tats face in your area? 

15.4 Human Habitats 
According to the United Nations Food and Agriculture Organization, humans 
have modified 50% of Earth's land surface for our own use. Most of this modifica
tion has resulted from agriculture and forestry, but a surprisingly large amount— 
2% to 3% of Earth's land surface, or 3 to 4.5 million square kilometers (larger than 
the area of India)—has been modified for human habitation (Figure 15.28). And 
this is only direct conversion; a human settlement has environmental effects 
far beyond its geographic boundaries, including the conversion of natural land
scapes to agriculture and the changes to Earth's atmosphere, which receives some 
of our waste. In fact, because our activities have changed the very atmosphere of 
Earth, it is fair to say that no natural habitat has escaped human-caused alteration. 

At the beginning of the nineteenth century, 98% of the human population 
lived in rural areas, where they were dependent on agriculture or harvesting 
natural resources for survival. As the Industrial Revolution accelerated and 
expanded, that pattern began to change. By 1950, one-third of the 2.5-billion 
human population lived in cities. Today, half of the human population of over 
6 billion lives in cities. If current trends continue—which appears likely—by 
the year 2050, two-thirds of the population, nearly 6 billion people, will live 
in urban areas. Clearly, cities are going to become increasingly important in 
determining the human impact on native biomes. 

Energy and Natural Resources 
Consider the requirements of a forest. The only energy required for its growth is 
the solar irradiance striking the area, and the only nutrients available to support 
this growth are what is already present in the soil and slowly being increased by 
the activities of bacteria. In addition, nearly all of the "waste" produced by the 
organisms in a forest biome is processed on site; that is, it becomes part of the soil 
or air and is recycled endlessly. Thus forests are limited by the solar energy they 
receive and are enmeshed in material cycles that tend to preserve the nutrients 
needed for growth in a given area. In contrast, cities rely extensively on energy 



imported from elsewhere and tend to be the central link in a linear flow of 
materials—from natural or agricultural landscapes, through the cities, and into 
waste disposed of elsewhere. Cities are very different from most typical biomes. 

Energy Use. In more developed countries, much of the energy required to 
power the activities within cities—from running buses and heating and cool
ing buildings to lighting traffic signals and energizing wireless phones—is 
derived from fossil fuels. These fuels, extracted from wells and mines around 
the globe, include the region surrounding the Persian Gulf, source of much of 
the world's oil, and the Appalachian Mountains, a rich source of coal. For 
most people in developed countries, the energy we use is not associated with 
the bioregion in which we live. The environmental impacts of acquiring and 
transporting fossil fuel can be substantial, ranging from the degradation of 
oceans and estuaries resulting from oil spills to the wholesale dismantling of 
forested mountains during coal mining (Figure 15.29). 

In less developed countries, fossil fuel use is still relatively small, and energy 
sources are more directly tied to the surrounding natural environment. A pri
mary source of energy for heating and cooking in these countries is wood and 
other plant-based materials (including the dung of plant-eating animals). As 
urban areas in less developed countries grow, surrounding forests are stripped of 
trees, sometimes at a faster rate than they can be replaced. In both less developed 
and more developed countries, an awareness of cleaner sources of energy within 
a given bioregion—such as abundant solar or wind resources—could help to re
duce the environmental costs of energy consumption in the region's urban areas. 

Know Your Bioregion: What is the primary source for the electricity you use in your 
home? Is your bioregion rich in any less environmentally damaging energy resources? 

Natural Resources. In addition to energy, human settlements require materi
als for survival—food from agricultural production and harvesting of natural 
resources, metals and salts from mines, fresh water for human and industrial 
consumption, petroleum for asphalt and manufactured goods, and trees for 
processing into paper and packaging. Developing and extracting all these raw 
materials changes biomes far from a city's center. The amount of material need
ed to support a city can be tremendous. A year 2000 estimate calculated that the 
ecological footprint of the city of London—that is, the amount of land needed 
to support the human activity there—was 293 times the actual size of the city, 
equal to twice the entire land surface of the United Kingdom. Clearly, the 
resources to support London must come from other countries around the 
world—from the boreal forests of Russia and Scandinavia that supply wood for 
building and paper production to the tropical forests of India and China that 
supply Londoners' daily spot of tea. There is no reason to believe that London is 
exceptional; most cities in more developed countries likely have similarly-sized 
footprints. Cities' footprints can be reduced by their citizens, especially if they 
reduce the amount of energy used for transportation and make sensitive con
sumer choices, including buying locally produced foods and less meat. 

Know Your Bioregion: What agricultural products are produced in your bioregion? 
How easy is it to buy local produce? What other natural resources does your biore
gion supply? 

Waste Production 
The ecological footprint calculated for London includes not only the land 
needed to provide resources but also that required to handle the city's waste. 
The waste produced by a city presents a special problem. The density of the 
human population is so great in cities that specialized systems are required to 
handle the enormous amounts of human waste generated in a small area. 



Human wastes can be liquid, in the form of wastewater; solid, in the form of 
garbage; or gaseous, in the form of air pollution. 

Wastewater. In developed countries, cities have sewage treatment systems to 
handle the wastewater that drains from sinks, tubs, toilets, and industrial plants 
(Figure 15.30). These systems typically treat water by removing semisolid 
wastes through settling, using chemical treatment to kill any disease-causing 
microorganisms, and eventually discharging the treated water to lakes, streams, 
or oceans. Unfortunately, older treatment systems can be overwhelmed by 
storm water, causing the discharge of large volumes of wastewater directly into 
waterways. Untreated wastewater can cause nutrient levels to spike and algae 
and bacteria growth to increase, thus leading to beaches being closed to swim
ming and other water-based recreation. Huntington Beach, one of the most fa
mous surf spots in California, was closed for nearly the entire summer of 1999 
because of untreated wastewater flowing into the ocean there. 

Semisolid wastes, called sludge, are often composted (that is, allowed to 
decompose via the action of bacteria and fungi) and applied to land as fertilizer 
or trucked to landfills for burial. Land application of sewage sludge has its own 
problems; this material contains not only human waste—a valuable fertilizer if 
properly composted—but also industrial wastewater, which can contain a wide 
variety of toxic chemicals. A major challenge of the wastewater treatment indus
try in developed countries is the safe and effective disposal of sewage sludge. 

In less developed countries, safe disposal of treated sewage from rapidly 
growing cities may be a distant dream. In many rapidly industrialized regions, 
the emigration of people to urban areas has overwhelmed antiquated and inade
quate sewer systems. Large numbers of people in these cities live in slums where 
running water is scarce, and untreated human waste flows in open gutters. The 
consequences of inadequate disposal of human waste can be severe—intestinal 
diseases due to contact with waste-contaminated drinking water cause the pre
ventable deaths of over 2 million children under 5 years old every year. 

Know Your Bioregion: Where does your wastewater go? Does your community 
have any problems handling wastewater and sewage? 

Garbage and Recycling. In addition to dealing with wastewater, people in 
urban areas also must find ways to control their solid waste—that is, their 
garbage. In more developed countries, most of the solid waste finds its way into 
sanitary landfills, which are pits lined with resistant material such as plastic. 
Landfills have systems for collecting liquid that drains through the waste, and 
exhaust pipes to vent dangerous gases that may build up as a result of decompos
ing waste (Figure 15.31). As nearby communities fight the development of new 
landfills, and older ones reach their maximum capacity, landfill space is becoming 
more and more limited and farther removed from cities. To stave off a looming 



"garbage crisis," many states and communities mandate high levels of recycling 
of paper, glass, and metal; and many have or are considering community-wide 
composting programs to reduce the amount of food and yard waste trucked to 
landfills. Unfortunately, even in cities and states where recycling rates are rela
tively high, household garbage production continues to increase. In less devel
oped countries, the problem of solid waste disposal is more severe. Many large 
cities in these areas have large, open dumps in which unstable, fire-prone piles of 
garbage provide living space for desperately poor immigrants in the city. 

Know Your Bioregion: Where does your garbage go? What is the rate of recycling 
in your community, and can it be improved? 

Air Pollution. Because of human dependence on fossil fuels, urban areas pro
duce large amounts of gaseous waste. These air emissions include carbon diox
ide, a chief contributor to global warming (see Chapter 4), as well as combustion 
by-products including nitrogen and sulfur oxides, small airborne particulates, 
and fuel contaminants such as mercury. Exposure to sunlight and high tempera
tures can cause some of these by-products to react with oxygen in the air to form 
ground-level ozone or smog (Figure 15.32). For individuals with asthma, heart 
disease, or reduced lung function, increased ozone levels can lead to severe ill
ness, even death. When the gaseous pollution produced by human settlements 
enters the upper reaches of Earth's atmosphere, it can be carried on air currents 
throughout the globe. Air emissions from coal-fired power plants throughout the 
Midwest cause severe acid rain, even in lightly settled regions of the northeast 
United States, and airborne toxins such as benzene and PCB have been found in 
high levels in animals in the seemingly pristine Arctic. 

Air pollution is a problem in both developed and less developed countries. 
In less developed countries, pollution control is weak or lacking altogether; in 
more developed countries, the sheer volume of fossil fuel use contributes to 
poor air quality. In the United States, the number of miles driven by car per 
household has nearly doubled in the last 25 years, partially due to an increase in 
the distance that individuals live from their workplaces. Development of subur
ban settlements outside the geographical limits of cities has been termed urban 
sprawl. Urban sprawl not only contributes to an increase in fossil fuel con
sumption by causing increased transportation needs but also affects wildlife 
through habitat destruction and fragmentation (see Chapter 14). Urban sprawl 
also impairs water quality via the destruction of wetlands and the increasing 
amount of paved and built surfaces, which then funnel pollutants and warmed 
water into urban lakes, streams, and rivers. 



Know Your Bioregion: How is the air quality in your community? What are the 
major air pollutants and their sources? 

The effect of human settlements on surrounding natural biomes can be 
significant and severe, as we have discovered in this chapter. However, many 
of these impacts can be mitigated with thoughtful planning and the use of 
improved technology. In the United States, laws such as the Clean Air Act 
and the Clean Water Act—passed in 1970 and 1972, respectively—have great
ly reduced air and water pollution and have contributed to the recovery of 
once severely impaired habitats (Figure 15.33). Cities throughout the more 
developed world are supporting projects aimed at creating sustainable com
munities that are both economically vital and environmentally "intelligent." 
Perhaps by getting to know our biological neighbors and understanding how 
our choices affect these organisms, we can be inspired to help create commu
nities that are safe and healthy for humans and other species. 

Figure 15.33 Fitting human needs into the bioregion. These bathers are enjoying 
Lake Erie; once so polluted that it was considered "dead" in the 1960s, the lake has 
now recovered and provides clean swimming beaches and a healthy fish population. 
The lake's recovery provides hope that other threatened biomes and habitats can 
support sustainable human settlements with our thoughtful efforts. 





Appendix 



Answers to Learning 
the Basics 
CHAPTER 1 
1. A double blind experiment ensures 

that participants do not influence the 
results by reporting what they think is 
expected based on the hypothesis, and 
it ensures that data collectors do not 
err in the measurement of results by 
emphasizing supportive data and min
imizing nonsupportive data. 

2. A statistically significant result is 
one that shows a difference between 
the experimental and control groups 
larger than the difference expected 
due to chance variations between the 
groups. 

3. A correlation allows researchers to 
test hypotheses that are difficult to test 
via controlled experiments by looking 
for a relationship between two factors. 
They have the disadvantage of lacking 
controls, meaning that not all alterna
tive hypotheses for the relationship 
can be excluded. 

4. b, 5. a, 6. e, 7. b, 8. c, 9. a, 10. c 

CHAPTER 2 
1. Sugars; amino acids; glycerol and fatty 

acids. 
2. See Table 2.1 
3. The cell is composed of phospholipids 

arranged in a bilayer, proteins, and 
cholesterol 

4. b, 5. a, 6. a, 7. d, 8. d, 9. d, 10. d 

CHAPTER 3 
1. All of the building up and breaking 

down chemical reactions that occur in 
a cell. Human metabolism is affecetd 
by sex, age, genetics, exercise level, and 
weight. 

2. Substances that can pass by diffusion 
include nonpolar molecules and small 
polar molecules. Carbon dioxide, oxy
gen, and water can pass. Ions and larger 
molecules require the help of proteins to 
pass through membranes. 

3. d, 4. c, 5. c, 6. b, 7. d, 8. d, 9. e, 10. b 

CHAPTER 4 
1. Cellular respiration reactants are glu

cose and oxygen, products are carbon 
dioxide and water. Photosynthesis 
reactants are carbon dioxide and water, 
products are glucose and oxygen. 

2. c, 3. d, 4. c, 5. e, 6. a, 7. c, 8. e, 9. d 

CHAPTER 5 
1. Proto-oncogenes and tumor suppressor 

genes. 
2. Cell division. 
3. d, 4. a, 5. e, 6. d, 7. b, 8. c, 9. d, 10. a diploid; 
b diploid; c haploid; d haploid 

CHAPTER 6 
Answers to Learning the Basics: 
1. A gene is a segment of DNA contain

ing information about making a pro
tein. A protein is a chemical that 
either makes up part of the structure 
of a cell or helps perform an essential 
function of the cell. A trait is the 
physical outcome of the activity of 
proteins. 

2. Quantitative variation can occur when 
many genes, each with more than one 
allele, influence a single trait and/or 
when the environment influences how 
a trait develops. 

3. We cannot exactly predict the pheno-
types of offspring from looking at the 
phenotypes of their parents, but in many 
cases we can determine the probability 
that a particular offspring will have a 
particular phenotype. 

4. a, 5. b, 6. b, 7. b, 8. c, 9. e, 10. d 

Answers to Genetics Problems: 
1. All have genotype Tt and are tall. 
2. 25% have genotype TT and are tall, 

50% have genotype Tt and are tall, 
25% have genotype tt and are short. 

3. Both must be heterozygote (Aa). 
4. 50% of their offspring are expected to 

develop Huntington's disease. 
5. (a) 0%; (b) 25%. 
6. (a) yellow is dominant; (b) YY (yellow) 

and yy (green). 
7. Yy (yellow) and yy (green). 
8. (a) 50%; (b) 50%; (c) 25%; (d) yes. 
9. Male parent is Rrhh; female parent is 

RR Hh. Possible offspring genotypes 
and phenotypes: RRHh (Red coat, 
horns), RRhh (Red coat, hornless), 
RrHh (Roan coat, horns), Rrhh (Roan 
coat, hornless). 

10.(a) BRCA2 is dominant; (b) It is 
unlike the typical pattern because 
not all individuals with BRCA2 have 
the trait of early breast or ovarian 
cancer. 

CHAPTER 7 
1. See Table 7.1 
2. DNA is isolated and cut with restric

tion enzymes. The fragments are 
loaded on a gel and an electrical cur
rent is applied to separate them; DNA 
fragments are transferred to a filter, 
and then probed. The probe binds in 
complementary regions. X-ray film is 
placed over filter to generate a finger
print. 

3. Females inherit one X chromosome 
from their mom in the egg cell and 
one from their dad in the sperm cell. 
Males inherit an X chromosome from 
their mom in the egg cell and a Y 
chromosome from their dad in the 
sperm cell. 

4. Iai (dad) IBi (mom) 
5. 1 / 4 A+;y 4 A-; l /8AB- ; l /8AB+; 

1/8B+;1/8B-
6. c, 7. b, 8. b, 9. e, 10. 1/4XCXC (normal 
female); %XCY (normal male); y4X cX c 

(normal female); y4XcY (colorblind 
male) 

CHAPTER 8 
1. GCUAAUGAAU. 
2. gin, arg, ile, leu. 
3. mRNA, ribosome, amino acids, tRNAs. 
4. b, 5. c, 6. b, 7. c, 8. c, 9. b, 10. d 

CHAPTER 9 
1. The theory of common descent 

describes that the similarities among 
living species can be explained as a 
result of their descent from a common 
ancestor. 

2. Darwin observed that organisms on dif
ferent islands in the archipelago were 
similar, but not identical to each other, 
and were clearly related to each other 
and to similar organisms on the South 
American mainland. 

3. A vestigial structure is one that has 
little or no function in an organism 
but appears to be similar to a more use
ful structure in other organisms. These 
structures provide support for the theo
ry of common descent because they 
are best explained as having evolved 
from a functional structure in a com
mon ancestor. 

4. d, 5. d, 6. b , 7. d, 8. e, 9. e, 10. d 

ANS-1 



CHAPTER 10 
1. Fitness is a term that describes the sur

vival and reproductive output of an 
individual in a population relative to 
other members of the population. 

2. Artificial selection is a process of selec
tion of plants and animals by humans 
who control the survival and repro
duction of members of a population in 
order to increase the frequency of 
human-preferred traits. Artificial selec
tion is like natural selection in that it 
causes evolution; however, it differs 
because humans are directly choosing 
which organisms reproduce. In natural 
selection, environmental conditions 
cause one variant to have higher fit
ness than other variants. 

3. Within a single patient, an HIV popu
lation can consist of up to 1 billion 
different virus variants. These variants 
differ in a number of traits, including 
their susceptibility to a particular anti-
HIV drug. When the patient takes an 
anti-HIV drug, the individual viruses 
that are more resistant to the drug 
have higher fitness, and natural selec
tion leads to the evolution of a virus 
population that is resistant to the drug. 

4. c, 5. d, 6. e, 7. e, 8. c, 9. d, 10. a 

CHAPTER 11 
1. The gene pools of populations must 

become isolated from each other, they 
must diverge (as a result of natural 
selection or genetic drift) while they 
are isolated, and reproductive incom
patibility must evolve. 

2. Yes, as long as the gene pools of the 
populations are isolated. An example is 
when the timing of reproduction in two 
populations of a species is different. 

3. Genetic drift can occur as a result of 
founder's effect, the bottleneck effect, 
or by the chance loss of alleles from 
small, isolated gene pools. By changing 
allele frequencies, all of these events 
result in the evolution of a population. 

4. d, 5. b, 6. a, 7. b, 8. d, 9. c, 10. b 

CHAPTER 12 
1. Double fertilization, which triggers 

increased food supply to the embryo; 
the development of fruit, aiding in 
dispersal; development of the flower, 
increasing the probability of fertilization; 

the development of defensive com
pounds, deterring herbivores. 

2. Competition between organisms and the 
risk of predation favors the evolution of 
defensive chemicals, some of which may 
be valuable to humans. Organisms that 
live on or in other living organisms must 
have some way to evade their host's 
immune system, another potentially 
valuable characteristic. 

3. By comparing the DNA sequences of 
organisms to see if the pattern of simi
larity and difference matches what is 
predicted; and by examination of the 
fossil record, looking for the record of 
evolutionary change in the group of 
organisms. 

4. b, 5. e, 6. a, 7. d, 8. d, 9. c, 10. b 

CHAPTER 13 
1. A decrease in death rate, especially a 

decrease in infant mortality, has led to 
increasing growth rates. In addition, 
the process of exponential growth 
lends itself to these population explo
sions, as the number of people added 
in any year is a function of the popula
tion of the previous year. 

2. In most populations, growth rate 
declines because death rate increases 
(or birth rate decreases) as resources 
are "used up" by the population. 

3. Demographic momentum occurs 
because a population continues to 
grow in number even if birth rates 
drop, as large numbers of individuals 
who have not yet reached reproduc
tive maturity add offspring to the 
population in subsequent years. 

4. b, 5. c, 6. b, 7. b, 8. d, 9. d, 10. e 

CHAPTER 14 
1. By examining the fossil record and 

determining the average life span of 
various species. The most serious 
problem with these estimates is that 
the fossil record over-represents long-
lived species and thus overestimates 
the life span of these species. 

2. Habitat fragmentation endangers 
species because it interferes with their 
ability to disperse from unsuitable 
to suitable habitat and because it 
increases their exposure to humans and 
human-modified environments. Species 
that have very specialized habitat 

requirements, those that cannot move 
rapidly, and those that are very suscep
tible to human disturbance are most 
negatively affected by fragmentation. 

3. Mutualism is a relationship among 
species where all partners benefit. 
Predation is a relationship among 
species where one benefits and others 
are consumed. Competition is a rela
tionship among species where all part
ners are harmed by the presence of the 
others. 

4. d, 5. c, 6. d, 7. b, 8. a, 9. d, 10. a 

CHAPTER 15 
1. The tilt of Earth's axis means that as 

the planet revolves around the sun, the 
northern hemisphere is tilted toward 
the sun during part of the year and 
away during part of the year. The tem
perature at a given point on Earth's 
surface is determined in large part by 
the solar irradiance (i.e. the strength of 
sunlight) striking the surface. Because 
the northern hemisphere is tilted away 
in the winter, solar irradiance is low, as 
are temperatures. The opposite occurs 
in the summer. 

2. Water is slow to gain and lose heat, so 
when surrounding land areas cool as a 
result of declining solar irradiance, 
warmer air from over the water keeps 
the temperature high. The opposite is 
true as the surrounding land warms as 
a result of increasing solar irradiance. 

3. All forests require significant precipita
tion to support the growth of trees. The 
major difference between the types is in 
average temperature. Tropical forests 
are in climate regions that rarely or 
never reach freezing. The forests are 
dominated by broad-leaf evergreens. 
Temperate forests experience hot/cold 
seasonality, and are dominated by 
broad-leafed deciduous trees, which 
drop their leaves during the freezing 
(and thus, dry) winters. Boreal forests 
form where winters are very long and 
growing seasons short. The evergreen 
coniferous trees there are able to quick
ly take advantage of warm weather for 
photosynthesis, although they can sur
vive long periods of freezing without 
needing to drop their leaves. 

4. c, 5. e, 6. e, 7. e, 8. c, 9. a, 10. d 
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Glossary 
ABO b l o o d s y s t e m A system for catego
rizing human blood based on the presence or 
absence of carbohydrates on the surface of red 
blood cells. (Chapter 7) 

acid A substance that increases the concentra
tion of hydrogen ions in a solution. (Chapter 2) 
Acquired Immune Deficiency Syndrome 
(AIDS) Syndrome characterized by severely 
reduced immune system function and numerous 
opportunistic infections. Results from infection 
with HIV. (Chapter 10) 

activation energy The amount of energy 
that reactants in a chemical reaction must absorb 
before the reaction can start. (Chapter 3) 
activator A protein that enhances the tran
scription of a gene. (Chapter 8) 
act ive Site Substrate-binding region of an 
enzyme. (Chapter 3) 

active transport The ATP-requiring move
ment of substances across a membrane against 
their concentration gradient. (Chapter 3) 
adapta t ion Trait that is favored by natural 
selection and increases an individual's fitness 
in a particular environment. (Chapters 9,10) 
adapt ive radiation Diversification of one 
or a few species into large and very diverse 
groups of descendant species. (Chapter 12) 
adenine Nitrogenous base in DNA, a purine. 
(Chapters 2,4,5,8) 

a d e n o s i n e d i p h o s p h a t e (ADP) A mole
cule composed of adenine, a sugar, and two 
phosphate groups. Produced by the hydrolysis 
of the terminal phosphate bond of ATP. 
(Chapter 4) 

a d e n o s i n e t r iphosphate (ATP) A mole
cule composed of adenine, a sugar, and three 
phosphate groups that can be hydrolyzed to re
lease energy. Form of energy that cells can use. 
(Chapters 3,4) 

aerobic An organism, environment, or cellu
lar process that requires oxygen. (Chapter 4) 
aerobic respiration Cellular respiration that 
uses oxygen as the electron acceptor. (Chapter 4) 
agarose gel Ajelly-like slab used to separate 
molecules on the basis of molecular weight. 
(Chapter 7) 

agribusiness Farming as a large-scale busi
ness operation, including the production, pro
cessing, and distribution of food as well as 
manufacture and distribution of agricultural 
equipment and chemicals. (Chapter 8) 
a lgae Photosynthetic protists. (Chapter 12) 
allele frequency The percentage of the gene 
copies in a population that are of a particular 
form, or allele. (Chapter 11) 
alleles Alternate versions of the same gene, 
produced by mutations. (Chapters 5,6, 7) 

allopatric Geographic separation of a popula
tion of organisms from others of the same species. 
Usually in reference to speciation. (Chapter 11) 
alternative h y p o t h e s e s Factors other than 
the tested hypothesis that may explain observa
tions. (Chapter 1) 

a m e n o r r h e a Cessation of menstruation. 
(Chapter 3) 

amino acid Monomer subunit of a protein. 
Contains an amino, a carboxyl, and a unique 
side group. (Chapters 2,3,8) 
anaerob ic An organism, environment, or 
cellular process that does not require oxygen. 
(Chapter 4) 

anaerobic respiration Aprocess of energy 
generation that uses molecules other than oxy
gen as an electron acceptor. (Chapter 4) 
anaphase Stage of mitosis during which mi
crotubules contract and separate sister chromatids. 
(Chapter 5) 
anchorage dependence Phenomenon that 
holds normal cells in place. Cancer cells can lose 
anchorage dependence and migrate into other 
tissues or metastasize. (Chapter 5) 
anecdotal ev idence Information based on 
one person's personal experience. (Chapter 1) 
a n g i o g e n e s i s Formation of new blood ves
sels. (Chapter 5) 

angiosperms Plants in the phyla Angiosper-
mae, which produce seeds borne within fruit. 
(Chapter 12) 

Animalia Kingdom of Eukarya containing or
ganisms that ingest others and are typically motile 
for at least part of their life cycle. (Chapter 12) 
annual g r o w t h rate Proportional change 
in population size over a single year. Growth 
rate is a function of the birth rate minus the 
death rate of the population. (Chapter 13) 
annuals Plants that complete their life cycle 
in a single growing season. (Chapter 15) 
anorexia Self-starvation. (Chapter 3) 
antibiotics Chemicals that kill or disable bac
teria. (Chapter 12) 

a nti body Protein made by the immune system 
in response to the presence of foreign substances 
or antigens. Can serve as a receptor on a B cell or 
be secreted by plasma cells. (Chapters 5,10) 
ant i codon Region of tRNA that binds to a 
mRNA codon. (Chapter 8) 
ant igen Short for antibody-generating sub
stances, an antigen is a molecule that is foreign 
to the host and stimulates the immune system to 
react. (Chapter 10) 

ant iox idant s Substances present in some 
foods that are thought to protect the body from 
the damaging effects of oxygen-free radicals. 
(Chapter 3) 

antiparal le l Feature of DNA double helix 
in which nucleotides face " u p " on one 
side of the helix and "down" on the other. 
(Chapters 2, 5) 
antisense nucleotide sequence 
Nucleotide sequence that, when transcribed, 
produces a mRNA complementary to the nor
mally transcribed mRNA of another gene. 
Binding of antisense and sense mRNA de
creases gene expression. (Chapter 8) 
appl i ed research Research that has an 
immediate and potentially profitable applica
tion. (Chapter 8) 

aquaporins Atransport protein in the mem
brane of a plant or animal cell that facilitates the 
diffusion of water across the membrane (osmo
sis). (Chapter 3) 

aquatic Of, or relating to, water. (Chapter 15) 
Archaea Domain of prokaryotic organisms 
made up of species known from extreme envi
ronments. (Chapters 2,12) 
arrector pili Muscles at the base of hairs that 
raise them above the level of the skin. In humans, 
stimulation of these muscles results in "goose 
bumps." (Chapter 9) 

artificial insemination The practice of 
collecting semen from a male and manually 
injecting it into a female's reproductive tract. 
(Chapter 6) 

artificial se lect ion Selective breeding of 
domesticated animals and plants to increase 
the frequency of desirable traits. (Chapters 6,10) 
asexual reproduction A type of reproduc
tion in which one parent gives rise to genetically 
identical offspring. (Chapters 5,11) 
aSSOrtative mating Tendency for individu
als to mate with someone who is like themselves. 
(Chapter 11) 

a s y m p t o m a t i c Stage in an infection that 
is characterized by relatively unnoticeable, or 
absent symptoms of illness. (Chapter 10) 
a to m The smallest unit of matter that retains 
the properties of an element. (Chapter 2) 
atomic n u m b e r The number of protons in 
the nucleus of an atom. Unique to each ele
ment, this number is designated by a subscript 
to the left of the symbol for the element. 
(Chapter 2) 

ATP Synthase Enzyme found in the mito
chondrial membrane that helps synthesize ATP. 
(Chapter 4) 

a u t o s o m e s Non-sex chromosomes, of which 
there are 22 pairs in humans. (Chapters 5, 6, 7) 
AZT Drug that inhibits replication of HIV's 
genetic material while having relatively little 
effect on the normal replication and function 
of a patient's cells. (Chapter 10) 
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B lymphocytes (B cells) White blood cells 
that develop in bone marrow and recognize and 
react to small, free-living microorganisms such 
as bacteria and the toxins they produce. B lym
phocytes provide an immune response called 
humoral immunity. (Chapter 10) 
background extinction rate The rate of ex
tinction resulting from the normal process of 
species turnover. (Chapter 14) 
Bacteria Domain of prokaryotic organisms. 
(Chapters 2,4,8,12,14) 

Barrbody Inactivated X chromosome visible 
in female mammalian cells as a dark body in the 
nucleus. (Chapter 7) 

basal metabol ic rate Resting energy use of 
an awake, alert person. (Chapter 3) 
base A substance that reduces the concentra
tion of hydrogen ions in a solution. (Chapter 2) 

base-pairing rules i nDNA, Apairs withT, 
and C pairs with G. (Chapters 2, 5) 
basic research Research for which there 
is not necessarily a commercial application. 
(Chapter 8) 

behavioral isolation Prevention of mating 
between individuals in two different populations 
based on differences in behavior. (Chapter 11) 
benign Tumor that stays in one place and does 
not affect surrounding tissues. (Chapter 5) 
bias Influence of research participants' opinions 
on experimental results. (Chapter 1) 
binomial Name composed of two parts. 
(Chapter 9) 

biodiversity Variety within and among liv
ing organisms. (Chapters 12,14) 
b i o g e o g r a p h y The study of the geographic 
distribution of organisms. (Chapter 9) 

biological classification Field of science 
attempting to organize biodiversity into dis
crete, logical categories. (Chapters 9,12) 
biological diversity Entire variety of liv
ing organisms. (Chapter 12) 

biological evolution See evolution. 
(Chapter 9) 
biological populat ion Individuals of the 

same species that live and breed in the same 

geographic area. (Chapters 9,11) 

bio log ica l race Populations of a single 

species that have diverged from each other. 

Biologists do not agree on a definition of 

"race." See also subspecies. (Chapter 11) 
biological species concept Definition of a 
species as a group of individuals that can inter
breed and produce fertile offspring but typically 
cannot breed with members of another species. 
(Chapter 11) 

biomaSS The mass of all individuals of a 
species, or of all individuals on a level of a food 
web, within an ecosystem. (Chapter 14) 
biome A broad ecological community defined 
by a particular vegetation type (e.g., temperate, 
forest, prairie), which is typically determined by 
climate factors. (Chapter 15) 

biophilia Humans' innate desire to be sur
rounded by natural landscapes and objects. 
(Chapter 14) 

biopiracy Using the knowledge of the 
native people in developing countries to dis
cover compounds for use in developed coun
tries. (Chapter 12) 

bioprospecting Hunting for new organisms 
and new uses of old organisms. (Chapter 12) 
biopsy Surgical removal of some cells, tissue, 
or fluid to determine if cells are cancerous. 
(Chapter 5) 

bipedal Walking upright on two limbs. 
(Chapter 9) 

birth rate Number of births averaged over 
the population as a whole. (Chapter 13) 
blind exper iments Tests in which subjects 
are not aware of exactly what they are pre
dicted to experience. (Chapter 1) 
blood pressure The force of the blood as it 
travels through the arteries; partially determined 
by artery diameter and elasticity. (Chapter 3) 
b o d y mass index (BMI) Calculation using 
height and weight to determine a number that 
correlates to an estimate of a person's amount 
of body fat with health risks. (Chapter 3) 
boreal fores t s A biome type found in 
regions with long, cold winters and short, cool 
summers. Characterized by coniferous trees. 
(Chapter 15) 

botanist Plant biologist. (Chapter 12) 
bulimia Binge eating followed by purging. 
(Chapter 3) 

C3 plants Plants that use the Calvin cycle of 
photosynthesis to incorporate carbon dioxide 
into a 3-carbon compound. (Chapter 4) 
C4 plants Plants that perform reactions in
corporating carbon dioxide into a 4-carbon 
compound that ultimately provides carbon 
dioxide for the Calvin cycle. (Chapter 4) 
Calcium Nutrient required in plant cells for the 
production of cell walls and for bone strength and 
blood clotting in humans. (Chapter 3) 
Calorie A kilocalorie or 1000 calories. 
(Chapter 3) 

Calorie Amount of energy required to raise 
the temperature of one gram of water by 1°C. 
(Chapter 3) 

Calvin cycle A series of reactions that occur 
in the stroma of plants during photosynthesis 
that utilize NADPH and ATP to reduce carbon 
dioxide and produce sugars. (Chapter 4) 
CAM plants Plants that use crassulacean acid 
metabolism, a variant of photosynthesis during 
which carbon dioxide is stored in sugars at night 
(when stomata are open) and released during 
the day (when stomata are closed) to prevent 
water loss. (Chapter 4) 

Cambrian explos ion Relatively rapid evo
lution of the modern forms of multicellular life 
that occurred approximately 550 million years 
ago. (Chapter 12) 

cancer A disease that occurs when cell divi
sion escapes regulatory controls. (Chapter 5) 
capillaries The smallest blood vessels of the 
circulatory system, connecting arteries to veins 
and allowing material exchange across their thin 
walls. (Chapter 5) 

Carbohydrate Energy-rich molecule that 
is the major source of energy for the cell. 
(Chapters 2, 3,4) 

Carbon d iox ide Abundant molecule in the 
atmosphere (CO2). (Chapters 3,4) 
carcinogens Substances that damage DNA 
or chromosomes. (Chapter 5) 
Carrier Individual who is heterozygous for a 
recessive disease allele. (Chapters 6, 7) 
carrying capacity Maximum population 
that the environment can support. (Chapter 13) 
catalyst A substance that lowers the activa
tion energy of a chemical reaction, thereby 
speeding up the reaction. (Chapter 3) 
CD4 cell Class of immune-system cells 
that are susceptible to HIV infection. Most are 
T4 lymphocytes; they are named for the CD4 
receptor on the cell surface. (Chapter 10) 
cell Basic unit of life, an organism's fun
damental building-block units. (Chapters 2, 
3,9) 

cell cycle An ordered sequence of events in 
the life cycle of a eukaryotic cell from its ori
gin until its division to produce daughter 
cells. Consists of M, Gj, S, and G2 phases. 
(Chapter 5) 

cell divis ion Process a cell undergoes 
when it makes copies of itself. Production of 
daughter cells from an original parent cell. 
(Chapters 5,6) 

cell plate A double layer of new cell membrane 
that appears in the middle of a dividing plant cell 
and divides the cytoplasm of the dividing cell. 
(Chapter 5). 

cell wal l Tough but elastic structure sur
rounding plant and bacterial cell membranes. 
(Chapters 2,4,5) 

cellular respiration Process requiring oxy
gen by which cells use food to make ATP. 
(Chapter 4) 

cel lulose A structural polysaccharide found 
in cell walls and composed of glucose molecules. 
(Chapters 2,4,5) 

Centriole A structure in animal cells that 
helps anchor for microtubules during cell divi
sion. (Chapters 2, 5) 

Centromere Region of a chromosome where 
sister chromatids are attached and to which 
microtubules bind. (Chapter 5) 
chaparral A biome characteristic of climates 
with hot, dry summers and mild, wet winters 
and a dominant vegetation of aromatic shrubs. 
(Chapter 15) 

checkpo int Stoppage during cell division 
that occurs to verify that division is proceeding 
correctly. (Chapter 5) 
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chemotherapy Using chemicals to try to kill 
rapidly dividing (cancerous) cells. (Chapter 5) 
chlorophyll Green pigment found in the 
chloroplast of plant cells. (Chapter 4) 
ch loroplast An organelle found in plant cells 
that absorbs sunlight and uses the energy derived 
to produce sugars. (Chapters 2,4,12) 
choles terol A steroid found in animal cell 
membranes that affects membrane fluidity. 
Serves as the precursor to estrogen and testos
terone. (Chapters 2,3) 

c h r o m o s o m e s Housed inside the nucleus, 
subcellular structures composed of a long sin
gle molecule of DNA and associated proteins. 
(Chapters 5,6, 7,8,11) 

Circulatory system The blood vessels which 
transport blood, nutrients, and waste around the 
body. (Chapter 5) 

cladistk analysis A technique for determin
ing the evolutionary relationships among organ
isms that relies on identification and comparison 
of newly evolved traits. (Chapter 12) 
Classification sys t ems Methods for organ
izing biological diversity. (Chapters 9,12) 
c l e a v a g e Rapid cell division that occurs 
during animal development. (Chapter 5) 
cl imate The average temperature and pre
cipitation as well as seasonality. (Chapter 15) 
climax community The group of species 
that is stable over time in a particular set of en
vironmental conditions. (Chapter 15) 
clinical trial Controlled scientific experiment 
to determine the effectiveness of novel treat
ments. (Chapter 5) 

cloning Making copies of a gene or an organ
ism that are genetically identical. (Chapter 8) 
d u m p e d distr ibution A spatial arrange
ment of individuals in a population where 
large numbers are concentrated in patches with 
intervening, sparsely populated areas separat
ing them. (Chapter 13) 

c o d o m i n a n t Alleles that result in a new 
protein with a different, but not dominant, 
activity compared to the normal protein. 
(Chapters 6, 7) 

codons Three-nucleotide sequences of mRNA 
that tRNA binds with to add an amino acid to 
the growing protein. The genetic code is read 
from the mRNA codon. (Chapter 8) 
c o e n z y m e (or cofactor) Substances such 
as vitamins that help enzymes catalyze chemical 
reactions. (Chapter 3) 

cohes ion The tendency for molecules of the 
same material to stick together. (Chapter 2) 
combination drug therapy Treatment 
with at least three different anti-HTV drugs, from 
two different classes of drugs. The therapy of 
choice for HIV patients. (Chapter 10) 
c o m m o n descent The theory that all living 
organisms on Earth descended from a single 
common ancestor that appeared in the distant 
past. (Chapter 9) 

community A group of interacting species in 
the same geographic area. (Chapter 14) 
Competition Interaction that occurs when 
two species of organisms both require the 
same resources within a habitat; competi
tion tends to limit the size of populations. 
(Chapter 14) 

c o m p e t i t i v e exc lus ion Process of estab
lishing harmless organisms in an ecosystem that 
serves to reduce levels or harmful organisms. 
(Chapter 14) 

Competitors Species that survive on the same 
food source or otherwise compete for the same 
resources. (Chapter 12) 

complementary base pair Nitrogenous 
bases that hydrogen bond to each other. In DNA, 
adenine is complementary to thymine, and cyto-
sine is complementary to guanine. In RNA, ade
nine is complementary to uracil and guanine to 
cytosine. (Chapters 2,5,7,8) 
Complete prote ins Dietary proteins that 
contain all the essential amino acids. (Chapter 3) 
complex carbohydrates Highly branched 
polysaccharides. (Chapter 3) 
c o m p o u n d A substance consisting of two or 
more elements in a fixed ratio. (Chapter 2) 
Coniferous Pertaining to trees and shrubs that 
produce cones for reproduction. (Chapter 15) 
Consilience The unity of knowledge. Used to 
describe a scientific theory that has multiple 
lines of evidence to support it. (Chapter 9) 
Contact inhibi t ion Property of cells that 
prevents them from invading surrounding tis
sues. Cancer cells may lose this property. 
(Chapter 5) 
continuous variation A range of slightly 

different values for a trait in a population. 
(Chapter 6) 

control Subject for an experiment who is sim
ilar to experimental subject except is not exposed 
to the experimental treatment. Used as baseline 
values for comparison. (Chapter 1) 
Convergent evo lu t ion Evolution of same 
trait or set of traits in different populations as a 
result of shared environmental conditions rather 
than shared ancestry. (Chapters 9,11) 
Coral reef Highly diverse biome found in 
warm, shallow salt water, dominated by the 
limestone structures created by coral animals. 
(Chapters 12,15) 

Correlation Describes a relationship between 
two factors. (Chapters 1,6,11) 
COValentbond Atypeofstrongchemicalbond 
in which two atoms share electrons. (Chapter 2) 
critical habitat Defined by the Endangered 
Species Act as a habitat designated as crucial 
to the survival of an endangered species. 
(Chapter 14) 

Cross Mating of two organisms. (Chapter 6) 
crossing over Exchange of genetic informa
tion between members of a homologous pair of 
chromosomes. (Chapters 5,6) 

cultural carrying capacity Maximum 
human population of Earth that provides not 
only adequate food for all but an adequate qual
ity of life as well. (Chapter 13) 
cyst Noncancerous, fluid-filled growth. 
(Chapter 5) 

c y t o k i n e s i s Part of the cell cycle during 
which two daughter cells are formed by the 
cytoplasm splitting. (Chapter 5) 
c y t o p l a s m The entire contents of the cell 
(except the nucleus) surrounded by the plasma 
membrane. (Chapters 2, 8) 
Cytosine Nitrogenous base, a pyrimidine. 
(Chapters 2,4,5,8) 

CytOSkeleton A network of tubules and fibers 
that branch throughout the cytoplasm. (Chapter 2) 
cytosol The semifluid portion of the cytoplasm. 
(Chapters 2,4) 

data Information collected by scientists dur
ing hypothesis testing. (Chapter 1) 
d a u g h t e r cells Offspring cells that are pro
duced by the process of cell division. 
(Chapter 5) 

death rate Number of deaths averaged over 
the population as a whole. (Chapter 13) 
dec iduous Pertaining to woody plants that 
drop their leaves at the end of a growing sea
son. (Chapter 15) 

d e c o m p o s e r s Organisms, typically bacte
ria and fungi in the soil, whose action breaks 
down complex molecules into simpler ones. 
(Chapter 14) 

d e c o m p o s i t i o n The breakdown of organic 
material into smaller molecules. (Chapter 15) 
deduct ive reasoning Making a prediction 
about the outcome of a test; "if . . . then" state
ments. (Chapter 1) 

deforestat ion The removal of forest lands, 
often to enable the development of agriculture. 
(Chapters 4,14) 

d e g e n e r a t i v e d i s e a s e Disease character
ized by progressive deterioration. (Chapter 8) 
d e h y d r a t i o n A decrease in an organism's 
required water level. (Chapter 3) 
d e l e t e r i o u s Causing a negative outcome, 
especially pertaining to particular alleles. 
(Chapter 14) 

demographic momentum Lag between the 
time that humans reduce birth rates and the time 
that population numbers respond. (Chapter 13) 

demographic transition The period of time 
between when death rates in a human population 
fall (as a result of improved technology) and when 
birth rates fall (as a result of voluntary limitation 
of pregnancy). (Chapter 13) 
d e n a t u r a t i o n In proteins, the process 
where proteins unravel and change their 
native shape, thus losing their biological ac
tivity. For DNA, the breaking of hydrogen 
bonds between the two strands of the double-
stranded DNA helix, resulting in single-
stranded DNA (Chapters 4, 7) 
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density-dependent factors Factors related 
to a population's size that influence the current 
growth rate of a population—for example, com
municable disease or starvation. (Chapter 13) 
density-independent factors Factors 
unrelated to a population's size that influence 
the current growth rate of a population—for 
example, natural disasters or poor weather 
conditions. (Chapter 13) 
deoxyribonucleic acid (DNA) Molecule of 
heredity that stores the information required for 
making all of the proteins required by the cell. 
(Chapters 2, 5, 6, 7, 8,10,12) 
deoxyr ibose The five-carbon sugar in DNA. 
(Chapters 2,5,6, 8) 

desert The biome found in areas of minimal 
rainfall. Characterized by sparse vegetation. 
(Chapter 15) 

d e v e l o p e d countries Countries that have 
completed the process of industrial development 
and have a high per capita income level. 
(Chapter 13) 

deve lop ing world Countries beginning the 
process of industrial development. (Chapter 13) 
d e v e l o p m e n t All of the progressive changes 
that produce an organism's body. (Chapter 12) 
diabetes Disorder of carbohydrate metabo
lism characterized by impaired ability to produce 
or respond to the hormone insulin. (Chapter 3) 

diastolic blood pressure The lowest blood 
pressure in the arteries, occurring during dias
tole of the cardiac cycle. (Chapter 3) 
dif fus ion The spontaneous movement of 
substances from a region of their own high 
concentration to a region of their own low con
centration. (Chapter 3) 

dihybrid cross A genetic cross involving two 
different genes. For example, AABB X aabb. 
(Chapter 6) 

diploid Cell A cell containing homologous 
pairs of chromosomes (2n). (Chapters 5,6) 
directional se lect ion Natural selection for 
individuals at one end of a range of phenotypes. 
(Chapter 10) 

disacchar ide A double sugar consisiting 
of two monosaccharides joined together by a 
glycosidic linkage. (Chapter 2) 
diverge (or, d ivergence) In evolution, di
vergence occurs when gene flow is eliminated 
between two populations. Over time, traits 
found in one population begin to differ from 
traits found in the other population. (Chapters 
9,11,12) 

diversifying selection Natural selection for 
individuals at both ends of a range of phenotypes 
but against the "average" phenotype. (Chapter 10) 
dizygot ic t w i n s Fraternal twins (non-
identical) that develop from separate zygotes. 
(Chapter 6) 

DNA See deoxyribonucleic acid. (Chapters 
2, 5, 6, 7, 8,10,12) 

DNA fingerprinting Powerful identification 

technique that takes advantage of differences in 
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DNA sequence by utilizing electrophoresis and 
single-stranded probes. (Chapter 7) 
DNA p o l y m e r a s e Enzyme that facilitates 
base pairing during DNA synthesis. (Chapter 5) 
DNA repl icat ion The synthesis of two 
daughter DNA molecules from one original 
parent molecule. Takes place during the S 
phase of interphase. (Chapters 5, 7) 
DNA sequence The linear order of nucleotides 
in a DNA molecule. (Chapters 7,8,9,12) 
d o m a i n Most inclusive biological category. 
Life is grouped by many biologists into three 
major domains. (Chapters 9,12) 
dominant Applies to an allele with an effect 
that is visible in a heterozygote. (Chapter 6) 
double blind Experimental design protocol 
when both research subjects and scientists per
forming the measurements are unaware of either 
the experimental hypothesis or who is in the con
trol or experimental group. (Chapter 1) 
drug resistance In pathogens, it occurs when 
the pathogen is no longer susceptible to the effects 
of a drug,; thus, infections are no longer controlled 
by drug treatment. (Chapter 10) 
ecological footprint A measure of the nat
ural resources used by a human population or 
society. (Chapter 15) 

e c o l o g y Field of biology that focuses on the 
interactions between organisms and their envi
ronment. (Chapters 12,13) 
e c o s y s t e m All of the organisms and natural 
features in a given area. (Chapter 14) 
e c o s y s t e m services Proper functioning of 
the natural world's ecosystems. (Chapter 14) 
ecotour i sm The visitation of specific geo
graphical sites by tourists interested in natural 
attractions, especially animals and plants. 
(Chapter 14) 

e g g cell Gamete produced by a female organ
ism. (Chapters 5,6,7,11,12) 
e lectron A negatively charged subatomic 
particle. (Chapters 2, 4) 

electron transport chain A series of proteins 
in the mitochondrial and chloroplast membranes 
that move electrons during the redox reactions 
that release energy to produce ATP. (Chapter 4) 
e l e m e n t A substance that cannot be broken 
down into any other substance. (Chapter 2) 
embryo Developing individual. (Chapters 6, 
7,8,12) 

Endangered Species Act (ESA) U.S. law 
intended to protect and encourage the popula
tion growth of threatened and endangered 
species enacted in 1973. (Chapter 14) 
endocytos i s The uptake of substances into 
cells by a pinching inward of the plasma mem
brane. (Chapter 3) 

endoplasmic reticulum (ER) A network of 
membranes in eukaryotic cells. When rough, or 
studded with ribosomes, functions as a workbench 
for protein synthesis. When devoid of ribosomes, 
or smooth, it functions in phospholipid and steroid 
synthesis and detoxification. (Chapter 2) 

e n d o s y m b i o t i c t h e o r y Theory that or
ganelles such as mitochondria and chloroplasts 
in eukaryotic cells evolved from prokaryotic 
cells that took up residence inside ancestral 
eukaryotes. (Chapter 12) 
e n e r g y Shell Different states of energy for 
electrons in an atom. (Chapter 2) 
e n z y m e Protein that catalyzes and regulates 
the rate of metabolic reactions. (Chapters 2, 3, 
4,10) 
equator The circle around Earth that is equi
distant to both poles. (Chapter 15) 
essential amino acids The 8 amino acids 
that humans cannot synthesize and thus must 
be obtained from the diet. (Chapter 3) 
essent ia l fat ty acids Fatty acids that ani
mals cannot synthesize and must be obtained 
from the diet. (Chapter 3) 
estuary An aquatic biome that forms at the 
outlet of a river into a larger body of water such 
as a lake or ocean. (Chapter 15) 
e u g e n i c s Science of "improving" the 
human species through selective breeding. 
(Chapter 6) 

eukaryotes (eukaryotic cells) Cells that 
have a nucleus and membrane-bounded or
ganelles. (Chapters 2,8,12) 
eutrophication Process resulting in periods of 
dangerously low oxygen levels in water, some
times caused by high levels of nitrogen and phos
phorus from fertilizer runoff that result in increased 
growth of algae in waterways. (Chapter 14) 
evo lut ion Changes in the features (traits) of 
individuals in a biological population that occur 
over the course of generations. See also theory of 
evolution. (Chapters 1,2,9,10) 
evolut ionary classification System of or
ganizing biodiversity according to the evolu
tionary relationships among living organisms. 
(Chapter 12) 

exocytos is The secretion of molecules from a 
cell via fusion of membrane-bounded vesicles 
with the plasma membrane. (Chapter 3) 
exper iments Contrived situations designed 
to test specific hypotheses. (Chapter 1) 
exponent ia l g r o w t h Growth that occurs in 
proportion to the current total. (Chapter 13) 
e x t i n c t i o n Complete loss of a species. 
(Chapter 14) 

fac i l i ta ted d i f fus ion The spontaneous 
passage of molecules, through membrane pro
teins, down their concentration gradient. 
(Chapter 3) 

falsif iable Able to be proved false. (Chapter 1) 
fat Hydrophobic molecule composed of a 3-
carbon glycerol skeleton bonded to three fatty 
acids. Energy source that contains more calories 
than an equal weight of carbohydrates or pro
teins. (Chapters 2,3,4) 

fa t ty acid A long acidic chain of hydrocar
bons bonded to glycerol. Fatty acids vary on the 
basis of their length and on the number and 
placement of double bonds. (Chapters 2, 3) 



f ermentat ion A process that makes a small 
amount of ATP from glucose without using 
an electron transport chain. Ethyl alcohol and 
lactic acid are produced by this process. 
(Chapter 4) 

fertilization The fusion of haploid gametes 
(egg and sperm) to produce a diploid zygote. 
(Chapters 5,6,7) 

f itness Relative survival and reproduction of 
one variant compared to others in the same pop
ulation. (Chapters 10,14) 

f lowering plants Division of the kingdom 
Plantae containing members that produce flow
ers and fruit. (Chapter 12) 
fluid mosaic model The accepted model for 
how membranes are structured with proteins 
bobbing in a sea of phospholipids. (Chapter 2) 
follicle Structure in the ovary that contains 
the developing ovum and secretes estrogen. 
(Chapter 5) 

food chain The linear relationship between 
trophic levels from producers to primary con
sumers, and so on. (Chapter 14) 
food w e b The feeding connections between 
and among organisms in an environment. 
(Chapter 14) 

foramen magnum Hole in the skull that al
lows for passage of the spinal cord. (Chapter 9) 
forests Terrestrial communities characterized 
by the presence of trees. (Chapter 15) 
fossil fue l s Nonrenewable resources con
sisting of the buried remains of ancient plants 
that have been transformed by heat and pres
sure into coal and oil. (Chapters 4,14) 
fossil record Physical evidence left by organ
isms that existed in the past. (Chapter 9) 
foss i l s Remains of plants or animals that 
once existed, left in soil or rock. (Chapters 9, 
12,14) 

founder ef fect Type of sampling error that 
occurs when a small subset of individuals 
emigrates from the main population to found a 
new population. Results in differences in the 
gene pools of source population and the new 
population. (Chapter 11) 
f o u n d e r h y p o t h e s i s The hypothesis that 
the diversity of unique forms in isolated habitats 
results from divergence of different species from 
a single founding population. (Chapter 11) 
frameshift mutation A mutation that 
occurs when the number of nucleotides in
serted or deleted from a DNA sequence is not 
a multiple of three. (Chapter 8) 
free radical A substance containing an unpaired 
electron that is therefore unstable and highly reac
tive, causing damage to cells. (Chapter 3) 
Fungi Kingdom of eukaryotes made up of 
members that are immobile, rely on other organ
isms as their food source, and are made up of 
hyphae that secrete digestive enzymes into the 
environment and that absorb the digested mate
rials. (Chapters 9,12,14) 
galls Tumor growths on a plant. (Chapter 8) 

g a m e t e Specialized sex cells (sperm and egg 
in humans) that contain half as many chromo
somes as other body cells and are therefore hap
loid. (Chapters 5,6) 
gamete incompatibility An isolating 
mechanism between similar species in which 
sperm from one species cannot fertilize eggs 
from another. (Chapter 11) 
gel e lectrophoresis The separation of bio
logical molecules on the basis of their size and 
charge by measuring their rate of movement 
through an electric field. (Chapter 7) 
g e n e Discrete unit of hereditary information 
consisting of a sequence of DNA that contains 
information about genetic traits; thus they code 
for specific proteins. (Chapters 5,6) 
g e n e express ion Turning a gene on or off. 
A gene is expressed when the protein it encodes 
is synthesized. (Chapter 8) 
g e n e f l o w Spread of an allele throughout a 
species' gene pool. (Chapter 11) 
g e n e gun Device used to shoot DNA-coated 
pellets into plant cells. (Chapter 8) 
g e n e pool All of the alleles found in the in
dividuals of a species. (Chapter 11) 
g e n e therapy Replacing defective genes (or 
their protein products) with functional ones. 
(Chapter 8) 

genealogical species concept A scheme 
that identifies as separate species all populations 
with a unique lineage. (Chapter 11) 
Generally Recognized As Safe (GRAS) 
A modified food that does not need to undergo 
FDA testing because it contains substances that 
have already been tested. (Chapter 8) 
genet ic code Table showing which mRNA 
codons code for which amino acids. (Chapters 8,9) 
g e n e t i c drift Change in allele frequency 
that occurs as a result of chance. (Chapters 
11,14) 

genetic engineering Using technology to 
change one or more genes in an organism. 
(Chapter 8) 

genetic variability All of the forms of genes, 
and the distribution of these forms, found with
in a species. (Chapter 14) 
Genetically Modified Organisms (GMOs) 
Transgenic organisms or organisms that have 
been genetically engineered. (Chapter 8) 
g e n o m e Entire suite of genes present in an 
organism. (Chapter 8) 

g e n o t y p e Genetic composition of an indi
vidual. (Chapters 6, 7) 
g e n u s Broader biological category to 
which several similar species may belong. 
(Chapters 9, 11) 

germ line gene therapy Gene therapy that 
changes genes in a zygote or early embryo, thus 
the embryo will pass on the engineered genes 
to their offspring. (Chapter 8) 
germ theory The scientific theory that all 
infectious diseases are caused by microorganisms. 
(Chapter 1) 

g l o b a l w a r m i n g Increases in average 
temperatures as a result of the release of 
increased amounts of carbon dioxide and other 
greenhouse gases into the atmosphere. 
(Chapters 4, 14) 

glycolysis The splitting of glucose into pyru
vate, which helps drive the synthesis of a small 
amount of ATP. (Chapter 4) 
Golgi apparatus An organelle in eukary-
otic cells consisting of flattened membranous 
sacs that modify and sort proteins and other 
substances. (Chapter 2) 

g o n a d s The male and female sex organs; tes
ticles in human males or ovaries in human fe
males. (Chapter 5) 

gradualism The hypothesis that evolution
ary change occurs in tiny increments over long 
periods of time. (Chapter 11) 
grana Stacks of thylakoids in the chloroplast. 
(Chapters 2,4) 

grass lands Biomes characterized by the 
dominance of grasses, usually found in regions 
of lower precipitation. (Chapter 15) 
g r e e n h o u s e effect The retention of heat by 
carbon dioxide and other greenhouse gases. 
(Chapter 4) 

g r o w t h factor Protein that stimulates cell 
division. (Chapter 5) 

g r o w t h rate Annual death rate in a popu
lation subtracted from the annual birth rate. 
A species' growth rate is influenced by 
how long the species takes to reproduce, 
how often it reproduces, the number of off
spring produced each time, and the death rate 
of individuals under ideal conditions. 
(Chapter 13) 

guanine Nitrogenous base in DNA, a purine. 
(Chapters 2,4,5,6, 8) 
guard cells Paired cells encircling stomata 
that serve to regulate the size of the stomatal 
pore, helping to minimize water loss under dry 
conditions and maximize carbon dioxide uptake 
under wet conditions. (Chapter 4) 
habitat Place where an organism lives. 
(Chapter 14) 

habi tat des truct ion Modification and 
degradation of natural forests, grasslands, wet
lands, and waterways by people; primary cause 
of species loss. (Chapter 14) 
habitat f r a g m e n t a t i o n Threat to biodi
versity caused by humans that occurs when 
large areas of intact natural habitat are subdi
vided by human activities. (Chapter 14) 
half-life Amount of time required for one-
half the amount of a radioactive element that is 
originally present to decay into the daughter 
product. (Chapter 9) 

haploid Cells containing only one member 
of each homologous pair of chromosomes (n); 
e.g., sex cells. (Chapter 5) 
Hardy-Weinberg theorem Theorem that 
holds that allele frequencies remain stable in 
populations that are large in size, randomly 
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mating, and experiencing no migration or nat
ural selection. Used as a baseline to predict 
how allele frequencies would change if any of 
its assumptions were violated. (Chapter 11) 
heart attack An acute condition, during 
which blood flow is blocked to a portion of the 
heart muscle, causing part of the muscle to be 
damaged or die. (Chapter 3) 
heat The total amount of energy associated 
with the movement of atoms and molecules in a 
substance. (Chapter 4) 

he lper T cel ls Immune-system cells that 
enhance cell-mediated immunity and humoral 
immunity by secreting a substance that in
creases the strength of the immune response. 
Also, see T4 cell. (Chapter 10) 
hemophil ia Rare genetic disorder caused by 
a sex-linked recessive allele that prevents nor
mal blood clotting. (Chapter 7) 
heritability The amount of variation for a trait 
in a population that can be explained by differ
ences in genes among individuals. (Chapter 6) 
heterozygote Individual carrying two differ
ent alleles for a particular gene. (Chapters 11,14) 
heterozygous Genotype containing two dif
ferent alleles for a gene. (Chapter 6) 
high-densi ty l ipoproteins (HDL) A cho
lesterol carrying particle in the blood that is high 
in protein and low in cholesterol. (Chapter 3) 
HIV See Human Immunodeficiency Virus. 
(Chapter 10) 

h o m e o s t a s i s The steady state or condition 
that an organism works to maintain. (Chapter 2) 
homin ins Humans and human ancestors. 
(Chapters 9,11) 

homologous pairs Sets of two chromosomes 
of the same size and shape with centromeres in 
the same position. Homologous pairs of chromo
somes carry the same genes in the same locations 
but may carry different alleles. (Chapters 5,6) 
h o m o l o g y Similarity in characteristics as a 
result of common ancestry. (Chapter 9) 
h o m o z y g o u s Genotype containing identical 
alleles for a gene. (Chapters 6,14) 
h o s t Organism infected by a pathogen or 
parasite. (Chapter 10) 

Human Genome Project Effort to determine 
the nucleotide base sequences and chromosomal 
locations of all human genes. (Chapter 8) 
Human Immunodeficiency Virus (HIV) 
Agent identified as causing the transmission and 
symptoms of AIDS. (Chapter 10) 
hybrid Offspring of two different strains 
of an agricultural crop (see also interspecies 
hybrid). (Chapter 11) 

hybridization and assimilation 
hypothes i s Hypothesis about the origin of 
modern humans stating that Homo sapiens 

evolved in Africa and spread around the 
world, interbreeding with H. erectus populations -
already present in Asia and Europe. (Chapter 11) 
hydrocarbon A molecule consisting of car
bons and hydrogens. (Chapters 2,3) 
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h y d r o g e n a t o m One negatively charged 
electron and one positively charged proton. 
(Chapters 2, 4) 

h y d r o g e n bond A type of weak chemical 
bond. In DNA, this type of bond forms between 
nitrogenous bases across the width of the helix. 
(Chapters 2,4) 

hyd rogen ion A single proton with a charge 
o f+1 . (Chapter 2) 
hydrogenation Adding hydrogen gas under 
pressure to make liquid oils more solid. (Chapter 3) 
hydrophilic Water-loving molecule. (Chapter 2) 
h y d r o p h o b i c Water-hating molecule. 
(Chapter 2) 

hypertens ion High blood pressure. 
(Chapter 3) 

hyphae Thin filaments that make up the body 
of a fungus. (Chapter 12) 

hypothes i s Tentative explanation for an ob
servation that requires testing to validate. 
(Chapters 1,9,11) 

IDDM (insulin-dependent diabetes mel-
HtUS) Type of diabetes that requires insulin 
injections, Type I. (Chapter 3) 
immortal Property of cancer cells that allows 
them to divide more times than normal cells, 
possibly due to the activation of a telomerase 
gene. (Chapter 5) 

i m m u n e deficiency Poor immune-system 
function, usually resulting in increased oppor
tunistic infections. (Chapters 8,10) 
i m m u n e response Ability of the immune 
system to respond to an infection resulting from 
increased production of B cells and T cells. 
(Chapters 6,10) 

i m m u n e s y s t e m The organ system that 
produces cells and cell products, such as anti
bodies, that help remove pathogenic organisms. 
(Chapters 8,10) 

In vitro fertilization Fertilization that takes 
place when sperm and egg are combined in 
glass or a test tube. (Chapter 8) 
inbreeding Mating between related individ
uals. (Chapter 14) 

inbreeding depression Negative effect of 
homozygosity on the fitness of members of a 
population. (Chapter 14) 

incomple te d o m i n a n c e A type of inheri
tance where the heterozygote has a phenotype 
intermediate between both homozygotes. 
(Chapters 6, 7) 

independent assortment See law of inde
pendent assortment. (Chapter 6) 
induced fit A change in shape of the active 
site of an enzyme so that it binds tightly to a 
substrate. (Chapter 3) 

inductive reasoning A logical process that 
argues from specific instances to a general con
clusion. (Chapter 1) 

infant mortality Death rate of infants and 
children under the age of 5. (Chapter 13) 
insulin A hormone secreted by the pancreas 
that lowers blood glucose levels by promoting 

the uptake of glucose by cells and the storage of 
glucose as glycogen in the liver. (Chapter 3) 
insulin-dependent diabetes mellitus 
(IDDM). See IDDM. (Chapter 3) 
intermembrane space Space between two 
membranes. (Chapters 2,4) 
interphase Part of the cell cycle when a cell 
is preparing for division and the DNA is dupli
cated. Consists of Gi, S and G2. (Chapter 5) 
interspecies hybrid Organism with parents 
from two different species. (Chapter 11) 
intertidal z o n e The biome that forms on 
ocean shorelines between the high tide eleva
tion and the low tide elevation. (Chapter 15) 
introduced species Anonnative species that 
was intentionally or unintentionally brought to 
a new environment by humans. (Chapter 14) 
invertebrates Animals without backbones. 
(Chapter 12) 

ionic bond A chemical bond resulting from the 
attraction of oppositely charged ions. (Chapter 2) 
IQ t e s t Tool for measuring intelligence that 
compares an individual's performance with that 
of peers. (Chapter 6) 

karyotype Picture of chromosomes prepared 
from blood cells that organizes the chromosomes 
in homologous pairs. (Chapters 5,7) 
keystone species A species that has an un
usually strong effect on the structure of the com
munity it inhabits. (Chapter 14) 
kingdom In some classifications, the most 
inclusive group of organisms; usually five or six. 
In other classification systems, the level below 
domain on the hierarchy. (Chapters 9,12) 
Krebs cycle A chemical cycle occurring in 
the matrix of the mitochondria that breaks the 
remains of sugars down to produce carbon 
dioxide. (Chapter 4) 

lactase The enzyme that cleaves the disaccha-
ride lactose into glucose and galactose. Missing or 
deficient in people with lactose intolerance. 
(Chapter 3) 

lactose intolerance Inability to digest lac
tose resulting in bloating, gas, and diarrhea. 
(Chapter 3) 

lakes An aquatic biome that is completely 
land locked. (Chapter 15) 
l a p a r o s c o p e A thin tubular instrument 
inserted through an abdominal incision and 
used to view organs in the pelvic cavity and 
abdomen. (Chapter 5) 

law of independent assortment The pat
tern, in genetic inheritance, in which each chro
mosomal member of a homologous pair is 
inherited independently of the other member of 
the homologous pair. (Chapter 6) 
l aw of s egregat ion The pattern, in genetic 
inheritance, in which alleles for the same gene 
are separated before being passed on to the next 
generation. (Chapter 6) 

leptin A substance produced by fat cells that 
may be involved in the regulation of appetite. 
(Chapter 3) 



l ife cyc le Description of the growth and 
reproduction of an individual. (Chapter 6) 
l ight react ions A series of reactions that 
occur on thylakoid membranes during photo
synthesis and serve to convert energy from the 
sun into the energy stored in the bonds of ATP 
and evolve oxygen. (Chapter 4) 
l inked g e n e s Genes located on the same 
chromosome. (Chapter 5) 
l ipids Hydrophobic molecules including 
fats, phospholipids, and steroids. (Chap
ters 2, 3) 

lipid bi layer The plasma membrane that 
surrounds cells, following cells composed two 
layers of lipids. (Chapter 3) 
l ipoproteins Cholesterol-carrying proteins. 
(Chapter 3) 

logistic g r o w t h Pattern of growth seen in 
populations that are limited by resources avail
able in the environment. A graph of logistic 
growth over time typically takes the form of an 
S-shaped curve. (Chapter 13) 
low-dens i ty l ipoproteins (LDLs) Choles
terol-carrying subsance in the blood that is 
high in cholesterol and low in protein. 
(Chapter 3) 

lymph n o d e s Organs located along lymph 
vessels that filter lymph and help defend against 
bacteria and viruses. (Chapter 5) 
lymphatic System A system of vessels and 
nodes that return fluid and protein to the blood. 
(Chapter 5) 

lymphocyte White blood cells that make up 
part of the immune system. (Chapter 10) 
lySOSOme A membrane-bounded sac of hy-
drolytic enzymes found in the cytoplasm of 
many cells. (Chapter 2) 

macromolecules Large molecules including 
polysaccharides, proteins, and nucleic acids, 
composed of subunits joined by dehydration 
synthesis. (Chapters 2,4) 
macron UtrientS Nutrients required in large 
quantities. (Chapter 3) 

malignant Tumor that invades surrounding 
tissues. (Chapter 5) 

marine Of, or pertaining to, salt water. 
(Chapter 15) 
mark-recapture method A technique for 
estimating population size, consisting of cap
turing and marking a number of individuals, 
releasing them, and recapturing more individ
uals to determine what proportion are marked. 
(Chapter 13) 
mass ext inct ions Losses of species that are 
rapid, global in scale, and affect a wide variety 
of organisms. (Chapter 14) 
mass n u m b e r The sum of the number of 
protons and neutrons in an atom's nucleus. 
(Chapter 2) 
matrix In a mitochondrion, it is the semi
fluid substance inside the inner mitochondrial 
membrane, which houses the enzymes of the 
Kreb's cycle. (Chapters 2,4) 

m e a n The average value of a set of numbers. 
(Chapter 1) 

mechanical isolation A form of reproduc
tive isolation between species that depends on 
the incompatibility of the genitalia of individu
als of different species. (Chapter 11) 
m e i o s i s Process that diploid sex cells 
undergo in order to produce haploid daugh
ter cells. Occurs during gametogenesis. 
(Chapters 5, 7,11) 

m e s s e n g e r RNA (mRNA) Complementary 
RNA copy of a DNA gene, produced during 
transcription. The mRNA undergoes translation 
to synthesize a protein. (Chapters 8,10) 
metabol ic rate Measure of an individual's 
energy use. (Chapter 3) 

metabolism All chemical reactions occurring 
in the body. (Chapters 2,3,4) 
m e t a p h a s e Stage of mitosis during which 
duplicated chromosomes align across the mid
dle of the cell. (Chapters 5,11) 
metas tas i s When cells from a tumor break 
away and start new cancers at distant locations. 
(Chapter 5) 

microbe Microscopic organism, especially 
Bacteria and Archaea. (Chapter 12) 
microbiologists Scientists who study micro
scopic organisms, especially referring to those 
who study prokaryotes. (Chapter 12) 
microevolut ion Changes that occur in the 
characteristics of a population. (Chapter 9) 
micronutrients Nutrients needed in small 
quantities. (Chapter 3) 

microorganism See microbe. (Chapter 12) 
microtubules Protein structures that move 
chromosomes around during mitosis and meio
sis. (Chapters 2,5) 

mineral Inorganic nutrient essential to many 
cell functions. (Chapter 3) 
mitochondria Organelles in which products 
of the digestive system are converted to ATP. 
(Chapters 2,4,12) 

mitosis The division of the nucleus that pro
duces daughter cells that are genetically identi
cal to the parent cell. Also, portion of the cell 
cycle in which DNA is apportioned into two 
daughter cells. (Chapter 5) 
m o d e l o r g a n i s m s Nonhuman organisms 
used in the Human Genome Project that are easy 
to manipulate in genetic studies and help scien
tists understand human genes because they 
share genes with humans. (Chapters 1, 8) 
mold A fungal form characterized by rapid, 
asexual reproduction. (Chapters 9,12) 
molecular clock Principle that DNA muta
tions accumulate in the genome of a species at 
a constant rate, permitting estimates of when 
the common ancestor of two species existed. 
(Chapter 9) 

molecule Two or more atoms held together 
by covalent bonds. (Chapter 2) 
m o n o m e r Individual subunit. (Chapter 2) 
monosaccharide Simple sugar. (Chapter 2) 

m o n o s o m y A chromosomal condition in 
which only one member of a homologous pair is 
present. (Chapter 7) 
monozygot ic twins Identical twins that de
veloped from one zygote. (Chapter 6) 
morphological species concept Definition 
of species that relies on differences in physical 
characteristics among them. (Chapter 11) 
morpho logy Appearance or outward phys
ical characteristics. (Chapter 11) 
multicellular The condition of being com
posed of many coordinated cells. (Chapter 12) 
multiple allelism A gene for which there are 
more than 2 alleles segregating in the popula
tion. (Chapter 7) 
multiple hit model The notion that many 
different genetic mutations are required for a 
cancer to develop. (Chapter 5) 
multiregional hypothesis Hypothesis 
about the origin of modern humans that states 
that Homo sapiens evolved from H. erectus 
separately in Africa, Asia, and Europe. 
(Chapter 11) 

m u t a g e n s Substances that increase the like
lihood of mutation occurring; increases the like
lihood of cancer. (Chapter 5) 
mutat ions Changes to DNA sequences that 
may result in the production of altered proteins. 
(Chapters 5, 6, 8,10) 

mutualism Interaction between two species 
that provides benefits to both species. (Chapter 14) 
mycologis t s Scientists who specialize in the 
study of fungi. (Chapter 12) 

NAD (nicotinamide adenine dinucleotide) 
Molecule that helps transfer enzymes during 
oxidation reduction reactions. (Chapter 4) 
natural experiments Situations where 
unique circumstances allow a hypothesis test 
without prior intervention by researchers. 
(Chapter 6) 

natural l andscape Landscape that is not 
strongly modified by humans. (Chapter 14) 
natural se l ec t ion Process by which indi
viduals with certain traits have greater sur
vival and reproduction than individuals who 
lack these traits, resulting in an increase in the 
frequency of successful alleles and a de
crease in the frequency of unsuccessful ones. 
(Chapters 9,10,11) 

net primary production (NPP) Amount of 
solar energy converted to chemical energy by 
plants, minus the amount of this chemical ener
gy plants need to support themselves. A meas
ure of plant growth, typically over the course of 
a single year. (Chapter 13) 
neutral mutat ion A genetic mutation that 
confers no selective advantage or disadvantage. 
(Chapter 8) 

neutrons An electrically neutral particle 
found in the nucleus of an atom. (Chapter 2) 
NIDDM (non-insulin-dependent diabetes 
mellitus) Type of diabetes that does not require 
insulin injections, Type II. (Chapter 3) 
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nitrogen-fixing bacteria Organisms that 
convert nitrogen gas from the atmosphere into a 
form that can be taken up by plant roots; some 
species live in the root nodules of legumes. 
(Chapter 14) 

ni trogenous bases Nitrogen-containing 
bases found in DNA: A, C, G, and T, and RNA: 
U. (Chapters 2,4,5,6,8) 

nondisjunction The failure of members of a 
homologous pair of chromosomes to separate 
from each other during meiosis. (Chapter 7) 
non-insulin-dependent diabetes mellitus 
See NIDDM. (Chapter 3) 
nonrenewable resources Resources that 
are a one-time supply and cannot be easily 
replaced. (Chapter 13) 

normal distribution Bell-shaped curve, as 
for the distribution of quantitative traits in a 
population. (Chapters 6, 7) 
nuclear e n v e l o p e The double membrane 
enclosing the nucleus in eukaryotes. (Chapters 
2,5) 

nuclear transfer Transfer of a nucleus from 
one cell to another cell that has had its nucleus 
removed. (Chapter 8) 

n u c l e a s e s Enzymes that cleave DNA and 
RNA into their component nucleotides. 
(Chapter 8) 

nucleic acids Polymers of nucleotides that 
comprise DNA and RNA. (Chapters 2, 4, 5) 
nucleot ides Building blocks of nucleic acids 
that include a sugar, a phosphate, and a nitroge
nous base. (Chapters 2,4,5,6,7,8,10) 
nucleus Cell structure that houses DNA; 
found in eukaryotes. (Chapters 2,5, 8,10) 
nutrient cycling Process by which nutrients 
become available to plants. Nutrient cycling in 
a natural environment relies upon a healthy 
community of decomposers within the soil. 
(Chapter 14) 

nutrients Atoms other than carbon, hydro
gen, and oxygen that must be obtained from a 
plant's environment for photosynthesis to occur. 
(Chapter 3) 

Obesity Condition of having a BMI of 30 or 
greater. (Chapters 3,5) 
Objective Without bias. (Chapter 1) 
o b s e r v a t i o n s Measurements of nature. 
(Chapters 1, 10) 

o b s e r v e r bias Systematic errors in meas
urement and evaluation of results made by 
researchers. (Chapter 1) 
Ocean A biome consisting of open stretches 
of salt water. (Chapter 15) 
o n c o g e n e s Mutant versions of proto-
oncogenes. (Chapter 5) 
opportunistic infection Diseases that only 
occur when a weakened immune system allows 
access. (Chapter 10) 

Organelle Subcellular structure found in the 
cytoplasm of eukaryotic cells that performs a 
specific job. (Chapters 2,4) 

Organic chemistry The chemistry of carbon-
containing substances. (Chapter 2) 
Organic Carbon-containing compound. Al
ternatively, a fertilizer consisting of complex 
molecules made up of the partially decomposed 
waste products of plants and animals. (Chapters 
2,8,14) 

osmos i s The diffusion of water across a selec
tively permeable membrane. (Chapter 3) 
Osteoporos i s A condition resulting in ele
vated risk of bone breakage from weakened 
bones. (Chapter 3) 

out-of-Africa hypothesis Hypothesis 
about the origin of modern humans that states 
that modern Homo sapiens evolved in Africa 
and replaced H. erectus populations. 
(Chapter 11) 

ovary The structure in animals that produces 
gametes. Also the structure in plants in which egg 
containing ovules develop. (Chapter 5) 
OVerexploitation Threat to biodiversity 
caused by humans that encompasses overhunt-
ing and overharvesting. Overexploitation occurs 
when the rate of human destruction or use of 
a species outpaces the ability of the species to 
reproduce. (Chapter 14) 

Overshoot Occurs when a population exceeds 
the carrying capacity of the environment. Typi
cally followed by a population crash. (Chapter 13) 
Oviduct Egg-carrying duct that brings egg 
cells from the ovaries to the uterus. (Chapter 5) 
o v u l a t i o n Release of an egg cell from the 
ovary. (Chapter 5) 

p a l e o n t o l o g i s t Scientist who searches for, 
describes, and studies ancient organisms. 
(Chapter 9) 

parasites Organisms that feed on other liv
ing organisms. (Chapter 14) 
pass ive transport The diffusion of sub
stances across a membrane with their concen
tration gradient and not requiring an input of 
ATP. (Chapter 3) 

pect inase An enzyme that breaks down cell 
wall constituents, resulting in ripening of fruit. 
(Chapter 8) 

pedigree Family tree that follows the inher
itance of a genetic trait for many generations. 
(Chapter 7) 

peer rev iew The process by which reports 
of scientific research are examined and critiqued 
by other researchers before they are published in 
scholarly journals. (Chapter 1) 
p e p t i d e b o n d Chemical bond that joins 
adjacent amino acids. (Chapter 2) 
perennials Plants that live for many years. 
(Chapter 15) 

p e r m a f r o s t Permanently frozen soil. 
(Chapter 15) 

p H A measure of the hydrogen ion concentra
tion ranging from 0 to 14 with lower numbers 
equaling higher hydrogen ion concentrations. 
(Chapter 2) 

p h e n o t y p e Physical and physiological traits 
of an individual. (Chapters 6, 7) 
p h o s p h a t e group A functional group im
portant in energy transferring reactions. (Chap
ters 2,4,5,8) 

phosphodies ter bond Chemical bond that 
joins nucleotides in DNA. (Chapter 6) 
phosphol ipid bilayer The membrane that 
surrounds cells and organelles and is composed 
of phospholipids (along with proteins and 
sometimes cholesterol). (Chapter 2) 
phosphol ip id Molecule that makes up the 
plasma membrane, with a hydrophilic head and 
a hydrophobic tail. (Chapter 2) 
phosphorylat ion Addition of a phosphate 
group, thereby energizing some other substance. 
(Chapter 4) 

photorespirat ion A series of reactions trig
gered by the closing of stomatal openings to pre
vent water loss. (Chapter 4) 
p h o t o s y n t h e s i s Process by which plants, 
along with algae and some bacteria, trans
form light energy to chemical energy. 
(Chapter 4) 

phyla (singular: phylum) The taxonomic 
category below kingdom and above class. 
(Chapters 9,12) 

p h y l o g e n y Evolutionary history of a group 
of organisms. (Chapter 12) 
pituitary dwarfism Lack of normal growth 
due to a malfunction of the growth-hormone-
producing pituitary gland. (Chapter 8) 
pituitary gland Gland located at the base of 
the skull that secretes growth hormone in addition 
to other hormones. (Chapter 8) 
placebo Sham treatments in experiments. 
(Chapter 1) 

Plantae Multicellular photosynthetic eukary
otes, excluding algae. (Chapter 12) 
plasma m e m b r a n e Structure that encloses 
a cell, defining the cell's outer boundary. 
(Chapters 2,3) 

plasm id Circular piece of bacterial DNA that 
normally exists separate from the bacterial 
chromosome and can make copies of itself. 
(Chapter 8) 

pleiotropy The ability of one gene to affect 
many different functions. (Chapter 7) 
polar molecu le A molecule that carries 
opposite charges on opposite sides. Water is a 
polar molecule. 

poles Opposite ends of a sphere, such as of a 
cell (Chapter 5) or of a planet such as Earth. 
(Chapter 15) 

pollen The male gametophyte of seed plants. 
(Chapters 11,12,14) 

poll inators Organisms, such as bees, that 
transfer sperm (pollen grains) from one flower 
to the female reproductive structures of another 
flower. (Chapter 14) 

pol lut ion Human-caused threat to biodi
versity involving the release of poisons, excess 
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nutrients, and other wastes into the environ
ment. (Chapter 14) 

polygenic traits Traits influenced by many 
genes. (Chapters 6, 7) 
polymer Combination of monomers. 
(Chapters 2, 8) 

polymerase chain reaction (PCR) A labora
tory technique that allows the production of many 
identical DNA molecules. (Chapter 7) 
polyp lo idy A chromosomal condition in
volving more than two sets of chromosomes. 
(Chapter 11) 

polysaccharide Complex carbohydrate. 
(Chapter 2) 

polyunsaturated A property of fatty acids 
resulting from carbon-to-carbon double bond
ing of fatty acid tails. (Chapter 3) 
p o n d An aquatic biome that is completely 
land locked. (Chapter 15) 
p o p u l a t i o n s Subgroup of a species that is 
somewhat independent from other groups. 
(Chapters 11,13) 

population bottleneck Dramatic but short
lived reduction in population size followed by 
an increase in population. (Chapter 11) 
populat ion crash Steep decline in number 
that may occur when a population grows larg
er than the carrying capacity of its environment. 
(Chapter 13) 

populat ion cycle In some populations, the 
tendency to increase in number above the 
environment's carrying capacity, resulting in 
a crash, followed by an overshoot of the car
rying capacity and another crash, continuing 
indefinitely. (Chapter 13) 
population goal Defined by the Endangered 
Species Act to be the population of an endangered 
species that would allow it to be removed from 
the endangered species list. (Chapter 14) 
popula t ion pyramid A visual representa
tion of the number of individuals in different 
age categories in a population. (Chapter 13) 
post-fertilization (postzygotic) Barrier to 
reproduction that occurs when fertilization results 
from a mating between two members of different 
species, but the resulting offspring does not sur
vive or is sterile. (Chapter 11) 
prairie A grassland biome. (Chapter 15) 
prec ip i ta t ion When water vapor in the 
atmosphere turns to liquid or solid form and 
falls to Earth's surface. (Chapter 15) 
p r e d a t i o n Act of capturing and con
suming an individual of another species. 
(Chapter 14) 

predator Organism that eats other organ
isms. (Chapter 14) 
prediction Result expected from a particular 
test of a hypothesis when the hypothesis is true. 
(Chapter 1) 

pre-fertilization (prezygotic) Barrier to re
production that occurs when individuals from dif
ferent species either do not attempt to mate, or if 

they do mate, fail to produce a fertilized egg. 
(Chapter 11) 

primary consumers Organisms that eat 
plants. (Chapter 14) 
primary sources Articles written by re
searchers and reviewed by the scientific commu
nity. (Chapter 1) 

probe Single-stranded nucleic acid that has 
been radioactively labeled. (Chapter 7) 
producers Organisms that produce carbo
hydrates from inorganic carbon; typically via 
photosynthesis. (Chapter 14) 
products The results of a chemical reaction. 
(Chapter 2) 

prokaryotes (prokaryotic cells) Cells that 
do not have a nucleus or membrane-bound or
ganelles. (Chapters 2,8,12) 
promoter Sequence of nucleotides to which 
the polymerase binds to start transcription. 
(Chapter 8) 

p r o p h a s e Stage of mitosis during which 
duplicated chromosomes condense. 
(Chapter 5) 

protein Cellular constituents made of amino 
acids coded for by genes. Proteins can have struc
tural, transport, or enzymatic roles. (Chapters 2,3, 
4,8,10,14) 

prote in s y n t h e s i s Joining amino acids 
together, in an order dictated by a gene, to pro
duce a protein. (Chapter 8) 
Protista Kingdom in the domain Eu-
karya containing a diversity of eukaryotic 
organisms, most of which are unicellular. 
(Chapter 12) 

proton A positively charged subatomic par
ticle. (Chapters 2,4) 

proto-oncogenes Genes that encode proteins 
that regulate the cell cycle. Mutated proto-
oncogenes (oncogenes) can lead to cancer. 
(Chapter 5) 
punctuated equilibrium The hypothesis 
that evolutionary changes occur rapidly and in 
short bursts, followed by long periods of little 
change. (Chapter 11) 

Punnett square Table that lists the different 
kinds of sperm or eggs that parents can produce 
relative to the gene or genes in question and pre
dicts the possible outcomes of a cross between 
these parents. (Chapter 6) 
purine Nitrogenous base (A or G) with a two-
ring structure. (Chapter 2) 
pyrimidine Nitrogenous base (C, T, or U) 
with a single-ring structure. (Chapter 2) 
pyruvic acid The 3-carbon molecule pro
duced by glycolysis. (Chapter 4) 
qualitative traits Traits that come in distinct 
categories. (Chapter 6) 

quant i ta t ive traits Traits that have many 
possible values. (Chapter 6) 
race See biological race. (Chapter 11) 
racism Idea that some groups of people are 
naturally superior to others. (Chapter 11) 

radiation therapy Focusing beams of reac
tive particles at a tumor to kill the dividing cells. 
(Chapter 5) 

radioactive d e c a y Natural, spontaneous 
breakdown of radioactive elements into different 
elements, or "daughter products." (Chapter 9) 
radioimmunotherapy Experimental cancer 
treatment with the goal of delivering radioactive 
substances directly to tumors without affecting 
other tissues. (Chapter 5) 

radiometric dating Technique that relies on 
radioactive decay to estimate a fossil's age 
(Chapters 9,14) 

random alignment When members of a 
homologous pair line up randomly with respect 
to maternal or paternal origin during metaphase 
I of meiosis, thus increasing the genetic diversi
ty of offspring. (Chapters 5, 7) 

random assignment Placing individuals 
into experimental and control groups random
ly to eliminate systematic differences between 
the groups. (Chapter 1) 
random distribution The dispersion of 
individuals in a population without pattern. 
(Chapter 13) 
random fertilization The unpredictability 
of exactly which gametes will fuse during the 
process of sexual reproduction. (Chapter 6) 
reactantS The starting materials in a chemi
cal reaction. (Chapter 2) 
reading frame The grouping of mRNAs into 
3 base codons for translation. (Chapter 8) 
receptor Protein on the surface of a cell that 
recognizes and binds to a specific chemical sig
nal. (Chapters 5, 9) 
recessive Applies to an allele with an effect 
that is not visible in a heterozygote. (Chapter 6) 
recombinant Produced by manipulating a 
DNA sequence. (Chapter 8) 
recombinant bovine growth hormone 
(rBGH) Growth hormone produced in a labo
ratory and injected into cows to increase their 
size and ability to produce milk. (Chapter 8) 
recovery plan Defined by the Endangered 
Species Act as the plan of action put in place to 
remove a species from the endangered species 
list. (Chapter 14) 

red blood cells Primary cellular component 
of blood, responsible for ferrying oxygen 
throughout the body. (Chapters 5, 7) 
remiss ion The period during which the 
symptoms of a disease subside. (Chapter 5) 
repressors Proteins that suppress the expres
sion or transcription of a gene. (Chapter 8) 
reproduct ive i so la t ion Prevention of 
gene flow between different biological species 
due to failure to produce fertile offspring; can 
include premating and postmating barriers. 
(Chapter 11) 

resources Food, water, shelter, and area 
required for the survival of a population. 
(Chapter 13) 
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restriction e n z y m e s Enzymes that cleave 
DNA at specific nucleotide sequences. (Chapters 
7,8) 

restriction f r a g m e n t l e n g t h po lymor
phisms (RFLP) Differences among members 
of a population in the number and size of DNA 
fragments generated by cutting DNA with 
restriction enzymes. (Chapter 7) 
reverse transcriptase Enzyme in RNA 
viruses that participates in copying the viral 
DNA. It performs the reverse of transcription by 
producing DNA from RNA. (Chapter 10) 
Rh factor Surface molecule found on some 
red blood cells. (Chapter 7) 
ribose The five-carbon sugar in RNA. 
(Chapters 5, 8) 

ribosomal RNA (rRNA) RNA that makes up 
part of the structure of ribosomes. (Chapters 8,12) 
r i b o s o m e s Cellular structures that help 
translate genetic material into proteins by 
anchoring and exposing small sequences of 
mRNA. (Chapters 2, 8,12) 
risk fac tors Exposures or behaviors that 
increase the likelihood of disease. (Chapter 5) 
river Aquatic biome characterized by flowing 
water. (Chapter 15) 

RNA (ribonucleic acid) Information-carrying 
molecule composed of nucleotides. (Chapters 
8,10) 

RNA polymerase Enzyme that synthesizes 
mRNA from a DNA template during transcrip
tion. (Chapter 8) 

rubisCO Ribulose bisphosphate carboxylase 
oxygenase, the enzyme that catalyzes the first step 
in the Calvin cycle of photosynthesis. (Chapter 4) 
safer sex Practice of minimizing contact with 
a partner's bodily fluids during sexual activity as 
prevention against the transmission of HIV and 
other sexually transmitted diseases. (Chapter 10) 
Sample Small subgroup of a population used 
in an experimental test. (Chapter 1) 
Sample Size Number of individuals in both 
the experimental and control groups. (Chapter 1) 
sampling error Effect of chance on experi
mental results. (Chapter 1) 
sa turated fa t ty acid Fatty acid in which 
carbons are bound to as many hydrogens as 
possible and therefore no carbon-to-carbon dou
ble bonds occur. (Chapters 2, 3) 
s a v a n n a Grassland biome containing scat
tered trees. (Chapter 15) 
sc ient i f ic t h e o r y Body of scientifically 
accepted general principles that explain natu
ral phenomena. (Chapters 1, 9) 

secondary consumers Animals that eat 
primary consumers; predators. (Chapter 14) 
s e c o n d a r y sources Books, news, media, 
and advertisements as sources of scientific in
formation. (Chapter 1) 

s e e d A plant embryo packaged with a food 
source and surrounded by a seed coat. 
(Chapter 12) 

s e g r e g a t i o n See Law of segregation. 
(Chapter 6) 
se lect ive breeding Controlling the breed
ing of individual organisms to influence the 
phenotype of the next generation. (Chapter 8) 
semipermeable membrane A biological 
membrane that allows some substances to pass 
but prohibits the passage of others. (Chapter 2) 
sense Strand DNA strand of the double helix 
that codes for a protein. (Chapter 8) 
separate types hypothesis Hypothesis 
that numerous types of organisms (e.g., birds, 
cats, ferns) appeared on Earth separately, and 
each type diversified into many species via evo
lutionary processes. (Chapter 9) 
Severe Combined Immunodeficiency 
Disorder (SCID) Illness caused by a genetic 
mutation that results in the absence of an 
enzyme and a severely weakened immune sys
tem. (Chapter 8) 

s e x c h r o m o s o m e s The X and Y chromo
somes in humans. (Chapters 5, 7) 
s e x d e t e r m i n a t i o n Determining the bio
logical sex of an offspring. Humans have a chro
mosomal mechanism of sex determination in 
which two X chromosomes produce a female 
and an X and a Y chromosome produce a male. 
(Chapter 7) 

sex- l inked g e n e s Genes linked to and in
herited along with the X and Y chromosomes. 
(Chapter 7) 
sexual reproduction Reproduction involving 
two parents that give rise to offspring that have 
unique combinations of genes. (Chapters 5,12) 
sexual se lect ion Form of natural selection 
that occurs when a trait influences the likelihood 
of mating. (Chapter 11) 
shaman Indigenous healer. (Chapter 12) 
s ide g r o u p Of an amino acid, varies from 
one amino acid to the next and gives an amino 
acid its particular chemistry. (Chapters 2, 3) 
Sister chromat ids Duplicated identical 
copies of a chromosome. (Chapter 5) 
s m o g Products of fossil fuel combustion in 
combination with sunlight, producing a brown
ish haze in still air. (Chapter 15) 
social construct Product of history and 
learned attitudes. (Chapter 11) 
SOlar irradiance The amount of solar energy 
hitting Earth's surface at any given point. 
(Chapter 15) 

solid w a s t e Garbage. (Chapter 15) 
solst ice When the sun reaches its maximum 
and minimum elevation in the sky. (Chapter 15) 
s o l u t e A substance that is dissolved in a 
solution. (Chapter 2) 

so lvent A liquid, such as water, that a solute 
is dissolved in. (Chapter 2) 
somatic cell gene therapy Changes to 
malfunctioning genes in somatic or body cells. 
These changes will not be passed to offspring. 
(Chapter 8) 

Somatic cells The body cells in a an organ
ism. All cells that are not gametes. (Chapter 5) 
spatial i so lat ion A mechanism for repro
ductive isolation that depends on the geo
graphic separation of populations. (Chapter 11) 
spec ia l crea t ion The hypothesis that all 
organisms on Earth arose as a result of the 
actions of a supernatural creator. (Chapter 9) 
speciat ion Evolution of one or more species 
from an ancestral form; macroevolution. 
(Chapter 11) 

Species A group of individuals that regular
ly breed together and are generally distinct 
from other species in appearance or behavior. 
In Linnaeus' classification system, a group in 
which members have the greatest resemblance. 
(Chapters 2,9,11,12,14) 

s p e c i e s - a r e a curve Graph describing the 
relationship between the size of a natural land
scape and the relative number of species it con
tains. (Chapter 14) 

specif icity Phenomenon of enzyme shape 
determining the reaction that the enzyme cat
alyzes. (Chapter 3) 

sperm Gametes produced by males. 
(Chapters 5,6,7,12) 

spores Reproductive cells in plants and fungi 
that are capable of developing into an adult 
without fusing with another cell. (Chapter 12) 
SRY Sex determining region of Y chromo
some. (Chapter 7) 

Stabilizing selection Natural selection that 
favors the average phenotype and selects against 
the extremes in the population. (Chapter 10) 
Static model Discarded hypothesis about the 
origin of living organisms that states that they 
appeared in the recent past and have not 
changed over time. (Chapter 9) 
Statistical tests Tests that help scientists eval
uate whether the results of a single experiment 
demonstrate the effect of treatment. (Chapter 1) 

statistically significant Low probability 
that experimental groups differ simply by 
chance. (Chapter 1) 
Statistics Specialized branch of mathematics 
used in the evaluation of experimental data. 
(Chapter 1) 

Stem cell Cells that can divide indefinitely and 
can differentiate into other cell types. (Chapter 8) 
Steppe Biome characterized by short grasses, 
found in regions with relatively little annual pre
cipitation. (Chapter 15) 

Steroids Fat-soluble hormones that can cross 
cell membranes readily. (Chapter 2) 
Stomata Pores on the photosynthetic sur
faces of plants that allow air into the internal 
structure of leaves and green stems. Stomata 
also provide portals through which water can 
escape. (Chapter 4) 

Stop codon A mRNA codon that does not code 
for an amino acid and causes the amino acid chain 
to be released into the cytoplasm. (Chapter 8) 
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Stream Biome characterized by flowing 
water, sometimes seasonal. Typically smaller 
than rivers. (Chapter 15) 
Stroke Acute condition caused by a blood clot 
that blocks blood flow to an organ or other region 
of the body. (Chapter 3) 

Stroma The fluid inside a chloroplast. 
(Chapters 2,4) 
Strong inference A strong statement about 
the truth of a given hypothesis that is possible 
when an experimental protocol greatly mini
mizes the number of alternative hypotheses 
that can explain a result. (Chapters 1,10) 
Subject expec ta t ion Conscious or uncon
scious modeling of behavior that the subject 
thinks a researcher expects. (Chapter 1) 
subspec ie s Subdivision of a species that is 
not reproductively isolated but represents a pop
ulation or set of populations with a unique 
evolutionary history. See also biological race. 
(Chapter 11) 

Substrate The chemicals metabolized by an 
enzyme-catalyzed reaction. (Chapter 3) 
success ion Replacement of ecological com
munities over time since a disturbance, until 
final reaching a stable state. (Chapter 15) 
sugar-phosphate backbone Series of alter
nating sugars and phosphates along the length of 
the DNA helix. (Chapters 2,5,6) 
superfamily Taxonomic category between 
family and order. (Chapter 9) 
Supernatural Not constrained by the laws 
of nature. (Chapter 1) 

symbiosis A relationship between two species. 
(Chapter 12) 

Sympatrk In the same geographic region. 
(Chapter 11) 

s y s t e m a t i s t Biologist who specializes in 
describing and categorizing a particular group 
of organisms. (Chapter 12) 
systolic b lood pressure Force of blood on 
artery walls when heart is contracting. Highest 
blood pressure in arteries. (Chapter 3) 
T4 cell Immune-system cell that helps co
ordinate the body's specific response to a 
pathogen; also called a helper T cell. 
(Chapter 10) 

Taq polymerase A polymerase enzyme that 
can withstand high temperatures and is used in 
PCR reactions. (Chapters 7,12) 
t e l o m e r a s e An enzyme that helps prevent 
the degradation of the tips of chromosomes, 
active during development and sometimes 
reactivated during cancer. (Chapter 5) 
t e lophase Stage of mitosis during which the 
nuclear envelope forms around the newly pro
duced daughter nucleus, and chromosomes 
decondense. (Chapter 5) 
t emperate forest Biome dominated by de
ciduous trees. (Chapter 15) 
temperature A measure of the intensity of 
heat or kinetic energy. (Chapters 4,15) 

temporal isolation Reproductive isolation 
between populations maintained by differ
ences in the timing of mating or emergence. 
(Chapter 11) 

t e s tab le Possible to evaluate through obser
vations of the measurable universe. (Chapter 1) 
t e s t i m o n i a l Statement made by an indi
vidual asserting the truth of a particular hy
pothesis because of personal experience. 
(Chapter 1) 

theory of evolut ion Theory that all organ
isms on earth today are descendants of a single 
ancestor that arose in the distant past. See also 
evolution. (Chapters 1,2,9) 
theory See scientific theory. (Chapters 1, 9) 
therapeut ic Cloning Using early embryos 
as donors of stem cells for the replacement of 
damaged tissues and organs in another indi
vidual. (Chapter 8) 

thylakoids Flattened membranous sacs located 
in the chloroplast stroma that function in photo
synthesis. (Chapters 2,4) 

thymine Nitrogenous base in DNA, a pyrim-
idine. (Chapters 2,4,5, 8) 
Ti plasmid Tumor-inducing plasmid used to 
genetically modify crop plants. (Chapter 8) 
t o t i p o t e n t The ability of a cell to specialize 
into any cell type. (Chapter 8) 
trait A genetically inherited feature of an 
organism. See also phenotype. (Chapter 6, 7, 
10,11) 

transcription Production of an RNA copy 
of the protein encoding DNA gene sequence. 
(Chapter 8) 

transfer RNA (tRNA) Amino-acid-carrying 
RNA structure with an anticodon that binds to 
a mRNA codon. (Chapter 8) 
transformation hypothesis Hypothesis 
about the origin of living organisms stating that 
each arose separately in the past and has 
changed over time but not into new species. 
(Chapter 9) 
transgenic organism Organism whose 
genome incorporates genes from another organ
ism; also called genetically modified organism 
(GMO). (Chapter 8) 

translat ion Process by which a mRNA se
quence is used to produce a protein. (Chapters 
8,10) 

transpiration Movement of water from the 
roots to the leaves of a plant, powered by 
evaporation of water at the leaves and the 
cohesive and adhesive properties of water. 
(Chapter 4) 

tr i somy A chromosomal condition in 
which three copies of a chromosome exist 
instead of the two copies of a chromosome 
normally present in a diploid organism. 
(Chapter 7) 

trophic level Feeding level or position on a 
food chain; e.g., producers, primary consumers, 
etc. (Chapter 14) 

trophic pyramid Relationship among the 
mass of populations at each level of a food web. 
(Chapter 14) 

tropical forest Biome dominated by broad-
leaved, evergreen trees; found in areas where 
temperatures never drop below the freezing 
point of water. (Chapter 15) 
t u m o r Mass of tissue that has no apparent 
function in the body. (Chapter 5) 
t u m o r suppressors Proteins that stop 
tumor formation by suppressing cell division 
but when mutated lead to increased likelihood 
of cancer. (Chapter 5) 

tundra Biome that forms under very low 
temperature conditions. Characterized by low-
growing plants. (Chapter 15) 
undifferentiated A cell that is not special
ized. (Chapter 8) 

unicellular Made up of a single cell. 
(Chapter 12) 

uniform distribution Occurs when 
individuals in a population are dispersed 
in a uniform manner across a habitat. 
(Chapter 13) 

uniformitarianism The principle that 
processes occurred in the past in the same way 
and at the same rate as they occur currently. 
(Chapter 9) 
unsaturated fatty acid Fatty acid with 
many carbon-to-carbon double bonds. 
(Chapter 3) 

uracil Nitrogenous base in RNA, a pyrimi-
dine. (Chapters 2,6, 8) 

U rba n sprawl The tendency for the bound
aries of urban areas to grow over time as 
people build housing and commercial districts 
farther and farther from an urban core. 
(Chapter 15) 

vacuole A membrane-enclosed sac in a plant 
cell that functions to store many different sub
stances. (Chapter 2) 

valence shell The outermost energy shell of 
an atom containing the valence electrons, which 
are most involved in the chemical reactions of 
the atom. (Chapter 2) 

variable number tandem repeats 
(VNTRs) DNA sequences that vary in number 
to make the restriction fragments in a variety of 
lengths. They are nucleotide sequences that all 
organisms carry but in different numbers. These 
VNTRs are used during the process of DNA 
fingerprinting. (Chapter 7) 
variance Mathematical term for the amount 
of variation in a population. (Chapter 6) 
Variant An individual in a population that 
differs genetically from other individuals in the 
population. (Chapter 10) 
var ie ty Subgroup of a species with unique 
traits relative to other subgroups of the 
species. Equivalence of this term to biological 
race or subspecies is disputed by biologists. 
(Chapter 11) 
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vascular tissue Cells that transport water and 
other materials within a plant. (Chapter 12) 
ver tebra te s Animals with backbones. 
(Chapters 7,12) 

vest ig ia l traits Modified with no, or rela
tively minor function compared to the func
tion in other descendants of the same ancestor. 
(Chapter 9) 

virus Infectious, intracellular parasite com
posed of a strand of genetic material and a pro
tein or fatty coating that can only reproduce 
by forcing its host to make copies of it. 
(Chapters 1, 8,10) 

vitamin Organic nutrient needed in small 
amounts. Most vitamins function as coenzymes. 
(Chapter 3) 

w a s t e w a t e r Liquid wastes produced by 
humans. (Chapter 15) 

w a t e r One molecule of water consists of 
one oxygen and two hydrogen atoms. 
(Chapters 2, 3, 4, 15) 

w e a t h e r Current temperature and precipita
tion conditions. (Chapter 15) 
w e t l a n d s Biome characterized by standing 
water, shallow enough to permit plant rooting. 
(Chapter 15) 

w h o l e foods Foods that have not undergone 
processing. (Chapter 3) 

X inactivation The inactivation of one of two 
chromosomes in the XX female. (Chapter 7) 
X-linked g e n e s Genes located on the X 
chromosome. (Chapter 7) 

y e a s t Single-celled eukaryotic organisms 
found in bread dough. Often used as model 
organisms and in genetic engineering. 
(Chapters 4, 9,12) 
Y-linked g e n e s Genes located on the Y 
chromosome. (Chapter 7) 
z o o l o g i s t s Scientists who specialize in the 
study of animals. (Chapter 12) 
z y g o t e Single cell resulting from the fusion 
of gametes (egg and sperm). (Chapters 5, 7) 

G-12 



Credits 
FRONTMATTER page vi Courtesy of Colleen Belk 
and Virginia Borden page xxii King County Depart
ment of Natural Resources and Parks, Water and Land 
Resources Division page xxiii David Pu'u/Corbis 
Bettmann page xxiv Dr. David Phillips/Visuals Un
limited page XXV Andrew Syred/Photo Researchers, 
Inc. page xxvi Gary Moss/Picture Arts Corporation 
page xxvii Maximilian Weinzierl/Almany Images 
page xxviii Konrad Wofhe/Minden Pictures page xxix 
Geoff Bryant/Photo Researchers, Inc. CHAPTER 1 
Opener (L) Carol Guenzi Agents/Index Stock Imagery, 
Inc. Opener (R) Top age footstock/SuperStock, Inc. 
Middle Carol & Mike Werner/Index Stock Imagery, 
Inc. Bottom Ryan McVay/Getty Images, Inc. 1.3a 
Custom Medical Stock Photo, Inc. 1.4 Rick 
Mariani/Stockfood America 1.7a Will & Deni Mcln-
tyre/Photo Researchers, Inc. 1.7b Tom Lynch/Index 
Stock Imagery, Inc. 1.7c Susan Kuklin/Photo Re
searchers, Inc. CHAPTER 2 Opener (L) R. Williams 
and the HDF Team (ST Scl) and NASA Opener (R) Top 
Warner Brothers/Everett Collection Middle 
NASA/Photo Researchers, Inc. Bottom NASA/Jet 
Propulsion Laboratory 2.1 James J. Stachecki/Animals 
Animals/Earth Scenes 2.2 U.S. Geological 
Survey/Photo Researchers, Inc. 2.5a European Space 
Agency/SPL/Photo Researchers, Inc. 2.7 Charles 
D. Winters/Photo Researchers, Inc. 2.14 A. Barrington 
Brown/Photo Researchers, Inc. 2.15 Dr. Fred 
Hossler/Visuals Unlimited 2.16a Dr. Donald Faw-
cett/Visuals Unlimited 2.16b Dr. George Chap
man/Visuals Unlimited 2.17(1) Dr. Gary 
Gaugler/Photo Researchers, Inc. 2.17(2) B. Boony-
aratanakornkit & D. S. Clark, G. Vrdoljak/EM Lab, Uni
versity of CA, Berkeley/Visuals Unlimited 2.17(3) 
Derrick Ditchburn/Visuals Unlimited 2.17(4) Dr. Jere
my Burgess/Photo Researchers, Inc. 2.17(5) San Juan 
County, NM/Nature's Images/Photo Researchers, Inc. 
2.17(6) Michael Abbey/Visuals Unlimited 21.7(7) Dr. 
Stanley Flegler/Visuals Unlimited 2.17(8) Francois Go-
hier/Photo Researchers, Inc. 2.18 King County De
partment of Natural Resources and Parks, Water and 
Land Resources Division CHAPTER 3 Opener (L) 
Michael Newman/PhotoEdit Opener (R) Top Jason 
Homa/Getty Images, Inc. Middle Bruce Ayers/Getty 
Images, Inc.—Stone Allstock Bottom Express News
papers/Getty Images, Inc.-Liaison 3.2a © Leser— 
StockFood Munich/StockFood America 3.2b Alan 
Richardson/FoodPix/Getty Images, Inc. 3.3a Brian 
Hagiwara/FoodPix/Getty Images, Inc. 3.3b Felicia 
Martinez/PhotoEdit 3.14a (L&R) © The New York 
Times/NYT Graphics 3.14b (L8.R) AP/Wide World 
Photos CHAPTER 4 Opener (L) Peter Bennetts/Lone
ly Planet Images/ Photo 20-20 Opener (R) Top Peter 
Bennetts/Lonely Planet Images/Photo 20-20 Middle 
David Pu'u/Corbis Bettmann Bottom Mark Shen-
ley/Peter Arnold, Inc. 4.5 © Reuters/CORBIS All 
Rights Reserved 4.7 British Antarctic Survey/Science 
Photo Library/Photo Researchers, Inc. 4.17a Professors 
P. Motta & T. Naguro/SPL/Photo Researchers, Inc. 
E4.1a Dr. Dennis Kunkel/Visuals Unlimited E4.1b 
Suza Scalora/Photodisc/Getty Images E4.1c 
SciMat/Photo Researchers, Inc. 4.24a Jacques Regad, 
Departement de la Sante des Forets—France, 
www.forestryimages.org 4.24b Beat Forster, Swiss 
Federal Institute for Forest, Snow and Landscape 
Research (WSL), www.forestryimages.org 4.26 Dr. 
Richard Kessel & Dr. Gene Shih/Visuals Unlimited 
4.27a John Durham/Photo Researchers, Inc. Table 
4.1(1) Carl Schmidt—Luchs/Photo Researchers, Inc. 
Table 4.1(2) Michael O'Neil/Grant Heilman Photog
raphy, Inc. Table 4.1(3) Douglas Peebles/Corbis 
Bettmann CHAPTER 5 Opener (L) SPL/Photo 

Researchers, Inc. Opener (R) Top Photo by Jim & Mary 
Whitmer Middle Photo by Jim & Mary Whitmer 
Bottom Photo by Jim & Mary Whitmer 5.3 C. Edel-
mann/La Villette/Photo Researchers, Inc. 5.4a 
Biophoto Associates/Photo Researchers, Inc. 5.4b Al 
Petteway & Amy White/National Geographic 
Society/Getty National Geographic Society 5.5a-b 
Biophoto Associates/Photo Researchers, Inc. 5.11a Ed 
Reschke/Peter Arnold, Inc. 5.11b Dr. David Phillips/ 
Visuals Unlimited 5.13a From: Science, September 17, 
1999 in the article entitled "Antiangiogenic Activity of 
the Cleaved Conformation of Serpin Antithrombin 
written by Juday Folkman, Michael S. O'Reilly, Steven 
Pirie-Shepherd and William S. Lane. 5.13b Robert 
Calentine/Visuals Unlimited 5.13c Courtesy of Envi-
roWatch, Inc. 5.18a D.M. Phillips/Visuals Unlimited 
5.18b-c Biodisc/Visuals Unlimited 5.19 Photo by Jim 
& Mary Whitmer 5.20 CNRI/SPL/Photo Researchers, 
Inc. CHAPTER 6 Opener (L) Dr. Yorgos Nikas/ 
SPL/Photo Researchers, Inc. Opener (R) Top Virginia 
Borden Middle Getty Images Inc.—Image Bank 
Bottom Gaetano/CORBIS 6.6b James Kezer E6.1a 
Getty Images, Inc. Hulton Archive Photos E6.1b 
Michael Boys/Corbis Bettmann E6.1c The Granger 
Collection, New York 6.9 Oliver Meckes & Nicole 
Ottawa/Photo Researchers, Inc. 6.14a-b Photos cour
tesy of New York plastic surgeon, Dr. Darrick E. Antell, 
www.Antell-MD.com 6.15a-b Getty Images, Inc.— 
Photodisc CHAPTER 7 Opener (L) Corbis/Sygma 
Opener (R) Top AP/Wide World Photos Middle 
Agence No. 7/Corbis/Sygma Bottom Agency No. 
7/Corbis/Sygma Table 7.1(1) David Young-Wolff/ 
PhotoEdit Table 7.1(2) John Kaprielian/Photo 
Researchers, Inc. Table 7.1(3) Frances Muntada/ 
Corbis, NY Table 7.1(4) Lynn Stone/Nature Picture 
Library Table 7.1(5) Barry Runk/Grant Heilman 
Photography, Inc. Table 7.1(6) Grant Heilman/Grant 
Heilman Photography, Inc. Table 7.1(7) Lynn Stone/ 
Nature Picture Library Table 7.1(8) Susumu Nishi-
naga/Photo Researchers, Inc. Table 7.1(9) Oliver 
Meckes/Nicole Ottawa/Photo Researchers, Inc. 
Table 7.2(1) Bernard Castelein/Narure Picture Library 
Table 7.2(2) Bruce Davidson/Nature Picture Library 
Table 7.2(3) Scott Camazine/Photo Researchers, 
Inc. Table 7.2(4) Michael Pitts/Nature Picture Library 
Table 7.2(5) Dr. Dennis Kunkel/Visuals Unlimited 
Table E7.3(1-7) University of Washington, Department 
of Pathology, www.pathology.washington.edu 7.2 
Andrew Syred/Photo Researchers, Inc. Table 7.3(1) Dr. 
Dennis Kunkel/Visuals Unlimited Table 7.3(2) Getty 
Images, Inc./Stockdisc Table 7.3(3) Realistic 
Reflections E7.2 Dr. George Wilder/Visuals Unlimited 
E7.3(L) Tim Davis/Davis-Lynn Images E7.3(M) 
Photodisc/Getty Images E7.3(R) Walter Chandoha 
Photography 7.5a SPL Science Photo Library/Photo 
Researchers, Inc. 7.5b Spencer Grant/PhotoEdit 7.5c 
Ed Kashi/Corbis, NY 7.11 David Parker/Photo Re
searchers, Inc. 7.13 Getty Images, Inc.—Hulton Archive 
Photos 7.16 AP/Wide World Photos CHAPTER 8 
Opener (L) Picture Desk, Inc./Kobal Collection 
Opener (R) Top Picture Desk, Inc./Kobal Collection 
Middle AP/Wide World Photos Bottom Picture Desk, 
Inc./Kobal Collection 8.14 J. Christensen/New York 
Times Pictures 8.15 Brad Mogen/ Visuals Unlimited 
8.17 Antoine Serra/Corbis Sygma 8.18 David Young-
Wolff/PhotoEdit 8.19a Scott Camazine/Photo Re
searchers, Inc. 8.19c Frans Lanting /Minden Pictures 
8.21b Photograph courtesy of The Roslin Institute 8.22 
Photograph courtesy of The Roslin Institute E8.1 Pascal 
Goetgheluck/SPL/Photo Researchers, Inc. CHAPTER 
9 Opener (L) Balog, James/Getty Images, Inc.—Image 
Bank Opener (R) Top Michelangelo, Creation of Adam 

(Detail of Sistine Chapel Ceiling). © Scala/Art 
Resource, NY. Middle © Dorling Kindersley Bottom 
Phil Schermeister/CORBIS 9.3 ARCHIV/Photo 
Researchers, Inc. 9.4 Prof. Eduardo Landazuri 9.5a 
Getty Images, Inc.—Stone Allstock 9.5b Tui De 
Roy/The Roving Tortoise Nature Photography 9.6a 
D.C. Lowe/SuperStock, Inc. 9.6b Paul 
Sterry/(c)Worldwide Picture Library 9.8 Frans Lanti-
ng/Minden Pictures 9.13b(L) Mitsuaki Iwago/Minden 
Pictures 9.13b(R) Michael Najjir/Getty Images, Inc. 
9.14a B. Runk/S. Schoenberger/Grant Heilman Pho
tography, Inc. 9.14b Stan Elems/Visuals Unlimited 
9.15 From: Richardson, M. K., et al. Science. Vol 280: 
Pg 983c, Issue # 5366, May 15,1998. Embryo from Pro
fessor R. O'Rahilly. National Museum of Health and 
Medicine/Armed Forces Institute of Pathology 9.16a 
Fred Habegger/Grant Heilman Photography, Inc. 
9.16a(inset) Jerome Wexler/Visuals Unlimited 9.16b 
Porterfield/Chickering/Photo Researchers, Inc. 
9.16b(inset) Barry Runk/Stan/Grant Heilman 
Photography, Inc. 9.18(1-3) Leroy Simon/Visuals Un
limited 9.18(4) George McCarthy/Nature Picture Li
brary 9.19a Tui DeRoy/ Minden Pictures 9.19b Cliff 
Beittel 9.19c Robert Scanlon 9.20a Gary Moss/Pic-
tureArts Corporation 9.20b Age Fotostock/Super-
Stock, Inc. 9.21 (4) Harry Taylor/University Museum of 
Zoology, Cambridge/ Dorling Kindersley 9.23a © The 
Natural History Museum, London 9.23b University of 
New Mexico, Albuquerque, Maxwell Museum of An
thropology 9.26 SPL/Photo Researchers, Inc. 9.30a 
John Lemker/Animals Animals/Earth Scenes 9.30b 
Stewart Cohen/Index Stock Imagery, Inc. 9.30c Jerry 
Young/ Dorling Kindersley 9.30d R. Calentine/Visu
als Unlimited CHAPTER 10 Opener (L) Manny Mil-
Ian/ Time, Inc. Magazines/Sports Illustrated Opener 
(R) Top Bill Aron/PhotoEdit Middle AP/Wide World 
Photos Bottom Joe Raedie/Getty Images, Inc.—Liai
son 10.4a Lynn Stone/Index Stock Imagery, Inc. 10.4b 
David Newman/Visuals Unlimited 10.5 Tom 
McHugh/Photo Researchers, Inc. 10.7(L) © Doug 
Cheeseman/Peter Arnold, Inc. 10.8 Craig Turtle/ 
Corbis Bettmann 10.12 Gerry/Globio/Minden 
Pictures 10.13 B. Runk/S. Schoenberger/Grant 
Heilman Photography CHAPTER 11 Opener (L) 
Photo by Jim & Mary Whitmer Opener (R) Top 
Anderson-Ross/Brand X Pictures/Alamy Images 
Royalty Free Middle AP/Wide World Photos Bottom 
Digital Vision Ltd. 11.1a Barbara Gerlack/Visuals 
Unlimited 11.1b Bstav Verderber/Visuals Unlimited 
11.12a Gunter Marx Photography/Corbis, NY 11.12b 
Gunter Marx Photography/Corbis, NY 11.3(1) 
(c)Henry Ausloos/Animals Animals/Earth Scenes 
11.3(2) Hanan Isachar/Corbis Bettmann 11.3(3) Lou 
Jacobs, Jr./Grant Heilman Photography 11.6 
Maximilian Weinzierl/Almany Images 11.9(1) Alan & 
Linda Deitrick/Grant Heilman Photography, Inc. 
11.9(2) Corbis RF 11.9(3) Scott Sinkler/AGStockUSA, 
Inc. 11.9(4) George Harrison/Grant Heilman Photog
raphy, Inc. 11.10a Courtesy, Dr. Forrest Mitchell, Dept. 
of Entomology, Texas A&M University (website 
www.dragonflies.org) 11.10b Getty Images, Inc.— 
Stone Allstock 11.12(inset) (c) McDonald Wildlife Pho
tography/Animals Animals/Earth Scenes 11.14 Kelly 
Taylor/Kelly Taylor Illustration 11.20a Photo 
Researchers, Inc. 11.21a Peter Turnley/CORBIS 11.21b 
Roger De LaHarpe/Gallo Images/CORBIS 11.22a 
Corbis RF 11.22b Doug Allen/Nature Picture Library 
11.26a (c) Kay Yatskievych/AnthroPhoto, 2003 11.26b 
Derek Hall (c) Dorling Kindersley 11.27a Corbis 
Bettmann 11.27b Francois Savigny/Animals Ani
mals/Earth Scenes 11.27c Michael & Patricia 
Fogden/Minden Pictures CHAPTER 12 Opener (L) 

C-1 

http://www.forestryimages.org
http://www.forestryimages.org
http://www.Antell-MD.com
http://www.pathology.washington.edu
http://www.dragonflies.org


Courtesy of Evan S. Whitaker Opener (R) Top Robert 
Plowes/Robert and Beth Plowes Photography Middle 
James L. Amos/CORBIS Bottom William Campbell/ 
Homefire Productions, Inc. 12.1 WHOI/Edmund/ 
Visuals Unlimited 12.2 D. Cavagnaro/DRK Photo 
12.3a Michael Viard/Peter Arnold, Inc. 12.3b Mauro 
Fermariello/SPL/Science Source/Photo Researchers, 
Inc. 12.6 J. William Schopf, University of California 
at Los Angeles 12.7a Dr. Dennis Kunkel/Visuals 
Unlimited 12.7b Carolina Biological Supply/Visuals 
Unlimited 12.7c Marli Miller/Visuals Unlimited 
Table 12.2(1) M. I. Walker/Photo Researchers, Inc. 
Table 12.2(2) Dr. Dennis Kunkel/Visuals Unlimited 
Table 12.2(3) Wim van Egmund/Visuals Un
limited Table 12.2(4) Bill Beatty/Visuals Unlimited 
Table 12.2(5) Dee Breger/Photo Researchers, Inc. Table 
12.2(6) Hal Beral/Corbis Bettmann Table 12.2(7) Wim 
van Egmund/Visuals Unlimited 12.9a Dr. Jeffrey Lord 
12.9b Professor J.L. Kerwin 12.9c David M. Phillips/ 
Visuals Unlimited 12.9d Walter H. Hodge/Peter 
Arnold, Inc. 12.10 Chip Clark/National Museum 
of Natural History © 2003 Smithsonian Institution 
12.11 Wayne Lynch/DRK Photo Table 12.3(1) Hal 
Beral/Visuals Unlimited Table 12.3(2) Hiroya 
Minakuchi/ Minden Pictures Table 12.3(3) Robert 
Calentine/Visuals Unlimited Table 12.3(4) (c) Dr. 
Richard Kessel & Gene Shih/Visuals Unlimited 
Table 12.3(5) David B. Fleetham/Visuals Unlimited 
Table 12.3(6) E.R. Degginger/Photo Researchers, 
Inc. Table 12.3(7) Tom McHugh/Photo Researchers, 
Inc. Table 12.3(8) Randy Morse/Animals 
Animals/Earth Scenes Table 12.3(9) Tom McHugh/ 
Photo Researchers, Inc. 12.12a Michael Fogden/DRK 
Photo 12.12b David Wrobel/Visuals Unlimited 12.12c 
David Barron/Animals Animals/Earth Scenes 12.13 
Gregory Ochocki/Photo Researchers, Inc. Table 12.4(1) 
Dr. M.F. Brown/Visuals Unlimited Table 12.4(2) Corbis 
RF Table 12.4(3) H. Zetti /Zefa/Corbis/Bettmann 
12.15 Photo Researchers, Inc. Table 12.5(1) John 

Lemker/Animals Animals/Earth Scenes Table 12.5(2) 
Clay Perry/Corbis, NY Table 12.5(3) (c) Prenzel 
Photo/Animals Animals/Earth Scenes Table 12.5 (4) 
Getty Images/Digital Vision 12.16a Ed Reschke/Peter 
Arnold, Inc. 12.16b Frans Lanting/Minden Pictures 
12.16c Murray, Patti/Animals Animals/Earth Scenes 
12.18a George D. Lepp/Photo Researchers, Inc. 12.18b 
Joe McDonald/Visuals Unlimited 12.18c Bill Dyer/ 
Photo Researchers, Inc. 12.20 Alison Wright/CORBIS 
CHAPTER 13 Opener (L) Reto Stockli/NASA God-
dard Laboratory for Atmospheres Opener (R) Top 
AP/Wide World Photos Middle Pat Hamilton/Reuters 
New Media, Inc./CORBIS 13.1a Peter Haigh/Almany 
Images 13.1b Tom Payne/Almany Images 13.1c Carr 
Clifton/Minden Pictures 13.5a Dung Vo Trung/ 
Corbis/Symga 13.5b Robert Pickett/CORBIS 13.5c 
Michael Gadomski/ Animals Animals/Earth Scenes 
13.5d Steve Wolper/DRK Photo 13.8 Wolfgang 
Kaehler/CORBIS CHAPTER 14 Opener (L) Tupper 
Ansell Blake/WSFWS Opener (R) Top AP/Wide 
World Photos Middle © Stephan Anderson/The 
Nature Conservancy Bottom AP/Wide World Photos 
14.1 Prentice Hall School Division 14.5 Konrad 
Wothe/Minden Pictures 14.7a NASA Space 
Center/Visuals Unlimited 14.7b Buddy Mays/ 
CORBIS 14.7c David Dennis/Animals Animals/Earth 
Scenes 14.7d Belinda Wright/DRK Photo 14.7e Allen 
Blake Sheldon/Animals Animals/Earth Scenes 14.7f 
Martha Holmes/Nature Picture Library 14.9a David 
Muench/Corbis, NY 14.9b Professor John Doebley/ 
University of Wisonsin 14.9c Scott Bauer/USDA ARS 
14.11 Courtesy of www.plantworksuk.co.uk and 
www.friendlyfungi.co.uk 14.12 M. Harvey/DRK 
Photo 14.13a Ron Austin/Photo Researchers, Inc. 
14.13b Jerry Gildemeister 14.15a Siri Stafford/Getty 
Images, Inc.—Stone Allstock 14.15b Peter Wieman/ 
Animals Animals/Earth Scenes 14.17a,b Dave 
Hansen, University of Minnesota Agricultural Experi
ment Station 14.18 Nik Wheeler/Corbis, NY 14.20a 

Photo by Rollie White 14.20b Kenneth W Fink/Photo 
Researchers, Inc. 14.21 © Steven Holt/VIREO 14.24a 
Andrew Syred/Science Photo Library/Photo 
Researchers, Inc. 14.24b Astrid & Hanns-Frieder Mich-
ler/Science Photo Library/Photo Researchers, Inc. 
CHAPTER 15 Opener (L) Michael Newman/ 
PhotoEdit Opener (R) Top Tom & Pat Leeson/Photo 
Researchers, Inc. Middle Wes Thomson/Corbis, NY 
Bottom Don Farrall/Getty Images—Photodisc 
15.3 V. Rumyantsev, Crimean Astrophysical Observa
tory 15.6 (c) Frances Roberts/Alamy 15.9a Getty Im
ages, Inc.—Botanica 15.9b Ross M. Horowitz/Getty 
Images, Inc. 15.9c Bryan and Cherry Alexander/Al-
many Images 15.10 Geoff Bryant/Photo Researchers, 
Inc. 15.11 JeSse Allan/NASA/Goddard Space Flight 
Center 15.12 Hans Dieter Brand/Frank Lane Picture 
Agency/Corbis, NY 15.13 B. Runk/S. Schoen-
berger/Grant Heilman Photography, Inc. 15.14 George 
Reszeter 15.15 Walt Anderson/Visuals Unlimited 
E15.1a (c) Jan Baks/Alamy E15.1b Raymond 
Gehman/National Geographic/Getty Images, Inc. 
E15.1C Getty—National Geographic Society 15.16 
Kennan Ward /Corbis, NY 15.17 Getty—National Ge
ographic Society 15.18 Adam Jones/Photo Re
searchers, Inc. 15.19 Getty Images Inc—Botanica 15.20 
Stephen Krasemann/Photo Researchers, Inc. 15.21a 
Getty—National Geographic Society 15.22c Jerome 
Wexler/ Photo Researchers, Inc. 15.23a Lowell Geor-
gia/Corbis, NY 15.23b Index Stock Imagery, Inc. 15.24 
Cisca Castelijns/Foto Naturals/Minden Pictures 15.25 
David Muench/Getty Images, Inc.—Stone Allstock 
15.26 Jeffrey Rottman/Corbis, NY 15.27 Millard H. 
Sharp/Photo Researchers, Inc. 15.28 © 1990. Ameri
can Association for the Advancement of Science 15.29 
Steven Wayne Rotsch 15.30 David R. Frazier Photoli-
brary, Inc. 15.31 James Leynse/Corbis, NY 15.32 
Steven Chiang/Getty Images 15.33 Courtesy of 
Virginia Borden 

C-2 

http://www.plantworksuk.co.uk
http://www.friendlyfungi.co.uk


Index 

Page references that refer to figures are in bold. 

A 

A. See Adenine (A) 
ABO blood system, 169 
Acidic pH, 27 
Acquired, 258 
Acquired immune deficiency syndrome (AIDS), 

258-262,262 
causes of, 259 
evidence linking HIV to, 259-262 
evolution preventing, 273-279 
prevention of, 277-279 

Activation energy, 54 
Activators, 203 
Active site, 54, 55 
Active transport, 59, 59 
Adaptations, 265,265 
Adaptive radiation, 334 
Adenine (A), 34 
Adenosine diphosphate (ADP), 78 
Adenosine triphosphate (ATP), 56, 56 

regenerating, 79 
structure and function of, 77-80 
structure of, 77 
synthase, 85 

ADP. See Adenosine diphosphate (ADP) 
Aequorea victoria, 330 
Aerobic, 79 
Aerobic respiration, 79 
African 

characteristics of, 295 
Agarose gel, 183 

references that refer to tables are in italics. 

Age 
as cancer risk factor, 118 
metabolic rate, 56 

Agribusiness, 210 
Agriculture 

clearing for, 402 
Agrobacterium tumefaciens, 210 
AIDS. See Acquired immune deficiency syndrome 

(AIDS) 
Air pollution, 417 
Alcohol consumption 

as cancer risk factor, 118 
Algae, 326 
Allele frequency, 298 

relationship with gamete frequency, 305 
similar in populations within races, 300 

Alleles, 125,141,142,148 
dominant, 148 
recessive, 148 

Allopatric, 290 
Aloe vera 

source of, 333 
Alternative hypotheses, 4 
Ambiguity, 198 
Amenorrhea, 66 
American Indian 

characteristics of, 295 
Amino acids, 30,31 

essential, 47,48,48 
Amish population, 310 
Anaerobic, 81 
Anaerobic respiration, 82 
Anaphase, 110 



Anaximander, 229 
Anchorage dependence, 116,116 
Anderson, Anna, 186,186 
Anecdotal evidence, 16 
Angiogenesis, 116 
Animal cells, 39 
Animalia, 321,328-331 

phyla, 329 
Annelids, 329 
Annual herbs, 407 
Anorexia, 45, 66, 66-67 
Ant (Pseudomyrmex triplarinus), 330,330 
Antibiotics, 324 

from fungi, 332 
Antibodies, 261 
Anticholesterol drugs, 332 
Anticodon, 198 
Antigen, 261 
Antioxidants, 53,53 
Antisense RNA, 208 
Antophyta, 333 
Apes, 234 

classification of, 236-237 
Ape-to-human transition, 249 
Apple flies, 291 
Apple maggot flies, 290-291 
Applied research, 207 
Aquaporins, 59 
Aquatic biomes, 409^14 
Aquatic systems, 409 
Archaea, 323-324 
Arctic ocean, 365 
Ardepithecus ramidus, 247 
Argument from design, 232 
Aristotle, 3 
Arthritis treatment, 330 
Arthropods, 329 
Artificial selection, 156,156-157,266 

causing evolution, 266, 266 
Ascomycota, 331 
Asexual reproduction, 105,105,291 
Asiatic 

characteristics of, 295 
Aspirin, 335 

source of, 333 
Assembly 

in HIV life cycle, 260 
Assortative mating, 312-313 
Asymptomatic phase 

HIV, 262 
Atomic number, 27 
Atoms, 25 
ATP. See Adenosine triphosphate (ATP) 
Australopithecus africanus, 246 
Autosomes, 124,124,172 

Average, 154 
Azidothymidine (AZT), 274 

drug resistance, 274 
AZT. See Azidothymidine (AZT) 

B 

Bacillus thuringiensis, 213 
Background extinction rate, 362 
Bacteria, 323-324 

and cloning genes, 205 
Bacterial cell, 82 

being engulfed by human immune system cell, 
35 

Bacterial plasmid, 206 
Bantu nose, 307 
Basal metabolic rate, 56 
Base, 27 
Base-pairing rule, 34 
Basic pH, 27 
Basic research, 207 
Basidiomycota, 331 
B cell, 261 
B cells, 261 
Beauty 

perception of, 61 
Behavioral isolation, 285 
Behavioral pre-fertilization barrier 

to reproduction, 285 
Behe, Michael, 232 
Bell Curve, 160,161 
Benign, 103 
Benign ovarian tumor, 121 
Benzene, 417 
Beta-carotene, 53 
BGH. See Bovine growth hormone (BGH) 
Bias, 9 
Bible, 231 
Binet, Alfred, 157 
Biodiversity, 318,360 

vs. meeting human needs, 386-387 
preservation of, 387 

Biogeography 243 
evidence from, 242-244 

Biological address, 391 
Biological classification, 318-323,320 

challenge of, 338 
suggests evolutionary relationships, 234-237 

Biological collections, 319 
Biological diversity, 319 
Biological evolution, 226 
Biological populations, 226 



Biological race, 293 
Biological riches 

source of, 319 
Biological species 

comparison of, 296 
reproductively isolated, 284-285 

Biological species concept, 284-288 
Biomass, 366 
Biome, 400 
Biomes 

distribution of, 401 
Biophilia, 378 
Biopiracy, 341 
Bioprospecting, 318 
Bioprospectors, 319 
Biopsy, 117-121,121 
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fitting human needs into, 418 
Biotin, 51 
Bipedalism, 245 
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mating dance, 285, 285 
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homeostasis, 24 
Black gene, 301 
Blind experiment, 9 
Blood group genetics, 171-172 
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diastolic, 64-65 
systolic, 64-65 
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source of, 330 

Blood transfusion, 171 
Blood type analysis, 169,171 
Blood types 

map of, 303 
Blood typing, 172 
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BMI. See Body mass index (BMI) 
Body fat, 60-67 

healthful, 62 
Body mass index (BMI), 62,63 
Bolshevik Revolution, 167 
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Boom or bust cycle, 353 
Boreal forest, 401,403^04 

diversity in, 404 
Botanists, 334 
Bovine growth hormone (BGH), 195 

gene, 205,206 
BRCA1,242 
BRCA2 

in ovarian cancer, 115,115 

Breast cancer 
risk factors of, 119 
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and cellular respiration, 80 

Brown tree snake, 365 
Bryophyta, 333 
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in HIV life cycle, 260 
Bulimia, 66, 66-67 

C. See Cytosine (C) 
Calcitrol, 50,51 
Calcium, 52 
Calories, 56-57 
Calvin cycle, 90-92,92 
CAM. See Crassulacean acid metabolism (CAM) 
Cambrian explosion, 328 
CAM plants, 93-94 

photosynthesis, 95 
Cancer, 103 

chemotherapy of, 122 
definition of, 103,103-106 
detection of, 117-121 
in nonhuman organisms, 114 
radiation of, 122-123 
risk factors of, 118-120,119-120 
treatment of, 121-123 
warning signs of, 117 
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genetically modified, 211 

Canopy, 402 
Capillary, 57,103 
Caporael, Linda, 332 
Carageenan, 327, 327 
Carbohydrates, 30 

breakdown, 61 
complex, 47 
as nutrients, 46^17 
stored, 47 
structure and function of, 29-30 

Carbon, 28 
flow of, 73 

Carbon bonding, 29 
Carbon dioxide, 73-74 

from Antarctic ice cores, 76 
increases in atmospheric, 75 
per capita emissions, 96 

Carcinogens, 113 
Carrier, 151,151,176 
Carrying capacity, 350-351 



Catalyze, 54,193 
Catharanthus roseus, 369,369 
Cathartes aura, 338 
Catolaccus grandis, 369,370 
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and HIV, 261 
Cell components, 36-38 
Cell cycle, 108-112,109,128-129 

control of, 112-113,113 
Cell cycle control genes 

mutations to, 113-114 
Cell division, 103,105 

in animal cells, 110 
Cell plate, 112 
Cell structure, 35-38 
Cellular respiration, 74, 77-88,80,86 

as controlled burn, 88 
Cellular work 

and ATP, 79 
Cellulose, 30,61,112 
Cell wall, 38,39, 111 
Cenozoic era, 335 
Central vacuole, 38 
Centrioles, 37, 39,109 
Centromere, 105 
Cervical cancer 

risk factors of, 229 
Changed ecosystems, 376-378 
Chaparral, 404,404-405 
Checkpoints, 112 
Chemicals 

flow of, 74 
Chemical work, 79 
Chemotherapy, 122 
Chimpanzees 

anatomical differences with humans, 
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Chlamydomonas, 79 
Chloride, 52 
Chlorophyll, 89 
Chloroplast, 36 
Chloroplasts, 39,89,89 
Cholesterol, 32,65 
Chondrus crispus, 327 
Chordate embryos 

similarity among, 240 
Chordates, 329 
Chromosomal anomalies, 174-175, 275 
Chromosome 8, allele 4 

frequency of, 302 
Chromosomes, 105,139-142,141,145 

homologous pair, 140 
Chromosome walking, 216 
Circulatory system, 104 
Cladistic analysis, 339 
Class, 235 
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implying common ancestry, 236 

Classification systems, 234-235 
Claviceps purpurea, 332 
Climate, 392 
Climax community, 405 
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humans, 218-219 
Cloning genes 

using bacteria, 205 
Clotting factor VIII, 169 
Clumped distribution, 347 
Cnidaria, 329 
Cobalamin, 51 
Codominance, 149,169, 270 
Codons, 198 
Coenzymes, 50 
Cohesion, 26 
Cold-causing virus, 6 
Colon cancer 

risk factors of, 220 
Combination drug therapy 

creating drug resistance, 277 
HIV evolution, 276 
problems with, 276-277 
slowing HIV evolution, 275-276 

Common ancestor 
divergence from, 231 

Common ancestry 
classification implying, 236 

Common cold 
cure for, 19 

Common descent, 230,233,243,247,250-251 
evidence for, 231-232 
hypothesis development of, 230-231 
theory of, 228 
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Comparative anatomy, 238-239 
Competition, 373-374,374 
Competitive exclusion, 374 
Complementary, 34 
Complete proteins, 47-48 
Complex carbohydrates, 47 
Compound, 28 
Coniferophyta, 333 
Coniferous trees, 403,403 
Consumers, 366 
Contact inhibition, 116,116 
Continuous variation, 153,155 
Control, 7 
Controlled experiments, 7-8,8 
Convergence, 308 
Convergent evolution, 243,308-309 
Convergent species, 243 
Copernicus, Nicolai, 4 
Coral reef, 330,413 



Coral reefs, 412 
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genetically modified, 211 
Correlations, 10 

not signifying causation, 11 
Cotton 

genetically modified, 212 
Covalent bond, 28 
C3 plants, 93-94 

photosynthesis, 95 
C4 plants, 93-94 

photosynthesis, 95 
Crash, population, 353 
Crassulacean acid metabolism (CAM), 94 
Crick, Francis, 34 
Crop plants 

genetically modification of, 208-210 
Crossing over, 130,130-131,144,145 
Cyclosporin, 332 
Cystic fibrosis, 301 

as recessive condition, 149 
risks of accepting sperm from carrier of, 151 

Cytokinesis, 108,111-112 
in animal cells, 112 
in plant cells, 112 

Cytoplasm, 39 
Cytosine (C), 34 
Cytoskeletal elements, 37 
Cytosol, 39 
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Darwin, Charles, 7, 229,229-231,262 
Darwin, Erasmus, 230 
Darwin's Black Box, 232 
Data, 5 
Decomposers, 377 
Decomposition, 402 
Deductive reasoning, 4 
Deforestation, 92-93 
Degenerative diseases, 220 
Dehydration, 46, 66 
Deleterious, 383 
Demographic momentum, 354,354 
Demographic transition, 349,349-350 
Denaturation, 87 
Denatured, 182 
Density-dependent factors, 350-351 
Density-independent factors, 351 
Deoxyribonucleic acid. See DNA 

(deoxyribonucleic acid) 
Desert, 406-407 
Development, 328 

Diabetes, 64,64,66 
Diastolic blood pressure, 64-65 
Dietary fiber, 47 
Diffusion, 58, 59 

facilitated, 58, 59 
Digitalis, 335 

source of, 333 
Dihybrid cross, 152,153 
Diploid, 126 
Directional selection, 270,271 
Disaster avoidance, 355-356 
DiSilva,Ashi,218 
Diverge, 288 
Divergence, 288 

genetic evidence of, 298-299 
Diversifying selection, 271,271 
Diversity, 251,251-252 

in gametes, 145 
in offspring, 142-144 

Diversity hotspots, 379 
Diversity of body form, 41 
Diversity of life, 323-334 
Dizygotic twins, 145,146 
DNA (deoxyribonucleic acid), 32-34,105,105,196 

and HIV, 261 
structure of, 33,106 
testing evolutionary hypothesis, 242 
three-dimensional model of, 34 

DNA detective, 167-189 
DNA fingerprinting, 181-189,184 

hypothetical, 185,186 
parents and child, 185 

DNA insertion 
in HIV life cycle, 260 

DNA molecule 
denatured, 182 

DNA polymerase, 107 
DNA replication, 106-108,107 
DNA sequences 

similarities, 241 
Dolly, 219,219 
Domain, 235 
Domain archaea, 325 
Domain bacteria, 324 
Domains, 320-321 
Dominant alleles, 146,148 
Donkeys, 287 
Double-blind, 9 
Double-blind experiments, 9 
Double fertilization, 336 
Down syndrome, 175 
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adaptations to, 407 
Drug resistance 

single drug therapy selecting for, 273-274 
Drug resistant, 274 
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Earth's land surface 

human modification of, 414 
Echinacea purpurea, 7,7 
Echinacea tea, 1 
Echinoderms, 329 
Ecological communities 

disruption of, 370-371 
Ecological footprint, 415 
Ecology, 337-338,346 
Ecosystems, 376 

function changes, 378 
Ecotourism, 380 
Ediacaran fauna, 328 
Edward syndrome, 175 
Eggs, 138,139,141,143,146 
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Electron carriers, 84 
Electrons, 25 
Electron transport, 80-81 
Electron transport chain, 85,85-86 
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Endangered Species Act (ESA), 360,386-387 
Endocytosis, 60,60 
Endoplasmic reticulum (ER), 37,39 
Endosymbiotic theory, 325 
Energy, 414-415 
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flow of, 74 
in food, 56 

Energy flow, 376-377 
Energy shell, 28 
Energy use, 415 
Environmental disasters 

protection from, 381-382 
Environmental Protection Agency (EPA) 

genetically modified foods, 212 
Enzymes, 30,54-57, 55 
EPA. See Environmental Protection Agency (EPA) 
Equator, 394 
ER. See Endoplasmic reticulum (ER) 
Ergot, 332 
ESA. See Endangered Species Act (ESA) 
Escherichia coli, 215 
Essential amino acids, 47,48,48 
Estuaries, 412-414,413,413 
Ethiopian child, 345 
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Eukaryotes, 42,324, 325 
Eukaryotic cells, 35 

protein synthesis in, 202 
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characteristics of, 295 
European corn borer, 213 
Eutrophication, 368 
Evolution, 224-253, 225 

early views of, 229 
process of, 226-227, 227 
theory of, 227-228 

Evolutionary classification, 338-339 
testing, 340 

Evolutionary history 
reconstructing, 338-340, 339 

Evolutionary relationship, 322 
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Exocytosis, 60, 60 
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minimizing bias in, 9 
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Exponential growth, 348 
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causes of, 365 
consequences of, 368-378 
rate of, 363 

Extinction rates 
measuring, 361-362 

Extinct species, 361 
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in Drosophila melanogaster, 177 

Facilitated diffusion, 58,59 
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Family, 235 
Fats, 32, 32,48-49 

breakdown, 61 
Fat-soluble vitamins, 51 
Fat storage, 48 
Fatty acid tails, 32 
FDA regulations 

genetically modified foods, 212 
genetic engineering, 207 

Fermentation, 82 
Fertilization, 138,139,172 

random, 144-145 
Fiber, 47 
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Fitness, 265 
Fleming, Alexander, 332 
Flowering plants, 333 

chemical defenses in, 335 
diversity of, 333 
evolutionary history of, 239 
gamete production in, 126 
sexual reproduction in, 335 

Flower petals, 336 
Flowers 

individuals varying within populations, 263 
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of lipids and proteins, 38-39 
Fluorescent protein 

source of, 330 
Folic acid, 51 
Food chain, 366 
Food Guide Pyramid, 67 
Food web, 371 
Forest biomes, 401 
Forests, 400-401 
Fossil ancestor, 246 
Fossil fuel extraction, 415 
Fossil fuels, 74, 74 
Fossilization, 244 
Fossil records, 244-249 

of horses, 249 
Fossils, 334 
Founder effect, 309-310,310 

in plants, 311 
Founder hypothesis, 289,289 
Foxglove, 335 
Frameshift mutation, 201,201 
Fraternal twins, 145,146 
Free radicals, 53 
Frequency of an allele, 268 
Freshwater, 409 
Frogs, 365 
Fructose, 30, 55 
Fruit, 336 
Fuhlrott, Johann, 246 
Fungal diversity, 331 
Fungi, 321, 331,331-332 
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G. See Guanine (G) 
Galapagos, 267 
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Galapagos Islands 

giant tortoises, 230 
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Gallo, Robert, 259 
Gamete incompatibility, 286 
Gametes, 123,138,139 

diversity, 145 
Garbage, 416-417 
Garbage disposal, 416 
Gas exchange, 93 
Gel electrophoresis, 183-185 
Genealogical species, 294 

comparison of, 296 
Genealogical species concept, 294 
Gene cloning 

through bacteria, 204-206, 205 
Gene expression 

chromosome condensation, 203 
mRNA degradation, 204 
protein degradation, 204 
translation, 204 

Gene expression regulation, 202-203,203 
Gene flow, 285 
Gene gun, 210,211 
Gene pool, 285 
Gene pools 

isolation and divergence of, 289-290 
Generally recognized as safe (GRAS), 207,212 
Genes, 105,136-162 

on chromosomes, 140 
and environment, 159-162 
importance of, 162 
as words in instruction manual, 140,143 

Genesis (Bible), 231 
Gene therapy, 216-217 
Genetically modified crops 

effects on nontarget organisms, 213-214 
and environment, 213-214 

Genetically modified foods, 211-212 
safety of, 212-213 
in US diet, 211-212 

Genetically modified organism (GMO), 210 
effect on health, 210-213 

Genetically modified plant, 211 
Genetically modified tomatoes, 209 
Genetic code, 198 
Genetic disease 

in humans, 149-150 
Genetic diversity loss 

protection from, 382-386 
Genetic drift, 309-311 

effects of, 310 
losing variability, 384 
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Genetic engineering, 192-221 
food modification, 208-215 
pros and cons of, 221 

Genetic engineers, 194 
modifying humans, 215-218 
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flow of, 196 

Genetic material 
transfer of, 214 

Genetic traits 
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Genetic variability, 382 
Genetic variation 

cause of, 141-142 
Genotype, 148,148-149 
Genus, 235 
Geological periods, 335 
Geologic barriers, 289 
Germ-line gene therapy, 216 
Germ theory, 7 
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Global climate, 392-100 
Global precipitation, 399 
Global precipitation patterns, 399-400 
Global temperature patterns, 393-396 
Global warming, 72,365 

and cellular respiration, 87-88 
decreasing effects of, 95-97 
and photosynthesis, 92-93 

Glucose, 30,47, 55 
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Glycerol, 49,61 
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Glycolysis, 80-81,81 
GMO. See Genetically modified organism 

(GMO) 
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Gould, Stephen Jay, 270 
Gradualism, 293 
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Grasslands, 405^06 
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Greenhouse effect, 72,72-77 

with organisms and environment, 75-77 
Greenhouse gas emissions 
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limits to, 351 
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Growth rate, 348 

species recovery, 381 
Guanine (G), 34 
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H 
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decreasing rate of, 380-381 
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Habitat loss, 363,363-364 
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frequency of, 302,302 
Hardy, Godfrey, 304 
Hardy-Weinberg theorem, 304-305 
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HDL. See High-density lipoprotein (HDL) 
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Heart attack, 66 
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Henslow, John, 229 
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Herbicide-resistant crops, 214 
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benefits of, 383 
Heterozygous genotype, 148,148 
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as cancer risk factor, 118 
High tides, 71 
Hitting the wall, 82 
HIV. See Human immunodeficiency 

virus (HIV) 
HMS Beagle, 229-230,230 
Hodgkin's disease, 369 
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Hominins, 245 
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Hominin species 

evolutionary relationships among, 248 
Homologous pair, 124,140 
Homologous pairs of chromosomes, 125 
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evidence of, 237-242 
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and race concept, 295-299 
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differences, 306-313 
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Human immunodeficiency virus (HIV), 258-262 

description of, 259 
drug therapy, 277 
evolution of, 272,272-273 
human evolving HIV resistance, 277-278 
immune response, 261 
infection 

course, 261-262 
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infection prevention, 278 
living with, 278-279 
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in HIV life cycle, 260 
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Human life cycle, 138,138 
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Human population future, 353-354 
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Human races 
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Human waste treatment, 416 
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Hutton, James, 229 
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Hydrogenation, 49,50 
Hydrogen atom, 83 
Hydrogen bond, 26 
Hydrogen bonding 

in water, 73 
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IDDM. See Insulin-dependent diabetes mellitus 

(IDDM) 
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Identical twins, 145,146 
Immortal 
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Immune response, 258 
Immune system 

disease of, 258 
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importance of, 382-384 
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Insulin-dependent diabetes mellitus (IDDM), 64 
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Jury-rigged design, 270 
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Karyotyping, 173 
Keystone species, 375-376,376,376 
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Kingdoms, 320-321, 321 
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Lake 
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Lamarck, Jean Baptiste, 229 
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Leopon, 286,286,287 
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Leukemia, 369 

risk factors of, 120 
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classification of, 321 
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on earth, 35^1 
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Life cycle, 138,138 
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estimating, 362 
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Limulus polyphemus, 330 
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variety, 295 
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Lipid bilayer, 58 
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consequences of, 384-386 
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risk factors of, 129 
Lutein, 53 
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Lysosomes, 39 
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resistance to, 150 
Malignant, 103 
Malignant ovarian rumor, 121 
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Mass extinction, 361,361-362 
Mass number, 27 
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Metabolism, 24,54-57 
Meta female, 275 
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Metastasis, 103,104 
Microbes, 324 
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Microtubules, 109 
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Millennium man, 247 
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Missing link, 248,248-249 
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Mitochondrion, 36 
Mitosis, 108-112 
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Modern humans 

history, 297-298 
origins of, 297 
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origin hypotheses, 233,250 
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Molecular clock, 242 
Molecule, 25 
Mollusca, 329 
Monera, 322 
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Monosaccharides, 61 
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Monozygotic twins, 145,146 
Montagnier, Luc, 259 
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mRNA. See Messenger RNA (mRNA) 
Mules, 287,287 
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Multiple drug resistance, 275 
Multiple drug resistant HIV, 275-276 
Multiple hit model, 117 
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Murray, Richard, 160,161 
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Mutant allele, 141 
Mutated Her2 receptor, 115 
Mutation, 113,141,141,141-142,269 
Mutualism, 371-372,372 
Mycologists, 331 
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NAD. See Nicotinamide adenine dinucleotide 
(NAD) 

National Cancer Institute (NCI), 337 
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Natural resources, 414^15,415 
Natural selection, 227,256-279,262-272,269, 

306-308 
acting on inherited traits, 268-269 
does not imply progression, 270 
fruit flies, 267, 267 
HIV, 272-273 
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resulting from current environmental conditions, 

270-271 
subtleties of, 268-269 
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Non-sex chromosomes, 124 
Normal distribution, 154 
Normal ovarian tumor, 121 
Normal rate of ripening 

tomatoes, 209 
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Occupationally-acquired HIV infections, 259 
Oceanic islands, 289 
Oceans, 411-412 

abyssal plain, 412 
effect on local climates, 397 

Offspring, 141,143 
diversity, 142-143 

Oil and water, 27 
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